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ABSTRACT

The availability of large-scale data on the Web motivates the development of

automatic algorithms to analyze topics and to identify relationships between topics.

Various approaches have been proposed in the literature. Most focus on specific topics,

mainly those representing people, with little attention to topics of other kinds. They

are also less flexible in how they represent topics.

In this thesis we study existing methods as well as describe a different approach,

based on profiles, for representing topics. A Topic Profile is analogous to a synopsis

of a topic and consists of different types of features. Profiles are flexible to allow

different combinations of features to be emphasized and are extensible to support

new features to be incorporated without having to change the underlying logic.

More generally, topic profiles provide an abstract framework that can be used

to create different types of concrete representations for topics. Different options re-

garding the number of documents considered for a topic or types of features extracted

can be decided based on requirements of the problem as well as the characteristics

of the data. Topic profiles also provide a framework to explore relationships between

topics.

We compare different methods for building profiles and evaluate them in terms of

their information content and their ability to predict relationships between topics. We

contribute new methods in term weighting and for identifying relevant text segments

in web documents.

In this thesis, we present an application of our profile-based approach to explore

social networks of US senators generated from web data and compare with networks

generated from voting data. We consider both general networks as well as issue-

specific networks. We also apply topic profiles for identifying and ranking experts
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given topics of interest, as part of the 2007 TREC Expert Search task.

Overall, our results show that topic profiles provide a strong foundation for

exploring different topics and for mining relationships between topics using web data.

Our approach can be applied to a wide range of web knowledge discovery problems,

in contrast to existing approaches that are mostly designed for specific problems.
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ABSTRACT

The availability of large-scale data on the Web motivates the development of

automatic algorithms to analyze topics and to identify relationships between topics.

Various approaches have been proposed in the literature. Most focus on specific topics,

mainly those representing people, with little attention to topics of other kinds. They

are also less flexible in how they represent topics.

In this thesis we study existing methods as well as describe a different approach,

based on profiles, for representing topics. A Topic Profile is analogous to a synopsis

of a topic and consists of different types of features. Profiles are flexible to allow

different combinations of features to be emphasized and are extensible to support

new features to be incorporated without having to change the underlying logic.

More generally, topic profiles provide an abstract framework that can be used

to create different types of concrete representations for topics. Different options re-

garding the number of documents considered for a topic or types of features extracted

can be decided based on requirements of the problem as well as the characteristics

of the data. Topic profiles also provide a framework to explore relationships between

topics.

We compare different methods for building profiles and evaluate them in terms of

their information content and their ability to predict relationships between topics. We

contribute new methods in term weighting and for identifying relevant text segments

in web documents.

In this thesis, we present an application of our profile-based approach to explore

social networks of US senators generated from web data and compare with networks

generated from voting data. We consider both general networks as well as issue-

specific networks. We also apply topic profiles for identifying and ranking experts
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given topics of interest, as part of the 2007 TREC Expert Search task.

Overall, our results show that topic profiles provide a strong foundation for

exploring different topics and for mining relationships between topics using web data.

Our approach can be applied to a wide range of web knowledge discovery problems,

in contrast to existing approaches that are mostly designed for specific problems.
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CHAPTER 1

INTRODUCTION

It is generally agreed that no source of information today compares to the World

Wide Web in terms of sheer size and diversity. There is also broad recognition of the

tremendous opportunity for mining and knowledge discovery from the Web. How-

ever, web mining research is at an early stage, especially with regards to knowledge

discovery. Far less has been achieved compared to text mining in specialized domains,

thus offering a tremendous opportunity for further research in Web mining.

In this thesis we focus on the goal of using data from the Web for knowledge

discovery. Various approaches have been proposed in the literature. However, most

focus on specific topics, mainly people entities. There is little research exploring

approaches capable of handling different kinds of ‘topics’ beyond entities. Existing

approaches also make somewhat arbitrary choices regarding some key factors such as

the number of web pages to use for mining and knowledge discovery, how much data

in each page to use, methods for extracting features from web pages, and methods

for weighting the extracted features.

We study existing methods as well as describe a different approach, based on

profiles, for representing general topics. A Topic Profile is analogous to a synopsis of a

topic and consists of different types of features extracted from a set of relevant pages.

Topic profiles are flexible in that they allow different combinations of features to be

emphasized depending upon the knowledge discovery goals. They are extensible in

that new types of features can be easily incorporated into a profile without having the

make any modifications to the underlying logic. Different options such as the number

of relevant web pages or the number and types of features extracted can also be

decided based on the requirements of the problem as well as the characteristics of the

data. Most significantly, topic profiles provide a framework to explore relationships
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between topics, an aspect explored in this thesis.

In sum, topic profiles provide an abstract framework that can be used to create

different types of concrete representations for all kinds of topics as well as for exploring

different types of relationships between topics.

In this thesis we compare different approaches for building profiles and evaluate

them in terms of their information content and ability to predict relationships between

topics. We contribute new methods in term weighting and for identifying relevant

text segments in web documents. We also apply our profile-based approach to explore

social networks of senators and to the task of identifying experts given topics of

interest. A by-product of this thesis is that we provide an evaluation of some standard

foundational tools used in mining general text documents. Specifically we evaluate

their effectiveness when applied to web documents.

1.1 Thesis outline

In chapter 2 we provide the necessary background in text and web mining.

In chapter 3 we make several observations regarding the field in general as well as

specific existing approaches. These observations provide the motivations behind the

work in this thesis. In chapters 4 and 5 we first introduce our approach of topic

profiles and then describe in detail the methodology we follow to build profiles from

text. We also describe a web-based implementation for topic profile building called

WebKD. In chapters 6 and 7 we describe a two-pronged evaluation process. First,

we evaluate different methods for building profiles on the basis of their information

content. Specifically, we compare profiles generated from web data with profiles

generated from Wikipedia. Second, we evaluate different types of profiles on the

basis of their ability to predict relationships, specifically protein interactions, using

web data. This addresses a secondary goal of this thesis, which is to explore the

extent to which the heterogeneous Web may be used to support knowledge discovery
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in a specialized domain such as biomedicine. In chapter 8 we present an exploratory

research with US senator networks generated from web data, comparing these with

networks generated from vote data. In chapter 9 we describe our participation in the

2007 TREC Expert Search task using our profile-based approach. Finally, in chapter

10 we provide a summary and general discussion and also outline avenues for future

research.
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CHAPTER 2

BACKGROUND

2.1 Text Mining

Text mining also known as Text Data Mining (TDM) [72], Knowledge Discovery

in Textual Databases (KDT) [56] and Literature-based Discovery (LBD) [126] can be

described as the process of identifying novel ideas from a collection of texts (also

known as a corpus). By novel we mean information that is not explicitly present in

the text source being analyzed. The kinds of ideas of interest are those indicating

associations, hypotheses, trends, etc. This view of text mining is consistent with the

definition proposed by Hearst in her highly cited paper [72]. To illustrate, consider

the research of Swanson [125] with Raynauds Disease and Fish Oils. Swanson was

interested in Raynauds Disease and read a number of research papers on the sub-

ject. He observed that Raynauds was exacerbated by certain factors such as platelet

aggregability, vasoconstriction, and blood viscosity. From independent literature he

also observed that these factors were mitigated by fish oils. Putting the two together

he postulated that fish oils may be beneficial for Raynauds. This association was

unknown at the time and was later confirmed by bioscientists.

In our research we agree with Hearst’s view that novelty with respect to the

text collection is a requirement in text mining. However, like many others [133, 83]

we adopt a more flexible definition of what constitutes novelty. Specifically, we see

a subjective dimension in what is or is not perceived to be novel. Although not

necessary, text mining efforts tend to adopt a multi-document perspective, with novel

associations inferred by combining evidence from more than one document. Given the

large amount of information available in text form today, we believe that tools that

automatically find interesting relationships, hypotheses or ideas, or assist the user
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in finding these will be extremely useful. Interestingly, most of the existing research

in text mining has been limited to the context of biomedicine, part of which can be

attributed to the early efforts of Swanson and Smalheiser [125, 128, 129, 130, 131].

Text mining is an inter-disciplinary field using techniques from the fields of in-

formation retrieval [119], natural language processing [115], machine learning [118],

visualization [75], clustering [143], and summarization [99], among others. Text min-

ing represents a significant step forward from text retrieval. It is a relatively new

and vibrant research area that is changing the emphasis in text-based information

technologies from low level ‘retrieval’ & ‘extraction’ to higher level ‘analysis’ & ‘ex-

ploration’ capabilities. In recent years there has been increased interest in text mining.

One can see more papers in the area being published in top conferences such as SIGIR

[1] and the WWW conference [12]. Also, of late, there has been a proliferation of text

mining workshops [13, 5, 20].

2.1.1 Application Domains

There are many domain specific text collections available electronically. We have

for example, MEDLINE [9], Reuters newswire data [19], SEC filings of companies [11],

archives of mailing lists dealing with specific subject areas and collections of customer

emails, product reviews etc. These domain specific corpi motivate the design of

customized text mining algorithms that can exploit domain knowledge to provide

better performance than generic text mining algorithms. Three of the most popular

domains, where text mining techniques are being actively developed and used, are

Biomedicine (including Bioinformatics), Business Intelligence and Counter-Terrorism.
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2.1.1.1 Biomedicine

The biomedical research literature is a very promising target for text mining.

Given the extensive presence of biomedical papers in digital form, as well as their

formal and technical vocabulary, they offer a profitable area for automatic text mining.

Moreover the high level of interest in biotechnology has made it one of the most active

application domains for text mining. In fact a recent paper [33] in Nature coins the

term ‘conceptual biology’ for the science of text mining in biology while describing

its value in fueling progress in bioinformatics.

A significant portion of text mining research in this domain has been done in

the context of MEDLINE, an online database of over 15 million records representing

the published literature in biomedicine from the 1960s onwards. Each MEDLINE

record consists of a title, an abstract, a set of manually assigned metadata terms

(known as MeSH terms), and several other fields. The huge and growing size of

biomedical research makes it almost impossible for someone to keep abreast of all

the literature in their domain. Also, given the inter-disciplinary nature of research,

one needs to keep track of related fields apart from one’s own field. This further

underlines the challenge in biomedical research. Therefore, tools that filter through

the literature and retrieve relevant papers are highly valued. But looking beyond

retrieval, tools that help in discovering new relationships and suggesting hypotheses

from the literature have enormous potential.

A particular sub-problem in bioinformatics that has received a fair amount of

attention from text mining researchers is gene/protein analysis. This is partly due to

the large amount of literature on genes and proteins, which consequently has led to a

high level of interest in genomic research. Automatic extraction of gene and protein

names in text [140] is an important part of this research. A key motivation is that

once these entities are identified, it will become easier for scientists to connect the
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information available in MEDLINE with that in allied databases such as LocusLink

[15], OMIM [17] and SwissProt [10]. What makes this task challenging is the inherent

ambiguity associated with gene/protein nomenclature. Dealing with synonymy and

homonymy with respect to gene and protein names is part of this challenge. In other

research (independent of this thesis and published in BMC Bioinformatics) we have

proposed and tested methods to tackle this problem [113]. Our methods are designed

from a retrieval perspective. Other solutions proposed for identification of gene and

proteins in text include, for example, machine learning -based approaches [145, 70]

and hidden markov model -based approaches [90, 96]. In addition to genes/proteins,

there are numerous efforts on identification of other entities such as organs, cells,

biological pathways, etc., from text.

Strictly speaking the entity identification problem, described above, is an ex-

ample of information extraction and not text mining. However, we intentionally refer

to this body of research as it is a fundamental problem that seriously impacts higher

level text mining capabilities. Operating on top of such extraction efforts, we ob-

serve the mining of ‘higher level’ information. In this thesis on web mining through

profiles, we face similar challenges in extracting names of different entities from web

documents.

Continuing with the theme of mining with genes and proteins, we have for ex-

ample, Jenssen et al., who created PubGene [75], a network of genes, which can be

used for mining functional relationships and for gene expression analysis. In their

network, two genes are connected if they co-occur in the title or abstract of a MED-

LINE document. They build their network over 13,000 human genes mentioned in

public databases such as HUGO [23], LocusLink [15], the Genome Database [22], and

GENATLAS [25]. Other mining efforts have identified functional relationships be-

tween genes [116, 122], protein-protein interactions [92, 34], and interactions between
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genes and gene products [115].

A more general approach to discover novel biomedical pathways was developed

by Swanson [125]. The general idea is that two concepts A and C are potentially

connected if A co-occurs in some document with some concept B, and B co-occurs

in some document with C. This implication-based or transitive discovery process

was successfully used by the authors to discover several novel relationships such as

between Raynauds disease and fish oils [125], and migraine and magnesium [128]

among others [129, 130, 131]. Swanson along with his colleague Smalheiser essentially

designed two kinds of discovery processes that were later named ‘Open’ and ‘Closed’

discovery [139]. Ultimately we seek to explore these types of discovery strategies on

web data.

2.1.1.2 Business Intelligence

A major concern of any business is to minimize the amount of guesswork in-

volved in decision making and thereby reduce risk. Most data mining techniques,

such as association rule mining and data warehousing, were originally created to help

remove the uncertainty or alleviate it, so that decision making could be more sound.

However, data mining can help only upto a certain point, since the majority of data

available with a company (reports, memos, emails, planning documents, etc.) is in

the form of text. Since text is not structured enough for data mining techniques

to apply, text mining holds promise. For example, text mining techniques, built by

combining methods for feature selection, clustering and summarization, allow busi-

ness professionals to extract important words/patterns from documents, group related

documents together, read only summaries and drill down to the full documents as

necessary, thereby saving precious time and effort. Data mining and text mining tech-

niques can also complement each other. For example, data mining techniques may
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be used to reveal the occurrence of a particular event while text mining techniques

may be used to look for an explanation of the event. Text mining can also be used to

identify implicit connections, wherein lies its, for the most part untapped, potential

value for businesses.

Research in the application of text mining techniques to the business area is

encouraging. In [32] Bernstein et al. analyze co-occurrence based association rules

that relate different companies. Their analysis is done on over 22,000 business news

stories. They begin with an information extraction software, ClearForest [3], to ex-

tract the set of company names from the text. As shown later we use this software as

well. Bernstein et al. then use disambiguation techniques on this set to identify all

the unique company names. For example, H.P. and Hewlett Packard are merged. A

graph structure is used to visualize the processed data. Each node in the graph rep-

resents a company and an edge represents a co-occurrence based association between

two companies. To eliminate random associations they link two companies only if

the strength of their association is above a minimum support threshold. From this

graph they identify hubs, which represent dominant companies in different industries.

They also use the vector space model (from IR) to represent companies as weighted

link vectors. They consider the cosine similarity score between a company vector

and the average industry vector as an estimate of the relatedness of a company to

its industry. Additionally, the similarity between different average industry vectors

gives a measure of how closely related the industries are to each other. For example,

not surprisingly, they found that the computer software industry and the computer

hardware industry vectors were fairly similar. Although this research did not reveal

any new knowledge, as acknowledged by the authors, such methods may be useful for

knowledge discovery in other areas. In a later chapter (chapter 8) we also generate

and analyze graphs depicting relationships, specifically between US senators.
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In [77] Gerdes describes EDGAR-Analyzer, a text mining tool that analyzes

the free-text portion of records in the EDGAR database1, maintained by the Securi-

ties and Exchange Commission (SEC). EDGAR consists of financial and operational

disclosures of public companies. This tool allows a user to specify subject areas of

interest, which it then uses to extract relevant concepts from the text, backed up

by the actual text passages that contain those concepts. This kind of analysis can

help in monitoring key company characteristics, which may then be used by investors

for making investment decisions. Of particular interest is a case study in the paper

wherein Gerdes uses his methods to explore, by mining company filings, the different

extents to which companies were prepared for the Y2K problem at the end of the last

century.

2.1.1.3 Counter-Terrorism

The use of text mining techniques in helping counter-terrorism efforts is a rela-

tively recent effort. Government agencies are investing considerable resources in the

surveillance of all kinds of communication, including email. Since time is critical and

given the scale of the problem, it is infeasible to monitor email manually. It is im-

perative for security agencies to be able to analyze large amounts of text quickly and

accurately, and also understand the implicit connections between various sources of

information. Thus automatic text mining offers considerable promise. An example of

an operational text mining system is COPLINK [46]. Developed at the University of

Arizona and currently being used by local police there and in several states, this sys-

tem identifies novel connections between criminals from information across multiple

text databases that are maintained by different agencies.

The Echelon network [8], run by a conglomerate of English speaking countries,

1http://www.sec.gov/edgar.shtml
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is one of the largest surveillance systems in the world. The system can capture var-

ious communication signals such as radio, telephone, faxes and emails from nearly

anywhere in the world. An estimated 3 billion messages are intercepted daily. The

massive amount of data are analyzed manually and by computer programs to detect

interesting patterns. However, the size of the data makes it impossible to do a com-

plete sweep and thus analysts must know beforehand what they are looking for to

extract any intelligence.

In addition to biomedicine, Swanson et al. [132] have also applied their discovery

methods to this domain. They mine the literature for viruses with as yet unrecog-

nized potential for use as biological weapons. They essentially partition the literature

on viruses, in MEDLINE, into two parts. The first part consists of documents that

talk about the genetic aspects of virulence, and the second part consists of documents

that talk about the transmission of viral diseases. They assume that a virus that can

be used as a biological weapon would have both these properties. They then create

a list of virus terms extracted from both of these sets. Most of the viruses already

recognized as potential biological weapons are present in this list. They hypothesize

that since the other viruses in the list share important properties with the known

biological agents, they are also likely to be potential biological weapons.

2.2 Web Mining

Our focus in this thesis is on Web Mining, which can be thought of as an exten-

sion of text mining to the Web. As with text mining, there exists an entire spectrum

of opinions in the literature as to what constitutes web mining. At one extreme,

some authors term standard data mining research such as classification, clustering

and information extraction, applied to the Web, as web mining. For example, Sun
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et al. [124] and Yao & Choi [142] include web page classification and web page clus-

tering tasks under web mining, respectively. At the other extreme, some authors

only include knowledge discovery, i.e., identification of novel information through in-

ference mechanisms, as web mining. For example, Gordon et al. [67] predict novel

relationships from web data such as between genetic algorithms and cancer detection,

which are not explicitly mentioned in any web document. Similarly Ben-Dov et al.

[31] apply a knowledge discovery approach to hypothesize a relationship between two

people, which is again not explicitly mentioned in any document. We represent the

broad spectrum of viewpoints in our review of web mining.

Although the Web is a mix of various types of documents such as audio, video,

images, etc., web mining research typically focuses on manipulating text. It is gener-

ally thought that most of the Web is composed of text data. This data is available in

the form of structured documents (automatically generated pages), semi-structured

documents (html pages, etc.), and free-text documents (text files).

The nature of the Web brings different kinds of challenges to the forefront, such

as the verification of extracted facts, as well as the reliability of any discovered novel

information. Some of these challenges appear greater than for domain specific corpi.

For instance, the likelihood of false positive relations being identified on the Web is

possibly greater than when mining a specialized corpus like MEDLINE. Resolving

ambiguity is also a greater challenge as a term can have far more meanings, under

different domains. E.g., Matrix is both a movie and a mathematical object, Cricket

is both a sport and an insect. Ambiguity in people names is also quite common on

the Web. Also, given the loose sense of control on the Web, web mining, to a great

degree, depends on filtering to eliminate low quality information (e.g., [144]).

Metadata elements, even those that are actively promoted, such as, the Dublin

Core Metadata Element Set (DCMES) [7] (E.g., Type, Creator), are seldom seen, or
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used inconsistently. In this context, Natural Language Processing (NLP) techniques

that allow parsing of text data and that attach semantics to words, by named entity

tagging, assume significance. There is extensive NLP research on key problems such as

word sense disambiguation, part-of-speech tagging, phrase identification, extraction

of relations, etc., especially in specialized domains. For example, in [115] Sekimizu

et al. extract relationships between gene products and proteins from MEDLINE by

identifying subject and object terms for frequently seen verbs such as activate and

interact. The application of NLP methods to web data presents additional challenges.

Semi-structured web documents differ from raw text documents typically used in

Information Retrieval (IR)research, in terms of content and presentation style and

contain additional structures such as tables and images. It has also been reported

that in general web documents tend to follow a different set of linguistic rules [103].

These factors can affect the performance of standard NLP methods on web data

[28]. Often, web NLP methods use additional features, such as the tag structure,

in semi-structured documents [42, 103]. Machine learning techniques have also been

applied, for example, to learn information extraction rules for semi-structured and

unstructured text [118] and learn hidden markov models that assign semantic tags to

tokens in web documents [110].

One approach to organize the research literature on web mining is on the basis of

the type of web data being considered [89, 82]. This approach yields three categories,

Web Content Mining, Web Structure Mining, and Web Usage Mining. However, these

categories are not rigid and the literature often reveals hybrid approaches. This is

especially true for content mining and structure mining. We describe each of these

categories in more detail below.
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2.2.1 Web Content Mining

As the name suggests, these techniques utilize the content within web pages.

Content includes textual information, tags, figures, tables, etc. Web content mining

relies on strategies to represent the content (and sometimes the structures) in web

documents. Typically this is done from either a database perspective (DB) or an

information retrieval (IR) perspective [82].

From a DB perspective, relational structures are used to model and manage in-

formation in structured and semi-structured web documents. This allows retrieval of

information using more sophisticated queries than plain keyword queries. For exam-

ple, WebSQL [94] uses a virtual schema for HTML documents based on tag attributes

and provides support for queries such as SELECT d.url, d.title FROM Document d

SUCH THAT d MENTIONS “aluminum”. Another example is the W3QS system de-

veloped by Konopnicki and Shmueli [81], which views the Web as a large database and

provides an SQL-like interface for querying both content and structural information.

From an IR perspective, the free-text in web documents, are modeled using

the unordered bag-of-words approach [98, 76]. This emphasizes the importance of

individual words and/or phrases using statistically derived weights. Additionally, the

tags in semi-structured documents (e.g., HTML and DHTML) may convey certain

kinds of semantic information and can influence the bag of words representation. For

example, the <h1> tag in an HTML document may be interpreted as highlighting

‘important’ phrases in the document. There are efforts [136, 124] that use the tag

structure, in addition to words and phrases, to model web documents. In many

instances, as described below, hyperlinks are also considered as part of the content.

This cross content and structure mining allows for jointly using text and link features

in web documents.

Not surprisingly, many popular data mining techniques, such as classification,
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clustering, and pattern mining, have been applied to the web context. For example,

Sun et al. [124] use a support vector machine (SVM)-based algorithm to categorize

web pages into different classes. They use both text features and contextual features

derived from the HTML tags of the pages. Joachims [76] also considers the problem

of classifying web pages. He too uses an using a SVM-based classifier but with a

composite kernel. This is a combination of two kernels, one for the text features in the

documents and the other for link features. Yao and Choi [142] describe a bidirectional

hierarchical clustering approach to cluster web documents. Their approach works in

two phases. In the bottom-up phase they aim to maximize intra-cluster similarity

and in the top-down phase they aim to minimize the inter-cluster similarity. In [107],

Ravichandran and Hovy describe an approach for automatically answering certain

types of questions from patterns in web documents. They automatically generate a

set of patterns for each question type via a bootstrapping process. They test their

approach using questions from the TREC2-10 QA track [21] and extract answers from

both the TREC-10 corpus and the Web. They observe that in general, the answers

extracted from the Web are more accurate. They attribute this to the abundance

of data on the Web, which makes it more likely for their patterns to match with

phrases/sentences containing the correct answer.

Looking beyond the many applications of standard data mining techniques to

solve web-based problems, we see ‘knowledge discovery’ efforts, though in comparison

these are rather few. There are efforts similar to Swanson and Smalheiser’s strategies

(described in the previous chapter). Gordon et al. [67] apply open and closed discov-

ery to identify novel connections between entities in web documents. They perform

two types of experiments. Firstly they use open discovery to find new applications

for existing techniques. E.g., they hypothesize the potential application of genetic al-

gorithms in cancer detection as well as financial modeling. Secondly, they use closed

2Text REtrieval Conference
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discovery to find entities related to an entity of interest, via manually specified inter-

mediate entities. E.g., they hypothesize connections between genetic algorithms and

adaptive mesh as well as filter algorithm.

Ben-Dov et al. [31] use a similar approach to extract implicit connections in

the Web. Firstly, they use information extraction methods to identify interesting

concepts in the text. Next, they identify concept pairs that are explicitly related via

co-occurrence in the same sentence. Finally, they apply a transitive process (akin to

open discovery) to connect two unrelated concepts via intermediate concepts. E.g.,

they hypothesize a ‘connection’ between Pope John Paul II and Osama Bin Laden

via Ramzi Yousef (who attempted to assassinate the Pope) as he is explicitly con-

nected to both in the literature. This relationship is novel as no sentence in the text

mentions both the Pope and Bin Laden. In [26], Adamic predicts relationships be-

tween people on the Web using features present on their home pages. An individual

is characterized by the text on his/her page, the links to and from the page, and the

mailing lists he/she subscribes, which are mentioned on the page. People with similar

characteristics and no direct link between their home pages are hypothesized to be

related. Our work on senator relationships (chapter 8) is related to this background

literature.

2.2.2 Web Structure Mining

Web structure mining involves the use of hyperlinks between web pages. Since

the Web can be thought of as a graph, graph theoretic methods have become quite

popular. Typically in the literature, the nodes of the graph represent individual web

pages and edges represent hyperlinks between the web pages. Although not referred to

as knowledge discovery in the classical sense, i.e., as per the Swanson and Smalheiser

approach, this can also be used for hypothesis discovery.
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It is well known that the link structure of the Web has been used to improve

web searching [39, 44]. However, many other link-based applications are oriented

more towards knowledge discovery. The whole area of web community discovery falls

under this category. For example, Flake et al. [60] describe an approach to identify

web communities. Their start with a few seed pages and then expand the community

by crawling, using a focused crawler, upto a fixed depth. They then use the min/max

flow cut framework to produce a cut between the source, which consists of pages in the

community, and the sink, which consists of pages outside the community. Kumar et al.

[84] concentrate on identifying communities on the Web that are not yet mainstream

or popular. They define a community as a bipartite graph, termed a core, which

consists of fans or pages that link to other pages to in the community and centers or

pages that are linked to by other pages in the community. They analyze a dataset of

over 200 million web pages and use various pruning techniques to reduce the size of

the data. They extract those communities that have fans with a minimum number

of outlinks and centers with a minimum number of inlinks. These communities are

evaluated manually. They also perform temporal analysis and evaluate the survival

rate of the communities they extracted.

Golbeck and Hendler [66] focus on trust in web-based social networks. Specifi-

cally, they analyze how trust ratings can be propagated along the edges in a person

network. This allows for trust to be inferred (mined) between people who are not

necessarily directly connected. They use this concept to design an email client that

filters email on the basis of direct and inferred trust ratings.

2.2.3 Web Usage Mining

In contrast to web content mining and web structure mining, research in web

usage mining focuses on the secondary data generated from user interactions with
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the Web. Secondary web data sources include server access logs, proxy server logs,

browser logs, user profiles, registration data, cookies, user queries, etc. These data

can be used to model user behavior or learn user profiles [141], as well as learn user

navigational patterns on the Web, which can then be used improve web site design

and personalize web sites [95], among others.

Tan and Kumar [134] describe a hybrid approach that focuses on usage data and

links to identify indirect associations between pages on a web site, via intermediate

pages. Their goal is to analyze user navigational behavior and facilitate improvements

in the organization of pages on a web site. Pages are indirectly associated via an in-

termediate ordered sequence of pages, called a mediating sequence. They describe a

two-phased approach. First, they use a standard frequent itemset generation tech-

nique, such as the Apriori algorithm [27], to identify frequently accessed sequences of

pages in the usage data. Second, sequences are iteratively joined to produce candi-

date indirect associations between pages. Two sequences are joined only if they have

a certain number of pages in common. An indirect association between two pages a

and b is considered a potential candidate only if they are not frequently associated,

both a and b are frequently associated with pages in the mediating sequence, and

there is a dependence relationship between both a and b and the pages in the medi-

ating sequence. They consider three types of indirect associations, viz. Convergence,

Divergence and Transitivity. a and b are related via convergence if they both link to

the first page of the mediating sequence. They are related via divergence if they are

both linked to by the last page of the mediating sequence. Transitivity implies that

a points to the first page in the mediating sequence and b is linked to by the last

page in the mediating sequence. Candidate indirect associations between pages are

evaluated manually.

In conclusion, the drive to solve problems in specialized areas including biomedicine,
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business intelligence, and counter-terrorism provides a key motivation for the devel-

opment of future text mining techniques. Most of the existing research has been done

in the context of biomedicine, part of which can be attributed to the early efforts of

Swanson and Smalheiser. While the discovery of novel ideas or associations is the

main focus of text mining, it relies significantly on methods from core areas such as

information extraction, text retrieval, and inferencing methods. In the next chap-

ter we present some key observations derived from our review of the literature and

motivate our own research.
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CHAPTER 3

OBSERVATIONS AND MOTIVATIONS

We now make several observations that derive from our review of the text mining

and web mining research. These observations provide the key motivations for our

research. As with text mining, a wide spectrum of goals and methods are observed

under the umbrella of web mining. Many researchers consider standard data mining

methods such as classification, clustering, pattern matching, etc., applied to the Web,

as web mining. However, our interest and focus is on knowledge discovery. Thus, we

differentiate between efforts that seek to retrieve, classify, and cluster web pages from

efforts that seek to infer new ideas in the form of associations. Our long-term goal is to

discover novel hypothesis, typically in the form of associations between topics/entities

(such as people, organizations, etc.) by exploiting relationships expressed in web

data. In addition we are interested in the discovery of novel relationships such as

those reflected by online communities and social networks.

We find extensive research on knowledge discovery in specialized domains, espe-

cially in biomedicine. However, we observe very few comparable efforts that operate

off the Web. Thus our first goal is to contribute a systematic exploration of knowledge

discovery methods designed for web data.

Of the few instances of web mining research that exist, most [67, 31] apply

standard methods from other domains, such as Swanson and Smalheiser’s Open and

Closed discovery approaches. Others [26, 106] define relationships directly based on

similarity between ad-hoc representations of entities. These methods do not take

advantage of additional information found in web documents such as tags and hyper-

links. Thus, we are interested in contributing to research in knowledge discovery that

extends methods developed in specialized domains and utilizes the special features of

the Web.
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There exists a substantial body of research devoted to the identification of online

communities (e.g., [60, 84]) and social networks (e.g., [78, 93]) from the Web. However,

we observe that most methods are constrained to particular explicit indicators, such

as shared hyperlinks or co-occurrence, to infer relationships between entities. Far less

research exists on identifying and analyzing networks where relationships are more

indirect.

Our analysis of the literature reveals that most web mining efforts (e.g., [26, 106,

31]) focus on specific topics, mostly people entities. The focus is seldom on all kinds

of topics. A principal goal in our web mining research is to facilitate analysis of web

data relevant to any topic of interest as well as to identify (or predict) relationships

between any kind of topics.

We define a topic as any subject of interest to a user. Examples include Bill

Clinton, A1BG Gene, Rainfall in the United States, and Cancer in Children. Observe

that while the first two are also entities, the latter two are not and are more general.

Topics may also be identified by other types of text units such as by one or more

sentences. One may also regard any web search query as implicitly representing an

underlying topic. Our interest is in web mining methods that are not constrained to

particular varieties of topics. As an example, given an arbitrary group of topics, we

would like to identify links between them and explore relationships.

Another observation that motivates our research is regarding the differences

between various web mining approaches along two major dimensions as depicted in

figure 3.1. The first dimension represents the number of web pages used to represent a

topic. This can range from a single page, such as a home page, to any number of pages

retrieved from a search engine. The second dimension refers to the portions of a web

page (we refer to this as level of data) on a given page from which features descriptive

of the topic are extracted. Two options are repeatedly used in the literature. First
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is to use information available at the instance level. This is the text including and

surrounding an individual mention of a topic (more specifically an entity) in a page

(e.g., [67, 31]). Thus, Bill Clinton would be represented by the appearance of the

phrase ‘Bill Clinton’ or ‘President Clinton’ and a window of words surrounding these

phrases. The second approach is to use the information in a single web page, usually

the home page (e.g., [26]). Thus, Bill Clinton would be represented by his home page.

Figure 3.1 shows the different possible combinations of these two dimensions.

The first quadrant (SPI) depicts approaches (e.g., [31]) that use instance-level data

from a single page to derive features. The second quadrant (SPP) depicts approaches

(e.g,. [26]) that use full text from a single page. The third quadrant (MPI) depicts

approaches (e.g., [106]) that use instance-level data from multiple pages. Fourth

quadrant (MPP) methods (e.g., [101]) use full text from multiple pages to derive

features.

Note that instance based approaches (SPI and MPI) can only be applied to

entity topics and not topics in general as it would be challenging to find complex

topics explicitly represented by specific phrases. Also approaches based on SPP and

SPI data utilize information in only a single web page. The limitations of variations in

the number of web pages and the level of data considered motivate us to formally study

alternative methods for topic representation on the Web. Our own inclination is in

exploring methods that utilize data from multiple web pages and beyond the instance

level. This is because while a single web page may contain information relevant to

a topic, it is unlikely to contain all the relevant information. Topical information is

likely scattered across multiple pages, each potentially addressing different relevant

aspects. Moreover, it is quite possible for relevant sentences to appear distant from

sentences that contain an instance of the topic. E.g., in our dataset for experiment

1 a document relevant to the topic ‘Hurricane Andrew’ has the sentence Hurricane
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Andrew was the most destructive United States hurricane of record, which is relevant

and contains an instance of the topic. But four sentences away there is: The vast

majority of the damage in Florida was due to the winds. This sentence is also relevant

but does not contain an explicit instance of the topic.

Figure 3.1: Different combinations of number of pages and level of data used, to
generate representations. Number of web pages varies along horizontal axis and level
of data varies across vertical axis.

Looking beyond representations, we find few knowledge discovery efforts [50,

106, 101] for exploring relationships between entities using information derived from

multiple web pages. Some of these efforts are inherently limited because they utilize

only small windows of text surrounding individual instances to represent an entity

[106]. This means that other potentially useful information present in relevant web

pages is ignored. Again such discovery efforts cannot be applied to general topics

such as Rainfall in the United States because it is possible that relevant pages do not
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contain this phrase.

The choice of features represents another significant dimension that differenti-

ates various web mining approaches. E.g., in [101] the authors use words and named-

entities while in [26] representations consist of words, links and subscribed mailing

lists. Although in this thesis we concentrate on word, stem, entity, phrase, and link

features, our long-term interest lies in building extensible representations from the

Web that can accommodate various kinds of features. Additionally, prior efforts pri-

marily use bags-of-words to represent entities. This leads to a lack of flexibility in the

representations. A topic, especially representing a person entity, can have many dif-

ferent characteristics and consequently different relationships between topics can be

established based on which characteristic is being considered. For example, a person

may have much in common with another person based on the kind of work she does

but may not have anything in common with the same person based on her personal

interests. Prior efforts do not allow such differences to be considered. In our research,

we seek a generic framework for representing topics using different kinds of features

and allows for exploration of various relationships between them.

Another dimension that differentiates various web mining approaches is the

method used to assign weights to features. Most efforts utilize either heuristics or

probability distributions to assign weights to features. E.g., Adamic and Adar [26]

assign 1
log(tf)

weights to features, while Raghavan et al. [106] and Newman et al. [101]

use probabilistic weights. Feature weights are important especially as the feature

space is typically very large. We observe that this aspect has not been studied suf-

ficiently in the context of knowledge discovery. Thus in this thesis we are interested

in exploring different weighting methods and contributing new methods.

As mentioned previously, biomedicine has been a fertile domain for text mining

research. However, most methods in this area have been designed specifically for data
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from specialized sources such as MEDLINE. Recent studies have shown the benefit of

using web data for tasks such as classification of biomedical documents [51], automatic

recognition of entities in biomedical documents [58], and providing a baseline for

comparison with specialized NLP models [85]. Inspired by such studies and our own

background work in this area [111, 121, 120, 113], we are also interested in studying the

feasibility of biomedical knowledge discovery on the Web and contributing methods

for the same. In particular, in this thesis we explore the problem of predicting protein

interactions using web data (chapter 7).

Finally, our research also addresses a fundamental mismatch in the level of

information that the user typically desires and the level of information to which the

user has access. For instance, when a user executes a query on a search engine, it

retrieves a list of relevant web pages. A user would then have to further analyze

the retrieved pages for relevant information. Users more likely want topic-level and

not page-level information. This is illustrated in figure 3.2. Our long-term goal

is to explore user interfaces that offer topic-level exploration rather than page-level

explorations typical at present. Also, we believe that for web mining purposes topic-

level information is more effective for analysis than instance or page-level information.

As shown in figure 3.2, links connecting topics are possible. In fact a major goal in

this thesis is to explore such links.

To conclude, we see that many opportunities for mining the Web remain un-

tapped, offering a significant incentive for research in this area. Research with the

goal of mining information from the Web is still at an early stage. We believe that

this area will need aggressive research involving strategies from information retrieval,

machine learning, and natural language processing.

Our overall goal is to do a systematic study and contribute new methods for

topic representations and for knowledge discovery from the Web. Motivated by our
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Figure 3.2: Illustration of Topical Web. Topics are represented by information scat-
tered across multiple web pages compared to entities which represented by instance
or single page data.

observations, we will study knowledge discovery on the Web keeping a topic perspec-

tive. Specifically, we propose a generic framework, of topic profiles, for representing

topics on the Web. A profile consists of key features that characterize a topic and is

derived from information in multiple web pages. Profiles enable analyzing a subject

of interest at a level higher than instance or page-level. Profiles also provide the

flexibility to deal with different aspects related to a topic. In the next chapter we

describe topic profiles and in subsequent chapters describe applications of our profile

framework for exploring relationships between topics using web data.



27

CHAPTER 4

TOPIC PROFILES

As mentioned in the previous chapter, we are interested in an approach for

knowledge discovery from the Web that can handle different kinds of topics. Op-

erationally, a topic implicitly underlies any search that a user employs and can be

represented by the set of retrieved relevant pages.

4.1 Definition

A topic profile is analogous to a synopsis of a topic created from information

present in relevant web documents. A profile identifies important features that char-

acterize a topic. To illustrate, suppose a user is interested in the topic A, where A is a

person. A’s profile would consist of important features such as name, height, weight,

address, field of interest, etc., important people and other entities A is connected

to, such as company, spouse’s name, etc., as well as the hyperlinks present in and

pointing to A’s documents. Figure 4.1 shows a hypothetical example profile for the

topic Bill Clinton.

Defining a profile as consisting of ‘important’ features deliberately accommo-

dates flexibility in feature selection. Depending upon the goal, certain varieties of

features may be selected over others. This allows different aspects of a topic to be

explored. For the purpose of this thesis we construct topic profiles using five types of

features, viz., words, stems, noun phrases, named entities, and hyperlinks in retrieved

documents.

Although we limit ourselves to these features in this thesis, the definition of

a topic profile is extensible and can accommodate any type of feature. Also, each

feature in a profile is assigned a weight, which highlights its relative importance to

the topic at hand. This allows for filtering features by weight to retain those that are
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Figure 4.1: Example profile for topic Bill Clinton. Profile shows the top 3 word,
stem, phrase, named entity and hyperlink features. Also shown are term frequency,
document frequency, weight and rank.

important within the context of a given web mining problem.

In formal terms, a profile for topic Ti is defined as a composite vector consisting

of one or more sub-vectors, having the following form:

Profile(Ti) = {{wi,1fi,1, wi,2fi,2, . . . , wi,mfi,m}, {wj,1fj,1, wj,2fj,2, . . . , wj,nfj,n}, . . .} (4.1)

Each sub-vector is composed of features of a particular type (e.g., words, enti-

ties, etc.). fx,y represents the yth feature of type x (as mentioned above, in this thesis

x can be words, stems, entities, phrases, and hyperlinks) and wx,y is the correspond-

ing weight. Weights for individual features can be assigned using different methods.

We describe the methods we explore later (chapter 5).

Topic profiles are different from other automatically generated structures that

are similar, such as summaries or abstracts. The basic unit of a profile is a feature,
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which can be of different types, while a summary or abstract consists of sentences.

Individual features in a profile need not be cohesive while in a summary or abstract the

sentences must “gel” together so as to form a cohesive unit. The emphasis in topic

profiles is not necessarily human readability while a summary is primarily judged

by its ability to present information that is easily comprehensible by humans. Our

topic profiles are designed to support knowledge discovery, while, to the best of our

knowledge, summaries or abstracts neither support nor have ever been used for this

purpose.

The notion of a topic profile, as we define it, is motivated by the work done by

Srinivasan on profiling biomedical topics using MEDLINE records [119]. Each MED-

LINE record consists of some controlled vocabulary terms known as MeSH (Medical

Subject Headings) terms. There are approximately 22,000 terms in MeSH. About

10 or so of these are manually assigned to each record by trained indexers at the

National Library of Medicine (NLM). The MeSH term vocabulary is organized into

semantic groupings known as Semantic Types. There are 134 semantic types and each

MeSH term is assigned at least one semantic type. However, a MeSH term may fall

under multiple semantic types. Srinivasan creates MeSH-based profiles from MED-

LINE records retrieved for the topic. Each MeSH term is assigned a weight computed

using the standard tf*idf formulation. Profiles may be limited to specific semantic

types, which means that only those MeSH terms that come under the semantic types

of interest are part of the profile.

4.2 Related Research

Interestingly, the literature reveals efforts that utilize structures that are some-

what similar to our profiles but used for different purposes. In [86], Li et al. create

entity profiles limited to people. They use two types of features, salient concepts such
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as name, organization, age, etc., and relationships to other entities (people). Glance

et al. [65] generate a high level summary for a given product with features that specify

4 metrics, using data from blogs and message boards. These metrics are ‘Buzz Count’,

‘Polarity’, ‘Author Dispersion’ and ‘Board Dispersion’. Using these metrics, they say

that companies can gauge the opinions of consumers about particular products and

improve their marketing intelligence. Liu et al. [88] attempt to discover topic specific

information on the Web. Their goal is to identify the associated subtopics (aka salient

concepts) from retrieved web pages (for the topic) and corresponding urls. This is

analogous to a topic profile consisting of only ‘subtopic’ features. In [80], Kim et

al. describe the Artequakt project. Their aim is to automatically create tailored

biographies of artists using information present in web pages. Biographies are similar

to topic profiles in which features are the important sentences related to a person.

Factual features (along with sentences and paragraphs) and relations are extracted

using IE (Information Extraction) tools. These are then filtered through an Artist

ontology to eliminate non-relevant references. The filtered data is then combined to

generate biographies. The extracted knowledge is also used to automatically update

the ontology. Adamic & Adar [26] predict relationships between online instances of

people via the similarity in certain characteristics mentioned on their home pages,

such as hyperlinks, text, and subscribed mailing lists. Each of these can be thought

of as features in a person profile. People with similar characteristics are predicted to

be related.

While there are certain similarities between the research efforts described above

and our topic profiles, there are also substantial differences. In general the goal of

all these efforts is to create topical synopses based on select features. The type of

features used varies across different efforts. The techniques described by (Li et al. and

Adamic & Adar) and Glance et al. apply only to certain types of topics, viz., people
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and consumer products, respectively. Their synopses are also limited to certain types

of features. This limitation also applies to the other research efforts by Liu et al. and

Kim et al. In contrast our research offers a general framework for profiling topics of

any kind. Also, our profiles are extensible so as to accommodate new features and

flexible to allow different combinations of features.

Another substantial difference lies in the potential applications of topic profiles.

All of the efforts described above, except for (Adamic & Adar)’s, do not go beyond

creating topic synopses, i.e., they do not consider mining functions. The one excep-

tion, (Adamic & Adar)’s work, is limited to using the information explicitly describing

a person on a single web page. One of the major goals of this thesis to explore the

issue of mining implicit or hidden information at the topic level. This is supported

by our topic profiles.

4.3 Profile View

So far we have outlined five distinct types of features that can be included in

a topic profile. However, a key property of topic profiles is flexibility. A profile can

be created from any combination of features. We call this the view of a profile. For

example, profiles can be built using only phrases and named entities or only outlinks

in retrieved pages. A view specifies the particular aspects of a topic that are of

interest.

Flexibility in the definition of a topic profile provides a general framework that

supports different web mining methods. E.g., if profiles are built using only retrieved

links and outlinks, then the process of mining relationships between the topics us-

ing such profiles is similar to some of the standard approaches that fall under web

structure mining (e.g., [60, 84]).
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4.4 Extending Profiles

Another key property of topic profiles is extensibility. They can easily be ex-

tended to accommodate features other than the ones we use in this thesis. These

newer features can then be used to establish other kinds of connections between top-

ics.

4.5 Profile Similarity

Profiles are formally defined as feature vectors. Thus, similarity between two

profiles is defined as the similarity of their vectors. We can compute the similarity

between two profile vectors using the cosine similarity measure from IR. Since our

profiles are composite vectors, we extend the standard cosine formula. To compute the

similarity between two profiles containing m feature types each, we compute pairwise

cosine similarity between corresponding sub-vectors and take the average of the m

sub-vector cosine scores. Formally, it is defined as:

Cosine(Profile(Ta), P rofile(Tb)) =
1

m
∗

m∑
i=1

∑mn
r=1(wair ∗ wbir)√∑mn

r=1w
2
air ∗

∑mn
r=1w

2
bir

(4.2)

where wair is the weight of term r of feature type i in Ta’s profile, wbir is the weight

of term r of feature type i in Tb’s profile, and there are n features in the mth feature

sub-vector.

There are other methods we may use to combine sub-vector scores to determine

profile similarity. E.g., in place of the average, we could compute the l2-norm (see

page 50 for definition) of the vector consisting of cosine scores of corresponding sub-

vectors. A lower norm score would mean less overlap between two profiles vectors. We

could also use a weighted average of sub-vector cosine scores, which would allow us to

assign more importance to certain types of features, to determine profile similarity.

We plan to investigate such alternate methods in future research. We choose the
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simplest method in this thesis.

A similarity score of 0 means that the two profiles are completely dissimilar

while a score of 1 means that the two profiles are completely similar. Note that

profile similarity can be computed for different combinations of feature types. This

allows for multiple types of relationships to be explored between two topics. Also,

note that the cosine similarity does not depend on co-occurrence and consequently a

relationship always exists between a pair of topics, unless the cosine score is 0. One

can of course ignore edges below a threshold weight. We postulate a relationship

between two topics if their profiles are ‘sufficiently’ similar. This relationship would

be considered novel if the topics do not have any documents in common, i.e., they

have not been previously explicitly connected (e.g., [125, 127]).

To conclude, in this chapter we have defined a profile-based approach for repre-

senting topics using information from web documents. A profile consists of different

types of features, which characterize different aspects of a topic. Different combina-

tions of features provide for different ways to view a topic. Profiles may be explored

individually. They also provide the underlying framework on which higher level min-

ing applications, such as mining relationships between topics, can be done. In the

next chapter we describe the process for building profiles from web documents and

our web-based implementation.
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CHAPTER 5

METHODOLOGY AND IMPLEMENTATION

In this chapter we describe the process for creating topic profiles from web

documents. We also present WebKD, a web-based implementation of our approach.

5.1 Building Topic Profiles

The process for building profiles consists of six steps. The input is a search

query representing the topic and the final output is the topic profile. The output of

each intermediate step is input to the next step forming a pipeline. This is illustrated

in figure 5.1. We describe each step in more detail below.

Figure 5.1: Pipeline process for building topic profiles. The input to the process is a
topic query and the output is its profile.
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5.1.1 Step 1: Retrieve relevant documents

Given a topic of interest, represented by a search query, the first step in building

its profile is to identify documents related to the topic. This can be done by submitting

the query to any of the major search engines such as Google, Yahoo! and MSN Search.

The advanced search technology and filtering techniques implemented in these search

engines ensure that unless the topic is ambiguous, at least the top ranked documents

retrieved are mostly relevant.

Ambiguity in topic queries is a hurdle in retrieving relevant documents. Many

terms are shared across domains and consequently reduce retrieval quality. E.g., the

term TOE refers to a human body part and also is an acronym for the Theory of

Everything in Physics. Named entities are particularly susceptible to this problem.

E.g., the name John Smith is quite common and will retrieve documents referring to

many different people.

Filtering to retain only relevant web documents is non-trivial and an active area

of research (e.g., [69], [30]). While it is important to have the correct documents for

building accurate profiles, it is not the central aspect of this research. Therefore,

rather than spending a significant amount of time developing our own methods, we

use existing solutions.

We use the Google search engine to fetch relevant web pages. However, our

web-based implementation also provides access to the Yahoo search engine. Though

it is beyond the scope of this thesis, it would be interesting to study the differences

in profiles generated using the two search engines.

We retrieve the top N documents for a topic query where N is a parameter

that can be empirically determined. In addition to the Web, topic profiles can also be

generated from documents in a static corpus downloaded from the Web (or created

in the same way). In this case the corpus can be indexed and relevant documents
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retrieved using an off-the-shelf search engine, such as Lucene [2]. Generally speaking,

we can further improve accuracy of retrieval using pseudo-relevance feedback, i.e.,

expanding the query using the most important terms from top ranked documents.

This is an approach we use in chapter 9.

A separate but related question is what kind of search to use to represent an

entity topic and a more general topic? We represent entities such as Bill Clinton and

Tom Cruise using phrase queries. Thus, a page is considered only if it contains the

entity phrase in the text. As it is very difficult to represent complex topics such as

Breast cancer in the United States in women between the ages of 35 and 50 using

phrases, we use word queries to represent such topics. Here, only pages with all the

words in the query are considered. More comprehensive queries can be created by

combining topic synonyms using boolean OR operators. In that case documents that

match requirements for any synonym are considered relevant.

5.1.2 Step 2: Preprocess retrieved documents

After relevant web pages have been identified, the next step is to preprocess

them. This involves compacting the HTML source, i.e., removing extra whitespace,

and removing non-ascii characters. Additionally we add sentence delimiters at various

locations in the document. This is because web pages are created for a primarily

visual environment. Thus, there is a major emphasis on tables, pictures and different

typefaces and fonts. Because this information is displayed visually there is less need

for common cues such as commas and periods. However, most current text processing

tools require these cues to differentiate between different elements such as sentences

and paragraphs. Table 5.1 lists all the changes we make to retrieved documents.
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1. Remove blank lines from source

2. Remove non ascii characters from HTML source

3. Add sentence delimiter at

- end of title

- end of paragraph

- </p>, <br><br>

- end of newline delimiter

- <br>, </ br>

- end of headline tag

- <h1>, <h2>, <h3>, <h4>, <h5>, <h6>

- end of row in table

- </tr>

- end of list item

- </li>, </dd>

Table 5.1: Steps for preprocessing retrieved web pages.

5.1.3 Step 3: Augment term frequency using tags

HTML is a semi-structured markup language. So unlike plain text documents,

HTML provides markup tags that have different semantics. For example, text can be

emphasized by surrounding it with certain tags tags such as <title> and <h1>. Such

text are likely more important than plain text information present in the document.

Other tags allow for grouping text in structures such as tables.

In prior research we find many studies that take into account HTML tags to

improve retrieval. For example, Culter et al. [55] partition HTML tags into different

classes and heuristically assign weights to each class. The frequency of text within

tags in a certain class is augmented using the corresponding weight. Figuerola et al.

[57] use a combination of text features, tag features in html pages, and information
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Tag Class Weight

Strong 8

<b>, <i>, <u>, <em>, <strong>

H1-H2 6

<h1>, <h2>

Title 4

<title>

H3-H6 1

<h3>, <h4>, <h5>, <h6>

Anchor 1

<a>

Plain text 1

Table 5.2: Tag-based term frequency augmentation.

in backlinks to improve retrieval of Spanish documents. On the Web, early search

engines utilized tag information in web pages for assigning a relevance score. For

example, Alvatista used these clues as its primary scoring function. Currently, the

major search engines, Google, Yahoo, MSN, etc., also utilize tag information for

improving retrieval results. For example, when one does a search on Google, pages

with query terms in the title are generally ranked higher. Tag information has also

been used to enhance detection of hubs and authorities for a given topic [45]. In

other application areas, tag-based weighting strategies have been used to improve

document classification [37].

As mentioned previously, one of our goals in this research is to use the tag

structure of web documents to improve the quality of our profiles. Thus, we use the

tags to identify text that should be given more weightage. We do this by augmenting

the frequency of the words. Following the work of Cutler et. al. we partition different
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HTML tags into six classes. We assign a weight to each class and the frequency

of words within tags of a certain class is augmented by the corresponding weight.

Table 5.2 shows the weights assigned to different tags. Note that this procedure is

not an exact science but is rather heuristic.

5.1.4 Step 4: Extract relevant text from documents

As mentioned in chapter 3 (see figure 3.1), prior approaches in creating topic

representations have mostly focused on using either information from the full page

or at the instance level. Most of these approaches (e.g., [106]) also focus on spe-

cific topics, primarily people entities. Instance level representations are derived by

identifying individual instances (typically a phrase) of the entity and then using the

information within a window of words surrounding the instance to derive its represen-

tation. We feel that both approaches are limited in certain aspects. Representations

derived from the full page might contain non-relevant information while instance level

representations might miss relevant information outside the windows surrounding in-

dividual instances. Also, in the latter case, it is not straightforward to decide the size

of the window. Thus, we believe it worthwhile to also consider blocks of text that lie

between full page and instance levels. In this research we consider four levels of data,

viz., Full Page, Segment, Paragraph, and Sentence.

Full page level profiles are created from all of the text present in relevant web

pages. Segment level profiles are created from relevant segments extracted from web

pages. Paragraph level profiles are created from relevant paragraphs extracted from

web pages. Finally, sentence level profiles, which are analogous to instance repre-

sentations mentioned above, are derived from relevant sentences extracted from web

pages.

In each case relevance is defined as the presence of the topic in the text. Entity
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topics are identified using phrase-based search while more general topics are identified

using word-based search. E.g., consider Tom Cruise. The entity topic Tom Cruise

is denoted by the phrase query “Tom Cruise”. Thus, in this case a page, segment,

paragraph or sentence would be relevant only if it contains the phrase “Tom Cruise”.

On the other hand, the topic Breast cancer in the United States is denoted by the

boolean word query ‘Breast AND Cancer AND United AND States’. Here document

relevance is judged by the presence of a majority of the terms in the query anywhere

in the text and in any order. The same criteria applies to segments, paragraphs,

and sentences. We do not consider stop words (such as ‘a’ and ‘the’) when judging

relevance. The phrase vs. word distinction is important as there might be blocks

of text that don’t have the phrase “Breast cancer in the United States” but are

still relevant. If synonyms are available then a sentence, paragraph or segment is

considered relevant if it fulfills the above criteria for any of the synonyms.

In the examples above, we used the same query to retrieve documents and fur-

ther identify relevant text blocks within the documents. But we can use a different

query containing additional terms for the second task. Again considering the doc-

uments retrieved for the phrase query “Tom Cruise”, we can be reasonably certain

that any instance of ‘Cruise’ alone would in fact refer to Tom Cruise. Thus the query

“‘Tom Cruise” OR “Cruise”’ would be more comprehensive and consequently better

suited for extracting relevant blocks. However this query would not be good for docu-

ment retrieval because among other things it would also retrieve documents for other

people with the last name Cruise or for pages on Caribbean Cruises.

We use the MxTerminator software [108] by Ratnaparkhi to extract sentences

from documents. MxTerminator uses a maximum entropy based approach to identify

sentence boundaries in text documents. The installation package comes with a default

model trained on Wall Street Journal text. While it is possible to re-train the model,
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this requires a manually tagged corpus of sufficient size. We do not have access to

such a corpus and creating one would be very challenging. Moreover in our research

we do not limit ourselves to certain types of pages and training a model to accurately

work with all kinds of web text further increases the challenge. Because of these

reasons, we use the default model. We realize that this may not provide the most

accurate results but for practical considerations this is our best option. Note that in

chapter 6 we offer some error analysis.

In the English language a paragraph is a self-contained and semantically co-

hesive unit of text. By semantically cohesive we mean referring to the same point

or idea. In web documents, paragraphs are delimited by <p></p> or <br><br>

tags. Using these tags results in a blank line being inserted between paragraphs. We

extract paragraphs from a document by splitting the text along blank lines. Since

tables, etc. are also separated by blank lines from surrounding text, each table is

considered to be a distinct paragraph. However, other tags such as <h1> or <h2>

also result in blank lines being inserted between the headline text and the following

text. Since a headline and immediately following text generally refer to the same

idea, we consider them as jointly representing a single paragraph.

As described previously, relevance is judged by the presence of the entity topic

phrase or general topic words within a block of text. For example, a paragraph would

be considered relevant if it contains an phrase instance of an entity. However, some

relevant paragraphs in a document may only contain an instance of the entity while

others may only contain pronouns that refer to the entity. We would like to identify

such paragraphs as relevant as well.

More generally, given an entity topic we would like to extract all segments of

text that contain relevant information. Note that segments can be considered to be at

a higher level than paragraphs and can span multiple paragraphs. Like a paragraph,
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all the text in a segment refers to the same point or idea. Such a problem falls under

the field of topic segmentation, which is an active area of research. Various methods

for identifying topic segments in text can be found in the literature. A widely cited

paper in this area has been written by Hearst [71]. In this paper she describes a

segmentation algorithm, known as TextTiling. It is based on the hypothesis that

the frequency of words varies across different topics. In other words a word that

occurs very frequently in the context of one topic may not occur at all or occur with

low frequency for another topic. Hearst divides a document into pseudosentences

of equal length, i.e., same number of words, and combines psuedosentences to form

blocks of text. Words that are most indicative of a block are discovered by converting

blocks to term frequency vectors. Blocks are compared using the cosine similarity

measure, which ranges between 0 and 1. In order to compare different sections of

a document, the algorithm serially compares two overlapping blocks, advancing one

pseudosentence at a time. This results in a set of cosine scores for the document, which

are then analyzed for troughs. Troughs depict locations in the document where the

similarity between blocks is very low and thus would constitute breaks in topics. Using

a trough analysis algorithm, the system determines the best n troughs to consider

as topic breaks. Suggested topic breaks are then moved to nearest real paragraph

breaks. A C implementation of TextTiling created by Hearst is available online1. We

use that implementation in this research. We use the default values for pseudosentence

size (20 words) and block size (6 pseudosentences) and use blank lines as paragraph

delimiters.

Using the TextTiling approach we divide a document into segments. Further-

more we mark segments as relevant and non-relevant based on whether they contain

an instance of the entity. A weakness of the TextTiling approach is that it constructs

segments only from adjacent paragraphs. This means that two paragraphs that are

1http://elib.cs.berkeley.edu/src/texttiles/
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non-adjacent but are on the same entity would not be part of the same segment. If

the latter does not contain a direct mention of the entity but has an indirect refer-

ence (such as a pronoun) then it would still be considered as non-relevant. To rectify

such a situation we further process the relevant and non-relevant segments using an

approach inspired by Chakrabarti et al.’s [45] work on identifying relevant and non-

relevant pages in the context of a topic distillation problem. We first generate the

centroid vector from all the relevant segments and for each relevant segment compute

its cosine similarity with this centroid vector. We then compute the similarity of each

initially deemed non-relevant segment and mark segments that have a similarity score

greater than the median score for relevant segments, as relevant. Our segment-level

profiles are formed from a combination of all relevant segments. This is detailed later.

5.1.5 Step 5: Extract features from text

The next step in the process consists of extracting features from the text. In this

thesis we consider five types of features, viz., words, stems, phrases, named entities

and links. We describe the process for extracting each type of feature in detail below.

Words

Words are one of the basic units of the English language and are typically separated

from other words by a space character. We use a stoplist of common English words,

such as ‘a’, ‘the’, etc., which are not very useful, and create profiles from only those

words that are not in the stoplist.

Stems

A stem is a part of a word that is common to all its inflected and morphological vari-

ants. Inflection is the process of modifying a lexeme (smallest part of word that has
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semantics) to make it grammatically consistent. E.g., consider the words ‘attended’

and ‘attending’. Both have ‘attend’ in common, which is the stem. The ‘end’ and

‘ing’ are added to the stem to denote usage in past and present tense respectively.

In IR stems are generally preferred to words because different variants are reduced

to their root, which saves space and enables better searching. There exist many al-

gorithms to automatically extract stems form text. The Porter stemmer by Martin

Porter [105] has been widely used for stemming English language text. Lingua is a

suite of various PERL text processing tools contributed by different people. We use

the implementation of the Porter stemmer [62] contained in this collection. We first

filter out all words in a document that are present in the stoplist mentioned above

and use the stems of the remaining words in our profiles.

Phrases

Nouns and noun phrases are called “substantive words/phrases” in computational

linguistics and “content words/phrases” in information science. They are used by

many searching and indexing algorithms. Nouns and noun phrases can be extracted

from both semi-structured and unstructured documents. Nouns can be easily recog-

nized by using any of the available part-of-speech tagging applications such as the

Brill tagger [38]. Typically, applications that identify noun phrases are built on top

of taggers and employ pattern matching or inference rules. For example, the pattern

(Determiner) +Noun, which corresponds to a determiner followed by a noun allows

for extraction of noun phrases such as ‘the whistle’ or ‘a bicycle’. Word and part-of-

speech tag combinations that match such patterns are identified as noun phrases. In

this research we use the part-of-speech tagging and noun phrase identification tool

[61] that is part of the PERL Lingua suite. We limit noun phrases to a maximum

of five words and extract only maximal noun phrases. Unlike with word and stem
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features, here we do not use a stoplist to filter words. This is because stopwords are

important for noun phrase identification.

Named Entities

Named entities constitute elements in the text that fall within predefined categories

such as People, Companies, Locations, Products, etc. Named entities provide im-

portant information with respect to a topic. For example, the named entities in a

documents relevant to a person A will likely illustrate the different people A associates

with and places A visits. Various methods for named entity extraction are described

in the literature and many off-the-shelf systems are also available. Most methods are

based on either Linguistic grammars or statistical methods (Hidden Markov Models

or Conditional Random Fields). We evaluated two off-the-shelf systems, viz., the

Stanford Named Entity Recognition System (Stanford NER) [59] and ClearForest

Tags [4]. Both systems utilize statistical models. We found that the ClearForest tool

is more accurate and comprehensive than Stanford NER and consequently use the

former in this research.

ClearForest [3] is a leading text mining company and develops various NLP tools

such as a part-of-speech tagger, named entity tagger, web page content analyzer, etc.

Some of these tools, including the named entity tagger are freely available via web-

based services. We use the named entity tagger web service in this thesis. In terms of

implementation, we use a SOAP client to request service from the ClearForest server.

We send the text to be tagged via a SOAP request and the server sends back the

tagged text in XML format. For each entity in the text, the server assigns it a class

(from a predefined set of classes) and also specifies its position in the text. The XML

also contains normalized versions of the entities. E.g., consider the text “Bill Clinton

was the President. He lived in the White House.”. Here the system recognizes both
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‘Bill Clinton’ and ‘He’ as people entities and normalizes them to ‘Bill Clinton’.

The ClearForest named entity tagger extracts only general entities and cannot

be used extract entities from a specialized domain such as biomedicine. Recall that

one of our goals is to use our profile-based approach for biomedical knowledge discov-

ery using web data (see page 25). One of our experiments involves creating protein

profiles. Therefore, we use a specialized named entity tagger to extract biomedical

entities. Specifically, we use the named entity tagger that is part of the LingPipe

suite of tools [14]. LingPipe is a suite of Java libraries and can be used for various

types of linguistics analyses of text data. It contains statistically trained models for

general and biomedical entity extraction. We are particularly interested in the latter.

This model is trained on GENIA data [79] and can be used to extract biomedical

entities such as genes and proteins.

Links

The URLs related to the retrieved pages constitute an important part of a topic pro-

file. Link information for a topic can provide important clues about the neighborhood

the topic is a part of. E.g., when profiling a person entity topic, the links from and

to the retrieved documents may point to home pages of other people the person is

related to, thus giving an indication of his/her social network. For example, some of

the links (not shown in the figure) in the profile for Bill Clinton (figure 4.1) point to

Wikipedia pages (somewhat similar to home pages) of prior Presidents as well as the

home page of the Clinton Foundation.

Obtaining outlink information is relatively straightforward. Outlinks are men-

tioned in the documents themselves. Inlinks are also an attractive feature that can

be added to profiles. The number of inlinks is a commonly used measure used to

judge the importance of URLs. It is all the more attractive due to its correlation
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with PageRank [39]. Inlinks can obtained by querying a search engine. However, due

to strict limitations on the number of queries served per day by Google and Yahoo,

we do not consider inlinks in this research.

5.1.6 Step 6: Assign weights to features

The final step in the process consists of assigning weights to the extracted

features and normalizing the weights. Weights denote the relative importance of

features within the context of a feature type.

In IR tf ∗ idf [109] is a standard method to weight terms. It combines the term

frequency and the inverse document frequency. The inverse document frequency is

defined as logN
df

+1 where df is the number of documents in which a term occurs. The

intuition behind this method is that terms that occur frequently within a document

D but less frequently across a collection are good discriminators of D and should be

assigned a higher weight in D’s term vector. Additionally, language models assign

probabilistic weights to terms from a probability distribution [104]. Weights are

discounted to a certain extent using a smoothing function to allow for some probability

mass to be reserved for unknown terms (e.g., terms in the query but not in any

document). This provides the framework for computing conditional probabilities

between a query and documents in the collection (P (Q|Md)). Documents are ranked

based the estimated probability that their corresponding language model (Md) will

generate terms in the query (Q). Unlike tf ∗ idf , probabilistic weights are based only

on the term frequency and not the document frequency.

In this research, we implement the standard tf ∗ idf weighting method. Ad-

ditionally we implement several other methods that we believe are better suited for

profiles. These methods are based on our own understanding and intuition of how

term frequency alone or in combination with document frequency may be used to
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weight features. These are listed below.

fwt1 = tf ∗ idf = tf ∗ [log
N

df
+ 1] (5.1)

fwt2 = tf ∗ [log(df) + 1] (5.2)

fwt3 = tf ∗ 1

idf
= tf ∗ [

1

[logN
df

+ 1
] (5.3)

fwt4 = [
wt. avg. tf

avg. tf
] ∗ idf = [

wt. avg. tf

avg. tf
] ∗ [log

N

df
+ 1] (5.4)

fwt5 = [
wt. avg. tf

avg. tf
] ∗ [log(df) + 1] (5.5)

fwt6 = [
wt. avg. tf

avg. tf
] ∗ 1

idf
= [

wt. avg. tf

avg. tf
] ∗ [

1

[logN
df

+ 1
] (5.6)

fwt7 = h-indext (5.7)

fwt8 = [
wt. avg. tf

h-indext

] ∗ 1

idf
= [

wt. avg. tf

h-indext

] ∗ [
1

[logN
df

+ 1
] (5.8)

Equation 5.1 describes the tf ∗ idf weighting method, discussed above. In equa-

tions 5.2 - 5.8 we define our own term weighting functions based on different factors.

The reasoning behind equations 5.2 and 5.3 is as follows. A profile is a description of a

topic and contains features extracted from all retrieved documents. Unlike document

retrieval where the stated goal is to identify features that best describe individual

documents, here our goal is to identify features that best describe the topic. Given a

collection of on-topic documents we believe the best features may be those that oc-

cur frequently within documents as well as across the document collection. Different

documents provide different contexts and features that consistently occur in various

contexts would intuitively be good at characterizing a topic. Thus, rather than pe-

nalize terms that occur in multiple documents as is done in document retrieval (via

the idf factor) we assign higher weight to features that occur frequently across the

document collection. In equation 5.2 the term weight is directly proportional to the

number of documents it occurs in. In equation 5.3 the weight is inversely proportional
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to the inverse document frequency, which translates to the higher weight being as-

signed to terms that occur in more documents. Here the overall size of the collection

also plays a role.

In equation 5.4 we extend tf ∗idf by using a weighted average for term frequency

instead of simple term frequency. The weights are calculated based on the rank of the

document (in the retrieved set) in which the term occurs. The intuition behind this is

that terms that occur more frequently in top ranked documents should be considered

more important than terms that occur more frequently in bottom ranked documents.

The raw term frequency does not allow taking such differences into consideration.

Thus, we take a weighted average where weights are inversely proportional to the

corresponding ranks of the documents in which a term occurs. The weighted average

is defined as:

Wt. Avgt =

∑df
i=1(1/ri) ∗ tfi∑df

i=1(1/ri)
(5.9)

Here the sum is computed across all documents in which a term occurs, ri is the rank

of a document and tfi is the frequency of the term t within that document. This factor

is normalized by the average frequency to augment the weight of terms that occur

less frequently. They represent rare features and may be important, especially in

high ranked documents. As a side effect this method assigns low weight to terms that

occur frequently in lower ranked documents. Similarly equation 5.5 is an extension

of equation 5.2 and equation 5.6 is an extension of equation 5.3.

In equation 5.7 we use the h-index function to assign weights to terms. H-

index [73] is a recently proposed method in citation analysis to evaluate the scientific

productivity of an individual. A person has an h-index of h if he/she has authored

h papers with each having at least h citations. It is a symmetric function and takes

a more balanced view of productivity compared to the total or average number of
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citations, which are other standard methods. The latter point is important because

an individual will have a high h-index only if he/she has authored a large number of

“important” papers rather than a few highly cited papers. In spirit, term weighting

is a similar problem where the goal is to assign weights to terms based on their

contribution within the context of the document collection relevant to the topic.

Thus we modify the definition of h-index and use it for term weighting. A term

t has an h-index of h if it occurs at least h times in h retrieved documents. For

example, a term with an h-index of 2 occurs at least twice in 2 documents. This

method assigns higher weight to terms that occur frequently in many documents. As

stated previously, we believe such terms may best describe a topic. Equation 5.8 is a

modified version of equation 5.6 with the h-index of the term used for normalization

instead of the average frequency.

Finally, after weights have been computed, we normalize them using the l2

vector norm. Each feature sub-vector is normalized independently. The l2-norm is

defined as follows:

l2-norm =

√√√√ n∑
i=1

w2
i (5.10)

where n is the number of features in a feature sub-vector and wi is the weight of a

feature. This normalization step results in all sub-vectors having the same length,

which is required to compute cosine similarity between two profile vectors.

5.2 WebKD: A Web-based Implementation

We have implemented our topic profiles approach as a web-based application

known as WebKD2. WebKD allows individual users to create accounts and input

topics to create profiles. Users can input a single topic or multiple topics at the same

time. Users must specify values for various parameters including source of relevant

2Available at http://lakshmi.info-science.uiowa.edu/WebKD/
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pages, number of pages, query type, data level and term weighting method. Users can

choose between Google and Yahoo as the source of relevant pages and can also provide

urls or documents in the input file (for multiple topics) to use to create profiles. Users

can also provide a list of domains to be excluded when web pages are retrieved from

the Web (using either Google or Yahoo). Queries can either be phrase-based for

entity topics or word-based for general topics. The system offers page-level, segment-

level, paragraph-level, and sentence-level profiles. Users must also specify the types of

features to extract. As above, five types of features are supported, viz., words, stems,

noun phrases, named entities, and hyperlinks. The system implements all of the term

weighting methods described above and additionally implements weights based on

term frequency alone and probabilistic weights. The system can create profiles for

both general topics as well as biomedical topics. The major difference between the

two is in the named entity features. For the former, we use the ClearForest tagging

system while for the latter we use LingPipe. Appendix A contains some screenshot

images of the system interface.

In terms of design, the system can be divided into two parts, viz., the front-

end and the back-end. The front-end interface consists of Perl/CGI scripts while the

back-end consists of a PostgreSQL database. Figure A.6 in Appendix A shows the

back-end database schema. Users must create an account on the system before using

it and all user information is stored in the database. To process a topic a user must

set up a job for the system to execute. All information regarding the job, including

the job name, topic(s), query(ies), retrieved documents and topic profile(s) are stored

in the database. The system also keeps a history of all jobs that it has processed for

a user. Users can at anytime view profiles for topics already processed. This design is

inspired by Manjal3 [112], a web-based biomedical text mining that we have created

as part of another project.

3Available online at http://sulu.info-science.uiowa.edu/Manjal.html
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To conclude, in this chapter we have described the process for building topic

profiles from web documents and presented an overview of the system implemen-

tation. Our procedure uses several off-the-shelf text processing tools. We have also

designed several term weighting strategies tailored to web profiles. In the next chapter

we present an experiment to evaluate different profiles generated using the various

options mentioned above. We also analyze different kinds of errors in the profile

building process. In chapter 7 we evaluate different profiles based on their accuracy

in predicting relationships between topics, specifically protein topics. In chapter 8

we explore social networks of US senators using profiles and compare with networks

generated from US Senate voting records. In chapter 9 we present an application of

profiles for expert search.
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CHAPTER 6

EXPERIMENT 1: ASSESSING QUALITY OF INFORMATION:
COMPARING WITH WIKI PROFILES

In the previous chapter we described the individual steps for building topic

profiles. Furthermore, we presented different options for various parameters such as

term weights, level of data used, types of features, etc. Our first goal is to assess the

quality of our web-based profiles. We do this in two ways. First we assess the quality

of information using Wikipedia as a gold standard in this chapter and second we test

these profiles in terms of predicting known relationships between topics in the next

chapter.

6.1 Objective

In this experiment our goal is to assess topic profiles by the extent to which

the information contained is relevant. Essentially we create profiles using web data

for a variety of topics. We evaluate them using Wikipedia, a known high quality

source of information. Since Wikipedia articles are structured differently compared

to our profiles, we first build profiles from the appropriate Wikipedia entries and then

compare these with our web-based profiles.

6.2 Gold Standard Data

Wikipedia [16] is an online repository of information on various topics in differ-

ent languages. The English version of the site contains descriptions of more than two

million topics1. A Wikipedia entry for a topic typically contains a summary of the

topic, a small table containing a list of prominent characteristics, a list of relevant

external links, and a list of references. A Wikipedia entry can be created by anyone

and can also be edited by anyone. Thus, well developed entries tend to contain the

1as of October 2007
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viewpoints of many people. Wikipedia is the largest collaborative journalism effort

till date and has come to be viewed as a highly regarded reference site [87]. It has

been reported that the quality of Wikipedia articles is high and they are used by many

teachers as a reference [18]. Wikipedia articles are also frequently cited by newspa-

pers [137]. There are also prior research efforts in text mining where Wikipedia has

been used as a high-quality resource, such as to enhance background knowledge for

text categorization [64] and for Question-Answering [41]. In addition to Wikipedia,

another source of gold standard information is the Encyclopaedia Brittanica (EB).

In prior research [114] we compared profiles generated from Wikipedia and EB and

found interesting differences. For example, the latter contained only cursory informa-

tion for many of the topics in our set and was comprehensive for only a few popular

topics such as World War II, while the former contained much more information for

a broader range of topics.

Figure 6.1 shows the Wikipedia entry for the topic Bill Clinton. A major differ-

ence between a Wikipedia entry and our profile structure is that the former contains

an English language summary of a topic while the latter instead contains a list of key

words/phrases associated with a topic extracted from different sources on the Web.

Also Wikipedia entries are manually created and edited whereas our web profiles are

automatically created from a combination of sources retrieved from the Web.

6.3 Topic Set

For our evaluation, we compiled a set of fifty topics belonging to three categories,

viz., companies, celebrities and events. 21 companies were randomly selected from

the Fortune 500 list for 2006 and 16 celebrities were randomly selected from the

Forbes celebrity list for the same year. We randomly compiled the ‘events’ topics

from an online source containing a list of 30 major 20th century events2. Examples

2http://history1900s.about.com/cs/majorevents/



55

Figure 6.1: Wikipedia record for Bill Clinton.

topics include Tom Cruise, WWII, and Dell Corporation. For each topic we identified

corresponding Wikipedia pages and created gold standard profiles. We then compared

profiles built from web data with profiles built from the corresponding Wikipedia

pages.

For each topic we manually identified synonyms and created a boolean (OR)

query. We used phrase-based queries as they are particularly suited for representing

entities such as names of people, companies, events, etc. An example search is “World

War II” OR “WWII”. We then retrieved the top 100 web pages for each query using

the Google search engine. The retrieved sets were filtered to exclude pages from ap-

proximately 600 web sites known to mirror Wikipedia content3 (including Wikipedia

itself). The choice of using the top 100 retrieved pages is somewhat arbitrary and is

3http://en.wikipedia.org/wiki/Wikipedia:Mirrors and forks
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primarily motivated by the daily limit on the number of queries imposed by Google.

Also, in prior research [114] we looked at the effect of the number of pages and found

that the quality of a profile improves only up to a certain threshold (50-100 pages)

after which there isn’t much change. After retrieving the documents we created dif-

ferent kinds of profiles for each topic. We evaluate each kind of of web profile by its

average similarity with gold standard profiles as per equation 4.2. This allows us to

compare different methods for building profiles.

6.4 Experimental Design

A key challenge in evaluating these profiles is that we are exploring a wide vari-

ety of profile building methods spanning multiple dimensions, with multiple options

within each dimension. The dimensions include: term weighting strategies, the kinds

of features extracted, the amount of information used on a given page, and the use

of tag information. Clearly considering all combinations of options across all the

dimensions would make our experiment and analysis of the results unmanageable.

Hence we proceed systematically through the evaluation exploring one dimension at

a time. Each time we pick the best performers and move to the next dimension.

Thus we first explore term weighting strategies, then the use of tag information in

web pages, followed by the amount of information to use from a page. Across each of

these dimensions, we build profiles with different kinds of features.

6.5 Exploring Different Term Weights

Our first goal is to assess profiles built using the different term weighting meth-

ods listed in section 5.1.6. One of these methods (tf ∗ idf) is commonly used in IR

research while the others are based on our own understanding of the problem. Our

initial focus is on comparing the term frequency component present in most weighting
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methods. There are two standard methods for considering the frequency of a term.

One is to use the raw term frequency, i.e., if a term t occurs 200 times then its term

frequency is 200. Another standard method is to use the augmented term frequency.

The augmented term frequency is defined as:

wtaugm = 0.5 + 0.5 ∗ tf

max tf
(6.1)

where tf is the raw term frequency and max tf is the maximum frequency of any

term in the collection. Augmented term frequencies are always between 0.5 and 1

and boost the score for terms that occur less frequently in the collection relative to

terms that occur more frequently. E.g., a term that occurs 10 times in a corpus with

the frequency for any term being at most 50, will have an augmented term frequency

of 0.6. Prior to evaluating the different term weighting methods we compare these

two term frequency variants.

Figure 6.2 shows the average similarity (and 95% confidence intervals) of web

profiles generated with wt1, wt2 and wt3 weights (defined in section 5.1.6) with nor-

mal (raw) and augmented term frequencies, with corresponding Wiki profiles. Here

profiles contain stem features. We see that the average similarity for profiles with

features weighted by raw term frequency is significantly higher than profiles with

augmented term frequency weights. This implies that the former is better at assig-

ing higher weights to relevant features than the latter. As an example, the average

similarity is 61% higher for wt2 weighted profiles with a raw frequency component

than wt2 profiles with an augmented frequency component. We believe this to be

the case because augmented term frequency artificially raises the importance of low

frequency terms, which we believe are not the best characteristics of a topic. While

augmented term frequency has been shown to be better for document retrieval, gener-

ating profiles is a different kind of problem, where features must be representative of
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a set of documents rather than a single document. Given these results, in subsequent

experiments we use raw term frequency.

Figure 6.2: Average Similarity (with 95% confidence interval). Comparing term
weights with raw (norm) and augmented (augm) term frequency components. Profiles
contain stem features.

Now we compare the eight different weighting methods. Figures 6.3 and 6.4

show the average similarity of profiles with Wiki profiles for each term weighting

method. In 6.3 profiles contain stem features while in 6.4 profiles contain stem, word,

phrase, entity and hyperlink features.

From the figures the first conclusion we draw is that tf ∗ idf (wt1) performs

poorly. This is interesting as it is a standard strategy in document retrieval. More

generally, profiles where weights are directly proportional to the document frequency

(wt2 and wt5) or inversely proportional to the inverse document frequency (wt3 and

wt6) have the highest average similarity and are significantly better (at 0.05 level)

than the profiles where weights are inversely proportional to the document frequency
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Figure 6.3: Average Similarity (with 95% confidence interval). Comparing different
term weighting methods. Profiles contain stem features.

Figure 6.4: Average Similarity (with 95% confidence interval). Comparing different
term weighting methods. Profiles contain word, stem, phrase, entity, and hyperlink
features.
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(wt1, wt4). Next, comparing methods that have a weighted average term frequency

component (wt4, wt5, wt6) with corresponding methods that use raw term frequency

(wt1, wt2, wt3) reveals no significant differences. Somewhat surprisingly, the h-

index weighting method (wt7) has fairly low average similarity. This is surprising

because we believe that assessing the importance of terms is in many ways similar

to assessing the importance of people and the h-index has been successfully applied

to the latter problem. Our plan for future research is to probe this new weighting

strategy further to see if we can get a better understanding of its performance. Finally

we conclude that normalizing by the h-index (wt8) leads to a significant degradation

in performance when compared to normalizing by the average term frequency (wt6).

Overall, the highest average similarity is for profiles built with wt2 weights.

Recall that wt2 is a multiplicative combination of the term frequency and a factor

directly proportional to the document frequency (tf ∗ [log(df) + 1]). The average

similarity for wt2 weights is however not significantly different than the average sim-

ilarities for wt3, wt5, and wt6 weights. But since wt2 requires the least amount of

computation, we prefer this strategy.

Also, we see that profiles with stems features alone have a much higher average

similarity than profiles with multiple types of features. This could be a consequence

of the different number of sub-vectors in the two cases. Observe that in the latter case

there are five sub-vectors and the similarity is an average across these five. We also

observe that most of the Wikipedia pages for the topics we chose do not have many

hyperlinks, which leads to a fairly low similarity in terms of hyperlink features. For

example, the average similarity between web profiles and Wiki profiles consisting of

only wt2 weighted hyperlink features is 0.0255. This in-turn brings down the average.

We also observe a similar downward trend for named entity features.
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6.6 Exploring the Value of Tags

We next assess the impact of augmenting the frequency of terms based on the

specific tags within which they occur. Recall that one of our goals in this thesis is

to utilize the tag information present in semi-structured web (HTML) documents.

The method by which we use tag information was described in the previous chapter

(section 5.1.3). Figures 6.5 and 6.6 show the average similarity scores for profiles

using tags to determine term frequency. Also shown are the average similarity scores

for corresponding profiles where the tag information is not used. The first figure

shows scores for profiles with only stem features and the second figure shows scores

for profiles with multiple types of features. Scores are shown for the four best term

weighting methods identified in the previous experiment (figures 6.3 & 6.4).

Figure 6.5: Average Similarity (with 95% confidence interval). Comparing tag aug-
mented term weights with unaugmented weights (norm). Profiles contain stem fea-
tures.

From figures 6.5 and 6.6 we conclude that using the tag information to augment
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Figure 6.6: Average Similarity (with 95% confidence interval). Comparing tag aug-
mented term weights (tag) with unaugmented weights (norm). Profiles contain words,
stems, phrases, entities, and link features.

the term frequency results in a lower average similarity, although not significantly so,

than ignoring the tag information. This is true for all four weighting methods, and for

both stem only profiles and profiles with multiple types of features. In an attempt to

understand why this is the case, we manually inspect the top features in some of the

profiles with tag augmented term frequency as well as corresponding unaugmented

frequency profiles. For example, table 6.1 shows the top 10 word features for the topic

Tom Cruise for the two types of profiles.

As the table illustrates, we find that the top ranked features are mostly the same

for both methods but the corresponding weights in the tag augmented profiles are

lower. Using the tags is successful in boosting the weights of some relevant features,

as in for the word ‘actor’ in the example above. But overall the weights of features,

including relevant features, are lower due to the l2-norm (refer to section 5.1.6 for

definition) factor being higher. This consequently results in a lower similarity score.
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Unaugmented Frequency Tag Augmented Frequency

word frequency weight word frequency weight

cruise 1777 0.6455 cruise 4346 0.6033

tom 1558 0.5660 tom 3974 0.5517

news 460 0.1559 tv 2329 0.2773

tv 488 0.1520 episode 2710 0.2314

scientology 444 0.1436 news 1260 0.1631

katie 398 0.1262 scientology 1144 0.1409

episode 468 0.1045 katie 734 0.0889

movie 263 0.0869 top 652 0.0844

top 244 0.0827 movie 636 0.0803

holmes 233 0.0715 actor 575 0.0708

Table 6.1: Comparison of top 10 word features in unaugmented and tag augmented
profiles for topic Tom Cruise.

However, this strategy may be useful in a different setting, such as where the rank

of the features rather than the weight is more important. We also remind the reader

that the particular set of multiplicative factors we chose to modify term frequency

came from a paper by Culter et al. [55]. It may be that although they worked for

document retrieval, these may not be appropriate for profile building.

6.7 Exploring Different Levels of Data

Finally, we compare profiles generated from various levels of data, viz., page,

segment, paragraph and sentence, extracted from relevant web pages. We explore

this aspect using the wt2, wt3, wt5, wt6 weighting methods, not augmented using

tags. Figures 6.7 and 6.8 show the average similarity of different kinds of profiles with

corresponding Wiki profiles.
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Figure 6.7: Average Similarity (with 95% confidence interval). Comparing different
levels of data. Profiles contain stem features.

The figures shows that page, segment and paragraph-level profiles are similar in

their average similarity and sentence-level profiles have much lower average similarity

for all the term weighting methods. The difference between page and sentence is

significant at the 0.05 level for wt2, wt3, and wt6.

Comparing page, segment and paragraph -level profiles further, the first has on

average 6843 stem features and 33952 features overall (stems, words, phrases, entities,

and hyperlinks) while the second has 5609 stem features on average and 23304 features

on average overall. As expected paragraph profiles have the lowest number of features

among the three with 4239 stems features on average and 16577 features on average

overall. This means that although segment and paragraph contain significantly less

number of features than page they do not lose much relevant information. So in

terms of space, segment and paragraph -level profiles are preferable (especially where
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Figure 6.8: Average Similarity (with 95% confidence interval). Comparing different
levels of data. Profiles contain words, stems, phrases, entities, and link features.

memory or storage are important issues). This also means that our segment extraction

strategy successfully meets its primary goals. However, page-level profiles are the

easiest and the fastest to generate, generally taking less than a 5th of the time it

takes to generate segment and paragraph -level profiles4. Thus when space is not an

overriding issue or time is critical, page-level profiles may be a better choice.

To summarize, our best profiles consist of features weighted using tf∗[log(df)+1]

weights, where the term frequency component is not augmented using tag information

and features are extracted from the full-text in web pages.

4This is a rough estimate.



66

6.8 Error Analysis

Our approach for building topic profiles relies on several underlying technolo-

gies, such as document retrieval, sentence detection, etc. Each of these constitutes a

potential source of error. In this section we look at different types of error and quan-

tify them in terms of precision, recall and f-score. We create a small test dataset of 6

topics out of the 50 that we compiled for the experiment above. We randomly choose

2 companies, 2 celebrities and 2 events, listed in table 6.2. Then we manually analyze

the types of errors listed in table 6.3. Our goal in manual analysis of errors is to

further understand performance and obtain valuable information needed to improve

upon our methods.

Topic

1. Chevron corporation

2. Home Depot

3. Nicole Kidman

4. Johnny Depp

5. World War II

6. Florida Keys Hurricane

Table 6.2: Topics for error analysis.

Type of Error

1. Retrieval error

2. Sentence detection error

3. Segment extraction error

4. Entity detection error

6. Phrase detection error

Table 6.3: Errors in profile building process.
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We use precision, recall and f-score to to measure error. Precision is a standard

measure of accuracy and is defined as

P =
TP

TP + FP
(6.2)

where TP denotes the number of true positive and FP the number of false positive

predictions. Recall is used to measure comprehensiveness and is defined as

R =
TP

TP + FN
(6.3)

Here FN is the number of false negatives. The f-score measure is a combination

(harmonic mean) of precision and recall. When equal importance is given to both it

is defined as

F =
2 ∗ P ∗ R

P + R
(6.4)

where P and R are precision and recall respectively.

6.8.1 Retrieval error

The first step in our profile building process is to retrieve relevant web pages us-

ing a web search engine (Google). In order to analyze the error in a broad cross-section

of retrieved pages, for each topic we create a stratified sample of pages consisting of

the top 5 retrieved pages and then 5 pages from the top 5 - 20 pages, 5 pages from

the top 20 - 40 pages and so on. Our sample consists of 30 pages in total for each

topic. We then manually judge them for relevance and calculate overall precision and

precision in the top 5 retrieved documents. We use a generous criteria for relevance,

specifically we consider a page to be relevant if it contains at least one sentence that

conveys relevant information about the topic. Table 6.4 shows the precision scores

and precision scores in the top 5 retrieved pages for each topic.
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Topic TP FP Precision Precision@5

Chevron Corporation 30 0 1.0 1.0

Home Depot 27 3 0.9 1.0

Nicole Kidman 30 0 1.0 1.0

Johnny Depp 30 0 1.0 1.0

World War II 30 0 1.0 1.0

Florida Keys Hurricane 18 12 0.6 0.2

Table 6.4: Precision for all retrieved pages and top 5 retrieved pages.

We see that for most topics the search engine is very accurate in retrieving

relevant pages. However, for the topics Home Depot and Florida Keys Hurricane,

some non-relevant documents were retrieved. In the first case, 3 pages describing

steps to take to save energy that were sponsored by Home Depot were retrieved.

These pages do not contain any information about the company itself and thus are

not relevant. In the second case, many of the retrieved pages describe the florida

keys hurricane evacuation route which is not related to the Florida Keys Hurricane of

1935. Thus, the precision is fairly low for this topic. This may be because our query

(the phrase “florida keys hurricane”) may not have been specific enough.

6.8.2 Sentence detection error

The next type of error we analyze stems from the sentence detection tool that

we use to identify sentences from web pages. Recall that we use the Mxterminator

package that implements a maximum entropy model to detect sentence boundaries.

We apply Mxterminator on the same stratified set of web pages that we created above

and manually judge each sentence that it outputs. Table 6.5 shows the precision, recall

and f-score for each topic.

We see that the precision, recall and f-scores are high for topics that would have
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Topic TP FP FN Precision Recall F-score

Chevron Corporation 91 51 30 0.6408 0.7251 0.6803

Home Depot 190 27 16 0.8756 0.9283 0.9012

Nicole Kidman 450 673 460 0.4007 0.4905 0.4411

Johnny Depp 186 548 349 0.2534 0.3477 0.2932

World War II 479 52 42 0.9021 0.9194 0.9107

Florida Keys Hurricane 43 37 50 0.5375 0.4624 0.4971

Table 6.5: Precision, recall and f-score for sentence detection tool.

more structured and clean relevant web pages such as companies and events. Most of

the pages retrieved for the former were official pages and were fairly well structured.

In the latter case, because of the seriousness of the events the retrieved pages had a

more somber tone and were generally created by experts in these fields. Therefore,

these pages were also fairly well structured. Not surprisingly the scores are very low

for celebrities. For these topics most of the retrieved pages were created by fans and

generally did not follow any structure. In such a case, the algorithm, which is trained

on a news corpus, which generally consists of well structured pages, is not a good fit.

Additionally, in general since the algorithm is not trained on web data, it does not

take into account certain unique features of web pages, such as headings, line breaks

(<br>), tables, etc., and fails to correctly identify certain sentences.

6.8.3 Segment extraction error

The next type of error we analyze comes from our own method to identify

relevant segments from web pages to create segment-level profiles. We applied our

method to extract segments from the retrieved pages in the stratified sets above and

manually judge them for relevance. Recall that a segment is relevant if it contains at

least one instance of the topic. Table 6.6 below shows the precision, recall and f-score
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for segments extracted by our method for each topic.

Topic TP FP FN Precision Recall F-score

Chevron Corporation 7 2 0 0.7778 1.0000 0.8750

Home Depot 7 18 0 0.2800 1.0000 0.4375

Nicole Kidman 42 8 3 0.8400 0.9333 0.8842

Johnny Depp 14 5 6 0.7368 0.7000 0.7179

World War II 10 12 26 0.4545 0.2778 0.3448

Florida Keys Hurricane 2 7 0 0.2222 1.0000 0.3636

Table 6.6: Precision, recall and f-score for segment extraction method.

We see that the precision is high for three of the topics, i.e., both celebrities

and one company, and fairly low for the rest. For topics with low precision, we

observe some of the errors stem from errors earlier in the process. E.g., precision here

is lowest for Florida Keys Hurricane, which also has the lowest retrieval precision.

Other reasons for error include the loss of structural (presentation) information when

web documents are treated as text documents (after removing the tags). E.g., in

a page retrieved for Home Depot one of the menu items contained a link to the

Home Depot company page, for which the corresponding anchor text was ‘Home

Depot’. This menu item were merged with subsequent text, which did not contain

relevant information, by the segmentation method. Because of the presence of the

query terms, such a segment is considered as relevant. Recall errors were primarily a

function of retrieved pages generally containing information on a broad set of relevant

but independent sub-topics. For example, many of the pages retrieved for World War

II contained descriptions of a number of separate events that happened during the

war. In this case while some sub-topic segments contained the query terms, others did

not and were thus considered non-relevant. Furthermore, due to the low similarity,
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the latter segments do not cluster with the relevant segments.

6.8.4 Entity detection error

Next we analyze errors in extracting named entities from the text. As mentioned

previously, we use the ClearForest named-entity tagger to identify general named

entities. We use the tool to tag all the pages in the stratified set for each topic and

then manually judge all the named-entities identified by the system. Table 6.7 below

shows the precision score for each topic.

Topic TP FP Precision

Chevron Corporation 90 28 0.7627

Home Depot 129 44 0.7457

Nicole Kidman 721 110 0.8676

Johnny Depp 491 30 0.9424

World War II 510 22 0.9586

Florida Keys Hurricane 58 13 0.8169

Table 6.7: Precision of named entity extraction tool.

The results show that the ClearForest system performs consistently well for all

the topics. This is likely due to the fact that the it is trained to handle web data

directly as opposed to other text processing tools (such as Mxterminator) that are

designed for more well-formed non-web text documents. Most of the errors were due

to missing contextual cues (e.g., ‘gong li rachel mcadams rachel mcadams askmencom’

was identified as one entity, being a row in a table). Unfortunately, we were unable

to find a general pattern in the errors.
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6.8.5 Phrase detection error

Finally, we look at errors in detecting noun phrase features from documents.

As mentioned previously, we use the Lingua::EN::Tagger PERL package to identify

noun phrases. We first apply this tool to the stratified set of retrieved pages for

each topic. Then, we randomly select 25 noun phrases for each topic and manually

evaluate them. Table 6.8 shows the precision score for each topic.

Topic TP FP Precision

Chevron Corporation 16 9 0.64

Home Depot 19 6 0.76

Nicole Kidman 19 6 0.76

Johnny Depp 20 5 0.80

World War II 16 9 0.64

Florida Keys Hurricane 15 10 0.60

Table 6.8: Precision of noun phrase extraction tool.

As was the case with the named entity recognition system, we see fairly consis-

tent precision across all the topics. This is likely because the Tagger package depends

only upon part-of-speech cues to identify noun phrases, and in terms of the usage of

the English language, generally there isn’t any difference between web documents and

other documents. Most of the errors are due to the lack of other contextual cues, such

as commas and periods (e.g., ‘tipoff. 17 december 2006 nicole’) which the system uses

as boundaries. Also, some errors are due to the nature of HTML documents where

structural cues are more visible in nature and thus hard to represent in plain text.

Thus, ‘emma watson askmen.com premium’ is recognized as a single noun phrase but

‘emma watson’ and ‘askmen.com premium’ are acutally present in two cells in a row

in a table in the original HTML document.
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To summarize, we analyzed various sources of error in building topic profiles. We

observe that the most significant errors are in detecting sentences and segments while

document retrieval has the least number of errors. Errors in document retrieval can be

minimized by using more precise queries. We use MxTerminator to detect sentence

boundaries in web pages. MxTerminator was trained on a corpus of Wall Street

Journal articles, which have very different characteristics than web pages . Retraining

MxTerminator on a more representative set of documents would help to reduce errors.

We also observe that our approach for identifying relevant segments produces mixed

results. Our immediate goal is to explore different strategies to improve recall and

precision. One approach would be to consider similarity thresholds other than the

median to decide which segments not containing query terms to consider as relevant

(see section 5.1.4).

6.9 Discussion

In this chapter we evaluated different methods for building topic profiles based

on the quality of information in the profiles for different kinds of topics. Our results

show that page-level profiles containing stem features with tf ∗ [log(df) + 1] weights

contain the most amount of relevant information. Interestingly the standard tf ∗ idf

weighting strategy does not perform well. We also present a novel use of the h-index,

for term weighting. Although it does not perform as well as our best method, the

performance is comparable to tf ∗ idf , which is encouraging and motivates future

research. We have also presented a description of the various types of error and

provided statistics to judge the extent of each error. We found that tools (Google,

ClearForest) that have been designed with a web perspective consistently perform

well while there are certain failure points for other tools (MxTerminator, TextTiling)

that have been designed for cleaner and more well structured data.
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CHAPTER 7

EXPERIMENT 2: PROFILES FOR PREDICTING PROTEIN
INTERACTIONS

In the previous experiment we focussed directly on the profile building methods

using Wiki as the gold standard. Here we test profiles in the context of a text

mining application. Specifically we test their ability to predict known relationships

between different proteins using their web profiles. Additionally, a secondary goal

(refer chapter 3) is to determine the feasibility of using web data in a “bioinformatics”

context.

7.1 Background and Related Research

Extracting protein interactions from text is a well-known problem in the biomed-

ical domain. Various approaches for this problem can be found in the literature. Most

focus on extracting interactions from MEDLINE records, specifically from the title

and abstract. For example, Blaschke and Valencia [34] use simple pattern matching

to identify sentences in MEDLINE abstracts that match predefined patterns based on

co-occurrence of certain action verbs such as ‘interacts’, ‘activates’, etc, with protein

names. An example pattern is “proteinA activates proteinB”. They assume that

protein names are given. Positive sentences are further analyzed to deal with neg-

ative information as well as contradictions. Unfortunately, they do not present an

evaluation of their approach.

In [135] Thomas et al. describe a customized version (for biomedical text) of

Highlight, a general-purpose Information Extraction system. From a small training

set of MEDLINE abstracts they manually generate linguistic templates that in differ-

ent ways describe interactions between proteins. They assign a score to each template

reflecting its confidence. Their approach has a precision between 69% and 77% and

recall between 29% and 55%.
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Marcotte et al. [92] use a Bayesian probabilistic approach to identify MEDLINE

abstracts that describe yeast protein interactions. They assign log-likelihood scores to

abstracts based on the frequency distribution of 500 discriminating words, which they

determine from a training set consisting of abstracts of 260 articles on yeast proteins

in the DIP database. Example discriminating words include ‘binds’, ‘interacts’, and

‘associates’. Testing their approach on 325 abstracts, they were able to correctly

identify 77% of the relevant abstracts.

Park et al. [102] use significantly more comprehensive techniques than par-

tial parsing to identify protein interactions in MEDLINE abstracts. Their approach

consists of combining a part-of-speech tagger with rules to identify unknown words.

They also utilize a regular grammar to propose noun phrases around a pre-compiled

list of verbs describing interaction and a combinatory categorical grammar (CCG) to

validate them. This approach yields a precision of 80% and recall of 48%.

Sugiyama et al. [123] compare four different machine learning based methods,

viz., kNN, Decision Tree, Neural Network, and SVM, to automatically identify sen-

tences describing protein interactions in MEDLINE abstracts. They utilize different

features around the verb of a sentence, including the verbal form, part of speech in-

formation of words surrounding the verb, etc. Additionally, they use characteristics

of a noun in the sentence, such as whether it contains numeric figures, non-alphabetic

characters, or upper case letters. They tested their classifiers on 1000 MEDLINE

articles and obtained precision in the range of 0.623 (kNN) to 0.881 (SVN) and recall

in the range of 0.647 (kNN) to 0.881 (SVN).

In [47] Chen and Sharp describe Chilibot, a system for mining Pubmed ab-

stracts. Chilibot uses a variety of NLP techniques to create rich descriptions of genes,

proteins, drugs, and more general biomedical concepts. The authors describe appli-

cations for Chilibot in exploring relationship networks as well as novel hypotheses
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discovery. They evaluated the system by using it to predict 770 known relationships

between proteins specified in the DIP database and had a precision of 96% and recall

ranging from 90.1% to 91.2% depending on the number of abstracts considered.

The Web is a rich source of information on various biomedical topics. Many

of the widely used online biomedical databases such as Pubmed, SwissProt, and

GeneCards are indexed by the major search engines. Consequently records from these

databases are retrieved by biomedical web queries. As mentioned in chapter 3 recent

studies have explored the benefit of using web data for various tasks such as classifi-

cation [51] and named entity recognition [58]. To the best of our knowledge there are

no prior research efforts that explore the use of web data for predicting relationships

between proteins. This in part provides the motivation for this experiment.

7.2 Gold Standard Data

We use the Database of Interacting Proteins (DIP) [6] as our source for gold

standard information. DIP is a manually curated database of experimentally deter-

mined protein interactions. As of November 21, 2006 the DIP database contains data

on over 19000 proteins and 55000 interactions compiled from over 62000 experiments

described in the published literature and other sources. Data from DIP has been

used as a gold standard by a number of text mining research efforts in the biomedical

domain [47, 35].

7.3 Experimental Design

We randomly select 82 human proteins from DIP. According to DIP 90 pairs

of these proteins interact with each other. For each protein we identify relevant syn-

onyms from the SwissPROT database [10]. To avoid ambiguity, we ignore synonyms

that are also English words. We then create phrase-based boolean (OR) web queries
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from the names and corresponding synonyms and retrieve the top 100 pages from

Google for each query. No pages are retrieved for two of the protein queries resulting

in our final gold standard set consisting of 80 proteins and 88 interactions.

For each protein we create various types of profiles differing primarily in terms

of the level of data used (page, segment, paragraph and sentence) and the type of

features. We use the wt2 term weighting method, which we previously established

as our preferred method. Also based on the previous experiment we do not use tag

information and we use the raw term frequency. Three types of features were extracted

from the documents, viz., stems, noun phrases, and named entities. For named entity

features we use LingPipe [14], which is a specialized biomedical extraction system,

rather than the general named entity tagger (ClearForest) we used in the previous

experiment.

As mentioned in section 4.5, we use the standard IR cosine similarity to measure

the similarity between profiles. We predict a relationship between two proteins on

the basis of their profile similarity. Two proteins are predicted to be related if their

similarity score is above a certain threshold, set through training runs. Based on

the predictions, we measure precision, recall and f-score defined in equations 6.2, 6.3,

and 6.4, respectively. In this experiment we consider f-score as our primary measure

to evaluate different types of profiles.

We adopt a 5-fold cross validation approach. The 80 proteins we selected yield

3240 unique pairs, which are randomly split into 5 equally sized groups. We consider

the union of 4 of these splits as our training set and the remaining split as our test set.

This allows us to iterate over the data 5 times resulting in a 5-fold cross validation

design. We determine the optimum threshold for the training set by iterating over

different similarity thresholds and select the one that maximizes the training f-score.

We then apply this threshold to the test set and calculate the test f-score. We compare
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the different types of profiles based on the average of their five test f-scores.

7.4 Results

Table 7.1 shows the average training and test precision, recall, training and test

f-scores, and test f-score 95% confidence intervals for profiles built from different levels

of data. Here profiles contain stem features.

Training Test

Type Prec Rec F-score Prec Rec F-score (95% CI)

Page 0.1687 0.2782 0.2096 0.1498 0.2458 0.1830 (0.1096, 0.2564)

Segment 0.1941 0.3240 0.2427 0.1849 0.3114 0.2315 (0.1694, 0.2936)

Paragraph 0.1796 0.3040 0.2255 0.1681 0.2736 0.2076 (0.1576, 0.2576)

Sentence 0.0988 0.2328 0.1372 0.0808 0.1903 0.1126 (0.0763, 0.1489)

Table 7.1: Average training and test f-scores (with 95% confidence interval) for stem
profiles derived from different levels of data.

The results show that segment-level and paragraph-level profiles have the high-

est average test f-scores. Both perform better, although not significantly so, than

page-level profiles and are significantly better than sentence-level profiles. Page-level

profiles utilize the full text present in documents. Although we consider only the top

ranked documents retrieved by Google, this does not guarantee that all the docu-

ments are relevant. Furthermore, even within documents certain portions may not be

relevant. In the previous experiment, where we measure the information content of

profiles, this did not have a detrimental affect probably because we were comparing

with Wikipedia profiles, which by the virtue of being generated from high quality

(manually generated) data mostly have relevant features. However, in this experi-

ment the similarities are being calculated between pairs of web topic profiles. Thus

the non-relevant features common across the topics have a definite impact, especially
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in terms of boosting the similarity of non-interacting pairs of proteins. This results

in lower precision. Also, the f-scores for all four types of profiles are fairly consistent

across the training and tests, which means that our method generalizes well. In this

regard, segment-level profiles are the most consistent.

Table 7.2 shows the average training and test results for profiles with entity

features. Here we see that paragraph-level profiles have by far the highest average

test f-score and are significantly better than page and segment -level profiles. This is in

contrast to the results we obtained with stem profiles (table 7.1). Again, the training

and test f-scores are fairly consistent for the different types of profiles indicating that

our methods generalize well. Here paragraph-level profiles are the most consistent.

Comparing with the previous results, the average f-scores are higher for entity profiles

than for stem profiles derived from sentence and paragraph -level data and lower for

profiles derived from page and segment -level data. This may be because entities are

generally much more specific and more selectively used than words (from which stems

are derived), which means that they are better indicators of relevance. To summarize,

our results suggest that entities that co-occur with the topic of interest in sentences

or paragraphs are powerful features.

Training Test

Type Prec Rec F-score Prec Rec F-score (95% CI)

Page 0.1663 0.2385 0.1943 0.1178 0.1986 0.1407 (0.0816, 0.1998)

Segment 0.1563 0.4229 0.2268 0.1386 0.3657 0.1974 (0.1789, 0.2159)

Paragraph 0.2157 0.4772 0.2970 0.2212 0.4764 0.2999 (0.2569, 0.3429)

Sentence 0.2026 0.3996 0.2654 0.1785 0.3560 0.2363 (0.2140, 0.2586)

Table 7.2: Average training and test f-scores (with 95% confidence interval) for entity
profiles derived from different levels of data.

Table 7.3 shows the results for different types of profiles with noun phrase
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features. Again we see that paragraph-level profiles have the highest average test

f-score, followed this time by page-level profiles. However, none of the differences

are statistically significant. Comparing with prior results we see that the average

f-scores are much lower for profiles with phrase features than for profiles with stem or

named entity features. One possible reason for this is that we use a general English

noun phrase extraction tool that is not capable of identifying only the biomedical

phrases. Given that we are creating profiles for proteins, biomedical phrases would

probably be better features than general phrases. In the case of named entities we use

a specialized biomedical named entity tagger. Finally, the training and test f-scores

are again fairly consistent across the different types of profiles with the best case

being page-level profiles.

Training Test

Type Prec Rec F-score Prec Rec F-score (95% CI)

Page 0.1468 0.1901 0.1398 0.1237 0.1680 0.1398 (0.0912, 0.1884)

Segment 0.1316 0.1690 0.1479 0.0932 0.1286 0.1079 (0.0259, 0.1899)

Paragraph 0.1180 0.2731 0.1642 0.1080 0.2421 0.1489 (0.0725, 0.2253)

Sentence 0.1195 0.1395 0.1282 0.0929 0.1157 0.1022 (0.0501, 0.1543)

Table 7.3: Average training and test f-scores (with 95% confidence interval) for phrase
profiles derived from different levels of data.

7.5 Discussion

Our results show that named entities are the best indicators for predicting

protein relationships. Paragraph-level profiles with entity features have the best per-

formance and are significantly better than most of the other types of profiles. These

observations are in contrast to our observations from the previous experiment where
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we found that page-level profiles with stem features contain the most relevant in-

formation. This leads us to conclude that the type of profile that should be created

depends primarily upon the problem and that this choice can have a significant impact

on the results.

In comparison with a more specialized biomedical system (Chilibot), our best

method has both lower recall (0.48 vs. 0.91) and lower precision (0.22 vs. 0.96). This

comparison is rough as it ignores differences in experimental design and dataset used.

We believe a significant reason for lower precision and recall is that our approach is

based purely on web data while Chilibot uses much more specialized and high-quality

data from Pubmed. To understand this further, we plan to build profiles for the same

set of proteins using MEDLINE data and compare those results with the results we

obtain here with web data. Another avenue that we would like to explore in the future

concerns feature selection. From the results we observed that our best profiles consist

of biomedical entities, which are more relevant to this domain than general features

such as stems and noun phrases. We believe that our profiles will greatly benefit

from the presence of more domain-related information. The named entity tagger that

we used in this experiment (LingPipe) comes pre-trained on the GENIA corpus [79],

which is a collection of 2000 abstracts on molecular biology. Consequently LingPipe

only extracts the specific types of named entities in GENIA. Clearly more biomedical

features can be extracted from documents. In this respect, tools such as MetaMap

[29] that identify different kinds of biomedical concepts in text may prove useful.



82

CHAPTER 8

EXPERIMENT 3: PROFILES FOR EXPLORING SENATOR
NETWORKS

In this chapter we present exploratory research on profile-based social networks

for US senators. We create these profiles from web data and compare them against

social networks generated from more structured data, specifically from US Senate

voting records.

8.1 Background

A principal focus in text mining research is the identification and analysis of

relationships between different entities. Much research has been done in this regard

within different application areas such as biomedicine [75, 36] and business intelligence

[32]. In this context, Social Networks Analysis (SNA) provides a natural framework

for studying different entities, especially people, and their relationships. A social

network is a social structure of entities that are tied by one or more interdependency

relationships. Formally, it can be represented by a graph where nodes represent

entities and edges represent relationships between entities. Social networks are studied

in many different research areas, such as geography, social science and information

science and have been applied to understand, among other things, dissemination

of information between people, informal interactions between companies via their

employees, friendship networks, diffusion of innovations, and the spread of diseases.

The Web is a rich resource of information on people and thus offers an excel-

lent opportunity for Social Network Analysis. Information about a person may be

obtained in many ways. For example, information may be explicitly posted by the

person, indirectly inferred from records of their patterns of activities (e.g., search

logs) or may be derived from references in other sources, such as news reports and

blogs. This is especially true for people who occupy public positions such as Senators
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and Representatives of the US Congress.

We are motivated to study senators because their viewpoints and decisions affect

the daily lives of millions of people. Consequently they are the subject of discussion

on a large number of web pages. Also, senators have been the subject of prior re-

search in computer science. E.g., Wang et al. [138] find groups of senators using

descriptions of positive votes on certain issues. Raghavan et al. [106] use the in-

fluence of neighbors in a vote-based senator social network to categorize individual

senators into different groups. Using a language models based approach, they create

pseudo-document descriptions, which they call entity models, of entities using data

from fixed windows surrounding individual instances of an entity in retrieved docu-

ments. They also use these representations to identify relationships between entities

that may not be explicitly related in any document.

In Political Science, there is interest in the roll-call voting patterns for senators

and countries in the US Senate and the United Nations General Assembly, respec-

tively, for purposes other than standard statistical analysis [48]. Roll call votes have

been explored to identify politically disadvantaged groups of people [68], study the

unity and flexibility of US political parties compared to other countries [97], and to

study the effect of roll-call voting patterns on senatorial elections [43]. Voting patterns

may help gain a better understanding of the position of a senator on various issues,

which in turn may lead to a better understanding of the workings of the Senate.

Many times one’s choices may be at least partially influenced by one’s charac-

teristics and background. E.g., a senator from Texas is perhaps more likely be against

gun control than a senator from California. We investigate this aspect in the context

of the senator voting patterns. Specially, we are interested in exploring whether sim-

ilarity in web profiles is mirrored by similarity in voting patterns. A question asked

is: do senators with similar profiles vote alike and vice-versa? More generally, how
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do profile-based social networks of senators created from web data compare against

social networks created from roll-call voting data?

We wish to state here that although we use objective methods to assess indi-

vidual graph properties and make comparisons, some of the interpretations are likely

to be subjective. This is typical of research in social networks.

8.2 Related Research

There is significant research on automatic extraction and analysis of social net-

works from web data [78, 26, 106, 54, 91, 93], mainly for person entities. The various

methods differ primarily on how individual entities are represented, and how relation-

ships between entities are inferred. Moreover, most are limited to representing entities

using either instance-level data [78, 93] or page-level data [26, 54]. These strategies

were explained earlier in chapter 3. Most methods also infer relationships between

entities based solely on their co-occurrence in one or more web pages [78, 54, 91, 93].

Few methods [106] use data from multiple pages to represent entities. Also, very few

methods [26, 106] go beyond co-occurrence to infer relationships between entities.

These are some of the advantages we offer in our general profile-based approach.

We believe that topic profiles can provide an effective means for building infor-

mative social networks. Also, we offer flexible methods to infer relationships between

entities. Entities with very similar profiles are likely to be strongly related while

conversely entities with very dissimilar profiles are likely to be weakly related or

totally unrelated. Relationships between entities can also be characterized by com-

mon features in their profiles. Thus, we believe profile-based networks will allow us

to overcome the limitations mentioned above and are well-suited for social network

analysis.
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8.3 Voting Data

We use roll-call voting data from the US Senate. We downloaded voting data

from the US Senate website1 for all Congressional sessions from 1989 onwards up

to the second session in 2006. For each vote, we obtained the vote id, short title,

description, date, and the result (whether it was passed or rejected). We also obtained

the individual votes cast by each senator. In this research, we limit ourselves to votes

cast by the 100 individuals who were senators in November, 2006. Overall these 100

senators have cast 6026 votes during the time period we consider.

Our first challenge with this data was to determine the topic of each vote.

This is a non-trivial task that is challenging to automate. As an example, a vote

titled A bill to amend the Immigration and Nationality Act to change the level, and

preference system for admission, of immigrants to the United States, and to provide

for administrative naturalization, and for other purposes is on immigration. Taking

inspiration from Raghavan et al. [106] we are particularly interested in votes belonging

to the topics of abortion, immigration, defense, economy, and education.

The categorization of votes was done manually by two students not involved

in any of the other aspects of the research. We asked the two student judges to

categorize (Yes or No) each vote under the five different categories mentioned above.

Votes that were not under any category were categorized as ‘other’. We randomly

divided the votes in equal numbers among the two judges, ensuring that votes in a

single Congressional session were not split. For each vote, judges based their decision

primarily on the title and description available. A single vote could be placed under

multiple categories. For example, vote S. 1160 in the 1st session in the 101st Congress

in 1989, titled Armstrong Amendment No. 324; Relative to Chinese nationals who

flee coercive population control policies, was judged as both abortion and immigration

related. The 6026 votes were categorized as 82 abortion related, 139 immigration

1http://www.senate.gov
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related, 730 defense related, 2179 economy related, and 380 education related.

We later decided to limit the exploratory research in this thesis to only abortion

and immigration. Hence, votes in the remaining three categories were included in the

‘other’ category. We plan to explore the other topics in future research.

We calculate the Kappa statistic [49] to evaluate the agreement between the two

judges. The Kappa statistic (equation 8.1) is a standard measure for assessing inter-

rater agreement and the reliability of annotated data. We did this with 100 votes

randomly picked from the 6026 votes. Each vote required three binary decisions for

the three categories, resulting in a total of 300 decisions.

κ =
P (Observed Agreement) − P (Chance Agreement)

1 − P (Chance Agreement)
(8.1)

General

No Yes Total

No 239 5 244

Yes 22 34 56

Total 261 39 300

P(Observed Agreement) 0.9100

P(Chance Agreement) 0.7320

Kappa (κ) 0.6642

Table 8.1: Kappa statistic to evaluate inter-annotator agreement.

In table 8.1 the rows show the number of Yes and No judgments for one judge

and the columns show the numbers for the other judge. Overall the Kappa score is

0.6642, which means that the two judges are largely in agreement with each other.
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8.4 Experimental Design

8.4.1 Web Profiles

For each senator we conduct a web search on Google using the full name and

nickname. To reduce ambiguity we ensure that their retrieved pages contain the term

‘senator’. An example query is ‘senator AND (James DeMint OR Jim DeMint)’. For

each senator we retrieve the top 100 pages and create profiles from the full-text. The

names are searched as phrases.

In this experiment, profiles consist of stem and named entity features. We

also compare with profiles created from paragraph-level data containing the same

features. We do not use the tag information to augment frequency (see section 5.1.3

for tag-based profiles).

The profiles as described above are from a general search, i.e., not specific to

any issue. However, quite often senators, even from the same party, agree on certain

issues while disagreeing on others. Thus, we are also interested in analyzing issue-

specific senator votes and profiles, specifically on abortion and immigration. We

create issue-specific profiles by adding the issue to the general query for a senator

mentioned above. For example, we use the query ‘senator AND (James DeMint OR

Jim DeMint) AND abortion’ to retrieve abortion-related pages for Senator DeMint.

Again profiles are created from the full-text of the top 100 retrieved pages.

8.4.2 Senator Networks

For each pair of senators, we calculate profile similarity (refer to section 4.5) and

use this to estimate of the strength of their relationship. We create multiple social

networks, each differentiated by the type of features in the profiles. Specifically, we

create a network from profiles with stem features and a network from profiles with

entity features. We term such networks as Passive Networks because the relationships
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do not depend upon the actions of the actors in the network.

We also create a social network for the senators from the voting data. In this

network, a senator is represented by his/her votes in the Senate. We use the Jaccard

score to measure the strength of the relationship between two senators. The Jaccard

score (equation 8.2) is a measure of the overlap in the voting records of two senators.

In the equation, Si is a vector ({vi1, vi2, . . . , vim}; i = 1,2) that represents the m

votes2 cast by the Senator on issues voted upon in the Senate between 1989 and 2006.

Jaccard(S1, S2) =
S1

⋂
S2

S1
⋃
S2

(8.2)

A score of 1 indicates that the two senators have always voted the same while a score

of 0 indicates that they have always voted differently. In contrast to the profile net-

works, we terms such networks as Active Networks because the relationships depend

completely upon the actions of the actors in the network.

8.4.3 Filtered Networks

We also consider networks with thresholds applied to edge weights. This allows

us to ignore relationships (similarities) that are “weak”. However, choosing the right

threshold is a problem in itself. In the interest of simplicity, we calculate the median

edge weight in each network and use that as a threshold. The median is preferable

to an arbitrary threshold (such as 0.9 or 0.8 edge weight) and is also preferable to

the mean as the latter is often skewed. After applying the threshold, we assume the

remaining edges as representing meaningful relationships.

8.4.4 Overview of Analysis

We offer two types of analysis. One where we examine an individual network’s

properties and second where we compare two networks. In some cases we compare

2Most votes required Yay/Nay decisions. There were also a few Guilty/Not Guilty decisions.
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corresponding profile and vote networks, in others we compare alternative profile

networks.

Comparing two networks is essentially an instance of the more general Graph

isomorphism problem in Computer Science. The problem consists of finding a bi-

jective (one-to-one and onto) mapping from vertices in one graph to the other such

that they are identical. Two graphs are isomorphic if such a mapping (known as an

isomorphism) exists. Graph isomorphism is a hard problem and is known to be NP,

although effective solutions exists for certain classes of problems (e.g., [74]). Another

approach to compare two networks is to compute the edit distance. Graph edit dis-

tance is a measure of the cost of transformation of one graph to another via operations

such as addition, deletion, substitution, etc, on nodes and edges. Each operation has

some cost assigned to it. However, the computational complexity of edit distance for

graphs is exponential in the number of vertices and is thus feasible only for small

graphs (typically up to a dozen nodes) [100].

Since it is hard to design a general solution to the problem, we assess whether

two networks are similar based on how similar they are with-respect-to certain char-

acteristics. And since our networks are networks of people, we emphasize social

networking characteristics in our comparison. We use the following properties to

compare networks:

1. Edge weights in networks

2. Trends in strengths of ties

3. Trends in importance of nodes

4. Differences between Groups

We analyze the similarities and dissimilarities between profile-based networks

and the vote networks using these properties. Information about their party status
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is obtained from the Senate website. We analyze both general and issue-specific

networks.

In the next section we provide the results organized by property. For each

property we provide a more detailed description, followed by the results obtained and

our analysis.

8.5 Results

8.5.1 Properties of Individual Networks

Table 8.2 shows the univariate statistics for mean Jaccard scores of General,

abortion and immigration networks generated from voting data. We see that the

mean strength of the relationships in the immigration network (0.400) is higher than

the abortion network (0.256). Overall the mean score between senators is 0.346.

The standard deviation is similar in all three networks. Note that the columns (in all

tables) labeled General3 refer to the pool of 6026 votes undifferentiated into categories.

General Abortion Immigration

Mean 0.346 0.256 0.400

Std Dev 0.225 0.271 0.205

Minimum 0.014 0.000 0.015

Maximum 0.911 1.000 0.978

Table 8.2: Univariate Statistics for voting networks.

In comparison, table 8.3 shows the univariate statistics for mean similarity be-

tween senator profiles with stem and entity features for General, abortion and immi-

gration networks. Note that unless otherwise mentioned, all profiles in this chapter

3We refer to a network created on the basis of all votes, regardless of issue, as a General network.
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are generated using page-level data. Here we see that the mean strength of relation-

ships between senators is higher in the abortion network (0.744 for stems and 0.724

for entities) than the mean for the immigration network (0.637 for stems and 0.467

for entities). Overall the mean similarity is 0.510 for the stem profiles network and

0.309 for the entity profiles network. It is clear from the table that similarity scores

for profiles with entity features are significantly lower than for stem profiles. The

standard deviation is similar for all networks except for the General network created

from stem profiles.

General Abortion Immigration

Stems Entities Stems Entities Stems Entities

Mean 0.510 0.309 0.744 0.724 0.637 0.467

Std Dev 0.081 0.144 0.119 0.180 0.128 0.159

Minimum 0.238 0.061 0.273 0.052 0.203 0.081

Maximum 0.778 0.804 0.974 0.965 0.994 0.989

Table 8.3: Univariate Statistics for web (profile) networks

We obtain similar overall patterns of statistics for General networks for profiles

using paragraph-level data. We also find that the average similarities are much lower

for stem and entity profiles compared to scores for page-level profiles.

8.5.2 Comparing Edge Weights Across Networks

We now compare profile and vote networks based on their edge weights. We

assume that an edge weight is a random variable (in the statistical sense) drawn from

some underlying probability distribution. To simplify our analysis, we make another

assumption that relationships among senators are independent of each other. In other

words we assume that a relationship between senators A and B is not influenced by
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A’s relationship with another senator C. Consequently, the edge weights in a network

can be considered as a sample of i.i.d random variables. Comparing a profile network

and a vote network can then be considered as comparing two related samples drawn

from two different or possibly the same probability distributions.

A standard statistical test to compare two related samples is the paired t-test.

However, normality is a requirement for this test, which we cannot assume here.

Therefore, we use a non-parametric version of this test, viz., the Wilcoxon Signed

Rank test. This test involves comparing the differences in the edge weights. The

null hypothesis is that there is no difference between the samples drawn from the two

distributions and any perceived difference is due to chance alone. The test statistic

W is calculated as:

W =
n∑

i=1

φiRi (8.3)

where n is the number of scores used, φi is an indicator function for the sign of the

difference (+ or -), and Ri is the rank according to the difference. Tied scores are

assigned a mean rank and scores where the difference is 0 are ignored. As the number

of scores (n) increases the distribution of all possible values of W approximates a

normal distribution. For n > 10 the approximation is close enough to calculate the z

score, which is calculated as:

Z =
(W − µW ) ± 0.5

σW

(8.4)

where µW is the mean and σW is the standard deviation. The ±0.5 is a correction

for continuity and is ‘-0.5’ when W is greater than µW and ‘+0.5’ otherwise. The

significance of the Z value can be determined by a looking up the critical values in

the z table. Table 8.4 shows the results of Wilcoxon test for comparing edge weights

in voting and profile networks.
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General Abortion Immigration

Stems Entities Stems Entities Stems Entities

W 8277629 -1491089 11743731 11413045 10208645 4007532

N 4949 4950 4949 4950 4950 4950

σW 201039.49 201100.42 201039.49 201100.42 201100.42 201100.42

Z 41.17 -7.41 58.42 56.75 50.76 19.93

Table 8.4: Results for Wilcoxon signed rank test.

Here, W is the test statistic, N is the number of scores (differences), σW is the

standard deviation of W , and Z is the z score. As per the z table, for a 2-sided test,

at the 0.05 significance level, we would reject the null hypothesis if Z ≥ 1.96. We see

that, ignoring the sign, all the z scores are greater than this critical value. Thus, we

can conclude with very high certainty that the difference in the edge weights between

the vote networks and corresponding networks is not due to chance and consequently

the distributions of the edge weights in the vote networks and the corresponding

profiles networks are not the same. We also apply this test for comparing networks

created from profiles that use paragraph-level data. Consistent results are obtained.

General Abortion Immigration

Stems Entities Stems Entities Stems Entities

W 697861 -1237397 3695050 3220212 1657876 481636

N 3596 3608 3931 3516 3590 3585

σW 124525.84 125149.59 142323.56 120394.13 124214.35 123954.97

Z 5.60 -9.89 25.96 26.75 13.35 3.89

Table 8.5: Results for Wilcoxon signed rank test for filtered networks.

Table 8.5 shows the results of the Wilcoxon test for filtered profile and vote
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networks. We remind the reader that as explained in section 8.4.3 in filtered networks

edges retained have a weight greater than the median weight of edges in the full

network. Again we see that all z scores are greater (ignoring the sign) than the

critical value. Therefore, we conclude that the differences between edge weights in

filtered profile and vote networks are also not due to chance and that although the

two networks have the same nodes, they differ significantly in their edge weights.

8.5.3 Comparing Trends in Strengths of Ties

From the previous set of results, we have established that profile networks and

vote networks are different in their edge weights . This is actually not surprising given

that the Web and the Senate are two very different forums. However, they may still

display similar trends in certain aspects. We are specifically interested in analyzing

trends in senator relationships. Recall that one of our goals is to ascertain whether

senators with similar voting patterns also have similar web profiles and vice-versa.

Determining the correlation between the edge weights in the profile network and edge

weights in the vote network would help us answer this question. A high correlation

score would mean that the edge weights in the profile network follow the same trend

as in the vote network. This may lead to a better understanding of the vote network

via the profile network.

We first determine whether the type of association between the edge weights

from the two networks is linear or non-linear by visually plotting the data. Figures 8.1

and 8.2 show the plots between edge weights from the General vote network and

General stem profile and entity profile networks respectively. Clearly we see a non-

linear relationship, irrespective of the type of features in the profiles. We also create

plots (not shown here) for abortion and immigration networks and find similar non-

linear associations.
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Figure 8.1: Profile Similarity vs. Vote
Similarity. Profiles contain stem fea-
tures.

Figure 8.2: Profile Similarity vs. Vote
Similarity. Profiles contain entity fea-
tures.

Thus we use a non-linear measure of correlation. Specifically, we compute the

correlation ratio (η), which is the ratio of the differences between networks to the

overall (between and within) differences. Note that if an association is linear, the

correlation ratio is the same as the Pearson correlation coefficient. Additionally we

compute η2, which denotes the percent of variance in the dependent variable explained

by the independent variable. Since η is asymmetric, we compute its value in both

directions, i.e., assuming that profile network weights constitute the independent

variable and vote network weights are the dependent variable and vice-versa. Table 8.6

shows the values of η and η2 in both directions.

General Abortion Immigration

Direction Stems Entities Stems Entities Stems Entities

η P → V 0.696 0.792 0.756 0.772 0.795 0.832

η2 P → V 0.484 0.627 0.572 0.596 0.631 0.692

η V → P 0.847 0.852 0.466 0.478 0.500 0.535

η2 V → P 0.718 0.726 0.217 0.228 0.250 0.287

Table 8.6: η and η2 values between edge weights in vote (V) networks and profile (P)
networks.
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First, considering the results where profile network weights are the independent

variable, we see that the correlation ratios are fairly high throughout, especially for

the immigration networks. More importantly, the η2 values indicate that in the Gen-

eral network as well as for issue-specific networks, over half the variance in the vote

network can be explained by the corresponding profile network. We also see that the

correlation values are higher for entity profiles than stem profiles. Interpreting cor-

relation scores is always tricky and completely depends upon the context. A score of

0.7 in one context may be considered high while the same score may be low in another

context. Typically, it is much harder to obtain high correlation scores for social data,

where the variability in the data is usually larger, in contrast to say scientific exper-

imental data. Thus, we believe that the η and η2 scores we obtain above indicate

significant associations between vote networks and corresponding profile networks.

While correlation ratios do not imply causality, to directly answer the question we

asked above, we can say that there is some evidence that a high similarity in web

profiles may mean a significant overlap in voting patterns.

Now, considering results in the opposite direction, i.e., when vote network

weights are the independent variable, the correlation ratio and η2 value for Gen-

eral networks is high (higher than in table 8.6) but is low for issue-specific networks.

This means that a large proportion of the variance in weights in the General profile

network can be explained by the corresponding edge weights in the vote network.

However, this is not true for the issue-specific networks. This may be due to the

considerably small number votes on specific issues (82 votes on abortion and 139 on

immigration) compared to the total number of votes (6026). Another reason could

be that the weights in issue-specific profile networks are too variable which makes

it harder to explain them. Further research is required in this regard to gain a bet-

ter understanding of the differences between issue-specific networks and the General
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network in this context. Again to directly answer the question we asked above, the

correlation scores we obtain provide some evidence that a significant overlap in voting

patterns may mean a high similarity in web profiles in the general case but not for

specific issues. Since we are interested in trends that span all pairs of senators, we do

not do this analysis for filtered networks.

Overall, our results indicate that edge weights in profile networks may be used

to reliably predict corresponding edge weights in vote networks. This provides moti-

vation for exploring non-linear regression prediction models in future research.

8.5.4 Comparing Trends in Importance of Nodes

Often times one is interested in knowing who is the most important person in

a social network? or in other words who is the most connected? More generally we

may ask, relatively speaking, are senators equally important across the voting and

profile networks?

There are various measures of centrality in SNA designed for answering these

kinds of questions, such as Degree Centrality, Betweenness Centrality, etc. Degree

Centrality is the simplest and measures how well connected a node is in a network.

More formally, in a binary network it is defined as the number of edges incident upon

a node. In a weighted network it is defined as the sum of the weights of the edges

incident upon a node. In a social network the most well-connected people arguably

have the most influence or importance.

We compare our profile networks with the vote networks on the basis of the

ranking of senators by degree centrality. We compute the Spearman’s correlation

coefficient (ρ) to determine the association between the ranks in the two networks. A

high rank correlation score would mean that the importance of senators is preserved

across the two networks. Table 8.7 shows the correlation between the ranks of senators
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across unfiltered and filtered profile and vote networks4.

Network General Abortion Immigration

Stems Entities Stems Entities Stems Entities

Unfiltered 0.174 0.135 0.238∗ 0.169 0.258∗∗ 0.255∗

Filtered 0.214∗ 0.123 0.205∗ 0.151 0.242∗ 0.257∗∗

Table 8.7: Degree centrality rank correlations across unfiltered and filtered networks.

From the table, for unfiltered networks, we see that correlation values are low

but positive for General as well as issue-specific networks. This implies a weak associ-

ation between the importance of senators in vote networks and corresponding profile

networks. The highest rank correlation is obtained for immigration profile networks

(both stems and entities). Both correlation values are significant at the 0.01 level.

The correlation values are low and not significant for the General networks. In the

case of abortion, the correlation value for profiles with stem features is significant.

Generally, speaking, the difference in features, i.e., stems vs. entities, does not have

a major effect. For filtered networks, we see consistent results, i.e., correlation values

are low but positive. Only correlation scores for stem profiles are significant except for

the immigration network where the score for entity profiles is also significant. Again,

the highest correlation scores are for immigration networks. We also calculate scores

for profile networks in which profiles are created from paragraph-level data and find

similar weak associations.

Thus we conclude that the influence of a senator with respect to other senators

only mildly carries over from the vote network to the profile network. A senator may

be more important or highly connected to others based on the votes cast in the Senate

4Here and in subsequent tables ∗ denotes significant at 0.05 level and ∗∗ denotes significant at
0.01 level.
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but that may not be true based on the information available on the Web.

8.5.5 Comparing Differences in Groups

In society people generally affiliate themselves with different groups and these

affiliations determine their actions to a certain extent. Affiliations can be on the basis

of geographic location, language, gender, etc. Additionally, in the case of senators,

Party affiliation plays an important role. 99 of the 100 senators in the Senate belong

to either the Democratic Party or the Republican Party. Many times a Party takes

strong measures to ensure that members cast their vote in a certain way.

We analyze the differences between groups of senators belonging to the two par-

ties in voting and profile networks. Specifically, we determine the difference between

the average strength of the relationships between senators in each group. In other

words we look at how cohesive the two parties are. We also determine if the difference

between the two parties in the vote network is mirrored our profile networks.

General Abortion Immigration

Dem Rep Dem Rep Dem Rep

Mean 0.581 0.234 0.546 0.107 0.582 0.264

Std Dev 0.238 0.129 0.326 0.141 0.193 0.124

Minimum 0.038 0.035 0.014 0.000 0.151 0.078

Maximum 1.000 0.513 1.000 0.704 1.000 0.580

Difference 0.347∗∗ 0.438∗∗ 0.318∗∗

Table 8.8: Mean similarities for Democrat and Republican senators from voting data
and differences between the two groups.

Table 8.8 shows the mean strength (Jaccard score) of the relationships between

Democrats and Republicans in the vote network. There are 45 Democratic senators
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and 55 Republican senators. We see that in the General network and the issue-

specific networks, the average similarity for Democrats is significantly5 higher than

Republicans. This suggests that the Democrats vote along the same lines far more

frequently than the Republicans in general and on specific issues and are thus a more

cohesive group.

Table 8.9 shows the mean similarity scores for Democrats and Republicans in

the profile networks. Here Democrats form a significantly more cohesive group in the

General and immigration networks. Unlike, with the voting data, we find that the

cohesion between the two groups is not significantly different on the issue of abor-

tion. The results are consistent across stem and entity features in profiles, although

the differences for the latter profiles are higher. Overall, the highest mean similarity

can be seen in the abortion network. This means that on this particular issue, the

information present in web pages retrieved for senators is very consistent, in both the

text and named entities, across all senators within each party. We also analyzed Gen-

eral networks created from profiles using paragraph-level data and found statistically

significant differences between the two parties, for both stem and entity profiles.

Now we present results for filtered networks. Table 8.10 shows results for filtered

vote networks. As with the unfiltered networks, we see that the mean similarity for

Democrats is significantly higher in all three networks. We also see an increase in the

difference between the two groups in the General and immigration networks over the

difference in the corresponding unfiltered networks. The difference between the two

groups in the abortion network remains roughly the same.

Table 8.11 shows the mean similarities and differences for Democrats and Re-

publicans in filtered profile networks. As with the unfiltered networks, we see a

5Throughout this experiment, we calculate significance values using a bootstrap procedure which
involves iterating over random sub-networks generated from the original networks. We compute the
test statistic for these sub-networks. We then compute the probability of getting a score as small as
we observe for the original networks. This constitutes the significance value. We use UCINET [24],
a social networking package, for this analysis.
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General Abortion Immigration

Dem Rep Dem Rep Dem Rep

Mean 0.546 0.142 0.528 0.058 0.543 0.108

Std Dev 0.297 0.182 0.350 0.151 0.263 0.187

Minimum 0.000 0.000 0.000 0.000 0.000 0.000

Maximum 1.000 0.0.513 1.000 0.704 1.000 0.580

Difference 0.404∗∗ 0.470∗∗ 0.435∗∗

Table 8.10: Mean similarities for Democrats and Republicans from filtered voting
data and differences between the two groups.

significant difference between the two groups in the General and immigration net-

works. Also, as above the differences for the abortion networks are not significant.

The type of features in the profile also has an impact in this analysis. The difference

between the two groups is more pronounced for stem profiles compared to entity pro-

files. In the case of the General networks, there is a significant difference between the

two groups when similarities are based on stem features as opposed to named entity

features. This also highlights one of the strengths of our approach as profiles offer

different options for analyzing relationships between entities or groups.

To conclude, our results show that the differences between the Democrats and

Republicans in the General and immigration vote networks are mirrored in our profile

networks. This is not true for abortion. More generally, differences between groups

as evidenced in a “real-world” network are preserved in networks of profiles created

from web data. Thus, we can use profile networks to gain an understanding of what

binds entities (senators) together in a group. For example, we can analyze the top

shared features in the profiles of Democrats and Republicans to identify what they

have most in common. This information may help in gaining a better understanding
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of the ties between senators within these two groups based on the votes they cast.

8.6 Discussion

In this chapter we have presented an exploratory application of our profile-based

approach to analyze networks of US senators. We compared networks created from

web data with networks created from voting data obtained from the US Senate. We

considered General networks as well as networks specific to two issues, viz., abortion

and immigration.

Our results show that vote networks and web profile networks are different from

each other in terms of edge weights. This is not surprising since the underlying data

sources, i.e., Senate votes and the Web, are very different in many aspects. However,

our results also show that it may be possible to make predictions regarding higher-

level trends in vote networks using profile networks. For example, we find a strong

non-linear relationship between the strength of relationships in the profile networks

and vote networks. Our analysis of the differences between the two major parties

in the Senate yields interesting results. We find that the Democrats as a group are

significantly more cohesive than Republicans in terms of their voting patterns in the

Senate. Our profile networks demonstrate this property in general and also for the

issue of immigration but not for abortion.

In future research, we plan to explore other types of networks. Specifically, we

will analyze and compare profile networks for countries with networks created from

UN General Assembly votes. In this context, we can also analyze different groups,

such as developing and developed countries, etc. We are also interested in analyzing

changes in people profiles over time. In the senators context, we can also analyze

changes in web profiles due to major events such as Congressional elections.
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CHAPTER 9

APPLICATION: PROFILES FOR EXPERT SEARCH

In June 2007 we were presented a ready opportunity to apply our profile-based

approach to another problem, viz., expert search. Specifically, this was the Expert

Search task of the 2007 Text REtrieval Conference (TREC) Enterprise Track. The

goal of the task was to identify experts for given topics using data from a collection of

documents. In response, under the direction of Prof. Srinivasan, a student research

group was formed to tackle the task. Our group developed a pipeline process that

essentially consisted of processing the documents and creating topic and expert rep-

resentations that were used to rank experts for each topic. Figure 9.1 illustrates this

process1.

Figure 9.1: UIowa pipeline process for 2007 TREC Expert Search task.

1In the figure, boxes with yellow background denote steps implemented by other group members.
All other steps (solid and dotted blue background) were implemented by us.
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We used two different representation methods, one based on topic models (prob-

abilistic representations) and the other based on our topic profiles. The TREC guide-

lines allowed us to submit up to four different runs. Three of the runs were allocated

to probabilistic model based approaches2 and one to our topic profile-based approach.

All the runs were due to be submitted by August 9, 2007.

Below we describe the individual steps in the pipeline process and present results

obtained for our profile-based approach applied to this “live” task. This is a joint

effort and solutions for some of the steps in the pipeline were developed by other

members in our group. We provide references at appropriate places in the text below.

Overall in this chapter we present only our profile-based approach.

9.1 Background

TREC is an annual conference organized by the National Institute of Standards

and Technologies (NIST). TREC is organized as a series of Tracks, each consisting of

one or more specialized problems in Information Retrieval. Example tracks include

the Enterprise track and Genomics track. Various research groups at Universities and

private companies throughout the world enroll to participate in one or more tracks.

The Track organizers define the tasks and make available the necessary data. The

Enterprise track was introduced in 2005. One task of this track is expert search.

Given a diverse set of topics and optionally a list of candidate experts, the goal is to

find and rank the experts for each topic based on the information within a collection

of documents. This document set is also provided by the track organizers. The

overview documents for the 2005 [52] and 2006 [117] enterprise tracks provide in-

depth descriptions of the task and the data in the respective year. An outline of the

2007 task can be found on the track website3.

2Due to some problems only one of these runs was submitted.
3http://www.ins.cwi.nl/projects/trec-ent/
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9.2 Related Research

Expert search is a well known problem in Information Retrieval and various aca-

demic and commercial solutions have been developed. Simple attempts in this area

mainly consist of a search interface to information that people provide about them-

selves, such as keywords describing expertise. E.g., AllExperts4 is a popular online

forum where people can search for volunteer experts to answer questions in different

areas. Volunteer experts themselves provide information regarding their expertise.

More sophisticated approaches have been proposed to automatically identify experts

modulo a document collection. E.g., P@NOPTIC Expert [53] is a commercial expert

finding system to find a list of experts in a certain area based on information in a

document collection.

Since 2005, the TREC expert search task has provided a fertile ground for re-

search in this area. In 2005, 9 groups participated in the task and in 2006, 23 groups

participated. The top ranked group in 2005 [63] created pseudo documents for candi-

date experts using a variety of features extracted from relevant documents, including

the text, inlink anchor text, metadata and bigrams. These pseudo documents were

then indexed and ranked for each topic query in the style of traditional document

retrieval. They also utilized the html tags present in pages to improve performance.

In 2006, for the same set of documents but for different topics, there was a marked

improvement in performance in general. The top ranked submission in this year [146]

used a 2-stage language model: a relevance model for retrieving documents and a

co-occurrence model for searching experts. They utilized a PageRank like measure in

their relevance model to determine a document’s authority. They also used window-

based co-occurrence between names and query terms to identify experts. They created

specific templates to take into account structural differences between different types

of documents, such as technical reports, emails, etc. These templates were used to

4http://www.allexperts.com
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Figure 9.2: Example topic for TREC 2007 Expert Search task.

determine the weight of a name in a document based on its location. E.g., the name

of an author of a technical report is assigned high weight.

9.3 Data Description

9.3.1 Document Collection

The document collection consisted of pages obtained from the websites of differ-

ent departments within the Australian Commonwealth Scientific and Research Orga-

nization (CSIRO). The CSIRO corpus consists of approximately 370K pages crawled

from different website under the csiro.au domain. Both text and non-text documents,

including pdf, doc, ppt, ps, and xls were crawled. The non-text documents were in-

cluded in the corpus after being converted to html format.

9.3.2 Topic Set

A small training set of 10 topics was provided and as well as a separate set of

50 topics on which the final submissions would be judged. For each test topic, the

query, a brief narrative and up to 3 relevant documents were given to participants.

An example topic is shown in figure 9.2.
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9.3.3 Candidate Experts

A key element of the 2005 and 2006 expert search tasks was a list of candidate

experts given to participants. In contrast, in the 2007 task, no list of candidate

experts were given. Participants first had to identify candidate experts for each topic

and then rank them.

9.4 Data Pre-processing

9.4.1 Email and Name Extraction

We pre-process the corpus in the following way. Firstly we remove the header

information from each document as well as all non-ASCII characters. Next we iden-

tify all email addresses in the documents using a general pattern represented by the

following regular expression:

\b([a-zA-Z0-9. %+-]+@(?:[a-zA-Z0-9-]+\.)+[a-zA-Z]{2,4})\b5

We then extract all the named entities in the documents using a named entity tagger.

We mentioned previously (in section 5.1.5) that we compared the ClearForest tagger

with the Stanford Named Entity Recognition (NER) system and found the former to

be more accurate and therefore preferable. However, the free version of the system

can process only 100 KB at a time and all the information has to sent and received

over the internet. Also, the system has a prohibitive six-figure cost. Thus, we use

the freely available Stanford NER system to extract named entities. We limit the

extraction to names of people entities.

9.4.2 Name to Email Mapping

We map named entities to email addresses by applying various pattern matching

rules. Table 9.1 shows the different patterns we used, in the form of PERL regular

5Thanks to Bob Arens for providing the regular expression.



110

$pat0 = /ˆ$ent@/;

$pat1 = /ˆ$fname$lname@/;

$pat2 = /ˆ$fname[.|-| ]$lname@/;

$pat3 = /ˆ$lname$fname@/;

$pat4 = /ˆ$lname[.|-| ]$fname@/;

$pat5 = /ˆ$finitial$lname@/;

$pat6 = /ˆ$finitial[.|-| ]$lname@/;

$pat7 = /ˆ$lname[.|-| ]$finitial@/;

$pat8 = /ˆ$fname$linitial@/;

$pat9 = /ˆ$lname@/;

$pat10 = /ˆ$fname$minitial$lname@/;

$pat11 = /ˆ$fname[.|-| ]$minitial[.|-| ]$lname@/;

$pat12 = /ˆ$finitial$minitial$lname@/;

$pat13 = /$ent@/;

Table 9.1: Regular expressions to map names to email addresses.

expressions, in the order we apply them6. To explain a few of them, consider the

following examples:

• John Malone Smith => johnmalonesmith@∗ (first pattern)

• John Malone Smith => johnsmith@∗ (second pattern)

• John Malone Smith => john.smith@∗ (third pattern)

• John Malone Smith => john-smith@∗ (third pattern)

• John Malone Smith => john smith@∗ (third pattern)

6Here $fname denotes first name, $lname denotes last name, $finitial denotes first initial, $linitial
denotes last initial, $minitial denotes middle initial, and $ent denotes the full name.
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Note that one name may map to multiple email addresses and vice versa. We

limit mapping to entities and emails that occur in the same document to avoid ambi-

guity. The final output of this step is a corpus-wide list of name-email mappings and

unmapped names & emails. In our notation we refer to each member of this list as a

person instance. From the CSIRO collection we get 1.5 million person instances.

The first task is to identify candidate experts for each topic. The only clue given

by the task organizers in this regard was that relevant experts have emails that end

in ‘@csiro.au’. Based on this we filter our list of 1.5 million person instances and

retain 33,803 instances and then use a rule-based merging algorithm7 to merge all the

different instances. The final output is a list of 3312 candidate experts, each of which

has at least one email ending in ‘@csiro.au’.

9.5 Profile-based Strategy

Our general methodology is to first create profiles for each topic and for each

expert. For a topic, we then rank experts based on the similarity of their profiles.

We submit this ranking as our response to the TREC task. Thus our first task is to

identify relevant documents for topics and experts.

9.5.1 Retrieving Documents for Topics

We first index the corpus8 and then retrieve documents using word-based boolean

queries to represent each topic9. We create initial topic queries from the given query

and narrative. Then we expand10 these queries using the most frequent metadata

terms present in the given relevant documents. We consider only DC metadata

terms, such as DC.Subject and DC.Keywords. If relevant documents do not have

7Refer to appendix B for algorithm pseudo code and description.
8Corpus indexed using Lucene [2]. Thanks to Bob Arens.
9Topics provided by the organizers are more general than entities and thus phrase-based queries

are not suitable.
10Thanks to Ha Thuc Viet for providing expanded topic queries.
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any metadata terms then we retrieve documents for initial topic queries and then

expand queries using metadata terms present in top ranked retrieved documents. We

use the expanded queries to retrieve documents.

9.5.2 Retrieving Documents for Experts

We define relevance somewhat loosely in that a document is relevant if it con-

tains an instance of an expert. For example, if a document contains the name or

email id of an expert then it is considered relevant for that expert. For each expert

we identify all relevant documents in the corpus.

9.5.3 Build Topic and Expert Profiles

We build profiles for topics using the top 100 documents retrieved for expanded

topic queries and expert profiles from 1000 random documents containing instances of

the expert. Profiles are created from page-level data and contain stem features. We

use the best weighting method (wt2) from previous experiments (refer to chapter 6).

Due to various constraints, most important of which was time11, we were not

able to create other types of profiles. For example, we did not extract entity features

because of the various limitations imposed by ClearForest that would result in wait-

ing a long time for thousands of documents to be tagged. We also did not create

paragraph-level and segment-level profiles as they are too expensive in terms of time

when a large number of documents need to be processed.

9.5.4 Ranking Experts

For each topic, we rank experts based on the similarity of their profiles with

the topic profile. Since generating profiles for each candidate expert would be a time

consuming process, instead we only consider candidate experts that are referred to

11We started working on this task in mid June and runs were due in early August.
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in the top M documents. For 49 of the 50 topics we consider experts in M=25

documents. For the remaining topic we consider M=75 documents because there

were no instances of candidate experts in the documents for M<75.

9.6 Evaluation Measures

The primary evaluation measures are Mean Average Precision (MAP) and Mean

Reciprocal Rank at 1 (RR1). MAP is defined as the mean of the Average Precision

(AP) for each topic, where AP is the average of the precision at each recall point

(position of relevant expert) in a ranked list of experts. Formally:

MAP =
1

n
∗

n∑
i=1

∑m
j=1 Pj

m
(9.1)

where n is the number of topics, m is the number of recall points in a ranked list,

and Pj is the precision at the jth recall point.

Mean RR1 is defined as the average of the reciprocal of the rank of the first

relevant expert retrieved for a topic. Formally:

RR1 =
1

n
∗

n∑
i=1

1

Ri

(9.2)

where n is the total number of topics and Ri is the rank of the top-ranked expert for

topic i.

Secondary evaluation measures are precision in the top 5 ranked experts (P@5),

precision in the top 10 ranked experts (P@10), precision in the top 100 ranked experts

(P@100), precision in the top 1000 ranked experts (P@1000), and precision in the top

r documents (r-prec), where r is the number of relevant experts. Additionally b-pref

[40] is used to evaluate how well a ranked list follows the preferred order (relevant

experts before non-relevant experts). It is formally defined as:

b-pref =
1

R

∑
r

1− |n ranked higher than r|
R

(9.3)
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where R is the number of relevant experts, r is a relevant expert, and n is a member

of the first R judged non-relevant experts retrieved.

9.7 Results

Table 9.2 shows the scores for different evaluation measures for our approach

(labeled T1000NS). Our approach has a MAP of 0.2828 and RR1 of 0.4321. Based

on additional feedback we received from the track organizers, our approach performs

better than the median for 27 of the 50 topics in terms of Average Precision (AP)

and has an AP of 1.0 for 4 of the topics. In terms of Reciprocal Rank our approach

does better than the median for 19 of the 50 topics and has an RR1 of 1.0 for 14

topics. As per preliminary conference proceedings12, our approach is ranked in the

bottom half of the submitted runs, based on MAP. Among the submitted runs, the

highest MAP score (0.4787) is obtained for a manual run.

MAP r-prec b-pref P@5 P@10 P@100 P@1000 RR1

T1000NS 0.2828 0.2480 0.6217 0.1640 0.1160 0.0168 0.0017 0.4321

Table 9.2: Results for 2007 Expert Search Task.

9.8 Discussion

In this chapter we presented the application of our profile-based approach for

the task of identifying and ranking experts for certain topics of interest. We submit-

ted a run to the 2007 edition of the TREC expert search task. Based on the limited

information we have at this time about other submitted runs, our results appear en-

couraging, especially considering that we have applied our general approach to solve

this problem without taking into account the specific characteristics of the corpus.

12only accessible to conference participants as of December 3, 2007
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These have been shown to be very useful in the past. For example, a key aspect of

the top ranked submission [146] in the 2006 edition of this task, was the use of spe-

cialized templates to take into account structural differences between different types

of documents, such as technical reports and emails. We believe that by customizing

profiles for the data at hand we can also get better performance.

It is important to keep in mind that the accuracy of our profiles in this ex-

periment depends upon the accuracy of the preliminary steps in our pipeline. For

example, document retrieval, name and email extraction, generation of mappings be-

tween names and emails, all play an important role in determining the final output.

At this point we do not know about the error rate associated with each step of our

pipeline. Thus a key area for future research will be to analyze the errors at each

step in the pipeline and also analyze the effects of these errors on the accuracy of our

profiles for this task. However, we are pleased that our profile-based approach was

readily applicable to a new problem with a short preparation time.
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CHAPTER 10

DISCUSSION AND FUTURE WORK

In this chapter we first provide a summary of this thesis, then provide a general

discussion of what we have learned from this work, and finally outline avenues of

future research.

10.1 Summary

In this thesis we have presented an approach for representing different kinds

of topics using data from the Web. A topic profile is analogous to a synopsis of a

topic and consists of different features that characterize it. Topic profiles are flexible

in that they allow different combinations of features to be emphasized. They are

extensible in that new types of features can be easily incorporated without having

the make any modifications to the underlying logic. Topic profiles provide a natural

framework to explore relationships between topics, as determined for example by

profile similarity. A key point here is that relationships based on topic profiles do

not depend upon explicit indicators such as co-occurrence of the topics in documents

within a collection. Thus, implicit relationships can also be explored using profiles.

As mentioned previously (in chapter 3) one of our long-term goals is the automatic

discovery of novel hypotheses from web data. In this regard another key point is that

the flexibility of profiles allows for analyzing different kinds of relationships between

topics.

In chapter 2 we provided a broad overview of existing text and web mining

research from the perspective of knowledge discovery. Compared to text mining in

specialized domains, we find that web mining research is still at a preliminary stage.

Thus one of our goals was to expand the scope of knowledge discovery research to the

Web.
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Our profile-based approach is designed to overcome important limitations in

existing approaches. Most are designed only for topics representing entities, primarily

people entities, and not all kinds of topics. In contrast, our profiles can be created

for both entity topics and general topics as long as they can be represented by an

appropriate search query. Existing approaches also make specific choices regarding

some key factors such as the number of pages, level of data, term weighting method,

and features extracted. We have systematically explored the relative value of these

and additional options (chapter 3). Moreover, our profiles are general in that different

choices along these dimensions can be accommodated. For example, Raghavan et al.

[106] depend upon instance-level data to create entity models whereas in our approach

we can use data from a variety of levels. Adamic and Adar [26] utilize certain features

extracted only from the home page of people to generate representations for them.

In our approach we can additionally consider multiple relevant pages.

A strong point in the way we have designed our research is that topic profiles

provide an abstract framework that can be used to create different types of concrete

representations for entities and topics. Different options regarding the number of

pages or features extracted can be decided based on requirements of the problem as

well as the characteristics of the data. Irrespective of the specific configuration, the

underlying logic across these different types of profiles remains the same. A more

detailed description of our profile framework and related properties can be found in

chapter 4. This framework is a significant contribution of this thesis.

In this thesis we implemented several options for the key dimensions mentioned

above. We offer standard approaches, such as page, paragraph and sentence-level

data, tf ∗idf weights, etc., and also contribute new approaches based on our intuition.

For example, in an effort to distill relevant information from pages, we designed an

algorithm to extract relevant segments from text. We also designed several new
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term weighting methods, each based on a certain intuition. For example, the wt2

weighting method (tf ∗ [log(df)+1]) is based on the intuition that features that occur

more frequently within documents and also across documents would be effective at

characterizing a topic. Although it did not work as well as expected, we present

an interesting and novel application of h-index for term weighting. H-index has

been widely used for measuring people contributions and intuitively the problem of

assessing the impact of people is similar to the problem of assessing the importance

of terms. We also explore the use of the tag structure of html pages to modify

the weights of terms, which has also not been considered in existing web mining

approaches. Chapter 5 contains a detailed description of the general methodology for

building profiles.

Our first experimental goal was to compared the different types of possible

profiles. In chapter 6, we compared profiles generated from web data with profiles

generated from Wikipedia. This research was informed by our preliminary work [114]

published in the I3 workshop at WWW 2007. Our results show that page-level profiles

with stem features assigned wt2 weights (described above) are best. Interestingly,

tf ∗ idf does not perform well compared to our best strategy. Paragraph and segment

level profiles perform equivalently to page profiles but it takes significantly longer to

create these types of profiles. We also analyzed different sources of error and found

that tools specifically designed for the Web perform well while tools designed for

general text documents do not. This points to the need for specialized foundational

tools for web mining, such as for sentence boundary detection, for web data.

In chapter 7, we compared different types of profiles based on their ability to

predict known protein interactions mentioned in DIP, using data from the Web. We

found that paragraph-level profiles with named entity features are the most accurate

and are significantly better than most of the other types of profiles. This reinforces
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our point that flexibility in representation is essential to deal with different kinds

of problems. This is one of the key limitations in existing approaches and one that

is overcome by our topic profile framework. A secondary goal of this thesis and

particularly this experiment was to explore biomedical knowledge discovery using

web data. Although our results are moderate these offer a reasonable starting point.

Given the vastness of the Web, it is fast becoming a source of data and knowledge

for domain specific applications.

Across both evaluations (Wikipedia and DIP) we found that using the tag infor-

mation to modify term weights had a detrimental affect on performance. We are not

discouraged by this result. The particular strategy that we used was adopted from

research by Culter et al. [55] in which they use tags to improve document retrieval.

We have already seen that the standard tf ∗ idf term weighting, which works well for

document retrieval does not compare well with our new methods in the context of

profiles. It is possible that we are seeing a similar pattern here. This motivates con-

sidering new strategies for future research, specifically designed keeping topic profiles

in mind.

At this point, we remind the reader that our profiles are built using a pipeline

process. Every step in the pipeline contributes towards the final profile. Improvement

in any of the individual steps will likely lead to an improvement in the final profile. For

example, increasing the accuracy in recognizing sentences in documents would lead to

improved sentence-level profiles. In a similar vein, improvements in the named entity

detection system would lead to better features in profiles. Using a pipeline process

also allows us to add new modules at any point as was the case in our experiments

with expert search (chapter 9).

One of the primary goals of knowledge discovery research is to facilitate anal-

ysis of implicit and explicit relationships between topics. In chapter 8 we presented
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an application of our profile-based approach to analyze social networks, specifically

networks of US senators. We compared networks from web data with “real-world”

networks generated from voting data. We found that while profile networks and voting

networks are different in certain aspects, they do share certain trends. For example,

it is highly likely that senators who have a strong relationship in the profile network

also have a strong relationship in the voting network. We also analyzed social groups

of senators and found similar trends across profile and voting networks.

Finally, in chapter 9 we described an application of our approach to expert

search. We came across an opportunity to participate in the 2007 TREC expert

search task and in a short amount of time we were able to complete this work. This

demonstrates the broad applicability of our approach, The goal of the task was to

identify and rank experts for given topics. A final important point to underline is

that TREC topics were much more general than “entities”. This effort demonstrates

that our framework is designed to handle both topics and entities. This is in contrast

to many other web knowledge discovery research methods (e.g., [106, 31]) as they are

limited to specific entities.

10.2 General Discussion

Our research in this thesis is motivated and informed by our research in biomedi-

cal knowledge discovery over the last few years. While there are significant challenges

in biomedical text mining, such as ambiguity in biomedical terms, the availability

of many high-quality information sources such as MEDLINE, DIP, and SwissProt,

provides an ideal setting for text mining/knowledge discovery research.

In contrast, the Web is a much more difficult platform for knowledge discov-

ery/web mining research. As a general resource it contains information on wide

variety of subject areas. Almost anybody can publish their opinions online and these
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are not necessarily reviewed for factual errors. In the biomedical domain a significant

amount of information is curated and thus of very high quality. Also, useful secondary

resources such as ontologies and entity databases (genes and proteins) are plentiful

in the biomedical domain.

However, despite these problems the Web is among the the largest sources of

information available today and offers a tremendous opportunity for new research. An

advantage of the Web is that it encourages inter-disciplinary research. For example, it

is unlikely that documents in PubMed would lead to an implicit connection between

a biomedical entity and an entity from Physics. The Web contains information from

both domains and thus it is more likely to provide such types of connections. The

Web also encourages “social” research by offering a rich assortment of documents

describing people, places, and other social entities. The availability of news articles

and blogs available on the Web are an added attraction.

In this thesis we faced a number of significant challenges. Some of these stem

from the nature of the problem of creating representations of topics from text docu-

ments and exploring relationships between topics. However, the most difficult chal-

lenges were primarily due to the nature of the pages on the Web, specifically the lack

of structure. Web pages are semi-structured and to a certain extent rely on visual

presentation to convey information. For example, a table in a web page groups related

information together and conveys the meaning of the information through rows and

columns. While the meaning may be apparent to humans, it is much more difficult

for automatic algorithms to handle effectively.

Most text processing tools rely on rules based the presence of certain syntactic

and linguistic cues to extract information from documents. However, in web pages

many of the rules that apply to plain text documents do not hold. For example, a

sentence boundary detection algorithm will mash together the text in each cell in a
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table and output a large “sentence”. Machine learning techniques have been used to

train algorithms to recognize different structures in web pages that follow a specific

structure (e.g,. from the same website) but this approach faces difficulties when

applied to an arbitrary set of pages, which is what we consider in this thesis. Our

approach consists of using intuition-based heuristics to impose structure at certain

places in web pages. For example, we consider a row in a table to be a logically

similar to a sentence and thus add a sentence delimiter at the end. Another related

challenge included cleaning retrieved web pages by replacing non-ascii characters with

colloquially used ascii characters (e.g., ‘o’ for ‘ö’). This was necessary as some of

the text processing tools we used, e.g., Hearst’s TextTiling implementation, are not

designed to handle UTF8 characters.

The design of experiments was another significant challenge that we faced in

this work. We offer several options for different parameters such as level of data used,

term weighting method, and features selected. It was not possible to compare all the

different combinations of these options as there would have been too many. Thus, we

created a sequential design wherein at each step we selected a particular parameter,

compared profiles created from different options for this parameter, and selected the

best option. All the other parameters were kept constant. The best option was then

used in the next step where comparison would be on the basis of a different parameter.

This design made this problem tractable.

10.3 Future Work

At the end of chapters 6, 7, 8 and 9 we provided specific future research di-

rections for the problems addressed in those chapters. A major emphasis of future

research will be on augmenting profiles with other types of features that we have not

considered in this thesis. For example, for biomedical topics we can use the UMLS
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ontology to help identify biomedical concept features from web pages. We believe that

domain specific features will lead to a significant improvement in the performance of

our profiles for problems such as predicting protein interactions. Additionally we plan

to extract more structured features such as Relations. Relations provide an explicit

acknowledgment that two concepts are connected. For example, the relation ‘sup-

ported(Bush, Gulf War)’ extracted from a sentence in some document denotes that

Bush supported the Gulf War. Such features would allow us to build profiles that

contain more structured information, which would improve the readability of profiles

and would also probably lead to better precision than just word or stem features when

analyzing relationships between topics.

Another area that we are interested in exploring in the future is the integration

of ontologies with our profiles. An ontology is a data model that defines concepts and

relationships between concepts. For example, the UMLS ontology contains biomedi-

cal concepts and defines relationships between these concepts. We believe that such

pre-existing high-quality information can be used to improve the quality of informa-

tion in profiles as well as detect relationships between topics that are not directly

apparent from the overlap of concepts in their profiles text but can be inferred from

the relationships defined in the ontology between profile concepts.

Finally, we are interested in implementing the Open and Closed discovery pro-

cesses to hypothesize potentially new connections between topics based on information

available on the Web. The Open and Closed Discovery processes developed by Swan-

son [125] are pioneering efforts in biomedical text mining and perhaps text mining

in general. Preliminary research by Gordon et al. [67] demonstrates the feasibility

of applying these methods to web data. However, these methods have not been fully

explored in the web context.

To close, this research contributes to our long-term goal which is to be able
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to represent arbitrary topics on the Web with topic profiles consisting of weighted

features of different types. We see value in pursuing a higher level topical Web

where the object (node) of interest is the topic and a link represents an inter-topic

relationship. Such a Web has the potential to more effectively support individual

information needs as well as the requirements of web mining applications seeking to

discover novel connections between topics.
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APPENDIX A

WEBKD INTERFACE AND SCHEMA

Figure A.1: WebKD Main Page

Figure A.2: WebKD One Topic Process - Basic Form
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Figure A.3: WebKD One Topic Process - Advanced Form

Figure A.4: WebKD Multiple Topics Process - Advanced Form



127

Figure A.5: WebKD Topic Profile for Bill Clinton

Figure A.6: WebKD Database Schema
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APPENDIX B

EXPERT SEARCH MERGING ALGORITHM

1: Input: expert file
2: Input: entities file
3: Output: normalized experts file
4: var hash trecexperts // email is key
5:
6: for all expert ε expertfile do
7: if expert.email /∈ trecexperts then
8: add expert
9: else

10: merge expert
11: end if
12: end for
13:
14: for all entity ε entitiesfile do
15: clean entity
16: done ← 0
17:
18: if email 6= ’Unknown’ then
19: if entity.email ε trecexperts then
20: merge expert and add doc id
21: done ← 1
22: else
23: if first(entity.email) ε trecexperts then
24: merge expert and add doc id
25: done ← 1
26: end if
27: end if
28: end if
29:
30: if done = 0 then
31: if name 6= ’Unknown’ then
32: if entity.name ε trecexperts then
33: merge expert and add doc id
34: done = 1
35: else
36: if length(entity.name) < 2 then
37: for all expert ε trecexperts do
38: if expert.name ∼ entity.name then
39: merge expert and add doc id
40: done ← 1
41: end if
42: end for
43: else
44: for all expert ε trecexperts do
45: if expert.name ∼ majority(entity.name) then
46: merge expert and add doc id
47: done ← 1
48: end if
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49: end for
50: end if
51: end if
52: end if
53: end if
54: end for
55:
56: for all expert ε trecexperts do
57: print expert.id, expert.names, expert.emails, expert.docs to output file
58: end for

The algorithm takes as input a list of name-email pairs for the given candidate experts

and a list of name-email-docid triples corresponding to person instances in the corpus.

We use absolute and fuzzy matching across names and emails to determine all the

instances of each expert in first list, in the second list. When matching an expert

with a person instance, the algorithm first checks if the email address is the same

and if so it merges them. If not then it checks whether the first part of both emails

(the text before the @ character) is the same. If so then again the algorithm merges

them. Otherwise, the algorithm tries to match the names if the name of the person

instance consists of at least two tokens. We use a minimum of two tokens to reduce

the likelihood of ambiguity. If the names are the same then the algorithm merges

the expert and the person instance. Otherwise if a majority of the tokens in the

expert name are in the instance name then also they are merged. If none of these

criteria match then no merging takes place. At each merge step the algorithm adds

the docid of the person instance to the list of docids for the expert. The output of

this algorithm is a list of names, emails and docids in the corpus for each candidate

expert.
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