LIFECYCLE COST ANALYSIS FOR MODULAR DESIGN OF

SOLAR POWER SYSTEMS

A Thesis
Presented to
The Academic Faculty
by

Prashanth Irudayaraj

In Partial Fulfillment
of the Requirements for the Degree
Masters of Science in the

School of Mechanical Engineering

Georgia Institute of Technology

May 2016

COPYRIGHT © 2016 BY PRASHANTH IRUDAYARAJ



LIFECYCLE LABOR COST ANALYSIS FOR MODULAR DESIGN

OF SOLAR POWER SYSTEMS

Approved by:

Dr. Roger Jiao, Advisor
School of Mechanical Engineering

Georgia Institute of Technology

Dr. Russell Gentry
School of Architecture

Georgia Institute of Technology

Dr. Cassandra Telenko
School of Mechanical Engineering

Georgia Institute of Technology

Dr. Ilan Stern
Georgia Tech Research Institute

Georgia Institute of Technology
Dr. Manpreet Hora
Scheller College of Business

Georgia Institute of Technology

Date Approved: March 4th 2016



To humanity and its continuous improvement



ACKNOWLEDGEMENTS

I wish to thank Dr. Roger Jiao, who provided excellent advice and guidance in
support of this thesis and degree. I will forever be indebted to Russell Gentry for
mentoring me since I was an undergraduate at Georgia Tech, and for bringing me into the
SIMPLE Bos team. I am grateful to the GTRI team for their work and support that led to
the idea for this thesis. Finally I would like to thank my family for encouraging me to

complete my graduate studies.

v



TABLE OF CONTENTS

ACKNOWLEDGEMENTS . ... e v
TABLE OF CONTENT S ... .ottt e e \
LIST OF TABLES . ..o e X
LIST OF FIGURES. ... e xii
LIST OF SYMBOLS AND ABBREVIATIONS. ..ot XV
SUMM ARY .. XVi
CHAPTER 1 .uucuuieiiriiniiinsuicensissnissesssissssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssass 1
INTRODUCTION...cuuiiiiiensuicsnnsncssnssesssnssssssessssssssssessssssssssssssssssssssssssssssssssssssssssssssssssssss 1
1.1, BaCK@roUNd ......ccoouerinvriiisnnicssnnesssencssnnicsssnsssssnossssscsssssssssssssssssssssssssssssssssssssssssssses 1
1.1.1. Typical Solar Power System configuration .............ccceeeeveeeeieeniieenieeecieeeree e 2
1.1.2. Balance of System (BOS) .....c.oooiuiiiiiiieieceeeeee e 3
1.1.3. Cost Reduction Efforts in BOS........cccoiiiiiiiiieee e 4
1.1.4. Solar Power Racking SYStEmMS .........ccccveeiiieriiiiiieiieieeieeiteeee e 5
1.2. Research Objectives and SCOPE .....ccoverervericrcerissercssnicsssnsssssnessssressssesssssesssssosenss 5
1.3.  Organization of this Thesis .......cccccevvverirvricrvriissnrcssnncssnicsssncsssncsssnscssssessassessnses 8
1.3.1. Motivation and Si@NIfICANCE ..........eevvuiiiriieiiiieciie e e 9
|8 200 Y (1 o Yo [o) [ Y.y RS RS 9
L T8 T T 1312 () WSS 10
1.3.4. Conclusion & Future Work..........coceeviiiiiiiiiiniiiinieeeeeeeeeee e 11
CHAPTER 2...uuuiiicneinicnisnnssicsissesssissssssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssess 12
LITERATURE REVIEW .....uiiiinininsinssississsissssssiesssssesssssssssssssssssssssssssssssssasssses 12
2.1, ModUular DeSi@n ....ueeiiciccsnricssssnnrccssssnnecssssnsessssssssessssssssssssssssssssssssssssssssssssssssssssss 12



2.1.1. Modularity BENETIts ........cccuieriieriiiiieiieeieeiteste ettt 12

2.1.2. Implications for Product Lifecycle .........ccooieviiiiiieiiiniieiieieceeeeeeeee 13
2.1.3. Degree of ModUIarity........ccceeciieeiiieiiiie et 14
2.2. Product Lifecycle ANALYSis ...cccccceesrrericcscsnnicssssanrecsssnnscssssnsssssssssessssssssssssssssnns 15
2.2.1 Life Cycle ASSESSIMENL.......cccveieiuiieeiieeriieerieeeieeesteeeseteesseeesseeessseessseeesseesssseens 16
2.2.2. Life CYCle COStuiiuiiiiiiiieiiieiieeiie ettt ettt ettt et e bt e e sbeeseeenaeenseens 17
2.2.3. Levelized cost Of @leCtriCItY .....ccviriieiiieiieeieeiieeie ettt e 22
2.3.  System Modeling & ANalySis .....cccceveicrverinssnncscnicssnnissssresssrcssssssssssssssssesssssssanns 23
2.3.1. Guidelines for Modeling Method............cceevviiiriiiiiniieeiieee e 25
2320 IDEF ettt ettt et 26
234, SYSML ..ttt et ettt 27
2.4. Simulation Analysis and Simulation Technique .........cccceevueiveeiseecsenseccseecnne 28
2.5. 1111011 ) o 30
CHAPTER 3....cuuoiiiiniinininsnicsnisessssesnsssessssssesssssssssssssssssssssessssssessssssssssssssssssssssssssssess 31
SOLAR POWER SYSTEM LIFECYCLE COST ANALYSIS...iinniniecssencsanenne 31
3.1.  What-If Analysis for Modular Design........cccceeevuriccssrnniicsssnricsssaseccsssassssssnsseses 31
3,101, SPRS DESIZN ...ttt ettt ettt et et 32
3.1.2. Technical Challenges ...........ccceeeieriiiiiiiniieeiieteee ettt 34
3.2.3. Technical APPrOacCh.......cccuiiiiieiiiiiiieiieieeee ettt 34
3.2.  Solar Power Racking System Model ..........cccovvuriicivvnricssssnnrcssssnnsecssssnsscssssassecs 35
3.2.1. Solar Power Racking System..........cccceeriuiiieiiiiiiiieeiiieeie e 35
3.2.2. SPRS LIECYCIE ..ttt ettt 35
3.2.3. LIfECYCIE COSt ..iiiiiiiieiieeiiteiieeie ettt ettt ettt et e st e enbe e saeenae e 37



3.3.1. System MOAEIING ....ccvieeiieiieiieeie ettt ettt en 38

3.2.4. Technical Challenges ...........cccoeriiriiiiiiiniieeieeteee ettt 40
3.2.5. Technical APPrOach........ccoovcuiiiiiiiiiiiieeieecie e e e 40
3.3 System Modeling and Simulation analysis .......cccceiiciivnnricsissnnrecscsnnrecsssnsecsssnssees 41
3.3.2. System SIMUIAtION ......eeeeviiiiiieieiie ettt e e e e e e s e e e saaeeenaee e 41
3.3.3. Technical Challenges ...........cccoeeuieriiiiiiiniieeie ettt 43
3.3.4. Technical APPIOaCh .......cocuiiiiieiieiieeit ettt 43
3i4.  SUINIMATY couueeierveresssenesssnicsssnessssosssssossssssssssssssssossssssssssssssssosssssossssssssssssssssessssssssass 44
CHAPTER 4 ....uuoerniruiceisinsuisensaisssnsesssissssssssssssssssssssssssssssssssssassssssssssssssssssssssssssssssss 45
MODULAR DESIGN OF SOLAR POWER SYSTEMS......ccvvinvinvensurcrensucssascsesans 45
4.1. Measuring MOdUIATIEY.....ccoeiicrissnricssssaniccsssnssssssssssesssssssessssssssssssssssessssssssssssssssssans 45
4.1.1 Functional SIMilarity .........ccceeeuieriiiiieiienie ettt 45
4.2. MegaModule Case STUAY ...ccoceerrvrrerssniessnicsssncssssncsssnncsssnesssnessssssssssssssssssssssessssssanss 48
4.2.1.  Creation of a Component LiSt...........ccceeviieriieiiienienieeieerieeee e 49
4.2.2.  Creation of Correlation MatriCes ........ccccueriiriiiiiieiiieiierie et 50
4.2.3. Aggregation of Correlation MatriCeS .........ceevviercuieeriiieeriieeieeeiee e eeaee e 54
4.2.4. Comparison of MOAUIATIEY .....cc.eeeiiiieiiiieeiie et 56
4.3 Verification and Validation..........eoeeceeinennsnensennennsnensenssnnnsensessssecssessecsssecssenes 57
4.3, SUININATY couveirsrrrersrrrcsssrssssrossssscssssessssossssssssssssssssessssssssssssssssessssssssssssssssssssssessasssssnses 57
CHAPTER S....ouuririiiiceisinsnisensaisssnsesssisssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 58
SYSTEM MODELING USING SYSML....cooirniirensuinsenssessenssesssrssesssnssassssssassssssssssssans 58
5.1, Methodolo@Y ....cccovvueiieiivnnicnsssnniecsssnricsssnsecsssssssesssssssssssssssssssssssssssssssssssssssssssssss 58
5.1.1. Links to LCA Methodology.......cccviiiiiiiiiiieiiiieeieeitee et 59



5.2. Problem ANALYSIS c.cccceeevveieiisencssnicssnnisssnncssnicsssnscssssessssnssssssssssssssssssssssssssssssssassssssses 60

5.3.  Field Investigation and Data Collection...........cceccerervuricsvericssercssnercscnecssnsesenenes 60
5.4.  As-Is Model CONSEIUCLION ....ccecueeiiiueeiiineecssnnissnecssnnecssneecsnecssssecsssesssssesssssncsssnecs 61
5.5 MegaModule Case StUAY ....cceeeeevrrrecsssniicssssnsecsssssssesssssssssssssssssssssssssssssssssssssssssssssss 61
5.2.1. MegaModule and Commercial SPRS Problem Analysis ........cccccccuveriuveennnenne 61
5.2.2. MegaModule Data ColleCtion..........cccueevuieriieiiiiniieeieeiieeie et 63
5230 AS-IS MOMEL..uiiiiiiiiiiiieee et 66
5.3 Verification and Validation..........cceeeneeiseensennsnensenseensnensensssenssecssssssesssecsssecsaeees 69
5.3, SUINMALY ccciiiiivunricsssnnicssssssicsssssssessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 70
CHAPTER 6 ...uuucnueinriiniicniiniisninnnnsnicssisseesssesssesssssssssssssssssessssssssssssssssssssssssssssssssssssss 71
ARENA SIMULATION FOR LIFECYCLE COST ANALYSIS ....ccccevinveecvenuenn. 71
6.1.  MethOdOIOZY ...cccovuriernrinvuniissurinssnnissnrcssnnicsssnssssnossssiossssesssssssssssssssesssssssssssssssess 71
6.2.  INPUt ANALYSIS..cciniiirviiiisncssnicssnnisssnncsssicssssicssssessssssssssssssssssssssssssssssssssssssssssssses 71
6.2.1. DAta INPUL...c.eiieiieiieeiieiie ettt ettt ettt e st e ebeesateeabeesseessbeenseesseesnseenseesnseans 72
6.3. Arena Model......eiiinieiiniiiiniininniinnnicsnnissseissneessissssstssssssssssssssssssssssessssees 77
6.3.1. Creating the Arena ModelS .........c.ceevviiiiiiiiiiciiiiiie e 77
6.4. MegaModule Case StUAY .....ccecrvvrrricsssniicssssnrecssssssnesssssssssssssssssssssssssssssssssssssssssssssss 82
6.4.1. INPUL ANALYSIS .eieiieiiieiieiieeie ettt ettt et e st e b e s taeebeebeesaneeseens 82
6.4.2. ATena MOAEL .....c..oiuiiiiiiiiiiiee e 87
6.4.3. OULPUL ANALYSIS c.uvvieeiiieiiieeiiee et eeee et e et e et e et eeeaeeesaeeesaeeessaeessaeesseeenns 95
6.4.4. Data INtETPIEtatiON ......eeeeevieeeiiieeieeecieeeiee et e et e e eesveesaaeesaeeesaeeesaseeensnee e 97
6.5 Verification and Validation..........ueeineeiiiiinsnncsnecnsneenseecssneecsssecsssecssssecssseecsssees 97
6.0 SUINIMATY c.cceievniinsnicssnicsssnessssncsssnossssssssssessssssssssssssssssssssssssssssssssssssssssssssssssssssassssssses 98



CHAPTER 7 ..uuerinreninneniennnnnesnsnesnessesssessssssessssssesssessssssessasssssssssssssssssssssssssessassasss 99

CONCLUSIONS AND FUTURE WORK .......coiinriirinsnensnensnnssaenssncsssesssesssaesssessaeses 929
T 1. CONCIUSIONS couueeienneiisneeiinnensineiessanecsssnessnesssssecsssnecsssnesssssssssssssssssssssssssssssssssassssane 99
7.2, CONIriDULIONS..ccoueiiiiueiiiieeesiniensseeeciniessneesssnecssaeessseessssecssssesssssessssssssssssssssssssns 100
7.3, LIMIEATIONS cccvuieiieeiiineiiseeessnnecssancssnnessnecsssnscsssnesssseessssesssssessssssssssssssssssssssssssas 101
T4, FULUFE WOTK .uuiieiiiiinieniennennsnensnecnnenssenssnccssessnssssnsssesssssssssssssssssessssssssssssassans 102
REFERENCES.......ooiitiniintinniniinniniiisnesssesssessesssasssseessassssssssasssassssessssssssessss 104

X



Table 2.3.1

Table 2.3.2

Table 4.1.1.1

Table 4.1.2.2

Table 4.1.3.3

Table 4.1.2.1

Table 4.1.2.2

Table 4.1.2.3

Table 4.2.1.1

Table 4.2.2.1

Table 4.3.2.2

Table 4.2.2.3

Table 4.2.2.4

Table 4.2.2.5

Table 4.2.2.6

Table 4.2.2.6

Table 4.2.2.7

Table 4.2.2.8

Table 4.2.2.8

Table 4.2.2.9

LIST OF TABLES

Usage Frequency Of Different Diagramming Techniques [28] .............. 24
Usage Frequency Of Different Modeling Tools [28] .......cccccvveeeveercnnenns 25
Grade Criteria For The Functional Connection Pattern [43].................... 46
Grade Criteria For The Functional Compatibility [43].......cccceoverirenennne. 46
Grade Criteria For The Functional Configuration Pattern [43]................. 46
Grade Criteria Of The Component Connection Pattern [43].................... 47
Grade Criteria Of The Component Assembly Tolerance [43].................. 47
Grade Criteria Of The Component Position Pattern [43] ..........cccceueeee. 47
Commercial System Component LiSt..........ccceevieeiiienieniiienienieeieeieeeee. 49
Commercial System — Functional Connection Pattern..........cc.ccocoevueneee. 50
Megamodule — Functional Connection Pattern............ccceeeeeenenienennnene. 50
Commercial System — Functional Compatibility..........cccccoeveeviieenieennneen. 51
Megamodule — Functional Compatibility........cccceevveenciieeniieeieeeieeeee, 51
Commercial System - Functional Configuration Pattern.......................... 51
Megamodule - Functional Configuration Pattern ...........ccccceceevueriencnnnene. 52

Commercial System, Structural Similarity — Component Connection
Pattern ... ..o 52

Megamodule, Structural Similarity — Component Connection Pattern ... 52

Commercial System, Structural Similarity — Component Assembly
TOLETanCe. .. ouee i, 53

Megamodule, Structural Similarity — Component Connection Pattern .... 53

Commercial System, Structural Similarity — Component Position Pattern
................................................................................................................... 53



Table 4.2.2.10 Megamodule, Structural Similarity — Component Position Pattern.......... 54

Table 4.2.3.1

Table 4.2.3.2

Table 4.2.3.3

Table 4.2.3.4

Table 4.2.3.5

Table 4.2.3.6

Table 6.2.1.1

Table 6.4.1.1

Table 6.4.1.2

Table 6.4.1.3

Table 6.4.1.4

Table 6.4.1.5

Table 6.4.4.1

Commercial System, Functional Similarity Ccf.........ccccooviniiiiniincnnene. 54
Megamodule, Functional Similarity Ccf..........coocovieiiiiiiiiiiiecieceee 54
Commercial System, Structural Similarity Ccf .......ccoovevvieiiieniieenieeeee, 55
Megamodule, Structural Similarity Ccf.......ocovvvveiieeiiiiieeeeee e, 55
Commercial System - Aggregated Ccf........ocoovviiiiiiniiiniiiieieeeeeeee, 56
Megamodule - Aggregated Ccf........ccooviieiiiiiiiiiieiecceee e 56
Distribution Parameters And Goodness Of Fit........ccccocevvviniiviniencnnene. 76

Input Analysis For Secondary Activities Involved In Racking And
IMOAUILS. ...ttt 84

Input Analysis For Secondary Activities Involved In Racking And
Modules (Continued) ........c.eeeeveeeiiieeiiieeeiee et e 84

Input Analysis For Secondary Activities Involved In Racking And
Modules (ContinuUEd) ........c.eeeeveeeiuiieiiiieeeiee et 85

Input Analysis For Secondary Activities Involved In Electrical And Wire
MaANAGEMENL. ......eeiiiiiiiiieiiie ettt ettt et et ee e e et e e sabee e 86

Input Analysis For Secondary Activities Involved In Non-Production
ACTIVITIES ..ttt sttt 87

Summary Of Simulation Results ...........cccoeeiiiiiiniiniiieiieieeeeeeeee 97

xi



LIST OF FIGURES

Figure 1.1.1.1  Solar System Soft COStS[1]...ccccuirrriiieiiiiriie et 2
Figure 1.3.1 Diagram Illustrating Thesis Coherence And Flow ........c.cccccevveiiiviinnnnenn. 8

Figure 2.1.2.1  Views Of A Product As It Goes Through Some Of The Major Life-
Cycle Processes. Module A Is Modular, Group B And Other Parts Are Non-Modular

L0 et ettt ettt et be et she e b saeen 14
Figure 2.2.1.1.  Schematic Representation Of A Generic Lifecycle [11]......cc.ccceneeee. 16
Figure 2.2.1.2  Phases Of An Lca Based On Iso 14040 [12] ...ccovvevieiiieiiienieeiieieeee, 17
Figure 2.2.2.1 Parallel Lifecycles In Product Development [13].......cccceeveveeviiieenieeennee. 18
Figure 2.2.2.2 Frieman Curve [17]...ccceeoiieiieeeiie ettt et 20
Figure 2.2.2.3 A Framework Of A Life-Cycle Focused Sustainable New Product

Development [20] ...c.eeoieiieeiieeie ettt et eees 22
Figure 2.3.4.1 Sysml Diagram Types /The 4 Pillars Of Sysml [33] ....cccevviviviiieriinenne. 28
Figure 3.2.3.1 Modular Design Technical Approach.........c.ccccecvvveviiiiniieenieeeie e, 35
Figure 3.2.5.1 System Modeling Technical Approach............ccccceveviieeiieinceeerieeeieeee, 41
Figure 3.3.4.1 Simulation Analysis Technical Approach ..........ccccccceeveveriencniencenennnn. 44
Fig. 4.1.3.1 Ccf-Based Liaison Network And The Corresponding Correlation Matrix[43]

................................................................................................... 48
Figure 5.1.1  Steps To Create As-Is Model.........cccoeviiriiiiiiiiiiiiiieiieieeeee e 59
Figure 5.2.1.1 Illustration Of (A) A Typical Commercial System[51] And (B) Mega

Module On A ROOT RIAE.....cccvieeiiiieiieeeeee et 63
Figure 5.3.1.1 Activity Sets For The Installation Process [50]........cccceevvereiiierciiienreenee. 65
Figure 5.2.3.1 The Block Definition Diagram Of Commercial Solar Power System...... 66

Figure 5.2.3.2 The Block Definition Diagram Of Mega Module Solar Power System .. 67

Xii



Figure 5.2.3.3 The Activity Diagram Of Manufacturing Of Commercial Solar Power
N £ 1S) 4o USSR 67

Figure 5.2.3.4 The Activity Diagram Of Manufacturing Of Mega Module Solar Power
N 1<) 1 OO 67

Figure 5.2.3.5 The Activity Diagram Of Installation Of Commercial Solar Power System
ettt bt eh et h bttt h e e bt eh e e bt e a b e e bt et e eh e e bt e a b e e bt et e ehtenbe et e naeeteeaeens 68

Figure 5.2.3.6 The Activity Diagram Of Mega Module Solar Power System Installation
e ettt ettt bt E e bbbt e bt h e eh e bt bttt ea e st et ettt e st e nae bt 68

Figure 5.2.3.7 The Activity Diagram Of Scheduled Maintenance Of Solar Power System

ettt h et eh et e h e bttt h e et eh e e bt e a e e bt et e et e bt e et e e bt et e eh e e be et e naeeteeaeen 69
Figure 5.2.3.8 The Activity Diagram Of Repair Maintenance Solar Power System ...... 69
Figure 6.2.1.1 Excerpt Of Excel File Containing Time Study Data ...........cc.cccuvrennnnnee. 73
Figure 6.2.1.2 Matlab Dfittool Data INput.........cccceeeeiiiiiiiiiieiiiecie e 74
Figure 6.2.1.3 Distribution Fitting Dialogue With Results...........c.ccccvevviieiieniiniiieieen. 75
Figure 6.2.1.4 Fitted Lognormal And Log-Logistic Distributions...........cccceecueveeriernenne. 76
Figure 6.2.1.4 Example Entity Creation Parameters ...........cccceveveeverienenieneenenieneenne. 78

Figure 6.3.1.2.1 Entities Being Split In The Megamodule Manufacturing

SEUEIICE. . .. ettt ettt et e st e st e e st ee st e e sbteesabeeeenneesanee 79
Figure 6.3.1.3.1 Process Block Dialogue For An Installation Activity With Fitted

DISEIIDULION ..ottt sttt 80
Figure 6.3.1.4.1 Run Set Up For Commercial System Manufacturing............c.cccc.c..... 82
Figure 6.4.2.1 Arena Model Of Manufacturing Phase For The Commercial System...... 88

Figure 6.4.2.2 Arena Model Of Manufacturing Phase For The Megamodule System .... 89
Figure 6.4.2.3 Arena Model Of Installation Phase For The Commercial System ........... 91
Figure 6.4.2.4 Arena Model Of Installation Phase For The Mega Module System......... 92

Figure 6.4.2.5 Arena Model Of Maintenance Phase For Both The Commercial And Mega
Module System (Only Processing Times Are Different).........ccccecevveveniincnienenne. 94

xiil



Figure 6.4.3.1 Box Plots For The Commercial And Mega Module Installation Labor
TIMIC. ...+ ettt ettt st sa e ettt et 96

Figure 6.4.3.2 Paired T —Test Results Comparing Means Commercial And Mega Module
Installation Labor Time MEaNS .........cccueevuieruieeiieniieeieeieeeee et eee et seeeeseesaee e 96

Xiv



LIST OF SYMBOLS AND ABBREVIATIONS

BOS Balance of System

SPRS Solar Power Racking System
LCA Life Cycle Assessment

DES Discrete Event Simulation
IDEF Integrated Definition

FEA Finite Element Analysis

XV



SUMMARY

Solar power systems are becoming increasingly popular due to the fact that solar
power can offer time and money saving solutions for off-grid and grid-connected homes,
cabins, and businesses with clean and affordable energy. However, there are still
significant opportunities to reduce the cost of solar power systems by optimizing system
design. This paper presents a methodology for evaluating the lifecycle labor costs of solar
power systems. This methodology can help optimize system designs relative to cost. It
can also support solar power system selection decisions based on a holistic lifecycle
view. The methodology accomplishes this by first presenting a method to evaluate the
modularity of competing systems, or design variants. It then describes a method of
gathering data and modeling the systems so that it can be communicated to relevant
stakeholders. Finally, it uses discrete event simulation to generate an estimate of relative
lifecycle labor cost performance. Verification and validation of the methods described are
presented through a case study of the MegaModule residential solar power system,
designed by the team at GTRI. The paper concludes with a review of limitations and

proposed future work.
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CHAPTER 1

INTRODUCTION

This chapter provides an overview of the background research leading to this thesis.
Discussion of the research motivation has led to the research problem being identified as
the need to analyze the lifecycle costs of modular solar power systems. Subsequently
research objectives and scope are developed in order to create a framework to accomplish

this.

1.1. Background

Solar power systems have become more affordable in recent years because of
advances in cell efficiencies and manufacturing technology. This has primarily reduced
the cost of modules themselves, but there is still significant opportunity for cost
reductions in the balance of systems (see Figure 1). The balance of systems includes
everything that is required to integrate the module into a system that can generate power,
which includes manufacturing, framing, racking, wiring, labor and maintenance.
However, these activities are complex and vary based on the type and application of the

system.
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Figure 1.1.1.1  Solar System soft costs[1]

Figure 1.1.1 shows the level of soft costs in solar power systems. Labor costs for
all types of systems are the second largest source of non-hardware costs. As a result it has
been recognized by the solar power community that it is a significant opportunity for cost
reduction. While installation may have the greatest categorical cost visibility because of
its labor intensive nature, costs throughout the solar system lifecycle can be reduced
through improved design. This paper seeks to propose a framework that will support the

design of solar power systems with the lowest lifecycle cost.

1.1.1. Typical Solar Power System configuration

A typical solar power system consists of modules to generate power from solar
radiation and balance of systems that include an electrical system, a structural system and
the business processes. The BOS is typically considered to be the system exclusive of the

actually panels themselves. BOS costs can be further broken down into costs associated



with inverter, wiring, racking, site prep, etc. BOS costs currently comprise half the
system costs, with the other half going towards the modules themselves.

Modules are typically considered separately since they come shipped as a fully
assemble unit from the manufacturer. Each module typically consists of a frame, laminate
and junction box. The laminate configuration is dependent on whether the module is
mono or poly crystalline, or amorphous silicon. The difference between these is the
medium used to convert solar radiation to electrical power. However, regardless of the
medium, the laminates typically consist of a layer of glass, encapsulant, conversion
medium, copper interconnects and ribbons, and backsheet, laminated together. The frame
adds stiffness to the structure and prevents excessive deflection of the module system.
The junction box is used to transition from the ribbons to outdoor rated wire. Modules

wires are usually connected together in series to form strings.

1.1.2. Balance of System (BOS)

The connection of modules into strings begins the BOS. The electrical BOS is
responsible for the transmission of generated power from the modules to the intended
application. The conversion from solar radiation to electrical energy produces DC power
which is typically used to charge batteries, via a charge controller. Most commonly
however, the DC power is converted to AC power since most consumers use AC. The
conversion of DC to AC is achieved through an inverter. Once converted, the power can
be used directly or fed into the grid. In the cost context, the electrical system consists of
all the components that deal with the transmission of power. This includes wiring,
inverters, batteries, etc.

The structural system is responsible for the protection of the electrical system. It
consists of the racking system that holds modules in place, the conduits and harness that
are used to route and protect wiring, and the various structures that enclose equipment

such as inverters and batteries. The most important of these is the racking, which is also
3



the largest cost component. The racking must be able to withstand wind and snow loads,
and prevent the system from flying away due to uplift. The racking system is also the
interface between the electrical system and the application substrate. For example, some
racking systems are designed to attach modules to roof structures, while others attach
them to the ground in facility type applications.

Business processes include those that facilitate the procurement, construction and
operation of the solar power system. Procurement processes include the costs to acquire a
customer, make a sale, configure a system, and schedule an install. Construction business
costs include the scheduling, permitting, etc. that are required to construct the system for
a particular customer. Operation costs may include the cost of connecting to the grid, or

selling the power generated.

1.1.3. Cost Reduction Efforts in BOS

The Sunshot initiative was created to drive down the cost of solar power so that it
can be competitive with conventional power sources[2]. To do this the DOE awarded
research grants to look at ways to reduce the cost of solar material, manufacturing,
installation and maintenance. One such award focused on the reduction of BOS costs
through research on BOS design, manufacturing, assembly and installation. The SIMPLE
Bos project was thus formed to drive down the cost of the BOS.

The cost of the BOS system stems from the materials, processes, transportation
and labor that result in the deployment of a system. Material costs arise from the material
used to make the various components. Process costs include the costs of fabrication,
assembly, finishing, etc. Transportation costs can include costs to transport the systems
and components to an application site. Labor costs include the man hours spent
manufacturing, installing and maintaining the system. All of these categories of costs

vary depending on the system type, application, and manufacturer or installer.



Labor costs in particular are the most challenging to determine. Activity based
costing is not well established in the nascent solar industry and often leads to
inefficiencies in the allocation of labor cost. Additionally, there is a high variability
between individuals performing the same activities. Through proper design labor costs in
the BOS can be reduced, but they must first be identified and studied. Studying these
costs will also provide insight into the degree of variability and provide opportunities for

labor cost reduction.

1.1.4. Solar Power Racking Systems

Racking systems in particular form the interface between the modules and a
structurally stable substrate. According to Figure 1.1.1., racking is the largest cost
contributor to the structural costs of the BOS. Additionally, the design of the SPRS has a
significant impact on the site prep, attachments and installation cost components. As a
result they provide a tremendous opportunity for BOS cost reduction. The SPRS will be
the portion of the solar power system considered in this paper since its lifecycle is

representative of the entire solar power system lifecycle.

1.2.  Research Objectives and Scope

Fundamental to the reduction effort is the need to understand the implication of design
decisions on lifecycle labor costs. This is extremely relevant to the solar power industry,
which is attempting to attain grid parity, but has reached a saturation point with respect to
efficiency increases and must now focus on balance of system costs. This thesis seeks to
propose a framework, which can be used to evaluate lifecycle cost implications through
relative evaluations of solar power system designs. This framework can help researchers
and solar power system designers to evaluate various systems and also iterate their

designs to the most cost effective solution. It can also help solar power distributers and



consumers to evaluate competing products and make a selection based on long term cost
competitiveness.

Modularity is believed to be a key differentiator between systems and can affect
many aspects of system design, performance and cost. There are several methods to
evaluate modularity and this framework will propose a method. In doing so it will
provide a measureable difference between competing designs. This is important since
there is often a sweet spot where a certain degree of modularity minimizes lifecycle cost.
Designers, researchers, distributers and consumers will be able to measure the modularity
of their system in various permutations and configurations and tie it to a cost. They will
then be able to increase or decrease modularity so as to reduce lifecycle labor cost.

Another area of inquiry relevant to the research question is the characterization of
the lifecycle of a solar power system and its modeling. It is important to understand the
delineation of the various stages in the lifecycle so as to compartmentalize the analysis
parameters. For example, activity time durations may provide a basis for separation as
activities during the manufacturing stage take place within minutes, during the
installation stage within hours, and during the maintenance stages during years. Modeling
of this characterization must be able to support the further levels of analysis that need to
be performed, and at the same time support communication between various
stakeholders. This is extremely important as the design, data gathering and evaluation
process requires the participation of various skill sets each with its own ontology of
description. A standardized modeling methodology is necessary to provide a method of
describing the lifecycle characterization and activities across the various skill domains.

A final area of inquiry is the method of analyzing costs over the lifecycle and in
situations for which significant data is not available. This is important for two reasons.

The first is because one of the intents of the research question is to evaluate conceptual



designs that do not have much actual usage data. The second is the high degree of
variance in activities which makes it difficult to deterministically analyze system costs.
Once the framework has been developed a case study will be used to verify and
validate it. This will utilize solar system designs and data from the GTRI research project.
The results of the case study will be analyzed to derive conclusions about the competing
systems. The paper will then conclude with identification of deficiencies and proposals

for future work that can improve the process of analyzing solar power system labor cost.
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1.3.1. Motivation and Significance

This chapter established the motivation for this paper. There is a need to reduce
cost within the solar power industry. In short, the research question asks how solar power
systems can be analyzed for lifetime cost at the design or selection stage. Soft costs in the
BOS are one area that this question is particularly relevant and can be targeted with good
design and engineering to reduce cost. However the evaluation of this impact is difficult
because the activities that contribute to soft cost are difficult to model deterministically,
and occur throughout the 25 year lifespan of a solar power system. Using modularity as a
differentiating feature, using abstraction as a method of communicating design intent, and
using modeling and simulation, this paper proposes a framework to fulfill this need.

Chapter 2 will look at existing literature in the areas of modularity, lifecycle
analysis, system modeling and discrete event simulation. This literature review will
provide a state of the art foundation for the proposed framework. In particular it will
inform the need for modularity and its measurement. It will present existing lifecycle
paradigms to build from, such as the LCA methodologies used in sustainable design. A
review will be conducted of the IDEF and SysML modeling method to capture the design
in standardized form that can be communicated across different competencies. It will
finally look at uses of discrete event simulation to evaluate costs in various other

scenarios, and present the use of ARENA as a tool to conduct the simulation.

1.3.2. Methodology

Chapter 3 will present and discuss the areas of enquiry that will help answer the
research question. The research question necessitates 3 areas of inquiry. The first area of
inquiry is a method of differentiating between systems using some holistic measure.
Chapter 3 will present Modularity as one such measure and can provide the

differentiating factor for what if analysis of different systems and configurations. A



second area of inquiry is the paradigm of the lifecycle stages. Chapter 3 will discuss the
technical challenges associated with characterizing the lifecycle of solar power systems
and using lifecycle stages as a basis for comparison. Finally, a third area of enquiry is the
use of modeling and simulation to analyze lifecycle cost. Chapter 3 will discuss the

challenges this presents, such as high variability of activities and their duration.

1.3.3. Solution

This section presents the solution to the challenges identified by the three areas of
inquiry in the previous section. In each of these chapters an application to the case study
is provided as verification and validation.

Chapter 4 in this section presents a method of evaluating the modularity of
systems. The crux of the method lies in the evaluation of functional and structural
similarity, which is then used to calculate a holistic modularity measure. The chapter then
describes the application of this method to a case study to demonstrate its use.

Chapter 5 describes the use of SysML to model the system. It describes the major
lifecycle stages as manufacturing, installation and maintenance. Further it provides a
methodology leading to the SysML modeling, which includes problem analysis, field
investigation, and data collection. The application of this methodology to the case study
is then described, resulting in SysML models for the case study solar power systems.

Chapter 6 delves into the stochastic modeling of the system costs. A detailed
description of the input analysis method is provided, which facilitates the use of
standardized distributions within the ARENA simulation system. Finally, the method of
model construction and simulation within ARENA is presented and described. The
section ends with a description of input analysis and simulation as applied to the case

study.
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1.3.4. Conclusion & Future work

This final section presents the conclusion to the research question and the three
relevant inquiries. It briefly discusses each area of inquiry, the solution proposed and the
application to the case study. Further, this chapter discusses relevant contributions to the

development of the methodology, its limitations and future work. .
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CHAPTER 2

LITERATURE REVIEW

Modular design, product lifecycle analysis, system modeling and discrete even
simulation are well developed in academic literature. This chapter seeks to review current
research in these areas with the goal of creating a firm foundation upon which to meet the
research objectives. This foundation also provides the motivation to pursue research in
the lifecycle analysis of solar power systems. Major challenges and future research

directions are also discussed.

2.1. Modular Design

In product development, “modules of subcomponents or sub-assemblies are
interchangeable in ways that can produce a variety of products” [3], to satisfy customized
combinations of needs. Modularity can also extend to functional units which when
combined can accomplish overall part or product functions. The attribute of modularity
itself can be explained as “the extent of purposeful structuring of the product architecture
for identification of independent, standardized or interchangeable units to satisfy diverse
functions”[4]. This attribute can provide significant benefits and many researchers have
discussed these in great detail. Benefits of Modularity include economies of scale,
increased flexibility of product component change, increased product variety, reduced

order lead time, decoupled risks, and easier product diagnosis, repair and maintenance.

2.1.1. Modularity Benefits

Many of these benefits derive from the interchangeability resulting from modular
design. Interchangeability gives designers flexibility to meet changing requirements,
allows delaying decisions until more information is available without delaying the

development process, and reduces lifecycle costs by reducing the number and
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repetitiveness of processes [5]. Sosale et al.[6] discussed the two main benefits of
interchangeability with respect to product functionality; reconfiguration allows the
product to fulfill additional required functions, and customization can provide customers
with a choice of modules. With respect to production, Erixon et al.[7] showed that
increased interchangeability has “positive effects on information and material flow within
a company”’, due to the avoidance of redundant development efforts and an increase in
standardization. As a result of these and the effects of interchangeability on maintenance
and disposal, Newcomb et al.[8] propose that modularity leads to “decreased cost over
the lifecycle”.

Modularity enables two fundamental cost reduction mechanisms during
manufacturing; “Learning curve effect, and parts and material price breaks™[5]. Since
modularity creates variety through combinations of fewer types of assemblies, production
of each assembly will increase. As a result production process knowledge for each of
these assemblies will also increase as operators spend a larger amount of production
hours on each assembly. This eventually leads to innovations in process design that can
streamline the production process; similar to the economies of scales effects of mass
production. Economies of scale also apply to vendor supplied components. Parts and
material price breaks increase due to procurement of larger quantities of required parts
from vendors. Higher production of a specific assembly module results in higher
quantities of parts procured for that module. Vendor discounts for higher part quantities

are very common in industrial practice.

2.1.2. Implications for Product Lifecycle

Modularity has implications for product lifecycle through its impact on design,
manufacturing, assembly, installation, distribution, operation, reuse, re-manufacturing,
recycling and disposal [9]. Modularity objectives within each of these are often in

conflict, and therefore require compromises to enable net benefit. In general, modularity
13



objectives for product life cycle include dividing design task for parallel development,
production and assembly improvement, increased standardization, increased
serviceability, reduce time to market for new products, enable reconfiguration for
multiple applications, improve end of life treatment, and increase product variety[9].
These objectives are also the primary benefits of modularity with respect to the product

life cycle.

Figure 2.1.2.1 Views of a product as it goes through some of the major life-cycle processes. Module
A is Modular, Group B and other parts are non-Modular [10]

2.1.3. Degree of Modularity

The objective of modular design is to group related components into modules that exhibit
higher similarity in function and structure. This degree of modularity can be considered a

descriptive characteristic of different compositions of components. However, since
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modularity is derived from function and structure, it can also have implications to cost,
material use, etc. Therefore modularity is a descriptive characteristic with effects in
multiple domains of significance. As a result, being able to determine this characteristic
has several benefits as it supports determination of modularity effects in domains such as

total labor cost, which is the domain of interest for this paper.

2.2.  Product Lifecycle Analysis

Products of all kinds go through several stages of life that form their lifecycle.
The ontology of a lifecycle may vary by type of product and the impetus for the creation
of a lifecycle description. In general, most lifecycles consist of a distinct beginning, a
period of use and an end. The beginning may be set at when the product is conceived as a
concept, or when the raw materials are staged for its production. The period of use is the
stage during which the product fulfills its intended purpose. This may begin when a
customer buys the product, or when it fulfills its function for the first time. Finally, the
stage at which it ceases to fulfill its intended function may be designated its end of life.
At the end of its life the product may be recycled, scraped or repurposed. Most of the
time product value is maximized by transferring the material and technological value to
other product lifecycle streams.

In the modern product development environment, it has become increasingly
important to design products with their entire lifecycle in mind, and not just their
intended function. Benefits of this holistic view can be seen in increased reliability,
customer satisfaction, and sustainability. In particular, the levelized value of the product
can be lowered. Inherent in this is the reduction of raw material consumption and

production energy. This is the main premise behind the Life Cycle Assessment (LCA).
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2.2.1 Life Cycle Assessment

LCA is a methodology used to assess the environmental impacts of a product at
every stage of its lifecycle. Typically, a product’s lifecycle begins at material inputs to
the manufacturing process and ends at disposal. Intermediate steps can include
production processes, use, maintenance, upgrades, and reuse; Error! Reference source
not found. shows generic life cycle. As a result of this lifecycle perspective, the LCA
methodology provides a holistic outlook on a products existence. This outlook facilitates
robust comparisons between products for purposes of product design selection, public
policy, consumer choice, marketing, etc. Most importantly it facilitates selection and
development of products that have a lower net negative impact on the environment. The
procedures through which this impact is assessed are part of the ISO 14000

environmental management standards.
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Figure 2.2.1.1. Schematic representation of a generic lifecycle [11]

A LCA has four main phases. It begins with a goal and scope which sets the

context and customer for the study. Inventory Analysis follows and involves analyzing
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flows of material, energy, signals, etc. two and from nature and the product system. The
third stage in the sequence, the Impact assessment stage, evaluates the significance of
potential environmental impacts based on the inventory analysis performed earlier. The
Interpretation stage is the final stage, and it ties together the results of the activities
performed in the first three stages. As with many assessment methodologies, each phase
is highly interdependent and iterative. The results of the interpretation stage are typically
used in various applications, such as evaluating alternative designs for lowest

environmental impact.
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Figure 2.2.1.2  Phases of an LCA based on ISO 14040 [12]

2.2.2. Life Cycle Cost

The competitiveness of a product is primarily a function of its quality, cost and
time to market. It has been recognized that optimization of cost and time to market
requires a lifecycle engineering and design approach [13]. In fact, time to market is often
factored into the cost of the product itself. Most papers on product lifecycles distinguish
between design, development, production, use, and disposal. As a result, many of the
optimization activities involve analysis and modification of cost issues in “lifecycle
design” [13], “production and construction cost” [13], “operation and support cost” [13]

and “retirement and disposal cost” [13]. A primary component of the analysis activities is
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the estimation of cost. There are many approaches to obtaining estimation, and these

include methodological and modeling approaches. Some of these will be discussed.
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Figure 2.2.2.1  Parallel lifecycles in product development [13]

Cost estimation is essential to decision making at the design stage. Since the
designer has to evaluate several concepts to fulfill functional requirements, cost
estimation of concept variants can provide relative measures of cost efficiency and aid
selection. These estimates of cost are uncertain but need to be given due consideration
because most of the lifecycle cost (between 70-85%) is committed to at the design
stage[13]. To facilitate cost estimation, industry has developed several estimation models.
These can be broadly categorized as “parametric models, analogous models, and detailed
models” [13]. Each of these varies in effort required and accuracy of estimation as well as
applicability to product domains. Brief descriptions of each are summarized below.

2.2.2.1. Parametric Models

Such models utilize equations that describe relationships between “cost schedules
and measureable attributes of a system” [13, 14]. The benefits of such models is that they
can provide correlations between various aspects of the systems, such as the relation

between building cost and floor area [13]. However, these models can require significant
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effort since they require a “systematic collection and revision process to keep the” [13]
various equations updated. Another downside is that it is difficult to estimate the impact
of new technologies since cost data is often not available.

2.2.2.2. Analogous Models

Use of analogous products or components is characteristic of this model. To estimate the
cost of the target product, the analogous subject model is adjusted for cost differences
between it and the target product [13, 15]. Effectiveness of this model is a function of the
ability to correctly identify the differences between the target and analogous case [13,
16]. Expert judgment and familiarity with the product and process are required to identify
and deal with similarities and make adjustments for perceived differences. “This
approach though tends to be very good for new products” [13].

2.2.2.3. Detailed Models

“A detailed model uses estimates of labor time and rates and also material quantities and
prices to estimate the direct costs of a product or activity” [13, 15]. Allocation rates are
used to allow for indirect/overhead costs[13]. “This is known as bottom-up estimating
and 1s widely used by organizations to build up estimates from task or work-package
level” [13, 16]. This approach is analogous to activity based accounting in that costs are
determined through the product of hourly rates and the time taken to complete a task[13].
This approach is flexible and can the data gathered can be easily adapted and reused for a
variety of products. However the downside is that there is significant effort required to
collect, manage and update information. This is therefore the most time consuming and
costly approach.

It is essential that cost estimates be as close to realistic as possible. The Frieman

Curve shown in Figure illustrates the implications of over or under estimating cost.
Underestimation of cost leads to increased expense in reorganization, re planning and

possible addition of personnel and equipment [17]. On the other hand, when costs are
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overestimated, rather than resulting in greater profits, the overestimate reflects a
“Parkinson’ s law application: the money is available, it must be spent” [17].
Unfortunately, accuracy varies with phase of development. “In the early phases when
information is scarce, cost estimates can have a - 30 to +50% accuracy”[18]. “By the

detailed design stage it should be within - 5 to +15%”[18].

Underestimates lead to
disaster Realistic estimates minimize actual
cost

Overestimates become

self-fulfilling propheciex

Actual
Cost

10 20

Estimated Cost

Figure 2.2.2.2  Frieman Curve [17]

Service model analysis (SMA) [19] “is an evaluation method for design for
serviceability” [13] and can fit into a lifecycle cost analysis. In their paper, Asiedu et al.
[13] describe service categories as service modes. These service modes include “regular
maintenance, repair of failed components of systems, or service for undesirable side
effects”[13]. One implementation of SMA utilizes a computer algorithm to infer the
sequence of steps needed for each mode of service. The “labor step cost (LSC)” [13] is
then calculated using equation 2.2.2.1 [13].

LSC = (t; + p1) X cir + (cp +1p) 2.2.2.1[13]
20



where

t1 is the labor time

p1 is the labor time penalty

cir 1s the labor rate

Cp 1s the part or material cost

pp 1s the part or material cost penalty
The LSC computes the labor cost at a given. Step. Lifetime labor costs are a function of
the step costs and the frequency at which they occur[13]. Asiedu et al[13] propose an

algorithm to calculate the lifecycle cost using Equation 2.2.2.2[13].

LCSC = Xpy S0y (fry It LS 1) 2.2.2.2[13]
where
ij’k is the frequency of labor operation j associated with service mode
phenomenon k
LSC;; 1s the labor step cost i associated with labor operation j
[ is the number of labor steps associated with labor operation j
m is the number of labor operations associated with service mode phenomenon &

n is the number of service mode phenomenon being evaluated
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Figure 2.2.2.3 A framework of a life-cycle focused sustainable new product development [20]

2.2.3. Levelized cost of electricity

“Levelized cost of electricity (LCOE) is the constant dollar electricity price that
would be required over the life of the plant to cover all operating expenses, payment of
debt and accrued interest on initial project expenses, and the payment of an acceptable
return to investors" [21]. The LCOE methodology is an abstraction from reality and is
used as a benchmarking or ranking tool to assess the cost-effectiveness of different
energy generation technologies[22]. The method usually does not include risks and
different actual financing methods available for the different technologies [23].
“Recognizing that LCOE is a benchmarking tool, there is high sensitivity to the
assumptions made, especially when extrapolated several years into the future”’[24].
“Ordinarily, LCOE is a static measure that looks at a snapshot in deriving the price per
generated energy, while true markets prices are dynamic”[24]. “In general, estimates for

LCOE for solar PV tend to be fairly high compared to alternatives based on common
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assumptions”[24]. Equation 2.2.3.1. is one method that can be used to calculate the
LCOE [24].

YieoUe+0e+Me+Fy) /(147)¢
Yo St(1-d)t/(1+1)t

LCOE = 2.2.3.1.[24]

where,

T is the life of the project in years

t is the year t

I; is the initial investment/cost of the system including construction, installation,
etc.,in $

M. is the maintenance costs of the system in for t years in $

Ot is the operation costs for t years in $

F; is the interest expenditures for t in $

r is the discount rate for t in %

St s the yearly rated energy output for t in kWh/year

d is the degradation rate in %

2.3. System Modeling & Analysis

Processes in an organization can be categorized into “material processes, information
processes, and business processes”’[25]. Material processes are considered to be all those
that “assemble physical components and deliver physical products”[25]. These processes
include “moving, storing, transforming, measuring” [25], etc. “Information processes
relate to automated tasks and partially automated tasks” [25] performed by or through
interaction with a computer. Database systems tasks are an example of this[25]. Business
processes are “market centered” [25] and can be “implemented as material or information
processes” [25]. These categorizations attempt to capture the diversity of tasks in an

organization. In the modern world, a competitive organization must be able to gain
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economies of integration through the efficient interaction of these processes. Process
modeling is one way to enable economies of integration.

The roots of process modeling can be traced back to the early 20th century as a tool
for organizational design. Achieving economies of integration, which can be considered a
component of “sustainability in manufacturing requires a holistic view spanning not just
the product, and the manufacturing processes involved in its fabrication, but also the
entire supply chain, including the manufacturing systems across multiple product life-
cycles” [26]. Modeling tools and process fulfill a need to integrate systems like IT and
enterprise; provide ‘‘organizational glue’’ that binds “strategic, tactical and operational
activities carried out within and between organizations™ [27].

However, the type of tool and use varies by company and reliance on such tools is
often determined by the size of the organization. One study investigated the use of
different tools and the size of the organizations that use them. It was discovered that
modeling technique use was found to decrease significantly from smaller to medium-
sized organizations, but then to increase significantly in larger organizations (proxying
for large, complex projects[28]. This “study also found that found that the top six most
frequently used modeling techniques and methods were ER diagramming, data flow

diagramming, systems flowcharting, workflow modeling, UML, and structured charts”

[28].

) Table 2.3.1 Usage frequency of different diagramming techniques [28]
Technique Frequent use % Infrequent use % Not used/known %%
ER diagram 132 42 60 19 120 38
Data fliow diagram 103 4 82 26 125 40
System fowcharts 90 29 B2 26 140 45
Workflow modeling 60 2 75 24 168 34
UML {unified modeling language) il 21 449 16 197 63
Structured charts 49 16 64 20 199 4
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Table 2.3.2 Usage frequency of different modeling tools [28]

4 Infrequent Mol
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2.3.1. Guidelines for Modeling Method

Mendling et al.[29] have identified 7 guidelines to help build a process model from
scratch as well as for improving existing process models. These guidelines are based on
empirical research that takes into consideration process model understanding, error
probability of process model, ambiguity of activity labels. The 7 guidelines from their
paper are briefly described below:

G1: “Use as few elements in the model as possible” [29]. Error increases with the
size of a model[29].

G2: “Minimize the routing paths per element” [29]. Routing paths to and from an
element determine its degree. There is a strong correlation between the number of
modeling errors and the average or maximum degree of elements in a model[29].

G3:” Use one start and one end event” [29]. “Number of start and end events is
positively connected with an increase in error probability” [29], and “models satisfying
this requirement are easier to understand and allow for all kinds or analysis (e.g.,
soundness checks)” [29].

G4:” Model as structured as possible” [29]. “Split connectors must be balanced by
join connectors, similar to how open brackets must have an equal number of closed
brackets in an equation” [29]. This makes the model structured. “Unstructured models are
not only more likely to include errors, people also tend to understand them less

easily”’[29].
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G5:” Avoid OR routing elements” [29]. “Models that have only AND and XOR
connectors are less error-prone”[29].

G6:” Use verb-object activity labels” [29]. There are two major categories of
labeling styles, Verb-Object (such as “inform complainant’) and “Action-Noun” (such
as” complaint analysis”) [29]. The former has been found to be much less
ambiguous|[29].

G7: “Decompose the model if it has more than 50 elements” [29]. “For models

with more than 50 elements the error probability tends to be higher than 50%[29].

2.3.2. IDEF

The IDEF suite of enterprise modeling approaches have been applied extensively
in support of large industrial engineering projects [27]. It is one type of graphically based
modelling technique that helps tie together the variety of process domains that exist in a
large organization. To facilitate a wide range of uses, IDEF consists of 14 variants
identified by IDEFx, where x is the variant number. IDEF0-4 were developed in full by
1995[30] and support function modeling, information modeling, data modeling
(IDEF1X), simulation modeling, process description capture, and object oriented design,
respectively. IDEF5 was developed later and is used in multiple domains to capture a
variety of ontological information.

A common ontology is important when contributors to common goal come from
diverse backgrounds. IDEF5 provides this capability by allowing participants to capture
domain knowledge in a form that can be understood by all. For example, Kun et al.[31]
used IDEFS5 to capture knowledge about product development, and to serve as a
foundation for knowledge management in collaborative product development. Tsou et al.
[32] used IDEFS to develop the ontology of a supply chain model and compared it with

one developed in Ontolingua. This activity showed that the use of IDEF5 did not
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compromise the original nature of the model and compared well with the Ontolingua

description.

2.3.4. SysML

SysML is a subset and extension of the Unified Modeling Language. Figure
2.3.4.1 illustrates the differences between SysML and UML in terms of the diagram types
available. In terms of application, SysML is considered to be more expressive and
flexible and easier to learn than UML. Primarily, it is easier to apply to non-software
related applications, such as manufacturing processes, or supply chains. Like UML it
facilitates a standardized and intelligent method of capturing system knowledge, and
includes features that provide parametric connectivity between elements. Recently, it has
become the preferred method of modeling large complex systems, which require multiple

domains to work together.
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SysML Diagram Types /the 4 pillars of SysML [33]

SysML can be used in many important activities during the system life cycle

including communication with Stakeholders, improving system knowledge, model

execution and verification, and documentation for maintenance[34]. The four diagram

types, or pillars, of SysML that support these applications are Structure, Behavior,

Requirements, and Parametrics, and are illustrated in Figure 2.3.4.1.

24.

“Discrete event simulation concerns the modeling of a system as it evolves over time by

a representation in which the state variables change instantaneously at separate points in

Simulation Analysis and Simulation Technique

time” [35]. DES has several real world applications that require the modeling and

estimation of stochastic processes. Healthcare has been an area where this has been used
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extensively, and Jun et al. [36]present one such case study. Its use in industry is
extensive, and tools like Arena, Simio, etc. have made it very easy for novices to be
trained in the method.

DES has been used in many instances to evaluate costs of systems with
uncertainty. For example, Spedding and Sun [37] applied discrete event simulation to the
costs of activity-based manufacturing systems. They concluded that it provided similar
results as those derived from an IDEF (Integration DEFinition) modeling approach, but
had the added advantage of being able to provide greater detail and take into account the
intrinsic variation of a manufacturing system[37]. Martin [38] used discrete event
simulation to create a flexible model to simulate the lifecycle costs of defense systems.
The model applied concepts of operations, maintenance strategies, and reliabilities to
determine lifecycle events, such as consumables and maintenance operations performed
on the system through its lifetime[38]. It then determined the distribution of operations
and maintenance costs, which is a result of the uncertainties of each lifecycle event[38].

Use of discrete event simulation to compare alternative design concepts is not
new. Hayes [39] created a simulation based framework to compare alternative designs of
a tactical naval Command and Control system. Arena simulations were conducted for the
proposed and alternative concepts, and the results were compared to demonstrate the
feasibility of the framework. Alix and Zacharewicz [40] used discrete event simulation to
compare product-oriented and use-oriented product service systems. The simulation
results provided decision guidance to support the choice of one scenario over
another[40].

There are several methods of performing discrete event simulation. One of the
most common methods is a simulation program. Arena [41]is extensively used in
industry to perform discrete event simulations. It was developed by Systems Modeling

and then acquired by Rockwell automation in 2000. Due to its ubiquitous use, there are
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several textbooks and user guides that incorporate the teaching of discrete event
simulation with the use of Arena. As a result, this will be the preferred DES software for

this paper.

2.,5. Summary

This section explored the state of the art literature in the areas of modular design,
product lifecycle analysis and system modeling and analysis. Modular design was shown
to be beneficial to system design in general. However there is a sweet spot beyond which
the system experiences diminishing returns. LCA methodology was reviewed as it is
currently extensively used to conduct lifecycle analysis for the purposes of sustainability.
The process of conducting LCA has four main stages; goal and scope, inventory analysis,
impact assessment, and finally interpretation. Finally the section reviewed Modeling and
Simulation. It discussed systems modeling as way to achieve economies of integration.
The use of modeling by different sizes of organizations, and the variation in the types of
tools used was also discussed. Further, a list of the most common types of modeling tools
was presented. IDEF modeling was also introduced as a modeling standard to standardize
modeling. To make the modeling process more intelligent, SysML was introduced and
discussed. Finally a review of discrete event simulation for cost estimation and system

comparison was conducted, and a brief description of Arena was presented.
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CHAPTER 3

SOLAR POWER SYSTEM LIFECYCLE COST ANALYSIS

Solar power systems are inherently modular due to high variability of application
conditions. In general, a solar power system consists of an energy collection system, a
system to hold and orient the collection system, a system to transfer the collected energy,
and a system to convert that energy into a usable form. For example, a typical solar
power system consists of a system of solar photovoltaic panels as the collection system, a
racking system to hold and orient the panel system, a wire and wire management system
to transfer collected energy, and an inverter or a system of inverters to convert the
generated dc power into usable ac power. The solar photovoltaic collection system is
made up of photovoltaic modules that are strung together in specific configurations to
build up an appropriate system voltage.

The following sections will consider the solar power racking system. This system
typically serves as the system that holds and orients the collection system. It will be
shown that there is significant opportunity to reduce the overall system cost labor cost by
analyzing the lifecycle of a solar power racking system. Determining the appropriate
modularity of the system is shown to be necessary to this analysis. Finally, the need for

modeling and simulation in this analysis is expressed.

3.1.  What-If Analysis for Modular Design

For the most part, Modular design is beneficial to the product over its lifecycle.
But modularity can be created in many different ways, each of which has implications for
product performance. In most SPRS systems, modularity permits customization to a
variety of applications. But it also increases the number of parts and steps required to
assemble and install a system. The goal then is to reduce part count and installation time,
while maintaining or increasing customizability. This requires analysis of the lifecycle,
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and the ability to measure impacts on it of various design modifications. By performing a
what-if analysis for the different configurations or design variants, the decision maker
can select an SPRS that can meet the requirements of the application at the lowest

lifecycle cost.

3.1.1. SPRS Design

An SPRS like all products has primary requirements it must meet to be applicable
to a solar power system. These requirements are:

- Must withstand wind and snow loads

- Must be applicable to a wide variety of supporting structures (like roofs)
- Must last 25 years

- Must be easy to install

- Must work with standard panels

- Must support wire management

An abstraction and functional decomposition of a typical SPRS can be used to
understand how the system fulfills these requirements. This abstraction also permits the
differentiation of parts that fulfill different functions and sub functions they fulfill. Part
variants that fulfill the same function can be differentiated by the “flow of material,
signals and energy” through them[42]. As discussed in the literature review on
modularity, the abstraction, analysis and selection of part variants can affect the
modularity of the SPRS.

In the manufacturing stage, changes to design modularity can be used to change
the distribution of added value between material, utilization and labor. Incorporating
more functions into fewer parts can help sway the distribution towards higher utilization
costs, and lower material and labor costs. Moving in the opposite direction, by increasing
the number of parts and decreasing the number of functions fulfilled per part,

contributions of added value from materials and labor increase relative to utilization.
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Decisions on degree of modularity at the manufacturing stage are therefore influenced by
material, labor and utilization costs. High labor costs may cause decreased modularity so
as to reduce the number of parts that need to be assembled. High material costs would
also have the same effect. High utilization costs but low material and labor costs may
serve to increase modularity through increased part count.

Since the installation stage is primarily a labor driven stage, it would most likely
benefit from a lower level of modularity. This is because fewer parts/assemblies result in
fewer installation steps. For example a SPRS with rails, feet and clamps that need to be
assembled and installed on site will require activities that install or assemble each in
order to complete the SPRS. However, strategies other strategies can be utilized to reduce
the number of installation steps and still maintain the same level of modularity. Taking
the SPRS example again, the rails, feet and clamps could be pre-assembled as part of the
manufacturing process. When they arrived on site, it would then only take one set of
activities for the assembly instead of sets of activities for each part. This of course has
implications for the manufacturing stage, which will now see an increase in the labor
added value. Decisions such as these will therefore be influenced by the difference in
labor costs between onsite installation and factory assembly.

Maintenance cost reduction benefits from high modularity, since modularity
makes it easy to identify and replace faulty components. At the extreme case where each
part supports a different function, it usually doesn’t take much trouble to identify the fault
since it is not obfuscated by a plethora of functions being performed by the part. With
enough data, parts prone to faults can be identified earlier and replaced before they fail,
thus reducing downtime. Since modularity strategies also include reuse of parts, or
standard components, the learning curve to identify and replace these components will
not need to be repeated for every application. This saves maintenance time and reduces

mistakes. Therefore unlike the installation stage, high modularity supports reduction of
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labor cost in the maintenance stage. But, once again the high modularity that benefits this

stage may have different implications for the installation and manufacturing stages.

3.1.2. Technical Challenges

In the spectrum of modularity, how do you decide what level of modularity is
best? The interactions of the various strategies outlined above are complex and often are
not apparent. Modularity strategies that benefit one stage often impact another stage
adversely. Therefore design decisions must take this into account. The goal of the
designer or decision maker then is to identify and implement strategies that have the
lowest net adverse impact. For the purposes of this paper, this lowest net impact results in
the lowest lifecycle cost of the SPRS. This is why a what if analysis for various changes
is required. There are several obstacles to meeting this challenge. First, each design must
be evaluated for level of modularity. Second, the designs should be reviewed to
determine whether the level of modularity meets the design intent. Finally, the designs

can be compared relative to cost to gauge the modularity sweet spot.

3.2.3. Technical Approach

The solution to this technical challenge lies appropriately measuring the
modularity of the system. Once an appropriate method of measuring modularity has been
determined, designs, their variants, or the competition can be evaluated to determine their
modularity metric. In doing so these designs are assigned a characteristic measure that
can be used to differentiate them. Modeling, data collection, and then simulation can help
tie cost performance to modularity. As a result, it may be possible to identify trends in
cost related to changes in modularity for closely related systems. For systems with
significant differences, this measure is simply a way to show that these systems are
indeed different, and that the cost difference may be a result of a difference in
modularity, but with less certainty.
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Figure 3.2.3.1 Modular Design Technical Approach

3.2.  Solar Power Racking System Model

3.2.1. Solar Power Racking System

The Solar Power Racking System (SPRS) attaches the photovoltaic modules to a
structurally stable surface. The cost it adds to a system can be divided into material,
equipment utilization, and labor contributions. Material contributions are determined by
the cost and quantity of materials utilized to construct the system. The process of shape
forming and fabrication that converts materials into usable geometry utilizes a variety of
equipment, the cost of which is amortized over its period of use to create the geometry.
This contributes to the equipment utilization cost, or capital cost component. The labor
used to produce, install and maintain the system, provides the labor cost component.
Reductions in these costs through lifecycle analysis, modular design, modeling and
simulation can result in a lowering the cost contributions of each of these components.

This in turn will support lowering the levelized cost of the system.

3.2.2. SPRS Lifecycle
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An SPRS has three main lifecycle stages, which are similar to that of the solar
power system as a whole. Its life begins with the manufacturing stage where raw
materials are converted into the components that form the physical system. The next
major stage consists of installing the system on a site and based on a predefined
installation plan. The third major stage is the maintenance stage, during which system
components are cleaned and replaced as needed to support optimum functioning of the
system. Each of these stages varies with respect to time domain of activities (hrs,
minutes, etc.), and distribution of value addition between material, equipment utilization
and labor. As a result, the cost performance of the system is sensitive to the interactions
between the designs of the system and the attributes of each of these stages.

The manufacturing stage consists of a time domain measured in hours and
minutes. Activities in this stage include cutting, drilling, gluing, extruding, painting, etc.
The distribution of the value addition during these activities is dependent on material
cost, level of automation, cost of labor, and efficiency of the process (which is usually a
function of age of the process). These attributes often vary by manufacturer and location
of the facility. For example, manufacturing facilities are often highly automated and are
designed to minimize labor. This typically results in a dominance of equipment
utilization costs in the overall production cost. In developing countries, where labor rates
and technological proficiency are low, there is dominance of labor cost or material cost in
the overall cost production. A lifecycle cost analysis of this stage will help identify the
distribution of costs, and in so doing facilitate cost reduction efforts.

The installation stage is universally a labor cost driven stage and its time domain
is measured in hours and days. The stage typically consists of material staging, assembly
of sub systems, preparation of installation locations, and component installation. This is a
labor driven stage because the high variability of applications prevents cost effective

automation. Material cost is also a negligible contributor since most of the material costs
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have already been embedded in the system during production. There is some utilization
of mobile equipment such as drills, cranes, ladders, etc., which must be taken into
account. Most of the cost variation typically results from site differences and labor rates.
For example, installation on a sloped roof involves many more installation steps that
require manual activities than installation on a field. Sloped roofs come in a variety of
slopes and can have a large variation in structural attributes. This makes it difficult to
create a standardized system to attach to them. As a result several labor-intensive steps
are required to attach the racking system. A field on the other hand is almost always flat
and can have standard attachment configurations applied to it.

The maintenance stage is also a labor cost driven stage, but this stage’s time
domain is measured in months and years. Activities during this stage involve cleaning,
replacing damaged components, and routine checks. For a stable system, labor cost is
usually the largest cost contributor unless there is a need to replace major system
components such as panels. This is the most difficult stage to analyze for cost since there
is a large variability of maintenance tasks and frequency. These are often climate
dependent, since extreme climates are more likely to cause damage to systems. For
example, an area prone to hail storms will see a higher rate of panel replacement

activities.

3.2.3. Lifecycle Cost

Materials, equipment utilization and labor are the major contributors to the
lifecycle cost of the system. Values of these when collected can be included in lifecycle
cost models similar to Error! Reference source not found.. These must be obtained
over the three main phases of the lifecycle in order to obtain a relatively holistic lifecycle
cost. The accuracy of this lifecycle cost value can be estimated based on the estimators
and variance parameters of the material, utilization and labor cost components. The

aggregate variance of the lifecycle cost determined as a result of this can be used to
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determine a confidence interval for the cost value. As a result, decision makers can then
evaluate the sensitivity of this parameter and its variance to design changes, or compare
different systems with different parameter values and variances. This helps avoid the

pitfalls of overestimating and underestimating as illustrated by Figure .

3.3.1. System Modeling

The first step to understanding a system is being able to describe it. Modeling of
systems has been recognized as an effective way to accomplish this. Currently, there is no
standard way to model SPRS’s in a form that describes its lifecycle performance.
Different entities utilize different software packages and process specific to their area of
expertise. The methods of description also differ with respect to stage of life, and in many
cases the installation and maintenance stages are neglected. But a good system
description is essential to designers and decision makers. It should include not only
geometric attributes, but also meta data such as assembly sequences, process times,
resources and equipment utilization. This detailed description will permit a more
thorough review at each phase of the lifecycle and allow for better design and selection
decisions.

At the manufacturing stage of an SPRS, current modeling methods comprise of
cad drawings and process diagrams. CAD drawings are supplied by the design
department and process diagrams are created by the manufacturing engineering group.
Process diagrams are usually created after a design is complete, and are used to optimize
the production of the new design based on existing equipment and layouts, or to procure
new equipment and change layouts. The communication is heavily weighted in the
direction flow from Designers to manufacturers, since most changes begin with changes
to the CAD drawings. The interactions between designers and manufacturing are
therefore primarily conducted through meetings and conference calls. During these

interactions design changes are evaluated for impact on manufacturing processes, but the
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comprehensiveness and accuracy of these estimates is dependent on the experience of the
parties involved. In fact this is one of the reasons why it takes a long time to train a
design and manufacturing engineer. In some more advanced facilities and design
environments, interactions may be informed by a formal process, such as an FMEA or
DFM tool. But these are often not part of the process for many SPRS manufacturers who
are relatively new and have not yet felt the competitive pressure to implement these
processes.

The installation stage is typically influenced by installation and assembly
documentation provided by the manufacturer. The manufacturer does involve installers at
the design stage when the assembly and installation sequences are being thought through.
However, designs are being updated and changed frequently and it is difficult to ensure
that all aspects of the installation process are considered when gauging the impact of the
design change. In fact, there is little or no means to comprehensively capture the design
process from the perspective of the installer and this can often lead to designs that
perform poorly during installation. For example in many rooftop systems, installers often
spend an inordinate amount of time looking for rafter or structural members to which to
connect the SPRS. These structural members are hidden under the roof surface and are
typically found using sound differentials between different areas of the roof. This process
is not captured effectively and is therefore often neglected in SPRS design.

The maintenance stage is typically described through the use of maintenance
schedules, if there is any description at all. With the advent of solar power as a service,
this is becoming more common as solar installations begin to be seen as capital assets
that need routine maintenance in order to ensure the highest ROI. However, these
schedules are often not taken into consideration at the design stage and are developed
once again by the installers and companies managing the systems. There is no standard

ontology linking maintenance with design, manufacturing or installation. The industry is

39



also very new which is another reason why this has not yet been developed to the extent

it has in the automotive sector, for example.

3.2.4. Technical Challenges

The main challenge is that of accurately describing the system. The description of
the system is required to create an appropriate model that can be understood by multiple
entities. This is often difficult for SPRS installation and maintenance stages since they are
highly variable. For example a job with few panels to install may require only one truck
load of equipment which can be onsite for the duration of the job. A larger job requiring
many more panels may need multiple trucks which would be too expensive to have
remain on site. Therefore the staging for this scenario may need additional steps to
unload all the trucks that cannot remain on site, and organize them in a way that material
can still be accessed as needed. Understanding and effectively capturing the most

representative scenario is key to meeting this challenge.

3.2.5. Technical Approach

The approach to meet the main technical challenge will be to first develop a
methodology that will help move from field data to a model that can be understood by
multiple stakeholders. This methodology will be based on LCA methodologies described
in the literature review, and include modifications to suit the goal of accurate model
creation. The four stages of a typical LCA analysis have been used extensively in
industry to describe systems in a lifecycle context and therefore is a robust basis. The
result of applying the adapted LCA method will be a representative model described
using industry standard modeling format. This industry standard format will help

communicate the system description to multiple stakeholders.
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Figure 3.2.5.1 System Modeling Technical Approach

3.3 System Modeling and Simulation analysis

SPRS’s come in a variety of configurations. The solar power industry is awash in
systems that purport to provide some improvement that is of importance to the customer.
These varieties also derive from different commercial domains. Installers have developed
some SPRS’s based on their experience in the field. Other SPRS’s are developed by
module manufacturers in a bid to make their module the preferred choice. Some of the
domain variations arise from the use of different methods to design and improve designs.
These methods have their own ontologies and significant issues arise when these
ontologies need to interact. Issues such as when installers want to improve module design
but cannot understand the module manufacturer’s schematics because they are used to
installation oriented ontology. These differences in ontology have significant
consequences for comparison of systems since they reduce the likelihood of a common
basis of comparison. Therefore without some standard ontology to describe systems, it is
difficult to effectively identify a superior design or to identify what attributes make it

superior.

3.3.2. System Simulation
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It is not enough to obtain an estimate of a parameter such as production time or
labor cost. An understanding of the variance is a necessary part of the efficacy of this
estimate. For example, product A has a total labor cost of $10 and a variance of 1,
product B has a cost of 9 dollars and a variance of 5, and there is a penalty of $5 every
time the cost exceeds $11. In this situation, even though product B is cheaper, its larger
variance implies that its actual cost will be higher. The higher variance may capture
effects such as a high variability in lead-time, or frequent stock outs. The penalty may be
due to loss of business due to missing delivery targets or the bullwhip effect, for example.
This simple example helps illustrate the importance of variance in the consideration of
estimated parameters. Therefore it is important to obtain variance information for the
manufacturing, installation and maintenance of SPRS’s, in addition to modeling. One
way to accomplish this is through the use of discrete event simulation.

Discrete event simulation of manufacturing processes is common. Since it is
already being used to estimate such parameters as resource utilization, overall processing
time, and labor cost, it can be inferred that it is fulfilling the need for these. The extent of
its use in SPRS production is currently unknown, but it is likely to be very low. However,
SPRS’s stand to benefit from this just as automobile manufacturing, electronics
manufacturing and even solar module manufacturing have benefited from discrete event
simulation. Apart from providing variance estimates for parameters, discrete event
simulation also helps identify which processes or activities are contributing to the
variance and parameter values. Such information is invaluable in process improvement,
and can help further reduce the cost and cost variance over time.

Application of discrete event simulation to SPRS installation and maintenance is
non-existent. Therefore it could provide an effective tool to quantify the variability in
installation and maintenance activities. Such quantification can help with an analysis and

implementation of lean installation and maintenance. In doing so, significant cost savings
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could be obtained through optimizations of labor type allocation, task sequencing, and
job planning. For example, if roofers instead of installers can perform activities such as
attachment of rail connections to the roof, significant labor savings can be realized since
roofers cost less per hour than installers. Job planning benefits when the durations of
installation or maintenance activities can be accurately estimated. This could allow more

jobs to be completed per day, which will lower the cost of overhead per watt installed.

3.3.3. Technical Challenges

The primary challenges in simulating a system over its lifecycle is to obtain
representative performance data, and then convert it into a form that can be used in the
simulation. Obtaining the right data in solar power systems is difficult because of the
large variations in system types and activities. Further, when developing a conceptual
system, no data may yet exist. On the rare occasion that data does exist, it must be
converted into a form that can be used by the simulation method. For stochastic

simulation, this if often the form of a distribution.

3.3.4. Technical Approach

Tackling the first challenge requires a combination of efforts. In some instances
data may already be available and can be used directly. In others, the designer will need
to estimate the parameters for each activity. In the case of comparing two systems then,
the designer will need to remain consistent with the estimations. In these situations where
no data is available, the design can directly input the parameters into the simulation
model. For this framework, we will be using discrete event simulation and most
platforms such as arena allow parameters to be directly input into the model.

For the cases where data is available the second technical challenge will need to
be addressed. In these cases some pre-processing is required. This pre-processing usually
involves generating a distribution using the data. Often, multiple distributions can be fit
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to the data, and so there is a need to evaluate ones that fit the best. Goodness of fit can be
evaluated using the Chi-Square goodness of fit test and/or the Kolmogorov-Smirnov test
among others. Once a distribution is selected, the parameters can be input into the

simulation model.

Simulation

System Model =

v Model

Data collection [ Input Analysis Simulation —> Results
Parameter
Estimation

Figure 3.3.4.1 Simulation Analysis Technical Approach

34. Summary

In this section three main aspects of SPRS labor cost analysis were discussed.
Lifecycle analysis, what if analysis for modular design, and simulation for comparison of
SPRS, were presented with respect to the different stages of the SPRS lifecycle.
Technical challenges relating to each of these aspects were also identified and discussed
in detail. Finally, strategies for meeting these challenges were proposed and will be

evaluated in detail in the subsequent sections.
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CHAPTER 4

MODULAR DESIGN OF SOLAR POWER SYSTEMS

Modularity of any system can be Functional or Structural [43]. Ji et al. [43] include
Material as another component of modularity. In this paper the method proposed by Ji et
al.[43] will be used to measure the modularity of systems under consideration. The
method begins by evaluating the functional and structural similarity, leading to a holistic
modularity metric. Material reuse similarity can be added for a more comprehensive

modularity measure, but will not be considered in this paper for the sake of brevity.

4.1. Measuring Modularity

4.1.1 Functional Similarity

Functional similarity has been explored by various notable papers. Taking into
consideration the flow of energy, signals and materials, Pahl and Beitz [44] propose a
functional decomposition diagram to determine functional similarity. This type of
analysis can be coupled with a morphological matrix to create multiple design variants
that satisfy the same needs but in different ways. In fact the differences between
functions can be characterized by the differences in these flows [42]. Yu et al. [45]
highlight that when two components contribute to the realization of specific functions,
this relationship affects the strength between them. Several of these views of functional
similarity are synthesized by Ji et al.[43] into an evaluation of functional similarity via

“three similarity attributes, namely functional connection pattern, functional

compatibility, and functional configuration pattern,” which they express as V;.'I , \/52 and

\/5.3. The values for these can be specified according to the following tables taken from

their paper:
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Table 4.1.1.1 Grade criteria for the functional connection pattern [43]

Grade Criteria Value
Same level subordinate function of main function 0.9
Different level subordinate function of main function 0.3

Different subordinate functions of different main functions, but have 0.1
the input/output function relationship

Others 0

Table 4.1.2.2 Grade criteria for the functional compatibility [43]
Grade Criteria Value

Can exist in a product concurrently, and function fulfillment of a component is necessary to the other 0.9
Can exist in a product concurrently, and function fulfillment of a component is accessorial to the other 0.3
Can exist in a product concurrently, but they are irrelevant 0.1

Cannot exist in a product concurrently 0

Table 4.1.3.3 Grade criteria for the functional configuration pattern [43]

Grade Criteria Value
Both are the necessary and basic function to product 0.9
One is necessary, and the other is optional to product 0.3
Both are the unnecessary and Optional function to product 0.1

4.1.2 Structural Similarity

The physical state of components enables the realization of functions [46] [43]. A
physical structure can be “described as geometric positions and connection forms of
components, such that a geometric position can be measured by the degree of freedom of
the components, whilst a connection form is measured by the welds, fasteners, spacing,
etc.” [43] [47]. Ji et al.[43] in a manner similar to functional similarity synthesized these
into attributes such as “component connection pattern, component assembly tolerance,

and component position pattern” [43]. “These structural similarity attributes can be

s3
V.

s1 s2
expressed as V; ,V;” and V',

respectively” [43], and their values can be specified

according to the following tables:
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Table 4.1.2.1 Grade criteria of the component connection pattern [43]

Grade Criteria Value
Constrained by several contact faces 1
Constrained by several contact points 0.8
Constrained by one contact face 0.6
Constrained by one contact line 0.4
Constrained by one contact point 0.2
No connection 0

Table 4.1.2.2 Grade criteria of the component assembly tolerance [43]

Grade Criteria Value
All contact faces need higher tolerance 1

Part of contact faces need higher tolerance 0.6
No special tolerance request for all contact faces 0.3
No connection 0

Table 4.1.2.3 Grade criteria of the component position pattern [43]

Grade Criteria Value
0 degree of freedom 1

1 degree of freedom 0.8

2 degree of freedom 0.6

3 degree of freedom 0.4

4 degree of freedom 0.2

5 degree of freedom 0.1
No connection 0

4.1.3 CCF-Based component similarity measure

“Components possessing a higher component connection force (CCF) will have a
higher possibility to be clustered into one module” [45] [43]. CCF liaison networks
expressed as a correlation matrix, can be developed to show “pairwise relationships
between components”[43]. “The CCF can be applied to a group of components by
aggregation” [43], and “the prevailing approach to CCF aggregation is by weighted
sum”[48] [43]. By applying this to the correlation matrices for each of the functional and

structural measures, the stage can be set to determine a holistic modularity measure.
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Fig. 4.1.3.1 CCF-based liaison network and the corresponding correlation matrix[43]

4.1.4. Holistic Modularity Measure

Guo [49] presents a total modularity metric “by subtracting the average CCF within
modules from the average CCF between modules” [43]. In doing so tightly coupled
modules are rewarded and connections in between modules are penalized[43]. The final
metric ranges from -1 to 1, where negative values indicate more connections between

modules than within[43]. Ji et al[43] formulate the metric as:

Ny my my Ny m 1y A
YO DR —n+))=> O QR+ > R/ (m,—n +1)(N,—m, +n,—1))
M — k=1"i=n j=n; k=1 i=n, j=1 J=My
G&G Nm
4.1.4.1[43]
where

n, is the index of the first component in the k-th module;
m, is the index of the last component in the 4-th module;
N, is the total number of modules in the product;

N, is the total number of components in the product; and

R; is the CCF of components G and C; in the product.

4.2. MegaModule case study

48



The commercial system and MegaModule system have different levels of modularity.
The difference in modularity can be quantified using the modularity measure developed
by Guo et al. [49]. Before this can be done however, a correlation matrix must be
developed using the methodology proposed by Ji et al. [43]. The first step in their method
is to create a component list for each product. Then, correlation matrices are created for
different dimensions of modularity. These are aggregated into a final correlation matrix

which is used to calculate the modularity metric.

4.2.1. Creation of a Component List

The commercial system and MegaModule system parts lists were used to create a
component lists for each, as shown in Tables 4.1.1.1. and 4.1.1.2. below. The components
lists include a unique component number for each part, and includes a description of the

component function and material.

Table 4.2.1.1 Commercial System component list
Commercial system

# Name Main Function Material

Cl Laminate Convert sunlight into electricity Composite

C2 Frame Strucural support of laminate Aluminum

C3 Jbox Transfer electricity from Polymeric

C4 Grounding Lug Bond grounding cable to Frame  Aluminum

C5 Grounding cable Bond System Copper

C6 Panel clamp Attach module to rail Aluminum

C7 Clamp fastener Attach clamp to rail Stainless steel
C8 Rail Structural support for system Aluminum

C9 Feet Attach rails to roof Aluminum
C10 Feetfastener Attach feet to roof Stainless steel
C11 Bypass Diodes Reduce hot spots Composite

Table 4.2.1.2. MegaModule component list

MegaModule system

# Name Main Function Material

Cl Laminate Convert sunlight into electricity Composite
Attach laminates to frame, house electricals

C2 Polymeric Restraints and transfer electricity PVC/ABS/HDPE

C3 Frame Strucural support of laminate Aluminum

C4 Boomerang Attach module to Solar Ridge Steel

C5 Bypass Diodes Reduce hot spots Composite
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4.2.2. Creation of Correlation Matrices

Correlation matrices were created for the commercial system and the MegaModule
system, using the criteria provided by Ji et al.[43]. Matrices were created for functional
and structural similarity, and material reuse similarity was left out since the team was not
concerned with material reuse at this time. The similarity matrices for each dimension are

shown below.

Table 4.2.2.1 Commercial System — Functional Connection Pattern
c1 Cc2 C3 c4 Cc5 C6 c7 c8 Cc9 Ci10 cC11

C1 o o3 01 01 O01 01 ©O01 01 01 01 O01
C2 0.3 0 0 01 01 09 09 09 09 059 0
C3 0.1 0] 0 0] 0 0 0 0 0] 0] 0]
C4 0.1 01 0 0O 09 09 0 0 0 0 0
C5 0.1 01 0 0.9 0O 0.1 0 0 0 0 0
cé 0.1 0.9 0O 09 o1 0O 09 09 03 03 0
c7 0.1 09 0 0 0O 0.9 0O 09 03 03 0
C8 0.1 0.9 0 0] 0O 09 0.9 0O 09 0.9 0
Cc9 0.1 09 0 0 0O 03 03 09 0O 0.9 0
C10 0.1 0.9 0 0 0O 03 03 09 o059 0] 0
C11 0.1 0 0 0 0 0 0 0 0 0 0

Table 4.3.2.2 MegaModule — Functional Connection Pattern
(on} Cc2 c3 c4 C5

C1 0 01 0 0O 03
c2 0.1 0O 09 03 0
C3 0 09 0 059 0
c4 0O 03 o059 0 0
C5 0.3 0 0 0 0
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C1
C2
C3
C4
C5
cé
c7
C8
Cc9
C10
C11

Ci
C2
C3
c4
C5
Cé6
c7
Cc8
co
Ci10
Cl11

Table 4.2.2.3

Commercial System — Functional Compatibility

c4

0.3
0.3
0.1

0
0.9
0.1
0.1
0.1
0.1
0.1
0.1

C5 C6
0.9
0.9
0.1
0.9

0
0.1
0.1
0.1
0.1
0.1
0.1

0.3
0.9
0.1
0.1
0.1

0]
0.9
0.9
0.1
0.1
0.1

Cc7
0.3
0.9
0.1
0.1
0.1
0.9

0
0.3
0.1
0.1
0.1

Cc8
0.9
0.9
0.1
0.1
0.1
0.9
0.3

0
0.9
0.9
0.1

c9

0.9
0.9
0.1
0.1
0.1
0.1
0.1
0.9

0
0.9
0.1

MegaModule — Functional Compatibility

C1
0
0.9
0.9
0.1
0.9

C2 Cc3
0.9
0
0.9
0.1
0.9

0.9
0.9

0
0.9
0.1

c4
0.1
0.1
0.9
0]
0.1

G5
0.9
0.9
0.1
0.1

0

Ci10 C11
09 09
09 01
0.1 01
0.1 01
0.1 0.1
0.1 01
0.1 0.1
09 01
09 0.1

0O 0.1
0.1 0

Commercial System - Functional Configuration pattern

C1 C2 Cc3
0 0.9 0.9
0.9 0O 0.1
0.9 0.1 0
0.3 0.3 0.1
0.9 0.9 0.1
0.3 0.9 0.1
0.3 0.9 0.1
0.9 0.9 0.1
0.9 0.9 0.1
0.9 0.9 0.1
0.9 0.1 0.1
Table 4.2.2.4

Ci

C2

C3

c4

C5

Table 4.2.2.5

C1 Cc2 C3
0O 09 0.9
0.9 0O 0.9
0.9 0.9 0
09 09 0.9
09 09 0.9
09 09 0.9
09 09 0.9
09 09 0.9
09 09 0.9
09 09 0.9
09 09 0.9

C4
0.9
0.9
0.9

0
0.9
0.9
0.9
0.9
0.9
0.9
0.9

C5 C6
0.9 0.9
0.9 0.9
0.9 0.9
0.9 0.9

0 0.9
0.9 0]
0.9 0.9
0.9 0.9
0.9 0.9
0.9 0.9
0.9 0.9
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Cc7
0.9
0.9
0.9
0.9
0.9
0.9

0]
0.9
0.9
0.9
0.9

C8
0.9
0.9
0.9
0.9
0.9
0.9
0.9

0
0.9
0.9
0.9

Cco
0.9
0.9
0.9
0.9
0.9
0.9
0.9
0.9

0
0.9
0.9

C10 C11
0.9 0.9
0.9 0.9
0.9 0.9
0.9 0.9
0.9 0.9
0.9 0.9
0.9 0.9
0.9 0.9
0.9 0.9

0 0.9
0.9 0]



Table 4.2.2.6 MegaModule - Functional Configuration pattern
Cci Cc2 C3 c4 C5

C1 0O 09 09 03 09
C2 0.9 0O 09 01 09
C3 0.9 0.9 0O 09 o1
c4 03 01 0.9 0O 01
C5 09 09 01 01 0

Table 4.2.2.6 Commercial System, Structural Similarity — Component Connection Pattern
c1 Cc2 C3 c4 Cc5 C6 c7 c8 c9 Ci10 cC11

C1 0 1 0.6 0] 0] 0] 0 0 0] 0 0]
C2 1 0] 0 0.6 0 1 0 0.6 0 0] 0
C3 0.6 0] 0 0] 0] 0] 0 0 0] 0O 08
C4 0O 0.6 0 0O 0.8 0 0 0 0 0 0
C5 0 0] 0 0.8 0 0 0 0 0 0 0
cé 0] 1 0 0 0] 0O 06 0.8 0] 0] 0]
c7 0 0 0 0 0O 0.6 0O 0.8 0 0] 0
C8 0O 0.6 0 0] 0O 08 0.8 0 1 0] 0
Cc9 0 0 0 0 0 0 0 1 0O 0.6 0
C10 0] 0] 0 0] 0 0 0 0 0.6 0 0
C11 0 0O 0.8 0 0 0 0 0 0 0 0

Table 4.2.2.7 MegaModule, Structural Similarity — Component Connection Pattern
Cci Cc2 c3 c4 C5

C1 0 1 0 0O 0.8
c2 1 0 1 0 1
C3 0 1 0] 1 0
c4 0 0] 1 0 0
C5 0.8 1 0 0 0
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Commercial System, Structural Similarity — Component Assembly Tolerance

Cc2

Table 4.2.2.8

Ci10 C11

Ca C5 Cé c7 C8 Cco

Cc3

C1

0.3

Ci

0.3

Cc2

0.3

0.3

C3

0.3

0.3

c4

0.3

C5

0.3

0.3

cé

0.3

0.3

c7

0.3

0.3

0.3

Cc8

0.3

0.3

C9o

0.3

C10
C11

0.3

MegaModule, Structural Similarity — Component Connection Pattern

Table 4.2.2.8

C2 C3 C4 C5

Ci

0.9

Ci

0.3

0.3

0.9

Cc2

0.3

0.3

C3

0.3

c4
C5

0.3

Commercial System, Structural Similarity — Component Position Pattern

Cc2

Table 4.2.2.9

c4 C5 C6 Cc7 Cc8 c9 C10

C3

Ci

C1

C2

0.8

Cc3

ca
c5

Cé6

c7

C8

c9

C10
C11

0.8
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Table 4.2.2.10 MegaModule, Structural Similarity — Component Position Pattern
C1 C2 C3 c4 C5

Ci 0 1 0 0 1
c2 1 0] 1 0] 1
C3 0 1 0] 1 0
c4 0] 0 1 0 0
C5 1 1 0] 0 0

4.2.3. Aggregation of Correlation Matrices

Since this is a very early stage modularity analysis, the team decided to apply equal
weight to each modularity dimension. The tables below show aggregated values for each
dimension and then the final CCF matrix. The final aggregation is the average of the CCF
through all dimensions of similarity.

Table 4.2.3.1 Commercial System, Functional Similarity CCF
C1 Cc2 C3 C4 C5 cé c7 C8 c9 Ci0 C11
(ox} 0.00 0.70 0.63 0.43 063 043 043 0.63 0.63 0.63 0.63
Cc2 0.70 0.00 0.33 043 063 090 090 0.90 0.90 0.90 0.33
C3 0.63 0.33 000 0.33 033 0.33 033 033 033 033 0.33
C4 0.43 043 0.33 000 090 0.63 0.33 033 0.33 0.33 0.33
C5 0.63 0.63 0.33 090 0.00 0.37 0.33 033 0.33 0.33 0.33
cé 0.43 090 0.33 0.63 037 0.00 090 0.90 0.43 0.43 0.33
Cc7 0.43 090 0.33 033 033 090 0.00 0.70 0.43 043 0.33
Cc8 0.63 090 0.33 0.33 033 090 070 0.00 0.90 0.90 0.33
(6°] 0.63 090 0.33 033 033 043 043 090 0.00 0.90 0.33
C10 0.63 090 0.33 0.33 033 043 043 090 090 0.00 0.33
C11 0.63 033 0.33 033 033 0.33 033 0.33 0.33 0.33 0.00

Table 4.2.3.2 MegaModule, Functional Similarity CCF
C1 Cc2 C3 C4 C5
C1 0.00 0.63 0.60 0.13 0.70
C2 0.63 0.00 0.90 0.17 0.60
C3 0.60 0.90 0.00 0.90 0.07
c4 0.13 0.17 0.90 0.00 0.07
C5 0.70 0.60 0.07 0.07 0.00
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Ci
Cc2
C3
c4
C5
C6
Cc7
C8
c9
C10
Ci11

c1
0.00
1.00
0.63
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

Table 4.2.3.3
C3 c4

c2
1.00
0.00
0.00
0.63
0.00
0.33
0.00
0.20
0.00
0.00
0.00

0.63
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.63

Commercial System, Structural Similarity CCF
Cl10 cC11

0.00
0.63
0.00
0.00
0.70
0.00
0.00
0.00
0.00
0.00
0.00

Table 4.2.3.4

Ci
c2
C3
C4
C5

Ci

5
0.00
0.00
0.00
0.70
0.00
0.00
0.00
0.00
0.00
0.00
0.00

Cé6
0.00
0.33
0.00
0.00
0.00
0.00
0.63
0.70
0.00
0.00
0.00

c7
0.00
0.00
0.00
0.00
0.00
0.63
0.00
0.70
0.00
0.00
0.00

Cc8
0.00
0.20
0.00
0.00
0.00
0.70
0.70
0.00
0.77
0.00
0.00

c9o
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.77
0.00
0.63
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.63
0.00
0.00

MegaModule, Structural Similarity CCF

0.00
0.97
0.00
0.00
0.60

C2

0.97
0.00
0.77
0.00
0.77
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C3

0.00
0.77
0.00
0.77
0.00

C4

0.00
0.00
0.77
0.00
0.00

C5

0.60
0.77
0.00
0.00
0.00

0.63
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.33
0.00



Table 4.2.3.5 Commercial System - Aggregated CCF
c1 Cc2 Cc3 c4 C5 cé6 c7 c8 co cio Cc1
C1 0.00 085 0.63 0.22 0.32 0.22 0.22 0.32 0.32 0.32 0.32
Cc2 0.85 0.00 0.17 0.53 032 062 045 055 045 045 0.17
C3 0.63 0.17 0.00 0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.17
c4 0.22 0.53 0.17 0.00 080 0.32 0.17 0.17 0.17 0.17 0.17
Cc5 0.32 032 0.17 0.80 0.00 0.28 0.17 0.17 0.17 0.17 0.17
C6 0.22 0.62 0.17 0.32 0.18 0.00 0.77 0.80 0.22 0.22 0.17
c7 0.22 045 0.17 0.17 0.17 0.77 0.00 0.70 0.22 0.22 0.17
Cc8 0.32 055 0.17 0.17 0.17 0.80 0.70 0.00 0.83 0.45 0.17
(6°] 0.32 045 0.17 0.17 0.17 0.22 0.22 0.83 0.00 0.77 0.17
C10 0.32 045 0.17 0.17 0.17 0.22 0.22 045 0.77 0.00 0.17
c11 0.32 0.17 0.48 0.17 0.17 0.17 0.17 0.17 0.17 0.17 0.00

Table 4.2.3.6 MegaModule - Aggregated CCF
(on} Cc2 C3 c4 C5
C1 0.00 0.80 0.30 0.07 0.65
C2 0.80 0.00 0.83 0.08 0.68
C3 0.30 0.83 0.00 0.83 0.03
c4 0.07 0.08 0.83 0.00 0.03
C5 0.65 0.68 0.03 0.03 0.00

4.2.4. Comparison of modularity

Equation 4.1.4.1. is used to generate the modularity metric for each system. The
aggregate CCF of component C;and C; is used as Rjj. The result is shown in Table
4.2.4.1. below.

Table 4.2.4.1. Modularity Metrics

MegaModue 0.68
Commercial System 0.09

The Mega module is calculated to have a higher modularity than the commercial system.
This was the design intent and was therefore expected. This metric is a quantitative
measure of the design intent, and proves that the two designs are sufficiently
differentiated. This is important because it ensures that the results of the simulation being

performed are relevant because of the difference in design.
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4.3 Verification and Validation

The need to determine modularity is twofold. First, cost reduction is not
proportional to an increase or decrease in modularity; i.e. there is a sweet spot at which
cost is optimized. This requires a measure of modularity for which a cost can be
determined, and then subsequent measures with related costs, so that the sweet spot can
be discovered. Second, the modularity measure provides a method of differentiating
between two different systems. For complex systems, this can support decision making in
addition to visually represented information, drawings, specifications, costs, etc.

Chapter 4 presented the method proposed by Ji et al.[43] for a holistic modularity
measure. It then applied this method to generate a modularity measure for the
MegaModule and a typical roof mounted solar power racking system. The MegaModule
was shown to have a higher modularity of 0.68 compared to a typical commercial system

modularity of 0.09.

4.3. Summary

This chapter looked at the problem of defining modularity. The method proposed by Ji et
al [40] was presented. This method utilizes functional and structural similarity to
calculate a holistic modularity measure. The method was applied to the MegaModule
case study to develop a modularity comparison between it and a typical commercial

system.
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CHAPTER 5

SYSTEM MODELING USING SYSML

In this section, a framework methodology for describing the SPRS will be
presented. This framework will address many of the technical issues identified in the
previous section and will support the development of a lifecycle cost analysis. The
methodology described will use SysML as its primary ontology to support
communication between many diverse groups involved in the process. It begins at a point
where no consistent description of the system exists and ends with a SYSML diagram
and data set to support discrete event simulation. The methodology will be described

within the context of a case study, which will also serve as validation for the framework.

5.1. Methodology

The methodology used to generate a SYSML description follows four steps. First
the problem must be analyzed to determine the necessary activities involved in obtaining
the lifecycle cost. The second step is to perform a field investigation to identify the major
activities taking place. This can be used to create an as is model for the system using a
simple schematic notation. Next, detailed data on activity duration must be collected.
Finally, a SYSML model can be created using the as-is model as a basis. It is important
to create the SYSML model after data collection since the process of data collection may
reveal variations in the process not apparent during the initial investigation. These
variations can be accounted for by modifying the SYSML model appropriately and

relative to the initial paper model.
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Problem Analysis

Field Investigation
& data collection

As-Is Model
construction

Figure 5.1.1 Steps to create As-Is Model

5.1.1. Links to LCA Methodology

These four steps that lead to the development of an as-is model are analogous to
those used to perform an LCA analysis. The activities that serve the problem analysis
stage also serve the LCA goal and scope definition stage, and the end result is an
understanding of the nature of the problem and the problem boundaries. The inventory
analysis of LCA seeks to identify the various elements of the system and energy, mass
and signal flows between them. The field investigation serves a similar purpose in that it
seeks to identify the system and component interactions in reality. The Impact assessment
stage of the LCA seeks to identify the effect of the various flows and components on the
environment and human health. The data collection phase seeks to identify the impact of
the process on the various parameters of interest. For example, in a study on labor
utilization, the data collection will help identify the rates of labor use during each

activity. Finally, an LCA synthesizes the information from all the phases through
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interpretation. The analog to this in the SPRS analysis is the creation of an As-Is model
that represents the system in its entirety. The generation of a SysML model can be seen
as an extension of the interpretation process since it captures the system relationships in

more detail and in a standardized format.

5.2. Problem Analysis

The purpose of Step 1 is to analyze the problem and begin the process of
obtaining a lifecycle cost. To do this the SPRS system must be analyzed at each stage of
its lifecycle. The analysis for an SPRS that exists will differ from one that is still in the
conceptual or embodiment design stage. An existing design will require a review of its
bill of materials, manufacturing processes, installation activities and maintenance
activities. A conceptual design may require conceptual development of manufacturing
processes, installation activities and maintenance activities. Both systems will have areas
of uncertainty because of missing or unknown data. These can be estimated using the
expertise of the design team or individuals involved in manufacturing, installation, and
maintenance. In the following subsections, the case study problem will be analyzed in

detail.

5.3.  Field Investigation and Data Collection

Field investigation and data collection typically involves on site observation of
activities. For existing commercial systems, this can be accomplished by observers
physically present during manufacturing, installation, and maintenance. For a system still
on the drawing board, an existing system can be used as an analogous model [16] as long
as the designer takes into account the differences between the two systems. While the
activities are taking place, the observers must first generate a rough schematic of the
process. The procedure detailed by Goodman et al [50]can then be used. According to
this procedure, the collection team can utilize “flexible site logs to allow multiple
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observers to report time and motion data in a consistent manner across sites”. Raw data
from the site can then be transferred to a data repository which is structured to[50]:

¢ “Enable time efficient and complete data entry” [50];
e “Support investigation of the data and testing of hypotheses” [50];
e “Enable data outliers identified in the analysis to be easily retrieved and

investigated by preserving association with contextual parameters and field notes”

[50].

5.4. As-Is Model construction

The As-Is model is a representation of the synthesis of information gathered in the
prior stages. IDEF can be used to generate a very basic representation that can be easily
understood by multiple stakeholders. For stakeholders who need more intelligence built
into the model, the IDEF model can be used as a basis for a more intelligent SYSML
model. The level of sophistication presented in each of these models can be tailored to
meet the needs of the stakeholder’s that will use the information. Further, the paper
model should be used to rapidly generate process representations during data gathering,
and to quickly capture the variations in the process as separate representations. SYSML
or a more intelligent modeling method should only be used once much of the variation in
process has been understood, and can be represented efficiently with a small number of

models.

5.5 MegaModule Case Study

5.2.1. MegaModule and Commercial SPRS Problem Analysis

This study seeks to identify the labor cost-effectiveness of a new solar power
system known as a MegaModule. The MegaModule seeks to reduce the $/watt cost of
residential SPRS’s, and team desires a quantification of its labor cost reduction. To
accomplish this a typical commercial SPRS is used as a benchmark for comparison. By
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comparing the MegaModule with a typical commercial SPRS, the design team will be
able to evaluate the extent and location of cost savings within the lifecycle. In doing so,
the team can then determine whether the MegaModule meets its cost reduction goals, and
if not, the level of modularity at which it could meet its goals.

A typical commercial SPRS consists of rails, feet, and module attachment
components. The rails are structural components, designed to support the system and
resist wind, snow and uplift loads. In order to resist these loads, the rails must be attached
to structural roof members such as rafters. This is accomplished through the use of feet
that attach to rafters via screws that penetrate the roof surface. This helps transfer forces
from the rails directly to the rafters. Modules transfer down forces such as snow and wind
loads directly to the rails. However, uplift wind loads are transferred to the rails via the
attachment components that typical take the form of compression clips that are fastened

to the rail and apply downward pressure to the module frame.
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Figure 5.2.1.1  Illustration of (a) a typical commercial system[51] and (b) Mega Module on a roof
ridge

5.2.2. MegaModule Data Collection

For the purposes of this case study, distributions of processing times for the
manufacturing activities were assumed based on experience due to the fact that most of
these activities are well understood in modern factories. For the commercial system, data
for the installation phase was collected through actual onsite observations and interviews.
However, the data for scheduled maintenance was obtained by decomposing it into
sequential tasks whereas those for repair maintenance were collected based on the
previous statistical analysis. For the Mega Module system, data were obtained based on
the construction of the prototype and projections of performance over the long term and

using the commercial system as an analog model.
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Scheduled maintenance mainly include tasks of inspection, cleaning collector,
checking collector glazing and seals, checking piping, duct and wiring insulation,
checking roof penetration and support structures. These tasks are procedural and each
task has a relatively stable distribution in terms of labor time. However, for the repair
maintenance, it is more random. Based on an audit in June 2011 by New South Wales
Fair Trading[52] in Australia, 658 solar panel systems were inspected, among which 122
(18.5%) were found to have major defects, such as unsafe wiring - either from a poor
installation, broken panels, solar inverter fault - not working or showing warning lights,
418 (63.5%) were found to have minor defects, including general poor performance, and
118 (18%) were found to have no defects.

Based on this information, defects were categorized into three different kinds, i.e.,
major defects, minor defects, and no defects. We assume equal probabilities for each
major defect (i.e., unsafe wiring, broken panels, and solar invert fault). The repair time is
determined by the installation processes, such as rewiring, replacing broken panels, and

replacing faulty solar inverters.
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5.2.3. As-is Model

However, before building the SysML model of all the processes, overall structural
models should be constructed for both the commercial system and the Mega Module
system, respectively. The system structure is represented by block definition diagrams
and internal block diagrams. The block definition diagrams describe the system hierarchy
and system/component classifications, which are shown in Figure 5 and Figure 6 for the
two solar power systems, respectively.

Based on the structure diagrams, the manufacturing, installation, and maintenance
processes were modeled for both of the solar power systems. Their activity diagrams are

shown from Figure 7 to Figure 12.

bdd [Block] Solar Power System [ Commercial Solar Powrer E—ystemlj

«blocks —L p4 ablocks
Solar Pannel Moausi—# — — — — A mail

g1
eblocks [ 1

p3 =
B block !
1L wblocka
Ground - |
2
sblocks £ e Sl N sblocks
. String —_é.] TG solar Power System
| Homerun |
To Ground To Power Module i,To Roof
G 5 .
L1 LI L1

Figure 5.2.3.1 The block definition diagram of commercial solar power system
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bdd [Activity] Solar Power System Lifecycle | Mega Module Solar Power System _IJ

ablocks
Solar Pannel Module

pl p3

S L ' =t}
wblocks erpz wblocks
Ground | ey Solar Power System .
Homerun
I I
Ij%u Ground Ijau Power Module H&u Foof
L1 LI L1

Figure 5.2.3.2  The block definition diagram of Mega Module solar power system
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Inspection }—H—| Dmdes Test i | 9@
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| Clean '|—|,€__E' Assemble ‘J - |
q Panel [ | and Fasten |
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Figure 5.2.3.3  The activity diagram of manufacturing of commercial solar power system
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Figure 5.2.3.4  The activity diagram of manufacturing of Mega Module solar power system
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Figure 5.2.3.5 The activity diagram of installation of commercial solar power system

act [Activity] Solar Power System Lifecycle [ Mega Module Solar Power System Installation ‘}’J h
Coordinate “Unload Prepare
. é| Module il Hociute lj E‘_ I.Iodur.e
Position Conv&y : Pr&pa.re
Base _K_"’:I Module Base
F .
| _ [ Attach ) " Aftach
" Position { | Base F“-‘\j Module
Module ) .
S—— | Aftach " Attach
] Ground [_|—an Homerun
“Clean Up T " Break )
O JR—E
5 A
Figure 5.2.3.6

The activity diagram of Mega Module solar power system installation

68




" act [Activity] Solar Power System Lifecycle [ Solar Power System Maintenance _}_J

Cieanmg Check [ Check Piping |
@ - inspection - > Callector | e Collestor ' > Ductand Wiring |

s

- E- .,
| Euppﬂrt Lo Replacing
@e Stru{:ture LF ‘IPenetratmns F Antifreeze Solution |

o

4

Figure 5.2.3.7 The activity diagram of scheduled maintenance of solar power system
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Figure 5.2.3.8  The activity diagram of repair maintenance solar power system

5.3 Verification and Validation

Describing systems is critical to communicating relevant information to

stakeholders. System modeling is key to this communication. The method proposed
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utilized paper models for rapid and iterative modeling during data collection, and SysML
for more complex model representations. Chapter 4 presented the general modeling and
data collection method and then described its application to the MegaModule case study.
The MegaModule and commercial systems were described using SysML. Paper models
were not shown as they were used during the data collection process and their relevant
information was contained in the SYSML models. SysML was shown to be an effective
method of capturing the information for solar power systems because of its intelligent

modeling features.

5.3. Summary

This section looks at methodology for modeling and data collection that can be
used as part of the framework. It also introduces the MegaModule concept which will
form the basis of the case study used to validate the methods discussed. The methodology
consists of distinct activities; problem analysis, field investigation, data collection, as-is
model construction. The MegaModule is introduced as part of the discussion on problem
analysis. The problem is described as a comparison of the mega module lifecycle labor
costs with the commercial system lifecycle labor costs, to determine if the design is an
improvement. The next part of the methodology, field investigation is also discussed. The
importance of this is described as a real world mapping of activities to support data
collection. To support data collection, a data collection method used by the SIMPLE Bos
team is presented as a viable method for the case study and framework. As-is models

constructed in SysML are then presented as the final stage of this process.
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CHAPTER 6

ARENA SIMULATION FOR LIFECYCLE COST ANALYSIS

An Arena simulation will help obtain estimated parameter values for each stage of
the lifecycle. Data gathered through the methods outlined in the previous section can be
used to identify probability distributions, which can be used as inputs to the Arena
simulation. The SysML diagram can be used to create the structure of the arena model.
This structure will connect each activity and help discover the interaction of each activity
with activities occurring before and after, as well as provide insight into its role in the
overall system performance. Through multiple cycles and replications, the design team
can obtain an estimate of the design performance over each of the manufacturing,

installation and maintenance stages.

6.1. Methodology

There are three stages to performing a discrete event simulation and obtaining
parameters estimates to support design decisions. The first stage involves analyzing the
input data and converting it into a form that can be used by the simulation model. During
the second stage, the simulation model is built using previous modeling efforts as a guide.
It is then run through a specific number of cycles and replications in order to produce the
parameter estimates. Finally, the output is analyzed and used to draw conclusions about

the design or make design decisions.

6.2. Input Analysis

Data collection is a messy process and requires some post processing to make it
usable. In most onsite activities, there is considerable variation in the time it takes to
perform a task. These variations can occur due to the skill of the operator, environmental

conditions, the tools being used, etc. Often, the sequence of activities may also change.

71



Therefore, the first step to creating a discrete event simulation is to review the data. The
data should be first looked at to ensure that the sequence of events in the SysML model is
consistent with that observed onsite. Any variations should be noted and the design team
can decide whether the models should be changed to accommodate the variations. Once
this is accomplished the data should be analyzed for fit with well-known probability
distributions, or configured for direct input into the model.

Fitting to a probability distribution can be done in a variety of ways. Arena has an
input analyzer included, and programs like MATLAB, Fortran, and R have functions that
help check for fit. These programs typically utilize a process that involves comparing the
data to standard probability distributions, tweaking the distributions and then checking
for fit. The program utilizes goodness of fit tests which may include the > goodness of
fit test or the Kolmogorov-Smirnov goodness of fit test. The design team can use the
results of the input analysis to pick the appropriate distribution with appropriate
parameters. Thus can be input into the Arena block by selecting the distribution name and

adding parameter values in the block properties.

6.2.1. Data input

Input data, provided by GTRI for installation activities, was analyzed using
MATLARB?’s dfittool. In this section, the steps used to analyze the data will be described
for the base preparation activity, which can be considered a representative installation
activity.

The data for the installation was collected by the GTRI team and was captured in
an excel file. The format of the excel file with the data is shown in Figure 6.2.1.1. The
seconds/watt version of the data was first imported into the MATLAB workspace. The
input into the dfittool as shown in Figure 7.2.1.1. Using the “New Fit” dialogue, a
distribution was automatically fitted to the data and the distribution parameters were

noted. Several distributions were used and then compared to determine best fit.
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Figure 6.2.1.2 MATLAB dfittool data input
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Figure 6.2.1.3
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Figure 6.2.1.4  Fitted Lognormal and Log-Logistic distributions

After fitting the distribution, the fit was checked using goodness of fit tests.

Table 6.2.1.1 Distribution parameters and goodness of fit

Coordinate
Racking Module

Fitted

Distribution Lagsomnal
Estimated log(mu):-2.9835
Parameters |log(sigma): 0.7563
Arena log{mean):.0670
Parameters log{std); .0035
Log 55.8145
Likelihood

¥oodness-of- Pacs

fit test

K-5 goodness- e

of-fit test
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6.3. Arena Model

Creation of the Arena Model is made easy by the SysML model and input
analysis. The Arena model process blocks can be configured identically to the SysML
activity diagrams. The processing times for each block can be input using the
distributions identified during input analysis. Any unknown data can be estimated by the
design team and input in lieu of distributions generated from actual data. Entity
generation strategies may be the only departure from the SysML layout. Generating and
discarding entities that drive the system behavior requires some thought on the part of the
simulation team. They must be able to configure the layout to ensure that the entity

pathways match expected system behavior.

6.3.1. Creating the Arena Models

The Arena diagram consists of entities and various specialized blocks that create,
process, terminate, combine, etc. the entities. Entities are the driving force behind events
and block actions in the diagram. Entities are used differently in each representation to

try and accurately capture the sequence of events, many of which are not sequential.

6.3.1.1. Entity Creation

Entities are created using the ‘Create’ block. The parameters of creation are set in
the entity creation dialogue box, shown in Figure 7.3.1.1. In this study, the model was
kept simple by using the standard entity type in the installation and maintenance models,
but due to the need for concurrent process in the manufacturing model, representative
entity types were created. The time between each arrival was also set at a standard

Exponential Distribution. In the manufacturing models, the mean was set at 1 hour, in the
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installation and maintenance models it was set at 1 day. In all models the number of

arrivals was set to be ‘Infinite’.

-

Create ? | 22
M ame: Entity Type:
Ijreate 5 + Entitp 1 -
Time Between Arrivalz
Tvpe: Walle: [ itz
lHandDm [Expa] vl 1 Hours -
Entities per Arrival: bd & Arriveals: Firat Creation:

|| 1 Infinite 00
k. l [ Cancel J | Help

Figure 6.2.1.4

6.3.1.2. Entity Splitting

Example Entity Creation Parameters

The manufacturing models differ from the installation and maintenance models in

that many parts are prepared concurrently before they are assembled into a final product.

Instead of creating separate entities for each part, one entity was created and split to

represent the concurrent production paths. The entities were then combined when the

production paths converged into an assembly action. Figure 6.3.1.2. illustrates the

splitting of the parent entity into entities representing the polymeric restraints and the

aluminum frame components, both of which follow concurrent fabrication parts before

being assembled together.
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Figure 6.3.1.2.1 Entities being split in the MegaModule manufacturing sequence

6.3.1.3. Processes

Process blocks are used to represent the various processes occurring. Process
blocks are used exactly the same way in each model, but with different distributions and
distribution parameters. For activities where data was available, distributions were fitted
and to the data and the result was used as an input to the process block. Figure 6.3.1.3.1.
shows the position module 1 activity, which uses a Lognormal distribution with specific
parameters for mu and sigma. The distribution provides a delay time for each entity, thus
representing the time taken to perform the activity. For activities without actual data,
triangular distributions with estimated mean, max, and min parameters were used. Figure

6.3.1.3.2. shows the use of an estimated triangular distribution.
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Figure 6.3.1.3.1 Process block dialogue for an Installation activity with fitted distribution
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Figure 6.3.1.3.2. Process block dialogue for an Installation activity with estimated distribution

6.3.1.4. Setting up the Experiment

To reduce computation time, each experiment was run only once, so the
replication parameter was set to 1. Default setup parameters were used, but the time units
were changed based on the type of model. Replication length time units for
manufacturing models were set as infinite minutes, for installation and maintenance they
were set as 3000 days. The manufacturing replication length could be set as infinite since
the experiment length was controlled by the number of modules produced by limiting the
number of entities that were created in the experiment. An example of a run setup is

shown in Figure 6.3.1.4.1.

81



"

Run Setup

&3

Fun Speed I Run Contral I Feports | Project Parameters

Replication Parameters

Mumber of Replications:
1

Start Date and Time:

i Amay Sizes I Arena Visuzl Designer

Intialize Between Replications

[7] Statistics [¥] Sy=tem

[ Sundsy . August 03,2014 4:53:46FPM [
Wam-up Period: Time Units:

0.0 [I'U'Iinutes v]
Replication Length: Time Units:

infirte | Mintes v
Hoes Fer Doy

24

Base Time Units: m
| Minutes -

Temi_n_ating_and'rtiu:_:!'l:

) (e [ o

Figure 6.3.1.4.1 Run set up for commercial system manufacturing

6.4. MegaModule Case Study

6.4.1. Input Analysis

Data collection is takes a significant effort to accomplish since it requires many
individuals observing activities over long periods and in different settings. The GTRI
research group which was responsible for developing the MegaModule had collected data
for the installation stage of the commercial residential system. However, there was no

data collected for the manufacturing and maintenance stages. As a result, the design team
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decided to estimate the distributions for each activity that was known to occur in the
stages for which data was not available. The same approach was taken for MegaModule
data collection since it is a conceptual design and has yet to be manufactured. Therefore
the input analysis below was conducted for the installation data of the commercial
residential system.

There was significant variation in the types of systems installed, so that the data
were combined into general activity categories that were observed in the installation
phase. These categories consist of Racking and Modules, Electric and Wire, and Non-
production. Each category contains secondary activities, such as preparation,
coordination, convey, position, etc. Input analysis was then conducted using the dfittool
in Matlab. Among all the fitted distributions, only the best distribution was selected based
on three criteria, including Log Likelihood, Chi-square goodness-of-fit test, and K-S
goodness-of-fit test, except when the best distribution is not available in Arena. In such a
circumstance, the next best distribution was selected. However, for some of the activities,
continuous distributions seem not good enough for them due to lack of data, empirical
discrete distributions were estimated.

Racking and Modules: In the activity of racking modules, 11 secondary activities were

identified for input analysis. They are summarized in Tables 6.4.1.1. to 6.4.1.3.
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Table 6.4.1.1 Input analysis for secondary activities involved in Racking and Modules
Coordinate Unload Racking Prepare Fastener B i
Racking Module Module* Module o e
o L | Discret L I L |
T ognorma iscrete ognorma ognorma
Estimated log(mu):-2.9835 log(mu):-5.9212 log(mu):-5.8601
Parameters |log(sigma): 0.7563 log(sigma): 0.9322 |log(sigma): 0.6174
Arena log(mean):.0670 (0.5,0.045,1,0.022) log(mean):.0041 log(mean):.003
Parameters log(std): .0035 log(std): .0000237 |log(std): .0000055
tos 55.8145 91.9493 158.05
Likelihood ’ ) )
g%ndness-nf-
: Pass - Pass
fit test
K-5 goodness
i Pass Pass Pass
of-fit test

Table 6.4.1.2

*secondary activities fitted empirically

Input analysis for secondary activities involved in Racking and Modules (continued)

Prepare Rails

Prepare Module*

Convey Module

Position Base

Foot* Module Rails
e Triangul Triangul L | L |
Distribution riangular riangular ognorma ognorma
Edinated log(mu):-4.1211; log(mu):-3.9498;
Parameters log(sigma): 0.8389 |log(sigma): 0.8524
Arena Min =.027; Mode | Min =.024; Mode = log(mean):.0231; | log(mean):.0277;
Parameters =.22; Max = .36 027; Max =.031 log(std): .0005 log(std): .0008
Loe 135.761 215.743
Likelihood : ?
gﬁudness-uf-
> Mot Pass Pass
fit test
K-8 goodness-
: Pass Pass
of-fit test

*secondary activities fitted empirically
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Table 6.4.1.3

Input analysis for secondary activities involved in Racking and Modules (continued)

. Attach Grounding
Attach Rails Foot Attach Module :
Base String
Fitted ; | 3 | ] |
P e ognorma ognorma ognorma
e log{mu):-1.7032; log{mu):-2.8255; log(mu):-4.6769;
Parameters |log(sigma): 0.3990| log(sigma): 0.5615 | log(sigma): 0.7429
Arena log{mean):.1972; log{mean):.0694; log{mean):.0123;
Parameters log(std): .0067 log(std): .0018 log(std): .0001
Log 19.7486 71.9139 338.244
Likelihood ] ) Y
&%ndness-nf-
x - Mot Pass MNot Pass
fit test
K-5 goodness
. Pass Pass Pass
of-fit test

Electrical and Wire Management: The electrical and wire management mainly has
four secondary activities, namely attaching strings, attaching electrical equipment,
attaching homerun, and attaching grounding. Other secondary activities with few data
were excluded for input analysis. The summary of input analysis of secondary activities

involved is shown in Table 6.4.1.4.
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Table 6.4.1.4

Input analysis for secondary activities involved in Electrical and Wire Management

Attach Electrical
Attach Strings e : s Attach Grounding | Attach Homerun
Equipment

Fitted

S S Weibull Lognormal Weibull Weibull
Distribution
Estimated a:0.8745; log(mu}:-1.1114; a:0.0866; 3:1.8519;
Parameters b:1.9304 log(sigma): 0.4403 b:3.8851 b:1.6216
Arena Beta:0.8745; log(mean): 0.3626; Beta:0.0866; Beta:1.8519;
Parameters Alpha:1.9304 log(std): 0.0281 Alpha:3.8851 Alpha:l.6216
o8 15.1895 5.11592 40.167 16.3908
Likelihood i : ' i
ngnndness- p
of-fit test e ) ) )
K-5 goodness

5 Pass Pass Pass Pass

of-fit test

(3) Non-production: The non-production activities include three secondary activities,

namely Type II Delay, breaks, and cleanup. The summary of input analysis of them is

presented in Table 3. Since only a few data were collected for breaks and cleanup, only

K-S test was performed to evaluate their goodness-of-fit.
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Table 6.4.1.5

Input analysis for secondary activities involved in Non-production activities

Type Il Delay Breaks Cleanup

i L ! E tial Bet
B T ognorma xponentia eta
Estimated log(mu): -2.5631; mu (1/lambda): a: 2.2079;
Parameters |log(sigma): 1.0119 0.4877 b: 8.2560
Arena log(mean): bl A Beta: 2.2079;
Parameters log(std): 0.0295 Alpha: 8.2560
B 55.9844 3.9464 10.1481
Likelihood ' 4 :
Egndness-nf-
: Pass e 5
fit test
K-5 goodness

: Pass Pass Pass
of-fit test

6.4.2. Arena Model

Arena models were created for both the commercial and Mega Module systems.
A separate model was created for each phase due to differences in time scale for the
manufacturing (i.e., minutes), installation (i.e., hours), and maintenance (i.e., years)

phases, respectively.
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Each of the manufacturing models had a single source of entities to simplify
batching. Copies of the initial entity were created using separation blocks and were used
to represent the major component categories. Entities were then batched using combine
blocks to represent their addition to the module assembly. At the end of the production
run, the entity batches were discarded in their entirety. Each processing step that was
applied to the entities used estimated distributions to model the variability of processing
time in the process. For both the commercial and Mega Module systems, there are three
distinct sub-phases; frame fabrication and assembly, panel and frame assembly, and
electrical component assembly. The commercial system has fewer processing blocks than
the Mega Module. However, their processing times were much less, due to the higher

complexity fabrication and assembly of the Mega Module.
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The installation process has three main parts; racking and mounting system
installation, electrical system installation, and non-productive activities. The process of
commercial system installation was built based on the data collected from the field study.
Processing time distributions were identified through the input analysis described earlier.
As the Mega Module system is still in prototype stage, the distributions were obtained
based on the prototype installation with similar installation procedure of the commercial
system. From the comparison of the two following Arena models, we can see the Mega
Module system has much fewer process blocks and that should lead to a significant
difference in the simulation result. The given standard commercial system has 3 solar
modules, 2 rails, 4 bases and 8 fasteners sets, so that the model was built to ensure the

ratio of different components are constant.
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The major difference between the commercial system and the Mega Module
system is the repair time, which is similar to the time to install depending on the
particular defects in the system. We assume that unsafe wiring is related to the activity of
electrical and wire management. The delay is the aggregation of the four secondary
activities involved, broken panel is related to all the activities involved in the installation
process, and faulty inverter is related to the secondary activities in racking and module.
For minor defects, the repair time is around 30% to 40% of major defects. According to
these assumptions, we can determine the appropriate distributions for each delay in terms

of major defects and minor defects.

6.4.3. Output Analysis

Output analysis of the simulation data was performed using Arena’s output
analyzer. This is a separate tool provided as part of the Arena toolkit. The output analyzer
was used to calculate the classical mean and confidence intervals, which were illustrated
using box plots. The means were then compared using the compare means tool, which
utilized a paired t test. The figures below show the results of the steps described above,

for the installation of the commercial and mega module systems.
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Classical C.I. Intervals Summary -
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Figure 6.4.3.1 Box plots for the commercial and mega module installation labor time

Compare Means - InstallationCommercial | = | = e
Paired-t Comparison of Means Oiff
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Installation + 224228
JT\

Paired-T Means Comparison @

IDENIIFIER ESTD. MERN STANDRRD 0.950 C.I. MINTMIM MAXTMIOM NUMBER
DIFFERENCE DEVIATION HALF-WIDTH VALUE VALUE OF 0B3

Installation 2.26 1.76 0.0199 2.688 1200 30000
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Figure 6.4.3.2 Paired t —test results comparing means commercial and mega module installation
labor time means
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Table 6.4.4.1

6.4.4. Data Interpretation

Summary of simulation results

Arena Model | Manufacturing| Installation | Maintenance
Statistics Mean, Mean, Mean,
Std, .95CIHW | Std, .95CIHW | Std, .95CIHW
Commercial 13, 0.734, 6.13, 1.31, 16.5, 5.74,
System (X) 0.0083 0.0149 0.0651
Mega Module| 14.1, 0.904, 3.87,1.18, 15.6, 5.61,
System (Y) 0.0102 0.0133 0.0635
Difference -1.14,1.16, 2.26,1.76, 0.852, 0.686,
0.0132 0.0199 0.0077
between two
svstems Means are not | Means are not | Means are not
y_ equal at .05 equal at .05 equal at .05
(D=X-Y)
level level level

The results of the DES simulation show that the MegaModule system takes longer
to assemble, but is quicker to install and requires less time to maintain. The paired T test
verifies that this difference in the measures is statistically significant. The MegaModule
therefore meets the desired design purpose, which was to reduce the cost of solar power

in the field, by moving a larger part of the expense to the manufacturing process.

6.5 Verification and Validation

System simulation is needed to generate a stochastic model that can be used to
analyze costs over the lifecycle. The simulation process requires the data collected in the
modeling stage to be prepared for use in the simulation engine. It also requires
assumptions and estimations of processes for which there is no data. Setting up the
simulation in Arena begins by setting up the process diagrams in Arena, and these are
very similar to the SysML diagrams. Input data and simulation parameters can then be
tweaked to come as close to reality as possible. Chapter 6 describes in detail the Arena
simulation as applied to the MegaModule and typical commercial system. It also

discusses the results, which show that the MegaModule has higher labor costs in
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manufacture but lower labor costs in installation and maintenance. This validates the

design intent and intuition of the MegaModule design team.

6.6 Summary

This section presented the simulation component of the framework. The
simulation component is shown to consist of three stages. In the first stage data is
analyzed and used to approximate distributions for each activity. The results of this
analysis are presented. In the second stage, a simulation model is created using the
SysML models as a reference. The models for the manufacturing, installation and
maintenance stages of the process are shown and described. Finally, the results of this
simulation are presented and it is shown that the mega module has a lower lifetime labor

cost, even though its manufacturing labor costs are higher.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

7.1. Conclusions

The framework proposed in this paper has been shown to be a good way to
evaluate the cost of competing designs over the lifecycle. Each area of inquiry relevant to
the research question was investigate and a solution was proposed. The solution was then
validated and verified using the case study of the MegaModule and commercial solar
power system.

Modularity was presented as an area of inquiry because it provides a holistic
method of differentiating between systems. The proposed framework used the method
presented by Ji et al.[43] to measure modularity. Using functional and structural
similarity a holistic modularity measure can be generated and used for the purposes of
differentiation. This method was applied to the MegaModule and commercial system,
with the result that the MegaModule was shown to have a higher degree of modularity
than the commercial system.

The lifecycle of the solar power systems was presented as needing
characterization for the purposes of analysis. This characterization included delineation
into stages and activities within these stages. The framework prosed a delineation of the
lifecycle into manufacturing, installation and maintenance stages based on the different
time durations for activities during these stages. Activities were determined through
observation and experience. Further modeling the design in SysML provided a good
reference for data collection and communication across stakeholders. Further it supported
the level of information required to for the next level of analysis, i.e. the stochastic

analysis of costs.
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The need for a lifecycle analysis method was presented as the final areas of
inquiry relevant to the research question. The need for a viable method exists because of
the high variability of activities throughout the lifecycle. Discrete event simulation using
ARENA was proposed as the solution those need. The method proposed for discrete
event simulation provides a way to utilize collected or projected data to determine labor
costs in the three stages, Manufacturing, Installation, and Maintenance. This method was
applied to the case study and showed that the MegaModule took more labor time in the
manufacturing stage, but saved time in the installation and maintenance stages. Labor
time was used instead of cost since cost is proportional to time in general, whereas labor
rates can vary.

Finally, the case study demonstrated a situation where a lower degree of
modularity led to lower lifecycle labor costs. The method proposed by Guo [49] and Ji et
al[43] was an effective way to measure the modularity difference between each system.
Further variations in the modularity of each design could be evaluated with the same
method to generate a curve to the Frieman curve. This curve would differ in that the x-
axis would measure modularity, and the y-axis would measure labor cost. It is expected
that the curve would demonstrate a “U” shape, with the low cost modularity sweet spot

indicated by the low point of the curve.

7.2. Contributions

The modularity measurement method proposed by Ji et al[43] was a significant
contribution to the framework proposed by this paper. This method is critical to
determining a holistic factor to differentiate between systems. The LCA methodologies
discussed in the literature review section were also important to forming the lifecycle
delineations presented in this framework. They can be used as the basis for modifying the
framework in the event that the systems being evaluated differ significantly from the ones

used to validate this framework.
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Data provided by the GTRI team was critical to the evaluation of the input
analysis method presented. The process of converting the data into appropriate
distributions that can be used by ARENA helped modify the approach. For example,
ARENA’s own input processing tool was used to generate the distributions. However,
use of the MATLAB dfittool provided better options for fitting and more accurate results.
As a result this was chosen as the method of input analysis in the final version.

Further the data collection approach presented by Goodman et al [50] helped
provide critical insight into the process and challenges of field data collection. Field data
collection for solar power installations is wrought with difficulty due to the lack of
standardization. The method presented helps capture and categorize the common
activities observed over multiple installations. This also proved invaluable to the
modeling of the installation process, which essentially strung together these relevant

activities into a coherent sequence.

7.3. Limitations

Since the MegaModule is a concept, real world observations cannot currently be
obtained. In addition, lifetime data required to validate the results will take 25 years or
more to obtain since this is the typical lifespan of a solar power systems. This framework
therefore provides an estimated cost performance that could be affected by a variety of
factors. Some of these factors include the changes in activities and their labor cost due to
automation or changes in the labor supply. For example, automation may make labor cost
negligible in the manufacturing, installation or maintenance stages. This would reduce
the cost advantage of the MegaModule over traditional systems. An increase in
installation labor because of low availability of skilled labor could significantly increase
the cost advantage of the MegaModule.

Market dynamics such as these are analogous to environmental effects in finite

element simulation of structural systems. In the same way that Finite Element Analysis
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(FEA) provides a directional estimate of real world performance, this framework seeks to
provide a rough validation of design intent. Like FEA, better data, more data, and more

representative virtual construction can improve the accuracy of the results.

7.4. Future work

Discrete event programs have tremendous simulation capabilities that were not
taken advantage of in this framework. For example, these programs can be used to
determine the utilization of resources and assets, as well as determine bottle necks and
areas of process improvement. Future work with this framework could include process
improvement and utilization analysis to improve the return on investment (ROI) for the
processes used to manufacture, install and maintain the product. Such analysis would
further increase the accuracy of the framework in estimating real world cost performance
of the system. At the same time it would support an analysis of the feasibility of the new
design within existing manufacturing, installation, or maintenance infrastructures.

The scope of the framework could be expanded to include other renewable energy
systems. Wind power faces similar challenges that solar power faces and this method
could provide a viable means to evaluate competing wind power designs. Further, this
framework could also be used to evaluate existing fossil fuel based energy technologies
over their lifecycle. In doing so it could provide a baseline cost comparison to evaluate
renewable technologies against. In addition to this, the framework could be expanded to
include the environmental effects such as carbon emissions, raw material sourcing, or
waste cleanup to provide a more holistic comparison methodology.

Finally this analysis could be improved considerably with data gathered over the
lifetime of a solar power system. Additional data will help improve the models and
activity durations. Expanding the models with resources and other manufacturing
parameters will also help improve the overall simulation accuracy. Further, a database of

activities and their distributions could be created and published on the internet. This
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could be a central resource for such simulations and provide designers with a
benchmarked and standardized list of activities and parameters. As a results designers can

design better systems with their lifecycle in mind and without reinventing the wheel.
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