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SUMMARY

Near-field thermophotovoltaic (NFTPV) devices have received much attention
lately as attractive energy harvesting systems, whereby a heated thermal emitter
exchanges super-Planckian near-field radiation with a photovoltaic (PV) cell to generate
electricity. This work describes the advancement of NFTPV technology through both
simulations of next-generation devices, and experimental research addressing the
technical challenges faced by NFTPVs, including nanostructured material properties, and
large-area near field heat transfer.

The first part of this proposed thesis seeks to improve the performance of a
possible NFTPV device by using a periodic tungsten grating as the thermal emission
source. The effects on the electrical power generation and the conversion efficiency are
investigated via simulations with different grating geometries. It is found that by using
the selected grating geometry the power output and efficiency could be increased by 40%
and 6%, respectively, over a flat tungsten emitter. The reasoning behind the enhancement
is attributed to a plasmonic resonance that shifts towards lower frequencies at large
wavenumbers.

In the second part, extensive experimental research is undertaken to investigate
the technical challenges in NFTPVs. The optical properties of thin tungsten films, which
may serve as an emitter material, are extracted through spectroscopic measurements, and
are found to be significantly different from reported bulk values due to a wide range of
crystal structures that are present in sputtered films. Furthermore, a heat transfer
experiment is designed and built to measure near-field radiation between two doped-
silicon slabs separated by a submicron vacuum gap. The details of this system and the
sample fabrication show a robust and straightforward method of measuring large-area
near-field radiative heat transfer at distances below 200 nm and extend to distances up to
780 nm. Rigorous uncertainty analysis is performed to validate the results of this

XXi



measurement. These results show the largest energy throughput of submicron near-field
heat transfer to date, and serve to address technical challenges behind practical near-field

thermophotovoltaic technology.
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1: INTRODUCTION

Near-field radiation heat transfer has been an exciting research avenue especially
during the past decade [1]. Fluctuation-dissipation theorem describes that as two media
with different temperatures are brought very close together, photon tunneling can greatly
enhance the radiation heat transfer. One promising application of near-field radiation is
in thermophotovoltaic (TPV) energy conversion devices [2]. With this technology, a
high-temperature source radiates electromagnetic thermal energy toward a photovoltaic
(PV) cell and electrical current can be generated by photons whose energy is above the
bandgap of the PV material. Being small solid-state energy generation devices with no
moving parts, TPVs can be used to recover waste heat from other energy generation
technologies, such as fuel cells or combustion chambers [3, 4].

Near-field thermophotovoltaics (NFTPVs) have been considered to address the
issue of low power throughput with thermal radiation. Using near-field radiation, the heat
flux can increase by orders of magnitude higher as the distance between the emitter and
the PV cell decreases well below the characteristic thermal wavelength [5]. Due to
photon tunneling, radiation with very large wavevectors can travel across the vacuum
gap, resulting in tremendous amounts of energy transported into the PV cell for the
generation of electron-hole pairs [6]. There are still significant drawbacks to using this
technology, and the focus of this work is to address some of these issues. Many of the
topics presented are not exclusively limited to NFTPVs but do effectively help to
overcome the hurdles that limit near-field thermophotovoltaic technologies. Some of the
problems addressed are the lack of detailed simulations for elective NFTPV emitters, the
properties of high temperature thermal emitter materials, and the physical realization of

near-field heat transfer with high power throughput.



1.1 Design of High Performance Near-Field Thermophotovoltaic Emitters

Compared to solar PV cells, TPV devices have an advantage whereby the heated
source can be a micro/nanostructured material, and the emissivity can be tuned to align
with the bandgap of the receiver. Thus, only above-bandgap radiation leaves the source
and the overall energy efficiency can be very high. Periodic grating structures have been
proposed to control thermal emission including tungsten gratings [7], deep gratings [8],
and two-dimensional gratings [9, 10] with great success. Work has been done to focus
TPV emitter radiation to the cell bandgap as well by using thin films [11] and
experimentally using a microcavity emitter [12]. While these devices may be able to tune
the radiation such that the efficiency exceeds solar PV devices, the power throughput per
unit area is still quite low.

Recently, much attention has been going to optimizing the radiative exchange in
NFTPV devices by using a backside mirror [13], thin films [14], graphene [15, 16], and
nanowires [17]. Thus far the analysis of NFTPV devices using structured emitters,
especially gratings, is lacking. Furthermore, the role of gratings in the near-field regime is
not well understood, behaving differently than far-field gratings [18-20].

This work describes the use of a grating structure to enhance the power
throughput of NFTPV devices, while increasing thermal efficiency by ensuring that a
large portion of the radiation entering the PV cell is above the bandgap. The device is
modeled as a one-dimensional high-temperature tungsten grating on a tungsten substrate
transferring energy to a room-temperature Ing 15Gag g2Sb PV cell through a vacuum gap of
several tens of nanometers. Scattering theory is used along with rigorous coupled-wave
analysis to calculate the radiation exchange between the grating emitter and the PV cell.
A parametric study is performed by varying the grating depth, period, and strip width in
the range that can be fabricated using available fabrication technologies. By optimizing

the grating parameters, it is found that the power output can be improved by 40% while
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increasing the energy efficiency by 6% as compared with the case of a flat tungsten
emitter. Explanations for the enhancement mechanisms are investigated and found to be a
surface plasmon polariton resonance that shifts towards lower frequencies. This work
shows a possible way of improving NFTPV and sheds light on how grating structures

interact with thermal radiation at the nanoscale.

1.2 Analysis and Characterization of High-Temperature Thermal Emitter Materials

Thermophotovoltaic devices and particularly NFTPVs require very high operating
temperatures (typically nearing 2000 K) to have acceptable throughput and efficiencies.
This is partly due to the lack of high-efficiency PV materials capable of energy
conversion of low-energy photons, and also due to the T* scaling of thermal radiative
power. Thus it is critical to employ and understand emitter materials capable of operating
as such extreme temperatures.

Tungsten has been used as a high-temperature thermal emission source because of
its good thermal and chemical stability with a melting temperature near 3400°C [21-24].
Tungsten thin films allow for a reliable, high-temperature emission source integrated into
a nanofabricated package. Tungsten gratings or microcavities [25-28], photonic crystals
[29-31], thin-film multilayers [30], and hybrid micro/nanostructures [7] have recently
been proposed as thermal emission sources for energy harvesting applications including
thermophotovoltaic power generation. While some of these use tungsten films as a
thermal emission source and others use them as a metal layer, prior knowledge of the
optical properties is required for all applications. Therefore, it is critically important to
understand the optical and radiative properties of tungsten, particularly in relation to the
effect of microstructures.

Earlier, De Vos [22] measured the spectral emissivity of bulk single-crystal

tungsten from 0.23 to 2.7 um at temperatures from 1600 to 2800 K. Larrabee [23]



reported the spectral emissivity of tungsten in a similar temperature range up to 5 zm,
considering the effects of polarization for various emission angles, and the optical
constants (i.e., complex refractive index) of tungsten were obtained. The total
hemispherical emissivity of tungsten was also measured using a calorimetric technique
[24]. Roberts et al. [32] postulated a superposition formula that includes a summation of
Drude terms and Lorentz terms to obtain the optical constants of tungsten based on the
reflectance measurements in the wavelength region from 0.365 to 2.56 um.
Nomerovannaya et al. [33] determined the dielectric function from 0.265 to 20 zm using
one Drude term and several additional Lorentz terms to describe the interband transitions.
These interband absorption mechanisms have been validated through theoretical energy-
band calculations [34, 35].

Weaver et al. [36] presented the dielectric function of tungsten from 0.15 to 33 eV
using the Kramers-Kronig relation based on the absorptance (0.15-4.4 eV) and
reflectance (4-33 eV) measurements. Additional high-energy data were used from
another study along with an extrapolation. A Drude term was used to extend the optical
properties to the far-infrared region beyond 8.3 gm wavelength [36]. The room-
temperature optical constants of crystalline bulk tungsten were compiled by Palik [37],
which is based on the results from Weaver et al. [36] from the ultraviolet to the far-
infrared. Raki¢ et al. [38] used an optimization procedure to fit the data presented in [37]
with an optical dispersion that includes contributions from both free and bound charges.
Not only can the parameterized formulation capture the fundamental physics, but it can
also facilitate numerical simulations using a smooth curve without the need of
interpolation from discrete data points. Very few studies dealt with the optical properties
of tungsten thin films, which can have very different characteristics compared with

single-crystal tungsten [39-42].



Deineka et al. [39] used spectral ellipsometry in the visible to near-infrared region
to study ultrathin (2 to 8 nm) tungsten films deposited by radio-frequency magnetron
sputtering and analyzed the inhomogeneities with an effective medium theory.
Davazoglou et al. [40] determined the dielectric function of a 200-nm-thick tungsten film
at wavelengths from 0.19 to 0.82 xm and found large disagreement with the bulk values
reported in [33, 36]. Gravier et al. [41] extracted the thickness and optical conductivity of
several transition metals with body-centered-cubic (bcc) crystal structures at wavelengths
from 0.22 to 3.9 um. They measured the transmittance and reflectance at oblique
incidences of films with thicknesses on the order of 30 nm and explained the spectral
variation in the ultraviolet and visible regions by interband transitions. Nestell et al.[42]
and Nestell and Christy [43] investigated the optical properties of different types of
evaporated metal films, including tungsten, with thicknesses from 20 to 200 nm in the
wavelength region from 0.19 to 2.5 um. They report that the optical constants of
polycrystalline thin films are akin to the corresponding bulk values with microstructural
effects factored in. All of the above studies are for the stable tungsten phase (bcc a-W)
and none of them extend to wavelengths longer than 4 zm.

Tungsten will in general form a polycrystalline film when it is deposited, although
amorphous tungsten films have also been observed in as-deposited films [21, 44]. In
principle, tungsten can be annealed to crystallize into a single crystal, but the annealing
temperature would have to reach about 2400°C [22, 23], which is much higher than the
melting point of most substrates. Alternatively, single crystal tungsten can be fabricated
at lower temperatures, but the film would need to be extensively worked via rolling,
drawing, or mechanical deformation [21]. This is impractical for thin-film applications.
Since tungsten films have been considered as an interconnect material in

microelectronics, the structural and electrical properties have been extensively studied



[45-47]. The density, resistivity, and other properties of the film vary greatly with
deposition methods and conditions [44-50].

Tungsten films may exhibit three distinct crystal phases [21, 51-54]. The most
stable one is the a-W bcc phase, with the highest density and lowest resistivity, as in
most studied bulk tungsten and tungsten films. There also exist two metastable phases
that can occur at low deposition temperatures and with small film thicknesses. The f-W
phase is an A-15 type bcc crystal (W3W), which was initially thought to be a W30
compound due to the similar X-ray diffraction patterns [51, 53]. The W phase, which
can only exists in thin films, has a face-centered cubic (fcc) structure and the lowest
density [21, 52-54]. The resistivity values for g-W are generally more than an order of
magnitude higher than that of the bulk tungsten [45, 46]. These metastable crystal phases
will transform irreversibly to o-W at elevated temperatures [21, 49, 54, 55]. At present,
the infrared optical properties of thin-film tungsten are not well understood, particularly
for the metastable phases.

The present work focuses on the radiative and optical properties of thin tungsten
films at wavelengths from 1 to 20 um (wavenumbers from 10,000 to 500 cm™),
considering microstructural variations. Four films of a nominal thickness of 70 nm were
deposited on silicon substrates using DC magnetron sputtering, and the effect of pre- and
post-deposition treatments was investigated. Several analytical instruments were used to
characterize the crystalline phases and microstructures, including X-ray diffraction,
Rutherford backscattering, X-ray photoelectron spectroscopy, and scanning electron
microscopy. The transmittance and reflectance of the film-substrate composites were
measured at room temperature using a Fourier-transform infrared (FTIR) spectrometer.
The dielectric function of each sample was obtained by fitting the measured radiative

properties using the Drude-Lorentz dispersion model. The difference in the radiative



properties between samples was analyzed and related to the crystalline phases and

density.

1.3 Experimental Investigation of Near Field Heat Transfer

Near-field radiation heat transfer has been an exciting research avenue over the
past several years. Fluctuation-dissipation theorem describes that as two media are
brought closer together, evanescent waves are able to couple, and photon tunneling can
greatly enhance the heat transfer [56]. This allows for us to shatter the previous
blackbody radiation limit by a factor of ten times at spacings significantly lower than the
characteristic wavelength of radiation. Near-field technology has a lot of potential
applications such as high-resolution imaging [57], near-field thermophotovoltaic systems
[56], near-field cooling [58], and near-field thermal rectification [59]. While the theory
and applications of near-field heat transfer are well established, experimental work is
lacking. Several groups have demonstrated the existence of near-field heat transfer
between an AFM tip and a flat surface [60-62], and have achieved gap spacings down to
100 nm. However, this is fundamentally limited for applications due to the low power
throughput. Near-field effects between large planar areas have also been investigated [63,
64] but the improvements over blackbody radiation have been modest. Recently, Ito [65]
has measured planar near-field radiation at gap spacings of 500 nm, and Lim [66] used a
MEMS device to measure radiation at a 400 nm spacing. However, it is essential to
demonstrate near-field radiation between even lower spacings with high heat fluxes.

The objective of the present work is to obtain experimental evidence of near room
temperature near-field radiation between planar geometries with an area of 1 cm? at
submicron gap spacing. The specimens used in this study are fabricated using
conventional photolithography techniques such that two pieces of silicon wafers are
suspended by a sparse array of silica nanoposts. This method can create a controllable

vacuum gap between the two pieces of silicon with minimal conduction heat transfer
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contributions. Through careful sample preparation, the flatness of each piece is assured,
and a nanoscale vacuum gap can be achieved across the entirety of the 1 cm? area. This is
measured and confirmed using a Fourier transform infrared spectrometer (FTIR)
according to the effect of wave interference caused by the gap. The sample fabrication
process will be elaborated on with extensive characterizations performed using
techniques such as confocal microscopy, laser profilometry, scanning electron
microscopy (SEM), and FTIR. Furthermore, the silicon wafers may be doped or coated
with another thin film, or replaced by silica plates.

A high-vacuum thermal measurement setup has been developed. This steady-state
system is capable of measuring a temperature drop using differential thermocouples and
the heat flux across a test specimen independently using a heat flux gage to determine the
thermal properties. By modeling the heat transfer phenomena, clear evidence of near-
field radiation heat transfer far exceeding the blackbody limit is anticipated even above
room temperature. The details of the experimental apparatus will be discussed, including
the design, instrumentation, data acquisition, and calibration procedures. Measurements

of the radiative heat flux between submicron vacuum distances will also be presented.

1.4 Qutline

This thesis is divided into seven chapters. Chapter 2 goes through the detailed
theoretical background needed for modeling throughout this work. The chapter begins
with the calculation of reflection and transmission through thin films, and the modeling
of optical properties of multiple layers of thin films on coherent and incoherent substrates
will be shown. Next, an introduction to near-field thermal radiation is given, which will
be an important topic throughout most of this thesis. Several formulations will be shown
including heat transfer between semi-infinite media, a Green’s function formulation for
modeling finite layers, and scattering theory with rigorous coupled-wave analysis for

modeling grating structures. Chapter 3 will detail the major instrumentation used and
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developed in this work. This begins with the usage of FTIR spectroscopy for the
measurement of optical properties of thin films, and the measurement of a near-field
vacuum gap. The main topic in Chapter 3 is the development of a heat transfer
experiment for near-field radiation measurements, and this will cover the design,
analysis, construction, and calibration of the equipment with detailed uncertainty
analysis.

Chapter 4 begins the main body of this work, with the design of a near-field
tungsten grating emitter for near-field thermophotovoltaics. This begins with the
numerical analysis required and covers a broad parametric sweep of emitter geometries.
One emitter geometry has been chosen to investigate further, and the details of the
enhancement mechanisms are investigated. Chapter 5 describes the extraction of the
complex refractive index of thin tungsten films in the infrared region. Measurements are
shown to determine the morphology and crystal structure of the films, and FTIR
measurements are analyzed to produce a continuous refractive index for each film.
Chapter 6 studies the measurements of near-field thermal radiation. The sample design
and fabrication is discussed, followed by detailed analysis of all of the samples that
showed near-field radiation with some uncertainty analysis. Finally, Chapter 8 outlines
the main conclusions found in this thesis with avenues for the continuation of this

research.



2: THEORETICAL BACKGROUND

This chapter seeks to lay out the theoretical background required to reproduce the
results in this work, which focuses on investigating and exploiting the subtle ways in
which thermal radiation changes behavior as length scales decrease. This begins with the
formulation necessary to model the effects of constructive and deconstructive
interference within a thin coherent film as explained in Section 2.1. The next several
formulations will be detailed in Section 2.2 to describe the nature and methods of
modeling near-field thermal radiation as it applies to multilayered structures, semi-

infinite plates, and periodic gratings.

2.1 Radiative Properties of Thin Films

2.1.1 Reflection and Transmission within a Thin Film

For light incident on a plane parallel surface, the reflectance and transmittance of
a plane wave can be calculated through the complex Fresnel coefficients. Here, light
incident from medium 1 with an oscillating electric and magnetic field will have some
energy transmitted into medium 2 and some energy reflected back to medium 1 [67]. This
is found through knowledge of the z-component of the wavevectors and the properties of
the media. For nonmagnetic media with a unity magnetic permeability, the Fresnel
reflection coefficients can be written as

E klz — kZZ

r
== (2.1)
Ei k1z + k22

loTE =

r _Hr _ kiz/&1—Kap /€5 (2.2)
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where k, is the wavevector perpendicular to the plane of incidence and ¢ is the complex

dielectric function of the medium. Here the transverse electric (TE) component (also
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referred to as s-polarization) is found through the ratio of the reflected to incident electric
fields while the transverse magnetic component (TM or p-polarization) is found through
the ratio of the reflected to incident magnetic fields. A similar formulation for the

complex transmission coefficients can be used to find

2k
t =~z 2.3
12.TE <k, (2.3)
2k, /&
tyry = ——22l 4 2.4
12T Ky, /&1 +K, /&1 (24)

These equations form the basis of the optical formulations used here, however
these only predict the optical properties at a single interface. To model the reflection and
transmission through a free standing film as shown in Figure 2.1, the reflection and
transmission through the bottom layer must be modeled as well. If the film thickness is
on the order of the wavelength of the incident radiation, the phase of the light will be

preserved within the film.
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Figure 2.1. lllustration of reflection and transmission through a thin coherent film with multiple
reflections shown.
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Since the radiation is a propagating wave, the phase of the electric and magnetic

fields will acquire a shift of
ﬂz%«/ng—nfsinzel (2.5)

Here the thickness of the film is, d, the wavelength in vacuum is A, and the incident

angle is 8. The complex refractive index n =2 is used, and it should be noted that both
the refractive index and complex dielectric function are strong functions of the
wavelength or frequency. At the bottom interface, the wave will be partially reflected
again, and acquire a further phase shift. When this reaches the first interface, there is the
potential that this reflected wave can be in-phase or out-of-phase with the incident light,
causing constructive or destructive interference. This causes interference fringes in either
the reflected waves or the transmitted waves. Even if the refractive index is constant, this
effect will cause a period variation in the reflection and transmission with the frequency.
This can be predicted using the free spectral range

1

Ay =——
2nd

(2.6)

This predicts the frequency or wavenumber difference between one full period of the
interference fringe.

Here the transmission and reflection coefficients for the film can be found as

2ik, »d
tiotyypse”
r=r,+ 2k 54 (2.7)
1— r21r23e !
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Here the Fresnel reflection coefficients are found for the correct polarization. Finally the

spectral directional reflectance and transmittance can be found.
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R=rr (2.9)

Re(ks
Tre = Lj)tt* (2.10)
Re(klz)
Re(ks, /&), -
Ty = ———=tt 2.11
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For thermal radiation the polarization is random, and the reflectance and transmittance
should be averaged over both polarizations.

It should be noted that the interference pattern will become more closely spaced
as the film thickness decreases, and this does not have a physical lower limit. For a very
thick film, clear interference patterns can be seen as long as the surfaces do not have
significant scattering. However, the free spectral range may be too small to be resolved
by most instruments. Unfortunately, calculations of the optical properties are not subject
to resolution limitations and spectral averaging must be used. Here the spectrally
averaged transmittance can be found through

()= () (2.12)

v—ov
where the integral average over a small range ov can be found. This range must be large

enough such that multiple interference fringes are included, and can lead to limitations on

the resolution of the computation.

2.1.2 Multiple Coherent and Incoherent Layers

A free-standing thin film is generally not of any use, and must be placed on a
substrate or in a stack. This section will outline the methodology to find the reflectance
and transmittance that arises from a thin film on a thick incoherent substrate as well as an

arbitrary stack of films.
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Ray tracing allows for the determination of the reflectance and transmittance
through a standing film as discussed above, but a similar formulation can be used to find
the transmittance and reflectance through a thick incoherent slab by ignoring the phase
information through the layer. This treatment can be extended by considering a thin
coherent film on the top and/or bottom of a thick incoherent substrate, as shown below in
Figure 2.2.

In this formulation, ray tracing is used to preserve the phase information for
calculation of constructive and destructive interference within the thin films, but
eliminates the need for spectral averaging in a thick substrate. This is a relatively

common physical model and is used extensively in Chapter 5. Here, the reflectivity p

and transmissivity z can be found depending on the situation. If the layer is a thin film,
or a thin film stack, then Equations 2.9 through 2.11 should be used in place of these
values for the correct bounding media. If there is no film, and the interface is only
between the substrate and air or vacuum, then Equations 2.1 through 2.4 should be used
to find the reflectivity and transmissivity. Here it should be noted that the subscripts ‘a’
and ‘b’ refer to incidence from the air or substrate, respectively, while the subscript ‘s’

refers to interactions at the bottom interface where there is no incident radiation.
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Figure 2.2. Schematic showing the reflectivities and transmissivities for a thin film on thick
substrate model.

With the reflectivities and transmissivities calculated for all of the pertinent
interfaces, the total transmittance and reflectance can be found. Note that these must be

calculated individually for TE and TM waves.

2 2
R=p, +—27% (2.13)
1-psppr
T=—050 (2.14)
1-psppr

It should be noted that the transmittance is the same regardless of whether radiation is
incident from the top or the bottom; however the reflectance does change if the top and
bottom layers of films are not the same. This case will be important for modeling a single

thin film on a silicon substrate in Chapter 5, and the reflectance will be broken down into

two values, Ry and R, representing the reflectance from the film-side or the substrate

side. To solve for the substrate-side reflectance, the same formulation is used, though the

location of the film is switched in Figure 2.2.

15



This methodology requires a single layer to be incoherent, but a stronger method,
the transfer matrix method allows for the prediction of the reflectance and transmittance
of any number of layers by assuming they are all coherent. It is through this method
combined with the thin film on thick substrate model that multiple layers of films can be
incorporated into Figure 2.2.

The transfer matrix method separates the electric and magnetic fields into forward
and backwards propagating waves through an arbitrary layer, and the amplitudes are
solved for. Eventually the ratios of the incident, reflected, and transmitted amplitudes are
found which represent the overall transmittance and reflectance. TE and TM waves must

be considered separately, but the electric field in any layer for a TE wave is given by
Ei(2)= Aﬁeikiz(zi_zifl) N Bie_ikiz(zi ~2j_1) (2.15)
By preserving the boundary condition that the tangential component of the electric and

magnetic fields must be continuous across an interface, the amplitude in any layer i can

be related to the amplitude in the next layer i+1 through

P } =P DHDH{A‘“} (2.16)
B; Bi.1
Here the propagation matrix preserves the phase within the layer and can be found as
o ikizdz 0
P = 2.17
! 0 oikizd; (2.17)

for any layer except the first, where the propagation matrix is simply the identity matrix.
The dynamical matrix captures the change in wavevector across the interfaces and can be

found as

D_{ 1 1 } (2.18)
' kiz/ﬂi _kiz/ﬂi '
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Here, the possibility of a magnetic material is considered as the magnetic permeability u

factors into the dynamical matrix.

The matrix multiplication in Equation 2.16 can be repeated to find the field
amplitudes of any layer, and when this is applied to all N layers of the thin film stack,
including the first and last semi-infinite layer, the incident amplitudes can be related to

the transmitted amplitudes through the transfer matrix M.

Al 100 {AN} {AN} {Mn Mlz}{AN}
= | IrD D =M = 2.19
{Bj ];[l i i+1 BN BN |\/|21 |\/|22 BN ( )

This can then be solved for the reflectance and transmittance through

2

R:‘M (2.20)
Mll
Re(kng [ 1)| 1 [
= Nz ' HN (2.21)
Re(ky, / 14) Mll‘

The TM waves are handled slightly differently, where the magnetic permeability x in

Equations 2.18 and 2.21 is swapped for the dielectric function &, and the amplitudes of
the magnetic fields are solved for instead of the electric fields.

While this method has the strength to handle transmission and reflection from any
situation of plane layers there are drawbacks in terms of computational time and
preserving coherence. A very common physical situation is to have a thick substrate for
mechanical support, which when modeled with the transfer matrix method will show
interference fringes every 6 cm™ for a 500 pm thick silicon substrate. This completely
obscures any important spectral variations and spectral averaging must be used in order
to make sense of the optical properties. This formulation is used in Chapter 6 to model a

thin film of air between two thick layers.
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2.2 Near Field Thermal Radiation

The emission of radiative power is typically formulated from an indirect method.
In this, the emittance of a material is found from Kirchoff’s law equating the emissivity
and absorptivity in thermodynamic equilibrium [68]. This emittance can then be used to
find the emissive power as a proportion of Planck’s blackbody distribution. For a diffuse

grey surface this reduces to the well-known formula
Q=ecAT? (2.22)

where the heat rate can be found as a function of the temperature to the fourth power.
This sets a fundamental limit for radiation as the emittance ¢ cannot exceed unity.

In reality, thermal radiation is the excitation of electric and magnetic fields caused
by minute oscillations of charge carriers that are vibrating due to thermal motions.
Through simulating these fields, the true nature of radiation is made clear, and it is found
that improvements over the blackbody limitation can be made when the fields are very
close to the emitting body. Consider a transverse electric field acting in the y-direction
crossing the interface between an optically dense medium to an optically rare medium.
The electric field can be expressed as

E = JE exp(ik, z + ik X — icot) (2.23)

Note that i represents the imaginary number in this case, and the bold typeface for E
denotes a vector quantity. Here the boundary conditions require that the wavevector
component in the x-direction remains constant after crossing the interface, and the z-

component of the wavevector will change according to the magnitude of the wavevector.

2
k2 +k 2 =ko? =n? 2 (2.24)
Co

If k, is large in the emitting medium where n is large there is the potential that k, must

be imaginary after entering the medium with a smaller refractive index. In this case
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Equation 2.23 shows that the electric field should be exponentially decaying with the z-

direction. This is referred to as an evanescent wave, and is shown in Figure 2.3.
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Figure 2.3. Schematic showing near-field radiation between a hot and cold body.

For thermal radiation, this electric or magnetic field only extends a few microns
from the surface. However, if a third medium is brought close enough to the first, then
the electric field can tunnel across the vacuum gap. Furthermore, the evanescent magnetic
fields excited from the third medium can couple with this wave to create a real-valued

Poynting vector defined by

(S, (1, @)) =%Re[E(r,a))x H'(r,0)] (2.25)

at some position vector r and frequency m. The asterisk here represents the complex
conjugate operator. Here the magnetic and electric fields can have large imaginary
components and the cross product yields a real value. The component of the Poynting
vector in the z-direction is used to find the power transmission through a medium.

This is known as near-field thermal radiation, and can exceed blackbody radiation
by orders of magnitude. The following subsections handle the treatment and formulation

necessary to simulate the electric and magnetic fields to be used in Equation 2.25.
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2.2.1 Fluctuation-Dissipation Theorem

To account for the fluctuations in the electric and magnetic fields, Ampere’s Law

needs to be modified slightly [69]
VxH(r,0)=—iweE(r,0)+J,(r,0) (2.26)

From here, the theory of fluctuational electrodynamics put forth by Rytov [70] predicts

the ensemble average of thermally driven currents at any position r through all positions

r,

(3ri (r@) 31 (r'e)) = %e"(r, ®)0(0,T) 55 (r—r") (2.27)

where @(a),T) is the mean energy of the Plank oscillator at temperature T, &, is the

permittivity of free space, &" is the imaginary component of the dielectric function at

spatial coordinate r, &, is the Kronecker delta, and &(r—r") is the Dirac delta function.

The energy of Planck’s oscillators is found

ho
O(wT)= exp(ho/kgT )1 (2.28)

where 7 is Plank’s constant divided by 27 and Kk is the Boltzmann constant.

At this point, Equations 2.27 and 2.26 along with Maxwell’s Equations can be
used to find the electric and magnetic fields in the medium, and Equation 2.25 can find
the power. Unfortunately, further treatment is needed to handle crossing an interface.
Following treatment by Sipe and Francoeur [71, 72] the electric and magnetic fields in a

multilayered structure can be found using Green’s functions.

E(r,a))=ia),uJ‘ E(r‘,rs,a))-\]r(rs,a))dsrs (2.29)
Vs

H(r,a)):J.V l=“(r,rs,a))-\]r(rs,a))d3rS (2.30)



This uses the dyadic Green’s function for the electric field, 6, and magnetic field, l_“,
integrated over the entire volume containing the source current to find the electric and
magnetic field in any layer. The details on how to evaluate the dyadic Green’s functions

are long and complicated and can be found from [72].

2.2.2 Heat Transfer Between Semi-Infinite Plates

While the method of solving the electric and magnetic fields through the Green’s
functions is general, the computation is extensive and prone to numerical errors. As such,
a simpler formulation is desired when considering two opaque or semi-infinite surfaces
separated by a vacuum gap, as shown in Figure 2.3. Following the approach set by Polder
and Van Hove [73, 74], the Poynting vector can be simplified through the use of
fluctuational electrodynamics and the Green’s functions to yield a form

q":813 [ 1T [ &lokeky)dkydky [O(0T)-0(0T,)]do  (231)
70

—00 —00

Where the heat flux can be found from the integration of the z-component of the Poynting

vector over all frequencies. This is found through the integration of an energy

transmission coefficient é(a),kx,ky) which depends on the in-plane wavevectors. This

formulation will be modified as needed in this section and the next, but the
transformation into a form that can be quantified using a single value is important.

If only semi-infinite isotropic media are considered as shown in Figure 2.4, the
energy transmission coefficient can be simplified and recast in terms of the Frensel
coefficients given in Section 2.1.1. Here the two semi-infinite media, 0 and 2 are
separated by a non-absorbing gap of thickness d. Note here that the wavevector has been
shown in cylindrical coordinates since the properties are assumed to be isotropic in the

plane of incidence.
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Figure 2.4. lllustration showing the conventions for near-field radiation between semi-infinite and
a nanoscale vacuum gap.
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Equation 2.32 gives the heat flux as a function of the spectral variable, and
requires integration over the frequency to give the heat rate. Otherwise, the form is very

similar to Equation 2.31, though the wavevector integration is broken into two cases. The

first integration between 0 to Kk, represents radial wavevectors that do not necessarily

create an evanescent wave, and this integration should be thought of as the integration of
propagating waves. The second integration is for waves that are necessarily evanescent.
While separate treatment is not required for these two cases, the simplifications arise
from the evanescent integration. An interesting consequence of this formulation is that
the calculation only involves Equations 2.1 and 2.2, and the computational time is very

much reduced from the method in Section 2.2.1.
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2.2.3 Scattering Theory

Aside from thin film stacks and bulk materials, micro and nanostructured
materials are important for near-field heat transfer. In this case, a periodic one-
dimensional grating geometry can be used to increase the heat transfer in a tunable
frequency range depending on the geometry of the grating. The near-field heat transfer
can be obtained between a periodic grating and a flat slab as seen in Figure 2.5 through

the framework of scattering theory [75, 76].

Figure 2.5. Desired geometry to simulate.
Here, the integration limits on Equation 2.31 are changed slightly because the k,

wavevector will only be considered in one period of the grating.

o | o 7z/P
0= | [ ok )dkdk, [O(0T)-0(0T,)]do  (233)
8z 0 L—o-7z/P

Again, the function ®(a),T) represents the average energy from Planck’s oscillator at a

given angular frequency and temperature, and §(a),kx,ky) is the energy transmission

coefficient. Scattering theory allows the expression of the transmission coefficient as [20]
£ ky ky) = Tr(DWlD’fWZ) (2.34)

Here the operator + represents the Hermetian adjoint. The scattering matrices can be

evaluated from
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D=(1-5S,) " (2.35)
W=3" o5 > sl s, S -3 s (2.36)

w2=ZfW —ngstz+ngiw —ijsz (2.37)

Here S, =R, and S, =e™ IR 0? where, R, and R, are the reflection matrices for

the interfaces between the vacuum gap and medium 1 and medium 2, respectively. These
are obtained by using rigorous coupled-wave analysis (RCWA). In RCWA the optical
properties of the grating region which is necessarily composed of solid and vacuum are
expressed as an infinite series to remove discontinuities. The incident wave is also
transformed in such a way, and the boundary conditions whereby the tangential electric

and magnetic fields are equal across the interface can obtain the unknown Rayleigh terms
which constitute R; and R,. The operators wa here identify propagating and

evanescent modes with the superscript pw and ew, respectively, and travelling forwards
or backwards waves with the subscript 1 and -1. The definitions of these operators and

the reflection matrices are presented in [20, 77].
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3: INSTRUMENTATION

Much of the work presented in this thesis is based on experimental measurements,
and Chapter 3 seeks to describe the major instruments and techniques that are important.
For instrumentation that is novel to this work, the design methodology as well as the
implementation will be detailed, along with the procedures for data acquisition and
refinement. This chapter will detail the procedure of obtaining accurate FTIR
measurements in Section 3.1 along with describing the design and usage of a custom
reflectance accessory to measure the spectral infrared reflectance of samples under a
spring load. Section 3.2 describes the design and development of a one-dimensional
thermal resistance measurement. Details on the individual components will be given and
the operating procedure will be detailed. A detailed calibration has been conducted with
this system, and from this the accuracy of the measurements are obtained. While much of
the experimental work detailing sample fabrication and characterization is important,

these topics will be discussed in the appropriate chapters.

3.1 Fourier Transform Infrared Spectrometry

An ABB FTLA-2000 FTIR was used for spectroscopic measurements in the
spectral range from 500 to 10000 cm™ (corresponding to the wavelength region from 1 to
20 um). A globar source was used for the far-infrared signal with a separate near-infrared
source, and a pyroelectric DTGS (deuterated tryglycine sulfate) detector was used for
signal collection. A ZnSe window limits the lowest wavenumber to 500 cm™, while the
strength of the signal is the limiting factor for high-wavenumber measurements, and
useful data up to 14000 cm™ can be obtained. The minimum resolution of the machine is
1 cm™, though this resolution is not used in this work due to the unwanted measurements

of interference in the substrate media.
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This instrument was used for the determination of the complex refractive index
for thin tungsten films in Chapter 5, as well as the determination of vacuum gap spacing
for mated samples used in Chapter 6. This section will highlight some of the salient and

important characteristics of this machine, as well as the modifications made.

3.1.1 Measurement of Tungsten Film Reflectance and Transmittance

Nitrogen gas was introduced to purge the optical compartment to reduce the
absorption due to CO, and water vapor. This was allowed to stabilize in the machine for
at least 30 minutes prior to operation. Samples were inspected for dust and cleaned as
needed using compressed air or isopropyl alcohol before measurement. Each
measurement consisted of 256 scans to reduce signal noise with a spectral resolution of 8
cm™. Background signals to establish the initial intensity as well as to remove the gas
absorption signals from carbon dioxide and water vapor were repeated every half hour to
prevent changes in the gas absorption.

Normal incidence transmittance was measured using a sample holder with an
aperture of 6 mm perpendicular to the beam. This allows for a half-cone angle of 6°,
though for reasonably isotropic materials, the radiative properties should be invariant
below 20° [67]. Measurements were made three times for each sample, taking
measurements incident on both the film and substrate side, and these three measurements
were averaged. The sample was removed and replaced in between each of these
measurements. These measurements are compared against a background spectrum as the
transmittance is necessarily a ratio of incident versus transmitted radiation. The
background was taken with the sample holder creating the same reduced aperture with no
sample. Then the transmittance can be found as from the ratio of the measured sample

and background signal intensities.

T = Jsam (3.1)
Y
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The near-normal reflectance was measured with a Pike Technologies 10-spec 10°
incidence reflectance accessory, using a gold mirror as the background reference. The
reflectivity of this mirror is calculated from optical constants of Au presented in Palik

[37]. From this, the reflectance can be determined for each measurement as

|
R=Rpy " (3.2)
BG

The aperture of the sample holder was 9.5 mm with the 25 mm sample placed centered
over the opening. Each measurement was repeated three times, and the averaged results
are presented here. Again, the sample was either removed or flipped between
measurements to include any potential alignment errors. It has been seen that the
placement of the sample and the mirror can create errors of up to 10% if the placement is
not correct. For this reason, the measurements of the film-side and substrate-side are
individually averaged. The accuracy of the background gold mirror measurement was
checked before and after each sample to ensure the integrity of the background. When
this signal was off by more than 2% from the previous background measurements, the
results may be untrustworthy, and the previous sample was remeasured. The estimated
uncertainty in the measurements is 0.01 for transmittance, and 0.03 for reflectance.
However, for transmittance less than 0.1, a relative uncertainty of 10% may be used as
long as the transmittance is greater than 0.005. A more detailed description of the setup

can be found in [78, 79].

3.1.2 Reflectance for Vacuum Gap Determination

Chapter 6 will detail the design, creation, and measurement of silicon samples that
have a plane-parallel vacuum gap for photon tunneling. The thickness of this vacuum gap
is validated using FTIR spectroscopy prior to the heat transfer measurement. The sample

behaves as though it has two incoherent doped-silicon layers 500 um thick sandwiching a
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thin coherent layer of air or vacuum. The thickness of this layer will create a unique

interference pattern, as shown below in Figure 3.1.

Interference Patterns at different gap Spacing

Reflectance

0 2000 4000 6000 8000 110*

wavenumber [cm-1]

Figure 3.1. Reflection spectra for vacuum gaps sandwiched between undoped silicon. The
interference patterns caused by the gap spacing are clearly seen.

Here the power of this technique is clearly seen, as the gap spacing can be clearly
delineated between 100 nm, 400 nm, and 800 nm based on the interference fringe
spacing. However, for the distinction of smaller increments, the difference is less
obvious, and a high degree of accuracy is required. It is shown somewhat in Figure 3.1
for the 100nm and 400 nm calculations, but low gap spacings will not show multiple
interference fringes like is seen with the 800 nm signal. In some cases the location of the
reflectance peak can determine the gap spacing, however for accurate determination

within 20 nm, accurate numerical comparison over the entirety of the signal is required.
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For this reason, extra optical metrology equipment was designed and implemented to
give more concrete numerical analysis.

One immediate challenge with this technique versus the previous FTIR
measurements is that only one measurement is available. Since the sample is symmetric
about the vacuum gap, the front-side and back-side reflectances will be the same (as
opposed to the film-side and substrate-side reflectances). If the transmittance could be
measured, then two independent curves can be used to determine the gap spacing.
Unfortunately, the transmittance sample holder used in Section 3.1.1 could not be used as
it placed too much lateral force on the samples, causing the samples to break. Since the
two samples are held together only through weak Van der Waal’s forces, they are very
fragile, and any force acting parallel to the gap (i.e. shear forces or force applied to the
sample sides) will cause the two Si pieces to delaminate and fall apart. When this
happens outside of a cleanroom fume hood, the chance of a single piece of dust entering
the sample is very high, causing the sample to fail.

A transmittance accessory was designed to hold the sample between two zinc
selenide windows. Zinc selenide was chosen because it is transparent in the entire
relevant spectral range. This technique failed for two reasons. Most importantly, the
mechanism created too much shear stress at the ZnSe-Si interface, causing a very good
chance to break the samples. Furthermore, modeling these two interfaces proved to be
very difficult. Since the interfaces will not necessarily be perfectly plane-parallel due to
dust, bowing, or surface roughness, a small air gap will form. Depending on the thickness
and area of this gap, the overall transmittance can vary significantly. To alleviate this, the
interface gap thickness can be reduced by applying force to the sample-window system.
This was done using four springs in parallel on the metal plate holding the ZnSe window.

While it did make the spectral measurement more reliable, the increased forces caused
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every sample measured to break during the measurement. As such, measurements of the
transmittance were abandoned.

The reflectance accessory needed to be modified as well. Since the aperture of the
reflectance sample holder is a 9.5 mm diameter circle, and the samples were only 1 cm
squares, the aperture needed to be reduced. The reason for this is that any incorrect
placement of the sample, or incorrect mating of the sample can create a situation where
part of the FTIR signal is not measuring the gap, and accurate determination is
impossible. Furthermore, some degree of non-uniformity of the vacuum gap is expected
due to bowing, and this tends to be more extreme very close to the sample edge. For a
large-area FTIR measurement, this bowing can show up as a non-parallel gap, which is
difficult to determine.

The optics of the reflectance accessory are still very useful, so only the removable
sample holder plate needed to be redesigned. A simple flat plate with a 3 mm diameter
aperture was machined out of low-carbon steel to match the dimensions of the original
sample holder. This also gives the advantage of being able to measure at several different
locations across the sample, and the smaller sampling area makes determination of small
amounts of non-parallelism possible. Unfortunately, the data analysis needs to be
modified for this hole size because of the spot size of the FTIR. The signal incident on
the backside of the sample holder has a spot size of about 10 mm diameter, which means
that a significant portion of the incident intensity will be directly reflected off of the
sample holder and collected by the DTGS detector.

Typically, the measurement of the reflectance requires the use of equation 3.2,
however this needs to be modified to account for the sample holder reflected intensity.

lsom — |
R =Ry, y (3.3)
BG = 'SH
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In this case a measurement of the open sample holder needs to be made along with a
background measurement. However, the strength of this sample holder signal needs to be
as small as possible, otherwise any uncertainties in the sample holder measurement will
overpower the sample measurement, and the reflectance will tend towards unity
regardless of actual sample reflectance. To do this, the back of the sample holder was
coated with carbon black using a lit candle. This was repeated as necessary if the
maximum value of the sample holder signal became more than 10% of the intensity of
the actual measurement.

Should the samples have any appreciable amount of bowing changing the gap
spacing, force was typically applied to reduce this during the thermal measurements.
However, this change in gap spacing with force needs to be quantified. As such, a
modification to the reflectance accessory was developed such that force can be applied to
the top of the sample, where the FTIR can determine the change in gap spacing the

sample will experience under different loads. A picture of this is shown in Figure 3.2.
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Figure 3.2. Picture of the reflectance accessory with the added components: a) Pike 10-spec, b)
mounting bracket, ¢) 3 mm aperture sample holder, d) support bar. The sample and springs can
also be seen.

Here, the equipment described earlier can be seen in Figure 3.2 with the original
reflectance accessory shown as a) and the sample holder shown as c). To apply force to
the sample shown just to the right of c), a spring is in contact with the sample and the
support bar d). The mounting bracket b) secures this all together. All of the components
were machined from low-carbon steel and fit with the existing threads in the reflectance
accessory.

By measuring the height of the support bar, the amount of deflection and thus
force can be found in the spring, which can vary between 0 to 50 grams for the spring

shown, or 0 to 500 grams for a separate plastic spring. The spring shown has a very weak

spring constant, 0.26 Ibf/inch, so accurate determination of the force is fairly easy.
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Without much effort the distance between the sample and support bar can be set within
0.01”, which corresponds to roughly 1 gram. It should be noted that the spring is not
completely centered on the sample so that the force is delivered more to the center. The
support bar has two springs on either end to remove the weight of the bar. These two
springs are significantly more rigid than the spring contacting the sample, so the force on
the sample due to the weight of the bar is negligible.

With this system, accurate determinations of the vacuum gap spacing can be made
before the heat transfer measurements are performed. Measurements were made with
large resolutions, typically 16 or 32 cm™ spectral resolution and a large number of scans,
up to 512 per measurement to reduce noise. A measurement of the open sample holder
was made first, followed by a background measurement using a gold mirror. Samples
were carefully placed over the aperture and the reflectance was measured. Since the yield
is fairly low on these samples, this served as a preliminary measurement. A computer
calculation matched the corrected reflectance as described in equation 3.3 and found the
best fit gap spacing. Should a sample have a reasonable result, then further testing would
occur.

Though not all samples presented in Chapter 6 were measured in every way,
measurements at different positions with no force, and measurements of the center with
applied force were very useful. For samples that showed higher gap spacing than desired,
a position-resolved measurement was conducted. In this, the sample was measured at 5
positions in a line from one corner to the other, including the center, and then measured
in 5 positions between the other two corners. Through this, a rough map of the deflection
could be seen and any pitfalls could be avoided. One such problem that may arise is
contact at the edges, which acts as a thermal short for the heat transfer coefficient and

causes the temperature drop across the sample to disappear.
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Samples that have a higher gap that appeared to be due to bowing were measured
versus force. In this case only the center position was considered, and measurements
started with the predicted spring force at O grams and were checked with the previous
measurements. The bar was lowered by 0.02” on each side, as measured with a caliper,
until the bar was parallel and at the next desired force. After each measurement, the force
would be increased. This would typically go until 30-50 grams, as the heat transfer force
cannot be set to higher values without the sample breaking. Results for individual

samples will be shown in Chapter 6.

3.2 Development of a High-Vacuum Heat Flux Measurement

This section describes the design, development, and implementation of a room
temperature thermal resistance measurement to take place under high vacuum conditions.
The objective of Chapter 6 is to show strong evidence of near-field heat transfer, and
requires a system to measure the temperature drop and heat flux across a sample. Based
on the characteristics of the sample, especially the vacuum gap spacing described in
Section 3.1.2, the amount of heat passing through the sample will increase or decrease.
The results of these tests will be given in Chapter 6, though the design and testing of the

heat transfer systems will be given here.

3.2.1 Overview

A schematic of the heat transfer system can be seen in Figure 3.3a, with a picture
of the system in Figure 3.3b. To give scale, the dimensions of the PTFE calibration
sample seen in Figure 3.3b seen in white is 1 cm by 1 cm by 1 mm. Here a heater will
create a temperature drop across the sample, and the temperature drop as well as the heat
flux over the sample will be measured. Accuracy of the absolute temperatures above and
below the sample is very important, as is the accuracy of the heat flux. For this, a
thermopile heat flux meter is used, and is calibrated in this system.
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Figure 3.3. a) Schematic of heat transfer system with important components labeled. The sample
is shown in blue. b) Picture of the system with a calibration sample in place.

In Figure 3.3a the path of the heat from the top to bottom is important, creating
one-dimensional heat transfer across the sample. The heat passes from a resistance heater
through a copper block with an embedded thermocouple, through the sample, and
through another thermocouple block. Finally, the heat passes through a heat flux meter
for measurement, and into the gold-coated copper base plate. Below the base plate is a
thin film heater capable of delivering up to 5 W to raise the base temperature. This is to
measure at elevated temperatures and to control the temperature with liquid nitrogen
cooling. This heater is connected to a Lakeshore 325 temperature controller capable of
setting the absolute temperature of the base plate with a PID loop, however this
functionality is not used in the present work.

Aside from the sample, all components are secured with Stycast vacuum epoxy.
The base plate is connected to the copper plate of the cryogenic dewar with screws and
stainless steel spacers to ensure a tight and secure stage. Above the top heater is a spring
in contact with a copper bar, referred to as the spring bar. This is to function identically to
the force-controlled FTIR reflectance measurements in Section 3.1.2. Using the same

spring, the height of the two ends of the bar can be measured with a caliper versus the
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base plate. With all of the other geometries known the amount of force applied to the
sample can be calculated. It should be noted that the two springs pushing the bar up make
the weight of the copper bar negligible, and the total weight of the components above the
sample is approximately 1 gram. The difficulty in measuring the height of the bar means
that the height can be controlled accurately to within 0.01”. As such, the uncertainty in

the force applied to the sample will be less than 2 grams.

3.2.2 Cryogenic Dewar and Vacuum System

In order to show accurate near-field radiative heat transfer, the entire experiment
must be conducted within vacuum. This is due to the fact that thermal conduction through
a layer of air 200 to 1000 nm thick will have a thermal resistance of roughly 0.2 K/W
versus the expected thermal resistance of the samples near 50 K/W. Thus, the gas must be
rarefied, whereby the heat conduction is transported by individual non-interacting
particles known as the free-molecular regime [67]. The low-pressure effective thermal
conductivity in the free molecular regime decreases proportionally to the pressure [80],
so measurements need to be under 10 torr (roughly 102 Pa) to effectively ignore gas
conduction.

The entire system mounts to an Infrared Laboratories ND8 dewar with the screws
shown. This not only allows for vacuum pressures to be achieved, but allows the entire
vacuum chamber to act as a room-temperature thermal reservoir, ensuring that the flow of
heat will be down through the sample and heat flux meter. Additionally, an aluminum foil
radiation shield surrounds the entire system to help minimize side losses. The vacuum
inside the chamber is controlled with an Agilent TPS compact vacuum pumping system.
This uses a scroll pump and a turbomolecular pump to reach levels down to 10° Pa (107
Torr) as measured with an inverted-magnetron gage. Although this pump is capable of

evacuating the dewar to 10™ torr within a few hours to satisfy the gas thermal
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conductivity requirement, all measurements were allowed to come to pressure for at least
10 hours, and all measurements took place at pressures lower than 2 x 10°® torr.
Additionally, this system is capable of cryogenic temperatures, where near-field
heat transfer can be stronger. At lower temperatures, the characteristic wavelength of
thermal radiation shifts to longer wavelengths, and the necessary vacuum gap
requirement for exceptional near field heat transfer can increase substantially, though the
overall power throughput will drop significantly. This system has been tested in this
capacity and was found to perform well. The dewar was cooled with liquid nitrogen
under vacuum conditions. The sample stage was maintained at a constant temperature of
0°C to prevent damage to the sensing equipment which is not rated for liquid nitrogen
temperatures, however a thermocouple measured the temperature of the dewar walls to be
near 77K. The chamber was able to maintain this temperature for 10 hours without
refilling the reservoir, and the vacuum pressure reached levels as low as 8x10” torr.
While the ability to control the temperature to any point is useful, the dewar is designed
such that the system must be inverted to hold liquid nitrogen, and leads to a high

likelihood that the fragile sample will be damaged.

3.2.3 Thermal Metrology Components

Figure 3.4 shows an illustration of the heat transfer measurement system with an
emphasis on the thermal metrology and control equipment. A schematic of the sample is
also blown up to show the nanopillar geometry, though not to scale. A 1cm? printed
resistance heater from Thick Film Technologies with a resistance of 26Q supplies heat to
the top of the geometry, and the amperage, and thus the power is controlled using a
Hewlett-Packard E3632A DC power supply. The input power to this heater is generally
controlled between 20 mA and 300 mA. The heater is epoxied to a copper plate, referred
to as the thermocouple block, Imm thick with a thin hole drilled halfway through the side

to allow a thermocouple to be inserted. Below the thermocouple block, the sample is
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installed, with a thin layer of Aremco Heat-Away 641-EV silver grease to ensure good
thermal contact. Silver compound joins the bottom of the sample to second thermocouple
block. This is then epoxied to a Captec Enterprises thermopile-type heat flux meter
(HFM). On the base plate, as close to the raised area as possible, a LakeShore DT-670
Silicon Diode thermistor is mounted to measure an accurate temperature reading.
Between the thermocouples placed above and below the sample and the heat flux meter,
both the heat rate and the temperature drop can be independently measured and compared

to simulations to show the importance of near-field thermal radiation across the sample.

200nm - 1um gap

/

HFM

Heater

TC2

TC1

Doped Silicon with
Si0, array

Figure 3.4. Schematic of the important heat transfer measurement components with an illustration
of the sample geometry. Shown are the resistance heater, top and bottom thermocouples, heat flux
meter, and silicon diode thermistor.

The HFM is epoxied to the base plate, a larger copper block that serves as a
staging area for the measurement equipment. The base plate has is raised 1cm? area to
match the other equipment geometry. This helps to maintain the one-dimensional heat
flow as heat spreading to the base plate will not create a nonuniform temperature within
the sensing area. The entire system relies on maintaining one-dimensional heat flow
across the sample, with a uniform temperature in the perpendicular plane. There will of
course be some amount of heat lost to the sides, but this is not a significant problem for

several reasons. The temperature uniformity only needs to be maintained across the
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sample, which will have a very small amount of area on the sides. Each silicon piece that
the samples are made from is approximately 500 um thick, giving a surface area of 0.4
cm?. Furthermore, the silicon and the copper pieces above and below have a high thermal
conductivity, versus the high thermal resistance caused by the vacuum gap. As such, the
temperatures above and below the vacuum gap should be very uniform.

While heat may radiate through the sides of the other components, or even from
the top or through the spring above the heater, none of this is important. From all of the
calibration tests and measurements, it is found that generally 35% of the heat input to the
heater does not pass through the sample. For this reason, the input power to the heater is
controlled, though is only used as a set point. Regardless of the amount of heat passing
through, the HFM will determine the correct value independent of the thermocouple
temperature readings. The HFM needs to be individually calibrated for this setup, as the
vacuum pressures change the heat transfer coefficient to values different than what the
manufacturer calibrated for, and this will be discussed in the following section. In this
case, the total amount of side heat leakage does not affect the results, as the calibrated
values account for this, however it must be maintained constant. Should the relative
amount of heat leak change, the calibration will not hold anymore.

For this reason, the amount of heat leak has been minimized at every opportunity.
At these vacuum pressures, the heat transfer out of the sample stage can only be through
radiation or conduction, and the majority of heat is removed through the screws
connecting the base plate to the dewar. Conduction through the wires connecting all of
the equipment is believed to have very little impact. The wire material and gauges used
were chosen to be very highly thermally resistive to prevent unwanted conduction. Only
the heat flux meter, bottom control heater, and top heater have wires that could

potentially conduct heat, and these are all outside of the measurement heat path. The
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thermocouples used are teflon-coated 40 AWG wires, and excess conduction through
these is negligible.

The spring to control the applied force to the sample was chosen for low thermal
conductivity. Two sets of springs were used during this experiment, a plastic resin spring
and a low gauge stainless steel spring. The plastic resin spring has a spring constant of
2.65 Ibf/inch, was used largely for calibration experiments where the desired force was
high to reduce contact resistance. The stainless steel spring has a spring constant one-
tenth of the plastic spring, making this ideal for finely tuned force measurements. It was
found to be very difficult to control the plastic spring to forces lower than 30 grams. The
amount of heat flux through the springs was measured for identical test situations, and
both springs were found to have negligible conduction when not significantly loaded.
When the compression of the springs reached roughly 15-20% of the maximum
deflection, the heat rate passing through the sample decreased, showing heat being
conducted through the spring. At first this was attributed to the force, as this manifested
more with the plastic spring. However, stronger springs made from a similar resin
material and with the same geometry were tested. It was found that the change in the heat
rate was not a function of the applied force, but of the compression in the spring. Only
when the spring was sufficiently compressed would the spring come in contact with itself
reducing the distance that the heat would travel in the spring, and thus the thermal
resistance. With this in mind, the springs were never allowed to be compressed more than
70% during measurements.

Finally, the overall radiation heat leak was minimized. Except for the bar above
the heater that holds the spring, all of the copper pieces used were electroplated with
gold, approximately 50 um thick to reduce surface radiation. Since gold is a highly
conductive metal, the absorptivity and thus emissivity is very low, reducing the overall

radiative losses. Additionally, a radiation shield was used to minimize the side heat
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transfer. This was made of ultra-high vacuum aluminum foil and was molded around the
staging area. The methodology behind a radiation shield is to use a low-emissivity
material at an intermediate temperature between the thermal source and surroundings to
increase the radiative thermal resistance. In this case, the radiation emitted by the sample
stage is able to reflect back to itself, reducing the overall amount of heat transfer.
Attempts were made to maintain the foil radiation shield at the same temperature as the
base plate by maximizing the contact with the base plate and spring bar, however great
care was taken to not contact any of the wires for the sake of mechanical stability of the
system.

The thermocouples used to measure the temperatures above and below the

sample, Tyand T, respectively, are Omega 40AWG E-type thermocouples that were

purchased pre-bonded. However, the accuracy of thermocouples is insufficient for this
application. As seen in Figure 3.5a a thermocouple is made by joining two dissimilar
metal wires, in this case constantan and Chromel for types 1 and 2, respectively. Since
these wires have different values of thermal and electrical conductivity, the thermal
transport of heat carried by electrons should be different in each wire. However, the
temperature drop is maintained the same between the junction between the two wires and
the connection to an electrical lead wire, and to resolve this, a potential voltage is
generated. This voltage can be used to find the temperature difference between the lead

and junction.
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a) b) Lead Type 2 wire
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Figure 3.5. Thermocouple configurations where the relevant measured temperature drop is
shown. a) single thermocouple, b) duplexed thermocouple.

However, there is a major flaw in this measurement: the absolute value of the lead
temperature must be known. In many cases this is either poorly controlled with a
thermocouple reader, or is left to be the ambient temperature, and both cases generate a
good deal of uncertainty in the junction temperature. Especially in this case, the electrical
lead connections may be any temperature between the base plate temperature and the
temperature of the dewar, which may be as high as a 10°C difference. For this system,
duplexed thermocouples are used, as demonstrated in Figure 3.5b. Here, two premade
thermocouples are used, but instead of connecting the type 1 constantan wire to the lead,
the two constantan wires are connected together. In this configuration the constantan
wires are bonded together using a thermocouple arc welder such that the output voltage is
the difference in voltages between the two normal chromel-constantan junctions. This is
very useful for this case, as the temperature of the lead connection is not required, only
the temperature of one junction. Thus, the low-temperature junction for the bottom
thermocouple, denoted as TC1 in Figure 3.4, is placed immediately next to the Si diode
thermistor, which gives an absolute temperature calculated with a LakeShore 325
temperature controller. With the lower temperature known, the voltage output of the
thermocouple is measured with an Agilent 34401A multimeter, and the temperature just

below the sample is known. A second thermocouple, referred to as TC2, measures the
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temperature difference across the samples, giving an accurate measurement of the
absolute temperatures above and below the sample.

However, while this configuration does remove the uncertainties associated with
knowing the lead temperatures, there are still challenges associated with relative
temperatures. The thermocouples as described output a potential voltage according to the
temperature difference between the two junctions, however, because of the slight
nonlinearities in the thermocouple sensitivities, the absolute temperatures of both
junctions have an effect on the output voltage. For this reason, the temperature drop
cannot be measured directly, but the temperatures above and below the sample can be
found.

As seen in Figure 3.4 there is a silicon diode thermistor near one of the junctions
to thermocouple TC1. This LakeShore DT-670 Silicon Diode thermistor is individually
calibrated to give accurate absolute temperature readings within 37 mK. This device has a
nominal 100 Q resistance, and the temperature-dependent resistance is measured in a
four-wire configuration to remove the resistance of the lead wires, and a calibration curve
set by the manufacturer determines the absolute temperature. Immediately epoxied next
to this is the cold junction for the first thermocouple, and it is assumed that it is the same
temperature as measured by the thermistor.

Due to the nonlinearities in the temperature-voltage relationship for the
thermocouples and the reference temperature of 0°C, the temperature of the cold junction
of TC1, Ty, affects the potential voltage. To find the temperatures from the thermocouple,
the thermistor temperature is converted to the corresponding voltage for the
thermocouple for the temperature difference between T, and 0°C. The output voltage
from the thermocouple is added to this, and the resulting voltage is used to find the
temperature difference between T. and 0°C. Here both of the absolute temperatures T

and Ty, corresponding to the temperatures below and above the sample, respectively, can
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be found. The copper block that holds the hot junction for TC1 also contains the cold
junction for the second thermocouple, TC2. Using the same methodology, and assuming
the two contacting junctions are the same temperature, the absolute temperature above
the sample is obtained.

These thermocouples allow for accurate measurement of the absolute
temperatures above and below the sample, and the accuracy of these devices will be
discussed in Section 3.2.5. Along with the temperatures of the sample, the heat rate or
heat flux is necessary to determine the near-field heat transfer performance. This is
possible through the use of a thermopile heat flux meter that is calibrated for this

measurement system, as described in the next section.

3.2.4 Heat Flux Calibration

The heat flux meter outputs voltage to a multimeter, and this in turn determines
the heat flux passing through it. The manufacturer has calibrated each HFM individually,
however, a precise calibration is needed since the manufacturer did not calibrate for
vacuum conditions. Figure 3.6 shows the heat flux meter, showing the 1 cm square
sensing area encased in copper. Though it is difficult to see from this picture, the
thickness of the copper area is less than 1 mm. Next to the sensing area is a fairly large
section of lead wires encased in kapton for insulation. Because of the relatively large
surface area of the leads, the heat transfer from the surface can be significant. This
problem is typically alleviated by the manufacturer through a calibration; however, since
this measurement takes place in high vacuum, the heat transfer coefficient should be
roughly half of the calibration value. This will undoubtedly affect the response between

the voltage and heat rate.
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Figure 3.6. Heat flux meter used in this work.

The premise behind the operation of a heat flux meter is measuring a temperature
drop over a material of known thermal resistance. The embedded thermopile measures
the voltage, which is linearly proportional to the temperature drop. Through the use of a

calibration constant, the heat rate can be found Qg =V /C as the ratio of the output

voltage and the sensitivity C. The sensitivity of this device changes slightly because of
the decrease in heat leaving the side lead area. Thus for a given voltage (temperature
drop), the sensitivity should be smaller to account for a larger amount of heat passing
through the sensing area. It is difficult to predict this amount of change, so a calibration is
needed in the same conditions that it is to operate under.

To determine the calibration constant, measurements were made with natural
virgin PTFE pieces approximately 1 mm and 2.5 mm thick. These experiments were
conducted in the same manner as the real samples, with everything fully installed. PTFE
was chosen because it has similar thermal resistances with the sample predictions, and
also for the ease of installation and the vacuum compatibility. The thermal conductivity
was given by the manufacturer as 0.20 W/m-K, however extruded or formed plastics may
have very significant differences in the thermal properties between manufacturers, or
even between batches of material. As such, measurements were done to investigate the
thermal conductivity of the samples. It should be noted that the 1 mm and 2.5 mm thick

PTFE samples were cut from two different sheets. It is not known if these sheets were
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created during the same batch, and it is expected that the thermal properties may differ
between the thicknesses. The sheets were approximately 18 square, and samples were
cut via a razor blade. Though it is possible that the thermal properties vary across the
sheet, this will not be considered. As such, properties for the thick and thin sheets will be
found independently, and the correct properties will be used in the calibration
experiments.

A three-omega technique developed by a colleague at the Georgia Institute of
Technology for thermal conductivity measurements of polymers was used. In this,
interdigitated metal heater and sensor lines are deposited using electron-beam
evaporation directly onto the sample [81]. Only the thin set of samples was measured
here, though nine samples were measured. While this technique often requires the use of
photolithography for pattern transfer using a lift-off technique, the metal pattern is large
enough to simply evaporate onto the sample using a mask. A pulsed heat input is used to
generate a temperature difference, which can be measured and used to find the thermal
conductivity. Because of the nature of this measurement, the effects of the specific heat
of the sample are removed from the measurement, and the thermal conductivity can be
found directly. Using this technique, the thermal conductivity of the thin PTFE was found
to be 0.27 W/m-K with an uncertainty of 5%.

Because of the significant disagreement between the measured thermal
conductivity and the given thermal conductivity, a second set of measurements were
made. Another colleague at the Georgia Institute of Technology measured the thermal
diffusivity using a Netzsch LFA 467 Hyperflash laser flash measurement system. Here
both the thin and thick samples were measured over a temperature range from 25°C to
55°C in intervals of 5°C. Two samples of each thickness were measured and four
measurements were taken at each temperature. Samples were cut very carefully using

razor blades and tested in the sample holder to make sure that there was no excess light
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bleeding from the sides, and then were coated in aerosol graphite to promote absorption.
In laser flash measurements, the thermal diffusivity can be determined by applying heat
to the top surface of the sample using a pulsed laser beam. An infrared pyrometric
detector measures the temperature of the bottom surface of the sample, and the time lag
can be used to find the thermal diffusivity, «. This can be used to find the thermal
conductivity from

k= pCpa (3.4)
Thus the density o, and specific heat C, are required to determine the thermal

conductivity. The density was measured simply by measuring the volume and mass of
several samples. Two samples of each thickness were cut to approximately 1 inch
squares, and the dimensions were measured using calipers and a micrometer to find the
volume. Since the samples were not perfectly square, several measurements of the length
and width were made and average values were used. The mass was measured using a
precision scale, and the density was found to be 2.17 g/cm® for all four samples. A
differential scanning calorimeter was used to measure the specific heat. A TA
Instruments Q100 Differential Scanning Calorimeter was used to measure one sample of
each thickness. In this measurement, a small chunk of material (less than 100 mg) was
cut and weighed, then placed in an aluminum crucible. A precise amount of heat is added
to the sample and the temperature rise is measured. This is compared to a reference
crucible with no sample to remove the specific heat of the pan. This measurement was
conducted between temperatures of 20°C and 55°C, and the results are shown in Figure

3.7.
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Figure 3.7. Measured specific heats for the thin and thick PTFE samples. Note the bump near
30°C corresponding to a change in the crystal phase.

Here the differences between the thick and thin PTFE samples are apparent. Furthermore
there is an increase in the specific heat near 30°C associated with the transition from a
hexagonal crystal to a pseudo-hexagonal crystal structure [82]. While this will affect the
thermal properties of this material, is it clear that the temperature-dependent properties
must be used in any case.

From this the temperature-dependent thermal conductivity is found for both
thicknesses. The values for the thick and thin PTFE samples between 25°C and 55°C are
shown in Figure 3.8. The change in specific heat shown in Figure 3.7 causes a decrease in
thermal conductivity past 30°C, however it is very interesting to note that the shapes of
the two curves are dissimilar before this point. There is a difference in the thermal
diffusivities between the two thicknesses. While both samples show a decrease in thermal

diffusivity at 30°C (versus the high temperature diffusivity) to offset the specific heat
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spike, the measurements at 25°C are notably different. With the thick samples, the
diffusivity is larger at 25°C than it is at 30°C; however the thermal diffusivities for 25°C
and 30°C are the same in the thin samples. Since the specific heat is lower at 25°C, this

gives a lower thermal conductivity.
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Figure 3.8. Thermal conductivities for both PTFE sizes

It should be noted that this trend is not from an isolated measurement. Another set
of laser flash measurements were taken with three thin PTFE samples, however there
were problems with light leaking through the edges of the samples during the
measurement, and the accuracy could not be trusted. However, all three of these samples,
as well as the single thick sample showed the same trends between 25°C and 30°C,
giving some validity to the measurements. Furthermore, as will be discussed in Section
3.2.5, the relative uncertainty of these measurements spans the potential discrepancy.
However, the uncertainty found is only 3.3%, and does not explain the differences
between the thin and thick samples. As such, the temperature dependent thermal
conductivities of the appropriate sample thickness shown in Figure 3.8 will be used for

the heat flux meter calibration, with interpolation used when necessary, however a rough
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value for the thermal resistances of these sample is approximately 40 K/W for the thin
samples, and 100 K/W for the thick samples.

The heat flux meter calibration consisted of 12 measurements of PTFE samples,
along with 2 measurements of silicon samples. The samples were installed onto the
sample stage in the same location as the sample in nearly identical fashion as described in
Section 3.2.3. The samples were cut from sheets using a razor blade into 1 cm square
pieces. The dimensions were measured using calipers and a micrometer. Two
measurements were taken for each side and the average was used to find the area of the
square. Five measurements were made of the thickness, and the average is used.
Adequate thermal contact is required for the repeatability of the measurements. Contact
resistance for an area this size can be as high as 10 K/W, while the thin samples only
have a thermal resistance of 40 K/W. To alleviate this, Aremco Heat-Away 641-EV
silver grease was used to decrease the contact resistance. Additionally, due to difficulties
in predicting the contact resistance, measurements of 1 cm square silicon pieces 500 um
thick were measured. Using a thermal conductivity of 140 W/m-K, the thermal resistance
of the silicon samples is negligible, and any thermal resistance found in the measurement
can be prescribed to contact resistance.

Thermal compound was applied above and below the sample, and the whole stack
was compressed to ensure good thermal contact between the thermocouple blocks and the
sample. It was common that thermal compound would spill out of the stack during
compression, and the excess was wiped away using a low-particulate wipe. The sample
was visually inspected and checked for rotation, and corrected if necessary. To ensure
good repeatable contact resistance, a large amount of force was placed on the sample
with a plastic spring, ranging between 150 grams to 500 grams. This is far in excess of
what the fabricated samples can safely tolerate, however the contact resistance for those

fabricated samples will be independently measured. A radiation shield was employed to
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reduce side leakage, and the vacuum was left to run for at least 10 hours. The heat rate
through the sample was controlled by adjusting the input power to the top heater. Each
measurement had at least three different power settings between 50 mW and 300 mW,
and the system was allowed to come to steady state for at least 1 hour before the power
changed. A Labview program was created to handle the transient data acquisition.

With all measurements taken, the heat flux meter sensitivity can be found. As
expected, there are differences between the sensitivity as determined for each
measurement, so only one value for the sensitivity was fit, along with a single value for
the contact resistance. Six data points were taken from each measurement for fitting: one
from the beginning of each power setting once steady state had been reached, and one
from the end of each power setting immediately before the power was changed. These
points were chosen to represent a difference in temperatures, as the base plate

temperature, T, would steadily rise over the course of the experiment. The total thermal

resistance of the installed sample can be found from

t

R = e

+R; (3.5

where the thermal conductivity x is a function of the PTFE temperature. Here, the
temperature is found as an average between the top and bottom of the sample. The

contact resistance R, is added to this, and represents both interfaces as well as any extra

thermal resistance.
At this point, the heat rates through the sample can be determined using the heat
flux meter and the sample temperature drop. The heat rate through the sample can be

determined as Q,,,, = AT /R(T) where this depends on a variable contact resistance. The

heat rate can also be found as Quep =Vuem / C with a variable sensitivity. With twelve

measurements of PTFE samples and two measurements of silicon samples, both the

sensitivity and contact resistance can be fit. A guess value for the sensitivity and contact
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resistance were first chosen. The root-mean-square (RMS) error between the heat rates
found from the heat flux meter and the temperature difference was compared at each of
the six points of each PTFE measurement, and the sensitivity was adjusted until the RMS
error was minimized. The RMS error for the silicon samples was then calculated, and the
value of the contact resistance was changed to minimize the error in the silicon samples
only. Since the heat rate agreement depends on both the contact resistance and sensitivity,
the sensitivity would need to be re-optimized for the PTFE samples. This process would
continue iteratively until a change in the sensitivity by 0.01 pV-cm?mW and a change in
the contact resistance by 0.01 K/W had no effect on the RMS error.

The resulting value for the sensitivity is 6.87 pV-cm?mW, which is sufficiently
different than the manufacturer’s calibration of 7.88 HV-szlmW to warrant a
recalibration. The value of the contact resistance was found to be 1.80 K/W, which again
includes both interfaces. Comparisons of the measurements for several samples can be
seen in Figure 3.9 and 3.10. Here are shown two examples from each material measured:
the thick and thin PTFE samples and silicon samples. These are not chosen because they
are the best or worst fitting examples, but because they represent a good mix of what was
seen in the calibration. For each sample, the heat rates are shown on the left-hand side
while the corresponding temperatures above and below the sample are shown on the

right-hand side.

52



Thick PTFE 1 Heat Rates Thick PTFE1 Temperatures

EDD I I I I | | | I I I
d
s B ) 1o 90
= 200 L _f:_ :
- o
= =
| 12 a0
w® 100 41 o
£ aHm | §
Q5AM - Bottom |
Pawer Taop
) | | I | | | | 10 | | |
0 4000 8000 12000 0 4000 8000 12000
Time (sec) Time (sec)
Thick PTFE 2 Heat Rates Thick PTFE 2 Temperatures
200 | 50 | |
c) .
= t o
o o
— -
5 100 L 2
[iF]
Lo o 30
£ arv f £
Q2 5AM = Bottom
0 Pawer 20 Taop
| ] | | |
2000 10000 0 2000 10000
Time (sec) Time (sec)
Thin PTFE 1 Heat Rates Thin PTFE 1 Temperatures
300 I I I I
_sof) -
— O
% 200 o B 1
o g 40 L =
e B
i = = —
=z aHFv | £ VT ]
- Qs+ Bottom |
Power Top
0 | | 20 | | | |

] |
0 20000 40000 0 20000 40000
Time (sec) Time (sec)

Figure 3.9. Heat rates and temperatures for three calibration measurements.
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Figure 3.10. Heat rates and temperatures for three calibration measurements.
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For the heat rate plots, both calculations for the heat rate are shown, with the heat
rate using the HFM denoted by “Q HFM” and the heat rate using the temperature drop
and thermal resistance denoted by “Q SAM”. Additionally, the input power is shown in
black, and is always expected to larger than the measured heat rates, with this
discrepancy growing larger as the temperatures increase. As can be seen in these figures a
single set of sensitivity and contact resistance are able to cause the two readings to match
very well. There is generally no trend in the error with temperature or sample thickness,
and it seems that the discrepancies are largely random as desired. The total root-mean-
squared error between the two heat fluxes for the PTFE samples is 8.5 mW versus the
average heat rate of 130 mW. This RMS error includes uncertainties due to the contact
resistance, and cannot be used directly for uncertainty calculations in the HFM
sensitivity. It should be noted that the measurements of the silicon samples shown in
Figure 3.10c-f do not agree as well as the PTFE samples, and this is likely due to the
measurement of very small temperature drops.

The degree to which these measurements reached steady-state conditions can also
be seen, despite the fact that none of the temperatures actually reached a constant value.
There have been tests that allow this to happen, however the measurement time is
typically several days, and the results are no different. This is because the entire base
plate is allowed to heat with time. Because the thermal mass is so much larger than the
sample and measurement components, the time for the system to fully reach steady state
is very long. The temperature plots here all show a very steep rise immediately after the
power is increased which corresponds to the thermal time constant of the sample and
measurement equipment. Once the heat flux stabilizes the entire system temperature rises
as a whole, and the heat rates should remain stable. One important note is that the heat

rate does decrease slightly with increasing temperature. Since the thermal conductivity
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remains fairly constant in these temperature ranges, it appears as though the total amount
of heat passing through the sample is decreased due to side losses.

Though not shown here, these measurements are not the first set of calibration
experiments. Earlier tests were made to calibrate similar heat flux meters, and the results
were all similar to what is presented here. However, the heat flux meters calibrated were
uninstalled either because of problems with the meters themselves, or surrounding
components. Because of the nature of the epoxy used, these meters were unrecoverable.
Furthermore, the sensitivities found for those meters were different by over 50%, and the

results cannot be applied to these measurements.

3.2.5 Uncertainty Calculations

The validity of the analysis of the near-field heat transfer as measured in Chapter
6 depends on experimental analysis. Since no experiment is infinitely accurate or precise,
is it necessary to quantify the errors and uncertainties. This section will outline the major
pieces of equipment and give the associated uncertainties that pertain to the thermal
measurements. The uncertainty of the sensitivity of the heat flux meter will also be
determined. Since the uncertainties of the near-field measurements depend highly on the
individual measurements of the gap spacing, temperatures, and heat rates, the uncertainty
of the overall heat rates will be discussed in Section 6.3.

Table 3.1 gives a list of all of the equipment used that contains significant
uncertainties, along with the stated uncertainties. It should be noted that unless otherwise
mentioned, all uncertainties are combined uncertainties. This table does not include any
uncertainties for the measurement of near-field radiation related to the samples, including
vacuum gap spacing. The LakeShore DT-670 Silicon Diode thermistor was calibrated by
the manufacturer and tested to be accurate within 37 mK in the temperature range used
here. The Agilent 34401A digital multimeter used at the lowest DC voltage measurement

range has a listed uncertainty [83] of 0.0050% of the reading + 0.035 uV from the range
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setting, giving a maximum uncertainty of 0.2 uV. The micrometer used for thickness
measurements and dial calipers for width measurements are from the Fowler Precision
series, and the uncertainties are inferred from the measurements. The calipers have a
smallest resolution of 0.0001” and should be precise to within half of that scale, so the
uncertainty is estimated to be 0.0013 mm. The calipers have a minimum resolution of
0.001”; however difficulties in the sample geometries make this an unreliable number.
Because most of the samples are not perfectly square, the overall uncertainty of any

width is taken to be 0.005”, or 0.13 mm.

Table 3.1. Uncertainties of all major equipment used in the heat flux meter calibration. Given is
the instrument name used in the text as well as the manufacturer's make and model and the
associated uncertainty. Uncertainties shown should be interpreted as combined uncertainties.

Instrument Equipment Model Uncertainty
Si Diode Thermistor LakeShore DT-670 Silicon 0.037°C
Diode thermistor
Duplexed Thermocouple | Omega 40AWG E-type 0.15°C
Multimeter Agilent 34401A 0.0050% of reading +
0.0035% of range
Micrometer Fowler Precision Micrometer 0.0013 mm
Calipers Fowler Precision Dial Caliper | 0.13 mm
Laser Flash Netzsch LFA 467 Hyperflash 3% of reading

Differential Scanning

Calorimeter

TA Q100 Differential Scanning

Calorimeter

1% of reading

Heat Flux Meter

Captec Enterprises 1 cm?

thermopile-type heat flux meter

4.4%

The thermocouples used are Omega 40AWG E-type thermocouples connected

together as described in Section 3.2.3. Omega claims that the special limits of error for

this type of thermocouple are the greater of 1.0°C or 0.4% [84], however much of this
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error comes from the uncertainty of the lead temperatures, which this method eliminates.
As such, an experiment was conducted to determine the accuracy of the thermocouples.
A set of thermocouples was made for this experiment. 5 buckets were filled with
approximately 50 liters of water, and four of these buckets had temperature-controlled
water heaters, MGW Laudo Series MS E100. One bucket was kept at room temperature.
Two platinum resistance thermometers, Burns Engineering Model 12001-A-12-6-2-
A/LT14 resistance thermal detectors (RTD), were used to measure absolute temperatures
of the room temperature bucket and the heated buckets. The thermocouples were
wrapped around the two RTDs throughout the entire experiment. The junctions of the
thermocouples were set to be as close to the RTD sensor element as possible, and were
secured using electrical tape sufficiently far away from the junction. Since the rated
uncertainty of the RTDs is only 0.006°C [85], it is assumed that any difference between
the temperatures as measured by the RTDs and thermocouples must be due to
uncertainties in the thermocouples.

The four heated baths were set in a range of temperatures, starting at 22°C, 34°C,
46°C, and 58°C, and were left to come to temperature for three hours, after which there
were no visible changes in the heater readout. The cold junction of the thermocouple and
the connected RTD were placed in the room temperature bucket, which varied between
20.5°C and 21.5°C over the course of the experiment. The other temperature sensors
were submerged in the 22°C bucket and left for at least 5 minutes to come to temperature
before the voltage and resistances were read. The thermocouple and RTD were moved to
the second heated bucket, and the temperature of the first bucket was increased by 2°C.
This process repeated for all four buckets, and then a measurement was made where both
of the thermocouple junctions were submerged in the room temperature bucket to check

for consistency. With all of the heated buckets increased by 2°C, measurements were
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made in a similar manner, until the measured temperatures spanned 22°C to 70°C, which

is more than the range expected in the vacuum chamber.
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Figure 3.11. Results of thermocouple calibration experiment. The markers are experimental data,
while the ideal response is shown in black.

As seen in Figure 3.11 the prediction from the thermocouples is very close to the
RTD temperature difference. Shown in red markers are the temperature differences
determined by the thermocouples, while the black line is the RTD temperature difference.
Ideally these points lie exactly on this line, and only at one point near 60°C is there any
significant difference. There are some small errors, and the standard error of estimate
(SEE) is found to be 0.15°C, and this is taken to be the uncertainty in the thermocouple
measurements.

As described in Section 3.2.4, the heat flux meter was calibrated, and this
calibration has limits of uncertainty. The manufacturer specified a sensitivity of 7.88 puV-

cm?/mW with a 5% uncertainty, however the value found in this work is 6.87 pV-
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cm?/mW. The uncertainty of this value depends on the uncertainty of the equipment used
to measure the sensitivity through the use of error propagation analysis (EPA). This relies
on predicting the changes of a function based on small changes in the independent
variables according to their uncertainties [86]. For a general function y = f (X, X5,...,X,)
the changes in y can be determined using first-order Taylor series approximations to
model changes in any x;. This effectively yields an n-dimensional uncertainty vector with
components in each of the n dimensions, and the magnitude of this vector gives the

overall uncertainty in y about a point.

2 2 2
of of of

The heat flux meter sensitivity depends on temperatures, heat flux meter voltage

reading, and importantly, the PTFE sample resistance. In order to obtain the properties of
the samples, the thermal conductivity was measured, and Equation 3.4 was used with the
measurements of the density, thermal diffusivity, and specific heat. This procedure was
explained in Section 3.2.4. The thermal diffusivity was measured using a Netzsch LFA
467 Hyperflash laser flash device with a given accuracy of 3% by the manufacturer’s data
sheets. The specific heat was measured using a TA Q100 Differential Scanning
Calorimeter with an accuracy of 1% stated by a company representative.

The density was determined by measuring the mass of a small piece using a
precision scale where the minimum resolution was 1 mg, thus the uncertainty was taken
as 0.5 mg. A piece of thin PTFE and thick PTFE were cut and measured using the
calipers and micrometer for area and thickness, respectively. Two measurements were

made for each side of the piece and the results were averaged, changing the uncertainty in
the width measurements by a factor of 1/ J2. The uncertainty of an average value can be
found using Equation 3.6 and will reduce the uncertainty by JN for N measured values.
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Since the pieces were roughly square blocks, the volume was calculated, and the density
was found. The uncertainty of the density was found using Equation 3.6 using the
uncertainties of the length, width, thickness, and mass. The densities were very similar,
with a value of 2.17 g/cm® for the thin piece and 2.16 g/cm® for the thick piece, with
uncertainties of 9.0 mg/cm® and 12 mg/cm?®, respectively. Here the width and length
measurements accounted for most of the uncertainty.

The uncertainty of the thermal conductivity was then calculated using these
values and Equation 3.4 as the function for Equation 3.6. Since the thermal conductivity
was different for the two thicknesses of PTFE as well as with the temperatures, the
uncertainty was calculated at each temperature. It was found that the uncertainty is
always proportional to the thermal conductivity, and when rounded to two significant
digits, the value is 3.2% for both the thick and thin PTFE samples at all temperatures.

Finally, the uncertainties of the temperatures are required, though these are
different than the instrument uncertainties. Since the temperature below the sample,

T =Ty +AT; is found using the measurements from the thermistor and thermocouple,

the uncertainty must include both instruments. Because the uncertainty of the thermistor
is so low, the uncertainty in the low temperature is the same as the thermocouple at

0.15°C. The temperature above the sample, Ty =T, +AT, relies on the absolute

temperature below the sample and the temperature difference, the uncertainty of this
value changes to 0.22°C.

Unfortunately, Equation 3.6 cannot be used directly to find the uncertainty of the
heat flux meter sensitivity. A least-squares fitting was used to find the best fit of the
sensitivity and the contact resistance to the data, so determining an algebraic equation is
difficult. However, the partial derivatives can be approximated using a first-order Taylor

series, similar to the method of finite difference.
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of _ T0g X+ A% X)) = TOg s X Xp) (37)
axi Axi

Here the partial derivative required for Equation 3.6 can be found by doing a
recalculation with a change in one of the independent variables. This method can be used
to forecast the behavior backwards by Ax; as well for a central difference formulation.
Finally, since the choice of a change in the variable is arbitrary, an obvious choice is to
let the parameters vary by the uncertainty. Since the overall expression required is the
partial derivative times the uncertainty, we can find the influence coefficient.
f(xl,...,xi +UXi ,...,xn)— f(xl,...,xi —UXi ,...,xn)
o X 2

(3.8)

This method requires only that the sensitivity be re-optimized twice for each

variable that has significant uncertainty. It is determined that six measured quantities are

important: the temperatures above and below the sample, Ty, T, , heat flux meter voltage

Vuem s and the PTFE properties including area A, thickness t, and thermal conductivity

x . The width of each sample is measured at four corners, and these are used to find the
area. From this the area uncertainty is obtainable.

All of the calibration measurement data was adjusted slightly for each variable as
per the uncertainty. For each direction of each variable, the heat flux meter sensitivity
was changed until the RMS error was minimized again. In the original sensitivity fitting
the contact resistance was allowed to vary to further minimize the RMS error; however
this was foregone in the uncertainty analysis. Initially the error due to the contact
resistance was minimized with each variable, but the trend was that the sensitivity would
be resistant to changes from the uncertainty. This was true especially for uncertainties in
the temperatures where the contact resistance absorbed most of this change. For this

reason, the contact resistance was kept constant at 1.8 K/W. It should be noted that this
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contact resistance will not be used for the near-field measurements, and only exists to aid

in the calibration fitting.

Table 3.2. Results from the uncertainty analysis of the heat flux meter sensitivity. Shown are all
of the values where uncertainty was considered along with the change in the sensitivity and the
contribution to the overall uncertainty. The sensitivity found earlier is 6.87 pV-cm?mW, and the
uncertainty found is 0.30 pV-cm?mW.

Variable

X T Ty VHEm t A K
Se”S'C“V'ty 7.00 6.73 6.88 6.90 6.80 6.67
oC
=u, 0.105 0.155 0.005 0.01 0.08 0.22

Table 3.2 shows the results from this analysis. Note that each variable was
adjusted in both directions of the uncertainty, but only the sensitivities from positive
changes in uncertainty are shown. The influence coefficients still incorporate both
directions, however. It is seen here that the voltage, thickness, and area have almost no
contribution to the total uncertainty of 0.30 uV-cm*mW. The high temperature above the
sample contributes more than the lower temperature, and this is because the high
temperature measurement depends on the low temperature measurement, thus the
uncertainty is higher. It can be seen that with a more accurate measurement of the thermal
conductivity the overall calibration uncertainty can be improved, however a more
accurate temperature measurement would also need to be made before any real
improvements could be seen.

With this known, it is valuable to find the uncertainty in the heat rate from the
HFM, as this will be trusted as the heat rate measurement in the near-field experiments.

The heat flux can be found from the voltage and sensitivity as Quey =Viem /C -

Applying Equation 3.6 to this yields:
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2 2
— _VHFM 1 _VHFM _UC
Udiem _\/( c2 UC) +(EUVHFM) T2 Uc = C QrFm (3.9)

Here the contribution from the heat flux meter voltage is negligible, and the uncertainty
can be solved in terms of the heat rate. With a constant sensitivity and uncertainty, the
uncertainty in the heat rate is 4.4% of the measured heat rate. This value will be used in

Chapter 6 when the uncertainties of the near-field radiation measurements are needed.
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4: NEAR-FIELD TPV EMITTERS USING TUNGSTEN GRATINGS

This chapter describes the design and optimization of a NFTPV device using a
periodic tungsten grating as the thermal emitter. By optimizing the geometry of the
grating, a majority of the heat exchange can be tuned to be above the bandgap while
enhancing the power output through photon tunneling. The emitting source is modeled as
a one-dimensional high-temperature tungsten grating on a tungsten substrate. This will be
compared to a baseline case where the emitter is a simple planar geometry. It can
exchange heat to a room-temperature Ing18Gagg,Sb PV cell with a bandgap of 0.56 eV
through a vacuum gap of several tens of nanometers. Using an exact method to analyze
the radiative exchange, the electrical power output and conversion efficiency will be
optimized. To do this, a parametric sweep of the height, period, and width of the emitter
grating will be conducted over a large range of values, while maintaining realistic
parameters. A phenomenological study of the trends with the geometry will reveal
insights behind the performance enhancement, and an optimal emitter will be investigated
to search for potential resonance phenomena that control or augment the thermal
radiation. Through the use of advanced simulations and analysis, this work hopes to
further the understanding the role of nanostructures for near-field radiation, and create a

new avenue for TPV development.

4.1 Numerical Methods

The grating geometry is shown in Figure 4.1. Here, the tungsten emitter is
comprised of a one-dimensional tungsten grating and a semi-infinite tungsten substrate.
The tungsten emitter is separated from a semi-infinite Ing13Gagg,Sb receiver by a
subwavelength vacuum gap d. The emitter and receiver extend infinitely in the x- and y-
directions, with the emitter being periodic in the x-direction. The periodicity is governed

by the grating period, P, the strip width is shown as w, and the grating height is H For
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most of this work, the filling fraction f=w/p, which represents the relative size of the

grating strip will be used.

T,=2000K

ld

T,=300K

Figure 4.1. Schematic of the NFTPV device showing the coordinate axes, vacuum gap spacing d,
and the geometric grating parameters: Ridge width w, grating height H, and period P. The
temperatures of the emitter at T,and receiver at T, are specified.

The radiative exchange between the emitter and receiver will occur over a

temperature difference. The emitter temperature is prescribed as T, =2000K, and the
receiver temperature is T, =300K such that the peak thermal radiation wavelength will

be 1.45 um. The optical properties of tungsten are taken from Palik [37], while the
optical properties of Ing18Gag g2Sb are obtained from [37, 87]. The near-field heat transfer
can be obtained between the tungsten emitter and TPV cell through the framework of

scattering theory [75, 76] as seen in Section 2.1.2.

Q=" | [ [ &akeky)dkeaky [O(aT)-0(0T2)]do  (@4.1)
8770 |--n/P
Here, the function ®(a),T) represents the average energy from Planck’s oscillator at a

given angular frequency and temperature, and §(a),kx,ky) is the energy transmission

coefficient. It should be noted that the energy transmission coefficient depends on the
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geometry and material properties. In order to obtain the transmission coefficient, rigorous

coupled-wave analysis (RCWA) is used; this is why the integration limits on k, are

restricted to the first Brillouin zone. The details of this method can be found in [77].

The computation of the transmission coefficient is a lengthy process prone to
discretization errors, and the parameters used are outlined here. RCWA is used to find the
reflection matrixes of dimension 2(2N+1) for both the emitter and receiver. Here N is the
maximum diffraction order considered in the calculation, and 35 orders were used in this

work. The angular frequency o was logarithmically spaced with 80 values over a range

from 2.3 x10™ to 4.5 x 10" rad/s. The wavevectorsk, and k, were evenly spaced with
43 values for k, and 71 values for k,. The maximum value of k, was initially set to

5ky, where ky =w/cy is the magnitude of the wavevector in vacuum. This limit was

increased and recalculated if any transmission coefficient was not sufficiently small at
this maximum wavevector, to ensure a robust convergence. Using these parameters the
calculation time on a dual eight-core XEON E5-2687 W workstation is just over two
hours. A convergence study was performed whereby the number of diffraction orders,
frequencies, or wavevectors was allowed to increase by 10%. The overall heat rate was
compared between the base parameters, and the increased parameters, and only the
number of frequencies evaluated made any impact, changing the heat rate by 1% as the
number of frequencies changed from 80 to 88. Every other parameter change affected the
heat rate by less than 0.1%, thus the numerical accuracy is believed to be within 1%.
Since the geometries of the emitter substrate and TPV cell receiver are semi-
infinite, it is assumed that all of the radiative energy exchanged is absorbed by the
receiver and each absorbed photon can excite an electron-hole pair as long as the photon
energy exceeds the Ing18Gagg2Sb cell bandgap of 0.56 eV. Furthermore, surface and bulk

recombination is neglected, such that 100% quantum efficiency is assumed. While this is
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expected to over-predict the actual near-field TPV performance [88], the intent of this
work is to optimize the tun