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ABSTRACT

Multiple-Input-Multiple-Output (MIMO) communication techniques have been an important
area of focus for 4™ generation wireless systems. This is mainly because of their potentials for
high capacity, increased diversity, and interference suppression. There are many schemes that
can be applied to MIMO systems such as Space-Time Block Codes (STBCs), Space-Time Trellis
Codes (STTCs), and the Vertical Bell Labs Space-Time Architecture (V-BLAST). STBC and
STTCs are used for diversity gain while VBLAST is used for capacity advantage.

There are many types of detection techniques were introduced for spatial multiplexing
MIMO channels. Vertical Bell Labs Space-Time Architecture/ Maximum A-Posteriori (V-
BLAST/MAP) is a new symbol detection algorithm for MIMO channels, which is an extension
of the well-known V-BLAST algorithm. Another algorithm which is a V-BLAST/MAP,
algorithm combines elements of the V-BLAST algorithm and the maximum a-posteriori (MAP)
rule. The performance improvement is significant. Simulations show that V-BLAST/MAP
achieves symbol error rates close to the optimal maximum likelihood (ML) scheme while

retaining the low-complexity nature of the V-BLAST.

In the nineties, a novel method of coding that has become known as Turbo Coding was
developed. Turbo coding introduced to prevent or reduce the effects of burst error by using
several convolutional coders and a random interleaver. Turbo Coding has proved to be the most



efficient code developed so far, capable of operating close to the Shannon limit with a reasonable

complexity.

Recently, some of high potential research considers the case of using principle of iterative
(‘Turbo processing’) in improving the performance of multiple antenna systems. One of the
resulting classes of MIMO system referred to as Turbo-V-BLAST. Therefore, Turbo codes with

independent fading coefficients at each coded bit in a codeword will get the best performance.

In this research, the performance of Turbo-V-BLAST algorithm with different types of
detection is evaluated. First, the V-BLAST algorithm with zero forcing (ZF), Linear Least
Square Estimation (LLSE) and MAP detections is reviewed and the error rate of this algorithm is
investigated. Next, the V-BLAST algorithm is combined with Turbo code and the performance
of Turbo-V-BLAST algorithm with ZF, LLSE and MAP detections was evaluated. Then, the
novel approach of using MAP detection technique with Turbo-V-BLAST is introduced . The
performance of the new algorithm is derived.
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Chapter 1

Introduction

1.1 Introduction:

The paper of Claude Shannon, which published in 1949, demonstrated the mathematical
basis of the maximum capacity of a noisy communications channel [1]. Subsequently, this limit
IS known as “Shannon limit” of the channel capacity. He stated that an error correcting code
exists to achieve this limit. Since that time, many research efforts have tried to design such code
to approach the Shannon capacity[6]. Although there is a good progress in this problem but all
designed codes have assumed an availability of large block length to have a capacity close to the
Shannon capacity[6]. The requirement make these codes impractical for some applications as it

impose many consequences such as; complexity, cost and latency.

Turbo codes, a new class of convolution codes, proposed in 1993 [2]. It gets a 0.7 dB of
the Shannon limit in terms of Bit Error Rates (BER). It has a high potential for both of academic
and industrial researchers [2]. Recently, some of high potential research considered the case of
using principle of iterative (‘Turbo processing’) in improving the performance of multiple

antenna systems.

In this thesis, we introduce a new design for Turbo coding trying to improve and
enhance the performance of Turbo-MIMO. It has done using Turbo/V-BLAST system with
different type of detection such as linear least square estimation/ maximum a-posteriori
(LLSE/MAP), zero forcing/ maximum a-posteriori (ZF/MAP), zero forcing (ZF) and linear least

square estimation (LLSE) to find the optimal detection algorithm.



1.2 Motivation

The addition of multiple antennas at the transmitter and the receiver combined with advanced
signal processing algorithms yields significant advantage over traditional smart antenna systems
- both in terms of capacity and diversity advantages.

In 1996, Raleigh, Cioffi and Foschini proposed new approaches for improving the efficiency
of MIMO systems, which inspired numerous further contributions for two suitable architectures
for its realization known as Vertical Bell-Labs Layered Space-Time (VBLAST), and Diagonal
Bell-Labs Layered Space-Time BLAST (D-BLAST) algorithm, which is capable of achieving a
substantial part of the MIMO capacity. The Vertical Bell-Labs Layered Space-Time can be used
with different kinds of detection algorithms such as ZF, LLSE, LLSE/MAP and other new
methods.

Turbo codes whose performance in terms of BER is within 0.7 dB of the Shannon limit.
Therefore, MIMO systems for different architectures, can be significantly improved using the
principle of iterative, or "Turbo™ processing. Hence, our primary goal is to use Turbo coding
with MIMO configuration "VBLAST" and make some amendments to enhance the performance

of the system in terms of BER.

1.3 Problem statement

MIMO is one of the most important technological discoveries in the wireless
communication field. MIMO systems offer theoretical transmission rates over the wireless
propagation channel never imagined before. However, the high complexity associated with

MIMO technology is the main limitation for some applications.[8]

It is known that the computational complexity of any optimal, joint detection and
decoding scheme for Multiple Input Multiple Output (MIMO) systems grows exponentially with
the burst size [3]. In order to solve the detection problem in MIMO systems, research has
focused on suboptimal receiver models which are powerful in terms of error performance and in

the same time are practical for implementation purposes. One such receiver is the V-BLAST



receiver which utilizes a layered architecture and applies successive cancellation by splitting the

channel vertically [16].

Fortunately near-optimal performance can be achieved by means of iterative detection and
decoding. So, the detection stage is effectively decoupled from the channel decoding stage, thus

making its complexity independent of the burst size [3].

The resulting class of MIMO systems referred to as Turbo-MIMO. Therefore, Turbo codes
with independent fading coefficients at each coded bit in a codeword will get the best
performance. Using Turbo-MIMO, the error performance improves with the number of iterations
in the detector/decoder loop and, most importantly, exceeds the performance of correspondingly
encoded non-iterative MIMO systems such as Vertical Bell Labs Space-Time Architecture (V-
BLAST) [4].

1.4 Literature Review

Recently, multi-input multi-output (MIMO) techniques have received substantial attention,
due to their ability to achieve reliable and high speed data transmission over wireless fading
channels. A wide variety of implementations of MIMO techniques including Bell lab layered
space-time (BLAST) architectures have been introduced. Among such spatial multiplexing
techniques, vertical BLAST (V-BLAST) [9], which performs no inter-stream coding, offers a
reasonable performance-complexity trade-off. In the receiver side of the V-BLAST architecture,
a successive interference cancellation (SIC) algorithm is employed to detect transmitted symbols.
It has been shown that by applying the turbo principle to the coded MIMO system, performance
close to the MIMO capacity can be achieved. Such a system, called a TURBO-MIMO system, is
based on an iterative detection and decoding (IDD) process, that is, the symbol detector (and
associated bit-demapper) and the channel decoder exchange soft (extrinsic) information to

iteratively improve system performance.

Hence, developing a high-performance soft-in softout (SISO) symbol detector of practical
complexity remains critical to any TURBO-MIMO technique. In the literature, various SISO



symbol detectors have been proposed. A symbol detector which directly computes the a
posteriori log-likelihood is employed in [10]. To alleviate high complexity in such direct
computation, sub-optimal detectors of reduced complexity and with linear structure have been
proposed in [11], [12]. The application of a minimum mean square error (MMSE) V-BLAST

detector is considered in [12].

In order to reduce detrimental error propagation (EP) effects of the V-BLAST detector, the
authors take these effects into account in deriving an interference nulling algorithm. In [13], it is
shown that using soft decision feedback in the V-BLAST detector effectively reduces the effects
of EP. In [14], a turbo equalizer using a soft feedback symbol detector is shown to provide

significant performance gains over the original MMSE counterpart [15].

1.5 Objectives

Designing high performance MIMO communication systems is a challenging topic for
researchers and designers. Huge research on MIMO data rate and performance was done recently
giving the birth to variety MIMO transmission techniques to get improvement. This thesis is

mainly intended to achieve the following objectives:

To get more fundamental understanding of BLAST MIMO technologies.

e To evaluate several MIMO techniques by comparing Bit Error Rate performance and
analyzing the overall throughput.

e To analyse the design of Turbo coding with different detection methods to choose the
best.

e To propose a Turbo-blast system using a symbol detection algorithm called V-
BLAST/MAP.

1.6 Thesis Contributions

The contribution of this thesis concluded in the following points:



Enhance and improve the performance of Turbo-MIMO system by introducing a new
design of the Turbo coding called Turbo-V-BLAST/MAP, illustrated in chapter 4.
Simulate by self developed codes most of systems’ performance shown in this research,
such as:

Turbo code,

ZF technique,

LLSE technique,

V-BLAST/ZF technique,

V-BLAST/LLSE technique,

Turbo/V-BLAST/ZF technique,

Turbo/V-BLAST/LLSE technique.

Analyse the effect of changing the following parameters individually on the Turbo

© o oo o o o0 o0

code performance:
e Frame length,
e |[teration number,
e Decoding types.

1.7 Thesis Organization

In chapter 2, MIMO communication theory and detection methods are reviewed. Also, V-
BLAST system techniques are introduced. In addition, a new algorithm V-BLAST/MAP
is introduced and its performance is compared with different detection algorithms.
Chapter 3 presents the development of Turbo codes and discusses the theoretical
background necessary to understand their applications. The algorithms used to decode
Turbo codes are also described. The performance factors which influence Turbo-coded
systems are also explained and illustrated.

In Chapter 4, the basic elements of a transmission and reception schemes for uncoded-
BLAST and coded-BLAST architectures are introduced. Several issues of using Turbo
code with V-BLAST MIMO system are discussed. In addition, the difference between
uncoded and Turbo coded V-BLAST system is introduced. Moreover, the effects of using
different types of detection with coded V-BLAST system were also shown. Using a new
detection type V-BLAST/MAP “which combines features of MAP and V-BLAST rules”
with coded V-BLAST system is also introduced and its performance is compared with

other detection algorithms.



e Chapter 5 concluded the most important attained results and suggested different research

topics for future work.
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Chapter 2

MIMO COMMUNICATION
SYSTEMS

2.1 Introduction:

In today’s society, a growing number of users is demanding more sophisticated services
from wireless communication devices. In order to meet these rising demands, using more than
one antenna at the transmitter and/or the receiver has been proposed to increase the capacity of
the wireless channel. This system is denoted as MIMO system. MIMO communication technique
is a promising way to improve the wireless communication technology because in a rich-
scattering environment the capacity increases linearly with the number of transmit antennas as
long as the number of receive antennas is greater than or equal to the number of transmit
antennas. However, increasing the number of transmitting and receiving antennas also increases
the complexity of detection at an exponential rate [11]. MIMO system has ability to significantly
increase the capacity of wireless communication systems, but in turn increases the burden on the

receiver.

Suboptimal MIMO detectors have been introduced to achieve lower complexity and
maintain high spectral efficiency. However, their performance is far inferior to the optimal
MIMO detector, meaning they require more transmit power [12]. The fact that the optimal

MIMO detector is an impractical solution due to its prohibitive complexity leaves a performance



gap between detectors that require reasonable complexity and the optimal detector. The objective

of this research is to bridge by using a new type of detection to support the Turbo code.

Some special detection algorithms have been proposed in order to exploit the high spectral
capacity offered by MIMO channels. One of them is the V-BLAST algorithm which uses a
layered structure [1]. This algorithm offers highly better error performance than conventional

linear receivers and still has relatively low complexity.

In this chapter, we introduce the MIMO channel model that will be used throughout this
thesis. MIMO symbol detection problem is stated and some brief description of previous
detection algorithms is presented. Moreover, a new algorithm V-BLAST/MAP which combines
features of MAP and V-BLAST rules is also introduced and compared with different detection

algorithms.

2.2 Shannon’s Capacity Theorem

For the AWGN channel, the maximum rate at which reliable communication (probability
of error goes to zero for as block length goes to infinity) is possible for signal power P, noise

power spectral density N, , and bandwidth W Hz is given by

P

C=W log(1+
90+

) bits/s

Note that

is the signal-to-noise ratio (SNR).
0
Shannon’s result says that only information rates R < C bits/s can possibly result in reliable

communication. Now, the result applies to coded systems, which we will study later, and for
linear modulation schemes we need an outer code to drive the error probability to arbitrarily

small values for at a given SNR.

2.3 The MIMO Channel Model

In wireless communications, the surrounding static and moving objects such as building,
trees and vehicles act as reflectors so that multiple reflected waves of the transmitted signals

arrive at the received antennas from different directions with different propagation delays. These
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signals may be added to each other at the receiver constructively or destructively depending on
the random phases of signals. The amplitude and phase of combined multiple signals vary with
the relative movement of the surrounding objects in the wireless channel. The resultant
fluctuation is called fading [2].

Fading can be classified into flat fading also known as frequency non-selective fading and
frequency selective fading. In a flat fading channel, the transmitted signal bandwidth is smaller
than the coherence bandwidth of the channel. Hence, all frequency components in the
transmitted signal are subjected to the same fading attenuation. In a frequency selective fading
channel, the transmitted signal bandwidth is larger than the coherence bandwidth of channel,
different frequency components in the transmitted signal experience different fading attenuation.
As a result, the spectrum of the received signal differs from that of the transmitted signal. This is

called delay distortion.

Fading can also be classified as fast fading depending on how rapidly the channel changes
compared to the symbol duration. If the channel can be deemed constant over a large number of

symbols, the channel is said to be a slow fading channel; otherwise it is a fast fading channel [3].

In wireless communications, the envelope of the received signal can be usually described by
Rayleigh distribution or Ricean distribution. In a no line-of-sight propagation, Rayleigh
distribution is applied and fading is called Rayleigh fading. While in a line-of-sight propagation,
since there exists a dominant non-fading component, Ricean distribution is often used to model

the envelope of the received signal. Thus it is called Ricean fading.

Throughout this thesis, we use the MIMO channel model depicted in Fig. 2.1 with M

transmit and N receive antennas.

In each use of the MIMO channel, a vector a:(al,az,...,aM )T of complex numbers is

sent and a vector  — (2 Ty T )T of complex numbers is received. We assume an input-output

relationship of the form,

r=Ha+w (2.1)
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where H is an M x N matrix represents the scattering effects of the channel and is given by,

LTRELTY
he. .. h

H=| 2b — eMy, (22)
| PNt hNM

rl

\\. \I

o (T
T

"
AR

. »)
aMl |
M=*N

Figure 2.1: Multiple Input Multiple Output (MIMO) channel model.

v
-

where {h; }is the complex channel gain between transmitter j and receiver i. Each channel gain
{hi,-}is assumed to be independently identically distributed (i.i.d) zero mean complex Gaussian

random variable with unit variance [4], and v =(V,,V,,..,V, )" is the noise vector, we assume
throughout that v is a complex Gaussian random vector with i.i.d. elementsv, ~CN(0,1). It is

assumed that H and v are independent of each other and of the data vector a. We assume also that
the receiver has a perfect knowledge of the channel realization H, while the transmitter has no
such channel state information (CSI). Receiver's possession of CSl is justified in cases where the

channel is a relatively slowly time-varying random process; see [5] for a discussion of this point.

2.4 The Symbols Detection Problem

The symbol detection problem considered in this thesis is the problem of estimating the

MIMO channel input vector with a given the received vector r under the assumption that the

12



receiver has perfect knowledge of H. This decision is made on a symbol by symbol basis without
taking into account any statistical dependencies that may be present in the sequence of vectors a.
In other words, we exclude coding across the time dimension and consider only the modulation-
demodulation problem as depicted in Fig. 2.2. The goal is to minimize the probability of decision

error

e r

P,=P {a =a}, (2.3)

where 4=(4,,4,,...,4,, )" is the demodulator's estimate of a.

a MIMO r
Modulator —» ——| Demodulator —»

Channel

Figure 2.2: Modulation, transmission and decision in MIMO wireless systems.

We study the above detection problem under additional assumptions on the input vector
which are given by,

e Each element of a belongs to a common modulation alphabet A,
aieAi=1...M,acA" Typically, A will be a QAM alphabet such as
A={+A+ jA} A and A, areintegers as in the case of 4-QAM.

e We will assume that symbols in A have equal a priori probabilities.

e The vector a is a random vector over A such that
+_ P
gfaa™ }= M IM , (2.4)

where pis a constant, I,, is the identity matrix of size M, &{.}is the expectation operator and

a’ denotes Hermitian transpose of a. Assumption (2.4) implies that the elements of a are

uncorrelated and each has energy,

g{‘ai‘2}= pIM. (2.5)
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Yielding a total average transmitted energy of p per symbol, combined over all antennas.
The parameter p has also the significance of being the average received energy per symbol Es at

each receiver antenna, as can be seen by computing the energy at receiver antenna i:

2

Es =5{Zhijaj }
J

=g{% Ehijh ikaja k},
=ZJ: E g(hijh ik)&‘(aja k),

2
aj‘ )

=)¢
% 2.6)
=p
Using above equation, the average received energy per bit at each receiver antenna can be
computed as

Es

E,=—>—, (2.7)
b Iog2|A|
and receiver signal-to-noise ratio (SNR) is defined as
E. pl/log,|A
SNR=-D = 2| |. (2.8)
0 No

While designing a receiver structure for this MIMO system, two main considerations that
should be taken into account, are the error performance and the implementation complexity. The
aim of this thesis is to design a receiver structure that is powerful in terms of error performance
and is practical to implement. In the next sections different types of detections will be discussed

and make some comparisons between them to find out which is better.
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2.5 Detection Algorithms

For the signal detection problem defined in the previous section, one decision rule is the
MAP rule defined as,

a= arga'eAM max{Pr(a’| r is received)}. (2.9)

It is well-known that the MAP rule minimizes the probability of error P, (see, e.g., [6, p.
324)).

Another decision rule is the maximum likelihood (ML) rule defined as

Set a’=4 € AM for some a’ so that

f(r|a)> f(r|a") foralla” e AV, (2.10)
where
1 1 2
f(r|a)= NPl |Ha—r|"} (2.11)
2z)" Ng No
SinceV ~CN(0, N, 1) .Thus, the ML rule here reduces to
d=arg min{||Ha—r||2}. (2.12)
a'eAM

In fact, ML rule is equivalent to MAP rule if all the source symbols are equally likely to be
transmitted a-priori. Although MAP rule offers optimal error performance, it suffers from
complexity issues. It has exponential complexity in the sense that the receiver has to

consider|A|™ possible symbols for an M transmitter antenna system. For example, if 64-QAM is

used with 4 transmit antennas, then a straightforward implementation of the MAP detector needs

to search over 64" = 16,777,216 symbols. Similar complexity problems apply to ML detectors.

In order to solve the detection problem in MIMO systems, research has focused on
suboptimal receiver models which are powerful in terms of error performance and in the same
time are practical for implementation purposes. One such receiver is the V-BLAST receiver
which utilizes a layered architecture and applies successive cancellation by splitting the channel
vertically [7].

15



As pointed out in Section 2.3, the decision rule that minimizes the probability of symbol
error P, which is defined in Eq. (2.3), is the ML rule given by Eq. (2.12). However, since the

ML rule requires searching over| " symbols, it is not practical when this number is large. In this

chapter, we review a number of suboptimal symbol detection rules that have been proposed as

practical alternatives to the ML rule.

2.6 Linear Receivers

Linear receivers are the class of receivers for which the symbol estimate &ais given by a

transformation of the received vector r of the form

a=Q(Wr), (2.13)

where W is a matrix that may depend on H and Q is a quantizer (also called slicer) that maps its

argument to the nearest signal point in |A|M (using Euclidian distance) [8].

2.6.1 Zero-Forcing (ZF) Receiver

Zero-Forcing (ZF) receiver is a low-complexity linear detection algorithm that outputs

a= Q(éZF ), (2.14)
where

5 =HTr, (2.15)

and H" denotes the Moore-Penrose pseudo inverse [9] of H, which is a generalized inverse that

exists even when H is rank-deficient.

For a more realistic performance estimation of the ZF receiver, we show in Fig. 2.3 the

simulation results for a (M, N) = (8, 8) system with 16-QAM modulation. The E, / N, defined
by Eq. (2.8), ranges between 2 dB and 14 dB in steps of 2 dB. The symbol error rate SER is

calculated by performing 10,000 trials at each E, / N, point. A new realization of H was chosen

in each trial and for each E, /N, value.
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Figure 2.3: SER of ZF, LLSE, VBLAST-ZF, and VBLAST-LLSE receivers without coding.

2.6.2 Linear Least Square Estimation (LLSE) Receiver

The LLSE receiver is a receiver that outputs the estimate
a= Q(éLLSE) (2.16)

where Q¢ Is a linear estimator given by

8 | s =Wr. (2.17)

where W is chosen to minimize

efwr —alf}.

For the model here, where H and v are Gaussian, the LLSE estimator matrix is given by [8],

P e P e -1
W =2 H" (- HH T+ No ) | 2.18)
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For a more realistic performance estimation of the LLSE receiver, we show in Fig. 2.3 the

simulation results for a (M, N) = (8, 8) system with 16-QAM modulation. The g, / N, defined
by Eq. (2.8), ranges between 2 dB and 14 dB in steps of 2 dB. The symbol error rate SER is

calculated by performing 10,000 trials at each E, / N, point. A new realization of H was chosen

in each trial and for each g, / N value. We observe that LLSE performs slightly better than ZF.

2.7 V-BLAST System

The first proposed algorithms were the Diagonal Bell laboratories layered space-time (D-
BLAST) and V-BLAST [15]. While the D-BLAST achieves the full MIMO capacity, it is more
complex as compared to the V-BLAST, which, despite its simplicity, achieves a significant
portion of the full MIMO capacity. V-BLAST is a detection algorithm to the receipt of MIMO
systems. Independent data can be transmitted simultaneously over multiple transmit antennas,
the data rate will increase proportional to the number of transmit antennas and the same band of
frequency used for every transmission which leads to high spectral efficiency [13]. Its principle
is quite simple, first it detects the most powerful signal (highest SNR), and then it regenerates the
received signal from this user from available decision. Then, the signal regenerated is subtracted
from the received signal and with this new sign; it proceeds to the detection of the second user's
most powerful signal, since it has already cleared the first signal and so forth. This gives less

interference to a vector received [16].

Although the detection algorithm for V-BLAST is based on the concept of multi-user
detection, it is single user detection. V-BLAST architecture was first proposed by Foschini to

increase capacity while exploiting multipath fading [5].

This section covers the basic principles and detection algorithms for V-BLAST with

various detection techniques.
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2.7.1 V-BLAST Architecture

The BLAST architecture is one of the earliest communication systems that proposed to
take advantage of the high capacity of MIMO channels. It can achieve high spectral efficiencies
by making spatially multiplexing coded or uncoded symbols over the MIMO channel [18].
Therefore, the symbols can transmitted through M antennas and each receiving antenna receives
a superposition of faded symbols. The transmission for V-BLAST is done by splitting the data
streams to M sub- stream layers. So, the layers are arranged horizontally across time and space.
At the receiver end, as mentioned previously, the received signals at each receive antenna are a
superposition of M faded symbols plus additive white Gaussian noise (AWGN).The detection
process is performed vertically for each received vector.

Figure 2.4 shows a block diagram of the V-BLAST architecture. There are M transmit
antennas and N receive antennas, where N >M. The data is first de-multiplexed into layers, or
parallel sub-streams, and each layer is transmitted from a different antenna. Each antenna
transmits the data layers simultaneously in the same frequency band. The channel is assumed to
be quasi-static, flat, Rayleigh fading. The receivers operate co-channel where the signal at each

receiver contains superimposed components of the transmitted signals.

The V-BLAST system model can be represented in matrix notations. The vector of

transmitted symbols, at time k, is represented by

X, =[x (1) %, (2) .. x (M)]" . (2.19)

Each receive antenna receives signals from all M transmit antennas. The received signal

during the k™ time interval is expressed as,
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Figure 2.4: Block diagram of V-BLAST.allrcitecture
where H is the channel matrix given by (2.2), and v is the noise vector given by
Vi =V (D) v () - vy (N (2.21)

where v is assumed to be i.i.d. additive white Gaussian noise with zero mean and covariance

matrix | o2 .

V-BLAST detection uses of linear nulling techniques (such as ZF or LLSE) or non-linear
methods like symbol cancellation. In each time interval there is one sub stream is considered to
be the desired signal and all the others are interferers. Nulling is obtained by linearly weighting

(W) the received signals.

The Main Steps for V-BLAST detection are:

Ordering: choosing the best channel.
Nulling: using ZF, LLSE or ML.
Slicing: making a symbol decision.

Canceling: subtracting the detected symbol.

ok~ w0 DN PE

Iteration: going to the first step to detect the next symbol [14].
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Here, different techniques used for performance measure are illustrated (Namely, Maximum
Likelihood (ML) detector, Zero forcing (ZF), and Linear Least Square Estimation (LLSE)).

I.  Maximum Likelihood (ML) Receiver:

The ML receiver performs optimum vector decoding and is optimal in the sense of
minimizing the error probability. ML receiver is a method that compares the received signals
with all possible transmitted signal vectors which are modified by channel matrix H and

estimates transmit symbol vector x according to the Maximum Likelihood principle.

The Maximum Likelihood try to find X which minimizes, J = |Y “Hx R}, if MIMO is 2x2

Pl}{hll hlz}rﬂ
Yo | |Mo1 hap [ %o

Note that y is the constellation points, X is a received vector and H is a channel matrix.

J becomes:

2

J= (2.22)

And so on, where the minimization is performed over all possible transmit estimated symbol
vectors x. Although ML detection offers optimal error performance, it suffers from a very high

complexity.

ii.  V-BLAST Zero Forcing (ZF) characteristic:

By using ZF technique, we can reduce the decoding complexity of the ML receiver
significantly. It has a simple linear receiver with low computational complexity and suffers from
noise enhancement. It works best with high values of SNR. [19]

The zero forcing try to find a matrix W which satisfies WH=I. so to achieve this constraint the W

matrix must satisfy the following equation:

W:(HH)'leH (2.23)

The V-BLAST/ZF algorithm is a variant of V-BLAST derived from ZF rule. [7]
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In Fig. 2.5 the steps of V-BLAST/ZF were shown, where H ™ denotes the Moore-Penrose

pseudo inverse of H [9],(W,); is the i™ row of W.,Q(.) is a quantizer to the nearest constellation

point, (H)ki denotes the k™ column of H, H_denotes the matrix obtained by zeroing the

columnsk k,,....k;of H, and H. denotes the pseudo-inverse of H_.

Initialization:

(2.24a)

gt -

W, =H "
1 (2.24h)
1=

Recursion:

k= argfﬁ{kl'“k,-_l} min (Wf)sz (2.24c¢)
Vg =) (2.244)

i -0, (2.24¢)
=t —r':k,-(H)ki (2.241)
VosH. @249
i—itl (2.24h)

Figure 2.5: V-BLAST/ZF Detection Algorithm.

In the above algorithm, Eq. (2.24c) determines the order of channels to be detected; Eq.
(2.24d) performs nulling and computes the decision statistic; Eq. (2.24e) slices computed
decision statistic and yields the decision; Eq. (2.24f) performs cancellation by decision feedback,

and Eq. (2.24g) computes the new channel matrix for the next iteration.

V-BLAST/ZF may be seen as a successive-cancellation scheme derived from the ZF

scheme discussed in Section 2.5.1. The ZF rule creates a set of sub-channels by forming
8, =(H"H)a+H"V , as in Eq. 2.15. The j" such sub-channel has noise variance(H*), HZ N, .

The order selection rule prioritizes the sub-channel with the smallest noise variance.
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For a more realistic performance estimation of the V-BLAST/ZF receiver, we show in
Fig. 2.3 the simulation results for a (M, N) = (8, 8) system with 16-QAM modulation.
TheE, / N, defined by Eq. (2.8), ranges between 2 dB and 14 dB in steps of 2dB. The symbol

error rate SER is calculated by performing 10,000 trials at each E, / N, point. A new realization
of H was chosen in each trial and for each E, / N, value. Result of this simulation is very similar

to an experiment performed in a real laboratory environment which is reported in [7].
We observe that V-BLAST/ZF performs significantly better than both ZF and LLSE receivers.

iii.  V-BLAST with Linear Least Square Estimation (LLSE):

The LLSE receiver provides a balanced solution to the problem of reducing the effects of
both interference and channel noise enhancement effect plaguing the ZF equalizer, whereas the
ZF receiver removes only the interference components [19].

This implies that the mean square error between the transmitted symbols and the estimate of
the receivers is minimized. Hence, LLSE is superior to ZF in the presence of noise. Some of the
important characteristics of LLSE detector are simple linear receiver.

The LLSE approach tries to find a coefficient W which minimizes,

E{[wy - x][wy-x]"}, (2.24)

where E{x} is the expectation value of x.

And find,

P+ P + -1
W=—H"(-—HH"+Njl 2.25
L2 oly) (2.25)

The V-BLAST/LLSE algorithm is a variant of V-BLAST where the weighting matrix is chosen
according to the LLSE rule [10].

23



Initialization:

P yris P oprere
w, =L g (EHH +N,I
1y (M oln)

i=1

Recursion:

2

by eok;

A

ki = argje{

min
}
“ik- = Q(yk )9
1 1

ra =t —“kt.(H )kt.’

Py P g_pg-
PViJrlﬂlHki JWHkini +N01N)’

1=i1+1.

Figure 2.6: V-BLAST/LLSE Detection Algorithm.

For a more realistic performance estimation of the V-BLAST/LLSE receiver, we show in
Fig. 2.3 the simulation results for a (M, N) = (8, 8) system with 16-QAM modulation.
The E, / N, defined by Eq. (2.8), ranges between 2 dB and14 dB in steps of 2 dB. The symbol

error rate SER is calculated by performing10, 000 trials at each E, / N_point. A new realization
of H was chosen in each trial and for each E, / N, value. We observe a slight improvement

compared to the performance of V-BLAST/ZF.

Figure 2.7 compares the symbol error rate (SER) versus signal to noise ratio for different
versions of the V-BLAST algorithm. The Ordered LLSE algorithm yields the best SER
performance, whereas the unordered ZF algorithm yields the worst. The Ordered Algorithm
detects the strongest signal first. As a result, the strongest interference is cancelled first. On
average, this leads to improved BER performance in the sequentially detected layers.

The LLSE nulling criteria utilizes knowledge of the signal to noise ratio to improve performance.
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Figure 2.7: Different V-BLAST Algorithms.

2.8 V-BLAST/MAP Detection Algorithm

In this section, we describe a new symbol detection algorithm for MIMO channels, which
is called V-BLAST/MAP that combines the features of V-BLAST and MAP rules. This
algorithm uses the layered structure of V-BLAST, but uses a different strategy for channel
processing order, inspired by the MAP rule. The complexity of the V-BLAST/MAP is higher
than that of V-BLAST; however, the performance improvement is also significant. Simulations
show that V-BLAST/MAP achieves symbol error rates close to the optimal maximum likelihood
(ML) scheme while retaining the low-complexity nature of the V-BLAST.

Fig. 2.8 depicts the error performance of V-BLAST/ZF/MAP versus those of V-
BLAST/ZF and ML for the case of (M, N) = (4, 12) and 4-QAM modulation with

alphabet {+A+ jA} .
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Figure 2.8: Symbol error rates (SER) of V-BLAST/ZF/MAP receiver-BLAST/ZF receiver and ML receiver.
The simulation is for (M, N) = (4, 12) and 4-QAM modulation.

2.8.1 V-BLAST/ZF/MAP Detection Algorithm

Using the same notation of V-BLAST algorithm, V-BLAST/ZF/MAP algorithm may be
described in Fig. 2.9:

26



Initialization:
W, = H' (2.26a)
i=1 (2.26D)
Recursion:
y; =W, (2.26¢)
§; = Q(y,-) (2.26d)
fo(y../5..)
P = vy y 'J; , ,je{kl,...,kf 1} (2.26¢)
V../5 —
S%:A fy v Y )
k,=arg max{p } (2.2061)
1 i |
ﬁz{kl - 1} ij
&ki - Slkt (2.26g)
i1 =i (2 )Ki (2.26h)
_ gyt ‘
Wi =Hg (2.26i)
I
i=i+1 (2.26j)

Figure 2.9: V-BLAST/ZF/MAP Detection Algorithm.

Here the vectors Y, = (Yiy,Yipren Yoy )7 @nd S, =(S;,S,,-,S,, )" are the counterparts of those

in Eq.'s (2.14) and (2.15) in the ZF detector. In (2.22¢), f;is a density function given by

N 1 2
ij i /%) = &P~ |Yij ~Sij| [ (2.27)
j j

where % =N, (Wi)j||2. In (2.26e) and (2.26f), the index j ranges over all elements of

{1,2,....M}excluding those in {k,,....k.,},i.e., j €{Ll,..M}/{k ..k}
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V-BLAST/ZF/MAP algorithm is identical to V-BLAST/ZF except for the ordering in
which symbols are detected. Instead of selecting the next symbol to be detected according to the

rule (2.24c), here the set of all potential symbol decisions are ranked with respect to their a-
posteriori probabilities of being correct, as estimated by p;; . Thus, it is important to emphasize
that p,'s are not true MAP probabilities but approximations to how probable it is thats, = a; .
The approximation is due to the omission in calculations of the cross correlations between the
noise termsz; =y; -s;on the component sub channels. Notice that the index permutation
(k; K, ,....Ky, ) produced by V-BLAST/ZF/MAP depends on both H and r, unlike V-BLAST/ZF

where the permutation depends only on H.

The complexity of V-BLAST/ZF/MAP is increased with respect to that of V-BLAST/ZF

by the computation done in step (2.26e). The order of complexity of computing p;is
roughlyo (|A|) for any fixed j, and upper bounded by O(M |A])when considered as a whole.

This computation can be further simplified by approximating the denominator of (2.26e) but that
issue is not explored in this thesis.

One major point about complexities of V-BLAST/ZF and V-BLAST/ZF/MAP is that in
the former allows pre-computation of all weighting vectors (which can be used repeatedly as
long as H is fixed) whereas in the latter the weighting vector must be computed in real-time since
it also depends on r. This increased complexity of V-BLAST/ZF/MAP is justified by

performance improvements as illustrated later in this section.

For a more realistic performance estimation of the V-BLAST/ZF/MAP receiver, we show
in Fig. 2.11 the simulation results for a (M, N) = (8, 8) system with 16-QAM modulation.
TheEg, / N,, defined by Eq. (2.8), ranges between -4 dB and 4 dB in steps of 2dB. The symbol

error rate SER is calculated by performing 10,000 trials at each E, / N, point. A new realization
of H was chosen in each trial and for each E, / N, value. We observe that V-BLAST/ZF/MAP
performs significantly better than both V-BLAST/ZF and V-BLAST/LLSE receivers.
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2.8.2 V-BLAST/LLSE/MAP Detection Algorithm

In this section, we use the LLSE technique in order to compute weighting matrix.
Then, V-BLAST/LLSE/MAP algorithm may be described in Fig.2.10:

Initialization:
i=1
Pl
PV!. = MHf(MHiHi +NOIN)

Recursion:

Vi =Wt
§; = Q(yi)
TV ")

pi' = sje{kls-"sk'_l}
g (Y. 18" !
SZAfU(yU )

i =2 by e,y ™S {sz }

ap =s;k;
I
A= _“ki(H r')ki

_ Py Py H
Wi = e G e e, ol
i=it1 rot

Figure 2.10: V-BLAST/ZF/MAP Detection Algorithm.
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