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Abstract

This thesis consists of three chapters of interest to a portfolio manager. The first

paper examines how the profitability of trading rules depends on volatility. In par-

ticular, a question of interest is whether one rule dominates all others regardless of

the level of volatility, or whether it is more profitable to vary the choice of trad-

ing rule corresponding to volatility. Certain rules, such as the KST indicator using

overbought/oversold levels, appear to excel under highly volatile conditions, while

exponential moving average rules perform better with low volatility. In the second

paper, a Value-at-Risk (VaR) model capable of producing accurate and robust fore-

casts is presented. In particular, the model presented here provides an extension to

the VARLINEX model of Knight, Satchell, and Wang (2003) (hereafter KSW (2003)).

The end result is a model capable of accurately forecasting VaR during the recent

stock market crash (2008-09), as well as before and after the crash. The new model

outperforms a benchmark model that had been successful prior to the crash, as well

as the original VARLINEX model (KSW (2003)). The third paper explicitly spells

out the link between independence tests and goodness-of-fit tests that are based on

copula functions. However, the primary contribution is the development of a new

copula-based goodness of fit test, which involves incorporating a weighting function

in one of the test statistics proposed in Genest, Rémillard, and Beaudoin (2009).

Guidance is given in terms of how to choose an appropriate weighting function, and

an application to Value-at-Risk forecasting is included.
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Chapter 1

Introduction

This thesis consists of three papers dealing with portfolio management issues. Ef-

fective portfolio management is a complex task requiring the portfolio manager to

consider many important issues. For example, when an asset is being considered for

inclusion in a portfolio it is first analyzed on a stand-alone basis, then it must be

determined whether the asset is a good fit in the portfolio, and then whether the

timing is right to execute the trade from a technical analysis viewpoint. The first

paper in this thesis is related to technical analysis. If the asset passes these tests,

then the portfolio manager may also need to worry about other issues such as how

to achieve best execution for the trade. Integral to deciding whether the asset is a

good fit for the portfolio is the issue of risk management, which is a complex field of

study in its own right. A Value-at-Risk model is a commonly used tool within risk

management. In the second paper, a Value-at-Risk forecasting model is developed.

Within several of the sub-fields of portfolio management is the issue of data mod-

elling. Copula functions provide a flexible way to model the dependence structure
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between multiple data variables. Data modelling with copula functions is the topic

of the third paper.

The first paper is related to technical analysis and the profitability of technical

trading rules. There exists a vast amount of literature dedicated to the examination

of the profitability of technical trading rules. The results have been mixed; many

studies claim trading rules are profitable, while several others claim just the opposite.

Rather than adding another paper to the pile, this study puts a different spin on

the problem by examining how the profitability of trading rules depends on the level

of volatility in the asset being traded. Of particular interest is the issue of whether

one rule dominates all others regardless of the level of volatility, or whether it is

more profitable to vary the choice of trading rule corresponding to volatility. Several

classes of trading rules are tested on a portfolio of 20 stocks from the Russell 3000

index. The results of this paper should provide guidance to a practitioner attempting

to develop an investment strategy based on technical trading rules, or to a portfolio

manager using trading rules to decide the proper time to enter/exit positions in his

portfolio. During times of high volatility, there is plenty of money to be made or lost

in financial markets, as a result, it is important that investors are using strategies

that are appropriate given the current market conditions. It may be the case that

investors need to adjust their trading rules in order to maximize profits/minimize

losses as volatility fluctuates. This paper makes three contributions to the literature.

First, it is determined how the ranking of trading rules (in terms of profitability)

depends on volatility. Second, the trading rules are tested on intradaily data, which

does not appear to have been done before with equities. Finally, the profitability of

trading rules in ‘young’ vs. ‘mature’ markets is examined.
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In the second paper, a Value-at-Risk (VaR) model capable of producing accurate

and robust forecasts is presented. The recent market crash of 2008-2009 has made

the measurement and forecasting of risk a major issue for both regulators and risk

management divisions. Under the Basel II and Basel III accords, banks are required

to maintain a specific level of capital which is related to the riskiness of their assets.

The loss that is only surpassed (1 − α)% of the time is referred to as the α% VaR.1

A VaR model is recognized as an effective method used in the calculation of required

risk capital, in particular in the context of market risk. From a portfolio manage-

ment perspective, an accurate VaR model can help to identify exposures that carry

an unacceptable amount of downside risk, possibly allowing for the portfolio manager

to make changes to the portfolio before it loses too much value. Most of the existing

VaR literature ignores the asymmetric loss of forecasting VaR for different economic

agents. The VARLINEX model developed by Knight, Satchell, and Wang (2003)

(hereafter KSW (2003)) takes this asymmetry into account by using the Linex loss

function, which is an alternative to the traditionally used symmetric loss function.

Specifically, bank managers likely feel that the loss of overestimating VaR is greater

than the loss of underestimation. This is because, in the event of overestimation,

banks will hold more capital than is required by regulation, which will decrease their

return on equity. On the other hand, regulators certainly would suffer a greater loss

from underestimation relative to overestimation, since underestimation is more likely

to result in systemic bank failures. Additionally, a bank manager may wish to err on

the side of caution in a time of crisis, in which case his perspective will be similar

to that of the regulator. In this paper, an extension is provided to the VARLINEX

1Typical values for α are 0.95, 0.975, 0.99, and 0.995.
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model. Two alternative methods of estimating the asymmetry parameter from the

VARLINEX model are introduced. These new estimation methods improve upon the

results of the original model (i.e. KSW (2003)), in addition to outperforming the

benchmark model (which was based on Extreme Value Theory (EVT)). As a result,

this paper provides a versatile VaR model capable of yielding accurate forecasts dur-

ing a time of crisis (which the benchmark EVT model was unable to do), as well as

under calm market conditions.

In the third paper, a new copula-based goodness-of-fit (g-o-f) test is developed.

Copulas are used to model the dependence structure between two or more variables.

From the standpoint of a portfolio manager these variables could be, for example,

returns on any type of financial asset, or risk factors affecting the returns on financial

assets. Copula-based g-o-f tests are useful in several financial applications, such as

integrated risk management, optimal portfolio construction, and asset pricing. The

tests are also useful in the pair-copula decomposition method, which decomposes a

high-dimensional copula into a function of several bivariate copulas. In all of these

applications, the tests are used to determine which family of copula functions best

describes the data. The new test developed in this paper implements a weighting

function in one of the test statistics proposed in Genest et al. (2009). The result is a

test statistic with greater power than the original unweighted version, which should

be of interest to any practitioners who wish to model financial data using copulas.

The methodology used to derive an appropriate weighting function is introduced. An

application to Value-at-Risk forecasting shows how the test can be used in practice by

the portfolio manager. In addition, a link between copula-based independence tests

and copula-based g-o-f tests is made explicit.
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Chapter 2

How Does the Profitability of
Trading Rules Depend on
Volatility?

2.1 Introduction

There exists a vast amount of literature dedicated to the examination of the prof-

itability of technical trading rules. The results have been mixed; many studies claim

trading rules are profitable, while several others claim just the opposite. However,

there have been some interesting findings that warrant further exploration. For in-

stance, Hsu and Kuan (2005) find evidence that trading rules are able to generate

significant profits in ‘young’ markets such as the Russell 2000 and the NASDAQ Com-

posite, while several studies, including Hsu and Kuan (2005), Sullivan, Timmerman,

and White (1999), and Aronson (2007), find that trading rules are unable to generate

significant profits in more ‘mature’ markets such as the Dow Jones Industrial Aver-

age (DJIA) and the S&P 500. In addition, Hsu and Kuan (2005) find evidence that
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complex trading rules consistently outperform simple trading rules.1 Although the

aforementioned findings will be tested here as well, the primary focus of this paper

is to determine how the profitability of trading rules depends on the volatility in the

asset being traded. Each day is defined to be either ‘high’, ‘medium’, or ‘low’ in

terms of volatility. The method used to determine which volatility range a day is in

is explained in Section 2.4. Several simple and complex trading rules are tested on a

portfolio of 20 stocks from the Russell 3000 index. Specifically, the portfolio consists

of six stocks from the Russell Top 200, and seven from each of the Russell Midcap

and the Russell 2000.2 Further details regarding the portfolio are deferred to Section

2.4. The Stepwise Superior Predictive Ability (Step-SPA) test proposed in Hsu, Hsu,

and Kuan (2010) is used to correct the data mining bias.

The results of this paper should provide guidance to a practitioner attempting to

develop an investment strategy based on technical trading rules. During times of high

volatility, there is plenty of money to be made or lost in the financial markets, as a

result, it is important that investors are using strategies that are appropriate given

the current market conditions. It may be the case that investors need to adjust their

trading rules in line with volatility in order to maximize profits/minimize losses.

The contribution of this paper is three-fold. First, it is established that the rank-

ing of trading rules (in terms of profitability) depends on volatility. Second, the

trading rules are tested on intradaily data, which does not appear to have been done

1In general, complex trading rules take as inputs the output of several simple trading rules.

Concrete examples of such rules will be provided in Section 2.5
2The Russell Top 200 is made up of the 200 largest public companies in the United States

based on market capitalization, the Russell Midcap Index is made up of the 201st to 1000th largest

companies in the US; and the Russell 2000 is made up of the 1001st to 3000th largest companies.
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before with equities. Finally, the profitability of trading rules in ‘young’ vs. ‘mature’

markets is examined.

The paper is organized as follows. Section 2.2 reviews the existing literature. Sec-

tion 2.3 describes the current data mining tests. Section 2.4 describes the portfolio

selection methodology. Section 2.5 describes the data and the universe of trading

rules. Section 2.6 presents and analyzes the results of the tests. Section 2.7 analyzes

some interesting extension questions. Section 2.8 discusses the results of the Step-

SPA test for data mining. Section 2.9 concludes.

2.2 Literature Review

2.2.1 Profitability

Whether or not technical trading rules have the ability to generate significant profits

has been a topic of hot debate in the finance literature over the past few decades.

There are two things that make it such a popular topic. The first is its direct relevance

to investment practitioners, and the second is that there is not yet a clear winner.

Many studies have surfaced that support the profitability of trading rules, includ-

ing Sweeney (1986, 1988), Brock, Lakonishok, and LeBaron (1992), Neely, Weller,

and Dittmar (1997), Rouwenhorst (1998), Chang and Osler (1999), Neely and Weller

(1999), Lo, Mamaysky, and Wang (2000), Korajczyk and Sadka (2004), and Hsu and

Kuan (2005). Likewise, there have been many studies to conclude that trading rules
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cannot generate significant profits, including Knez and Ready (1996), Sullivan, Tim-

merman, and White (1999), Ready (2002), and Lesmond, Schill, and Zhou (2003).

However, all of these articles contain at least one of the following deficiencies: i) the

article did not account for data-mining bias, ii) the article only considered simple

trading rules (as opposed to complex), iii) the article only tested the strategies on

daily or weekly data (as opposed to intradaily data). All three issues are addressed

in this paper.

2.2.2 Data Mining

Sullivan, Timmerman, and White (1999) (hereafter STW) implemented White’s Re-

ality Check bootstrap methodology (WRC), the first test that was able to quantify

the data mining bias. STW define data mining as a condition that arises “when a

given set of data is used more than once for purposes of inference or model selec-

tion”.3 They go on to explain that “when such data reuse occurs, there is always the

possibility that any satisfactory results obtained may simply be due to chance rather

than any merit inherent in the method yielding the results”. STW applies a universe

of 7,846 simple trading rules to 100 years of daily data on the Dow Jones Industrial

3STW refers to this as ‘data snooping’ rather than ‘data mining’. This paper follows the con-

vention of Aronson (2007). Aronson defines data snooping as the use of “results of prior rule studies

reported by other researchers”. He contends that data snooping is a greater problem than data

mining because the researchers “typically do not disclose the amount of data mining that led to the

discovery (of the aforementioned results)”.
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Average. They find that significant profits are not generated by any of the rules after

taking into account the data mining bias.

However, many improvements have been made in the last decade since WRC was

introduced. WRC has two principle flaws; first, it determines whether there is a

significant model, but it does not identify all significant models, and second, Hansen

(2005) notes that WRC is conservative because its null distribution is obtained under

the least favourable configuration. The first flaw is corrected by Romano and Wolf

(2005) who propose a stepwise test based on WRC which identifies as many significant

models as possible. Unfortunately, the stepwise test still possesses the second flaw

since its null distribution is obtained under the least favourable configuration. Hansen

(2005) introduces the SPA test which does not rely on the least favourable configura-

tion. Hansen and Lunde (2005), and Hsu and Kuan (2005) show that Hansen’s SPA

test is more powerful than WRC. However, the SPA test suffers from the first flaw of

WRC since it is unable to identify all significant models. Hsu, Hsu, and Kuan (2010)

develop a stepwise SPA test which addresses both of the major flaws in WRC. Hsu,

Hsu, and Kuan (2010) show that their stepwise SPA test is more powerful than the

stepwise reality check test from Romano and Wolf (2005). In this paper, the stepwise

SPA test introduced in Hsu, Hsu, and Kuan (2010) is used to correct for data mining

bias. The details of the test will be presented in Section 2.3.
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2.2.3 Complex Rules

In Tuttle (2006), the author claims that money managers misuse technical indicators

for three reasons. One of these reasons is that they employ “only one indicator to

make an investment decision”. Tuttle advocates using the output from several dif-

ferent indicators to make an investment decision. This sentiment is shared by many

other experts on technical analysis, including Martin Pring (Pring (2002)). Following

this line of thinking, it makes sense that money managers may wish to consider the

use of complex rather than simple trading rules to make decisions. Thus, a study that

exclusively examines the profitability of simple trading rules may not be relevant to

investment practitioners. Hsu and Kuan (2005) examine the profitability of three

classes of complex rules: i) learning, ii) voting, and iii) fractional.4 The authors find

that complex rules are more profitable than simple rules in general, and that they are

capable of generating significant profits in ‘young’ markets, such as the Russell 2000

and the NASDAQ Composite.

2.2.4 Intradaily Frequency

The vast majority of studies involving the use of intradaily data to test the profitabil-

ity of trading rules focus on the foreign exchange (FX) market. Curcio, Goodhart,

Guillaume, and Payne (1997) find that filter rules are unable to generate significant

4The voting and fractional rules in this paper are modified versions of those in Hsu and Kuan

(2005)
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profits on average. Neely, Weller, and Dittmar (1997) find evidence of excess profits

when using genetic programming techniques to select technical trading rules. Osler

(2000) finds that signals given by support and resistance levels are able to generate

excess profits. Neely (2002) uses intradaily data to determine whether central bank

intervention contributes to technical trading profits in the foreign exchange market.

Neely and Weller (2003) find that excess profits are not generated in the FX market

when either a genetic program, or an optimal linear forecasting model are used to

select technical trading rules.

2.3 Data Mining Tests

First, some notation needs to be introduced. Let m indicate the total number of

trading rules, and let n denote the number of periods in the sample. Denote rt as the

return of the trading rule at time t,5 and rBt as the return on the benchmark at time

t.6 Then, dk,t =
1
n

∑n
t=1 log(1 + rt − rBt − δk,t TC) is defined as the return of trading

rule k at time t relative to the benchmark, where k = 1, . . . ,m; δk,t is 1 if there is

a buy or sell transaction at time t, and 0 otherwise, and TC is the transaction cost.

Further discussion of the transaction cost is deferred to Section 2.6. A composite

hypothesis test may be formed to test whether any of the trading rules generate

significant profits. First, for each k, let E(dk,t) = µk for all t. Then, the hypothesis

test is

5Transaction costs are ignored for now.
6In this paper, the benchmark is always the buy-and-hold strategy.
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H0 : maxk=1,...,m µk ≤ 0, k = 1, . . . ,m (2.1)

The alternative is that the best performing rule generates significant profits relative

to the benchmark.

White’s Reality Check

The hypothesis test in (2.1) can be used to determine the existence of a prof-

itable trading rule as long as µ has a continuous limiting distribution. Taking after

Hansen (2005) and Hsu, Hsu, and Kuan (2010), the following condition is imposed

on dt = (d1,t, · · · , dm,t)
′ which allows dt to exhibit weak dependence over time.

Assumption 2.1 {dt} is strictly stationary and α-mixing of size (2+η)(s+η)/(s−2),

for some s > 2 and η > 0, where E[|dt|(s+η)] < ∞, and var(dk,t) > 0 for all k.7

Given Assumption 2.1, the data obey a central limit theorem:

√
n(d̄− µ) → N(0,Ω), (2.2)

where d̄ = 1
n

∑n
t=1 dt, µ = E(dt), and Ω = limn→∞ var(n1/2(d̄ − µ)). WRC uses the

test statistic V̄ = maxk=1,...,m {
√
nd̄k}, where d̄k is the kth element of d̄. The test uses

the least favourable configuration (LFC), i.e., µ = 0, in equation (2.1) to obtain the

null distribution. Substituting µ = 0 into equation (2.2) yields
√
nd̄ → N(0,Ω), thus

the limiting distribution of V̄ is maxk{N(0,Ω)}, which can be approximated using a

stationary bootstrap procedure. The bootstrap procedure is used to obtain a p-value

7| · | is the Euclidean norm.
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for H0. The null hypothesis in (2.1) would be rejected at a significance level of α for

a bootstrapped p-value less than α, or when the test statistic, V̄ , is greater than the

bootstrapped critical value. White (2000) calls this procedure the “bootstrap reality

check”, because it “provides an objective measure of the extent to which apparently

good results accord with the sampling variation.”

The Stepwise Reality Check (Step-RC)

It was mentioned in Section 2.2 that WRC suffers from two primary flaws; the

first of which was that it is unable to identify all significant models. Romano and

Wolf (2005) solve this problem with a stepwise procedure that identifies as many

significant models as possible. The procedure works as follows:

1. Create a vector that lists the d̄k’s in descending order.

2. For the best trading rule k, if
√
nd̄k is greater than the bootstrapped critical

value, reject the rule, otherwise end the procedure.

3. Remove the best rule and repeat step 2, bootstrapping the critical value again

using the remaining data. The procedure ends when no more rules can be

rejected.

However, this test does not address the second flaw of WRC.
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The Superior Predictive Ability (SPA) Test

The second flaw mentioned in Section 2.2 was that WRC is too conservative. The

reason for this is that it is thought the inclusion of very poor models may artificially

inflate the bootstrapped p-value of WRC. As a result, Hansen (2005) introduces the

SPA test which uses the test statistic given by

T SPA
n = max

[
maxk=1,...,m

{√
nd̄k
ω̂k

, 0

}]
,

where ω̂2
k is some consistent estimator of ω2

k = var(
√
nd̄k).

The SPA test avoids the LFC by re-centering the null distribution. Let Ω̂ be a

consistent estimator of Ω with the (i, j)th element ω̂ij. Also, let σ̂
2
k = ω̂2

k/n and An,k =

−σ̂k

√
2 log log n. µ̂ is defined as the vector with kth element µ̂k = d̄k1(

√
nd̄k ≤ An,k),

where 1(·) is the indicator function. Finally, noting that
√
nd̄ =

√
n(d̄ − µ) +

√
nµ,

Hansen (2005) proposes adding
√
nµ̂ to the bootstrapped distribution of

√
n(d̄ −

µ). This re-centering of the distribution yields a better approximation to the null

distribution of T SPA
n .

The Stepwise SPA Test

Hsu, Hsu, and Kuan (2010) introduce the Stepwise SPA test (hereafter referred

to as Step-SPA) which addresses both flaws of WRC. The procedure is the same as

that of the stepwise test in Romano and Wolf (2005), except that its critical values

are obtained from bootstrapping the re-centered distribution from the SPA test. The

Step-SPA test uses the stationary bootstrap of Politis and Romano (1994). Before

describing the bootstrap method, some notation is needed. Let d∗t (b) = d∗nb,t
, where
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t = 1, . . . , n be the bth re-sample of dt, where the indices nb,1, . . . , nb,n consist of blocks

of {1, . . . , n} with random lengths determined by the realization of a geometric dis-

tribution with the parameter Q ∈ [0, 1). The method goes as follows:

1. nb,1 is chosen uniformly from {1, . . . , n}.

2. For all t > 1, nb,t = nb,t−1 + 1 with probability Q; otherwise, nb,t is chosen

uniformly from {1, . . . , n} as in step 1. A re-sample is done when n observations

are drawn. Let d̄∗(b) =
∑n

t=1 d
∗
t (b)/n denote the sample average of this re-

sample.

3. Repeat steps 1 and 2 B times.

This yields an empirical distribution of d̄∗ with B realizations. Now, the bootstrapped

T SPA
n critical value is:

q̂∗α0
= max(q̂α0 , 0), (2.3)

where

q̂α0 = inf{q|P ∗[
√
n maxk=1,...,m (d̄∗k − d̄k + µ̂k) ≤ q] ≥ 1− α0}

is the (1−α0)th quantile of the re-centered empirical distribution, and P ∗ is the boot-

strapped probability measure. The Step-SPA test proceeds as follows:

1. Arrange the vector of d̄k’s in descending order.

2. Reject the best trading rule k if
√
nd̄k > q̂α0 . If the best rule is rejected, go to

step 3, otherwise end the procedure.
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3. Remove the best rule from the data, and repeat step 2.

4. Repeat step 3 until no rules are rejected.

According to Hsu, Hsu, and Kuan (2010), the Step-SPA test is more powerful then

the stepwise test in Romano and Wolf (2005), given Assumption 2.1 holds.

2.4 Portfolio Selection

The main issue related to portfolio selection was to ensure the portfolio consisted of a

similar number of high, medium, and low volatility stocks.8 The reason is that there

need to be enough periods of each type of volatility to test the rules on. For example,

if only 15% of the periods in the sample were ‘low’ periods, this would not yield very

much information pertaining to the ability of the rules to generate profits in a low

volatility environment. In order to ensure there were an approximately equal number

of periods of each range of volatility, it was necessary to determine what exactly it

meant to be ‘high’, ‘medium’, or ‘low’ in terms of volatility. Essentially, ‘cutoff’ val-

ues that separated high from medium and medium from low needed to be computed.

The following is a description of the method used to calculate the cutoff values.

First, daily return data was collected for a sample of 60 stocks from the Russell

3000 index over the period July 1, 2003 to June 20, 2007 (1000 days of data). Specif-

ically, 20 stocks were randomly selected from each of the Russell Top 200, Russell

8To be more accurate, the portfolio needed to consist of a similar number of high, medium, and

low volatility periods
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Midcap, and Russell 2000 indexes. The reasoning behind using stocks from each of

these three indexes was so that there would be a similar number of high, medium, and

low volatility stocks. The assumption being that the volatility of a stock is inversely

proportional to the size of the corresponding firm. This turns out to be the case in

this portfolio, as the Russell 2000 stocks are, on average, the most volatile, followed

by the Russell Midcap, and then the Russell Top 200.9 Now, the process used to

calculate cutoff values is explained.

1. Split up the 1000 day sample into 20 discrete blocks each containing 50 days

(20× 50 = 1000).

2. Calculate the standard deviation of returns over each 50 day block. Note that

there will be 20 standard deviation values for the first stock since there were 20

discrete blocks over the sample.

3. Repeat steps 1) and 2) for the remaining 59 stocks.

When step 3 is complete there will be 1200 (60 stocks × 20 discrete blocks = 1200)

standard deviation calculations. Finally, the cutoff value between high and medium

volatility will be the 67th percentile (roughly the 400th largest of the 1200 values)

and the cutoff value between medium and low volatility will be the 33rd percentile

(roughly the 800th largest of the 1200 values). The high-medium cutoff value is 0.0211

and the medium-low cutoff value is 0.0135. At this point it is important to note that

9The average standard deviation of returns was calculated for each stock, and then the average

for each group was recorded. The average standard deviation was 18.5% for the Russell 2000 stocks,

11.2% for the Russell Midcap, and 8.22% for the Russell Top 200.
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these cutoff values should not be used for data from a time period different than the

one used here. The period July 1, 2003 to June 20, 2007 used in this paper had very

low volatility according to the VIX index. The cutoff values would certainly need to

be higher for a period that included the 2008-09 crisis, for instance.

Now, the issue of portfolio selection may be addressed. The portfolio consists of

20 stocks from the Russell 3000 index. Specifically, there are six stocks from the

Russell Top 200, seven stocks from the Russell Midcap, and seven stocks from the

Russell 2000. These 20 stocks were chosen from the previous sample of 60 such that

there were a similar number of high, medium, and low volatility periods for the en-

tire portfolio. To determine whether a day should be classified as ‘high’, ‘medium’,

or ‘low’, the standard deviation of returns for that day is calculated, and then the

classification is made according to the cutoff values (for example, < 0.0135 indicates

‘low’). This is repeated for every day in the sample. The sample consists of data

for 20 stocks from Jan. 3, 2006 to June 28, 2007 (375 days).10 To recap, each day

is classified as ‘high’, ‘medium’, or ‘low’ volatility, and there are 20 stocks, so there

are 7500 (375 × 20 = 7500) total classifications. Ideally, roughly one-third of these

would be each of high, medium, and low. In the actual sample, 36.03% of the days

are classified as ‘high’, 30.94% are ‘medium’, and 33.03% are ‘low’. These values are

considered satisfactorily close to one-third for the purposes of this paper. To reiter-

ate, the main issue is that there need to be enough days of each type of volatility to

test the rules on. In other words, the primary concern is that the minimum value (in

this case 30.94%) may be too low. However, 30.94% seems to be a very reasonable

minimum value, considering the highest value this minimum can attain is 33.33%.

10Within the 375 day sample, there is an in-sample period of 250 days and an out-of-sample

period of 125 days.
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The list of stocks used in the portfolio can be found in Appendix A. The following

section provides a description of the data and the universe of trading rules.

2.5 Data and Trading Rules

2.5.1 Data

The data used in this paper is one-minute-equity-data (OMED) for the 20 stocks in

the portfolio from Jan. 3, 2006 to June 28, 2007. The in-sample period runs from

Jan. 3, 2006 to Dec. 28, 2006 (250 trading days), while the out-of-sample period runs

from Dec. 29, 2006 to June 28, 2007 (125 trading days). The data was purchased

from Tick Data (www.tickdata.com). The trading rules are tested on the data at

frequencies of 30, 78, 130, and 390 minutes.11 The Dickey Fuller test is applied to the

data to test for stationarity. The null hypothesis of nonstationarity is tested against

the alternative that the data follows an AR(1) with drift. The null hypothesis of

nonstationarity can be rejected for each of the 20 time series.12

11Note that these values are chosen such that there will be an integer number of periods per

trading day. There are 390 minutes in a trading day, so a frequency of 30 minutes yields 13 periods,

a frequency of 78 minutes yields 5 periods, a frequency of 130 minutes yields 3 periods, and a

frequency of 390 minutes yields 1 period (daily data).
12Results of the test are available upon request.
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2.5.2 Trading Rules

Two simple rules and two complex rules are examined. The simple rules are the

exponential moving average (EMA) and the KST (know-sure-thing) indicator. Before

describing how the EMA rule works, the calculation of an EMA will be explained.

The benefit of using an EMA instead of a simple moving average is that the EMA

gives more weight to recent observations, whereas the simple MA is just an arithmetic

mean of past prices. The EMA is calculated using the following equation:

EMAt = EMAt−1 + α · (pricet−1 − EMAt−1)

where 0 < α < 1 is a smoothing parameter.

Typically two EMA’s will be calculated, one short and one long. In this paper,

the short moving average is either one or two periods. Note that a one-period moving

average is just the price of that period. In the case that the short moving average is

two periods, a simple moving average is used, that is, the arithmetic mean of the past

two periods. The long EMA ranges from 10 to 60 periods (in increments of 10). When

the short MA crosses the long EMA from below, a buy signal is generated. Likewise,

when the short MA crosses the long EMA from above, a sell signal is generated, and

in some cases the rule may include an instruction to sell the stock short in such an

instance. Additionally, the rule can be modified by placing trading bands around the

long EMA. The trading band is comprised of an upper and lower bound on either

side of the EMA. The value of the upper bound of a 1% trading band at time t is

obtained using the following equation:

Ut = EMAt + EMAt · 0.01
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where Ut is the value of the upper bound at time t, and EMAt is the value of the

EMA at time t. The lower bound is calculated in a similar fashion:

Lt = EMAt − EMAt · 0.01

Now, a buy signal is generated when the short MA crosses the upper bound of the

long EMA from below, and a sell signal is generated when the short MA crosses the

lower bound of the long EMA from above. The idea behind using the trading band is

to minimize the effect of ‘whipsaws’. A whipsaw is defined as a price movement in one

direction (either up or down), followed quickly by a movement in the other direction.

In the context of the EMA rule, the investor would be worried about a situation

where the short MA moved just above the long EMA, triggering a buy signal, only

to immediately turn and move quickly downward, triggering a sell signal, and almost

certainly a loss in profit due to the transaction costs involved.13 However, there is

a tradeoff here; the wider the band, the longer the investor has to watch the price

increase (decrease) before the asset is actually purchased (sold), so while the effect of

whipsaws may be minimized, the profit on each successful trade will be smaller. In

this paper, trading bands of 0.2%, 0.4%, and 0.6% are used.

The second simple trading rule is the KST (know-sure-thing) indicator. The

KST was developed by Martin Pring, author of Technical Analysis Explained (Pring

(2002)), one of the most important books written on the subject of technical analysis.

The KST is made up of four ROC (rate of change) indicators, so the first step is to

13For large institutional investors the transaction costs would primarily be due to the bid-ask

spread, while brokerage commissions would be minimal. On the other hand, individual investors

may face significant brokerage fees in addition to the bid-ask spread, hence, magnifying the negative

effect of a whipsaw.
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define the ROC. The value of the 10-day ROC today is given by today’s price divided

by the price 10 days ago. For example, if today’s price is 95, and the price 10 days

ago was 100, then today’s ROC value is 0.95. Similarly, tomorrow’s ROC value will

be given by tomorrow’s price divided by the price 9 days ago. The formula for the

general n-day ROC at time t is given by:

ROCt = Pricet/Pricet−n.
14

In the KST the ROC is smoothed by a moving average, so that the value that goes

into the calculation of the KST is not the value of the ROC itself, but the value of

the moving average of the ROC. It was mentioned earlier that the KST is made up

of four ROC’s. Specifically, the version of the KST used in this paper (known as the

‘daily KST’) is comprised of a 10-day ROC smoothed by a 10-day MA, a 15-day ROC

smoothed by a 10-day MA, a 20-day ROC smoothed by a 10-day MA, and a 30-day

ROC smoothed by a 15-day MA. Each of these ROC’s receives a different weight, so

that the calculation of the KST is given by

KSTt = 1/12× (10-day MA of 10-day ROC)t

+2/12× (10-day MA of 15-day ROC)t

+3/12× (10-day MA of 20-day ROC)t

+6/12× (15-day MA of 30-day ROC)t

Pring (2002) provides the following rationale for using the KST indicator:

14At this point it is important to note that in this paper this ROC value is multiplied by 100

and then 100 is subtracted from the resulting product. This has the intuitively appealing effect of

centering the KST around 0 instead of 100.
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Price is determined by the interaction of a number of different time cy-

cles at any given point in time. A momentum indicator that’s constructed

from only one time span, such as a 10-day rate of change (ROC) then, will

only reflect the cycles that are close to the defined parameter. The KST

indicator was intentionally created using several time cycles that build a

broader visual picture of the market. By including moving averages in the

formula, you get an oscillator that is smooth, does not turn prematurely,

and reflects the underlying cyclical waves.

Now that the KST has been derived, the method of generating buy and sell signals

can be discussed. There are a few different possibilities here; namely, moving average

crossovers, or the use of overbought/oversold lines. The former involves calculating a

moving average of the KST. A buy (sell) signal is generated when the KST crosses the

MA from below (above). However, this paper uses the latter method exclusively. An

overbought (oversold) region is meant to reflect a situation where the market value

of an asset is significantly higher (lower) than its intrinsic value. Thus, when the

KST crosses the overbought (oversold) line this generates a sell (buy) signal.15 The

primary flaw of this method is that sometimes the KST will vastly overshoot these

lines, causing large losses for an investor using this strategy. To clarify the previous

statement, consider the following example. Suppose the market learns of some news

that will hurt company ABC, as a result, ABC’s stock price plunges. After an initial

loss of 20%, the KST has crossed below the oversold line, generating a buy signal.

15These overbought/oversold lines are chosen subjectively, typically based on values that have

worked well in the past. The oversold (overbought) line will be placed somewhere below (above)

zero.
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However, the stock continues to plunge pushing the KST further and further into

oversold territory, the stock loses a further 25% and never fully recovers leading to

a significant loss for the investor. It should be clear how a similar situation could

arise with a stock’s price moving very deep into overbought territory, and an investor

deciding to short the stock as soon as the overbought line was crossed. This is clearly

a significant problem, so the following modification is employed. Instead of buying

(selling) when the KST crosses the oversold (overbought) line from above (below),

wait for it to turn around and then buy (sell) when the KST crosses the oversold

(overbought) line from below (above). This modification should prevent significant

losses in such extreme examples as described above, but it is still vulnerable to whip-

saws in the KST. All of the parameterizations of the KST rule presented in this paper

allow for shorting.

The complex rules used in this paper are called ‘complex voting’ and ‘complex

fractional’. The inspiration for both rules comes from Hsu and Kuan (2005), although

there are some differences. The voting rule takes the position (that is, long or short)

of the EMA rules as inputs. Using this information, the voting rule generates a de-

cision to take either a long or short position in the asset in question. The decision

rule is simple; if the number of EMA rules that are long is larger (smaller) than the

number that are short, then the investors goes long (short).

The fractional rule is just a modified voting rule. As before, if the number of

EMA rules that are long is larger than the number that are short, then the investors

goes long. However, the following rule is implemented:

• if the proportion of rules that are long is between 50% and 75%, then buy one
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share

• if the proportion of rules that are long is greater than 75%, but less than or

equal to 90%, then buy two shares

• if the proportion of rules that are long is greater than 90%, then buy three

shares

An analogous rule is in place for shorting. In order to ensure clarity, it should be

mentioned that all of the rules are tested on each stock individually. Then, the port-

folio return for rule x is just the arithmetic average of the return from rule x applied

to all 20 stocks. This concludes the description of the trading rules. In total, there

are 106 total rules; the parameterizations for each rule can be found in Appendix B.16

2.6 Results

The measure used to determine profitability of the trading rules is the simple return:

Returnt =
Pricet − Pricet−1

Pricet−1

The portfolio is equal-weighted, which means that the same amount of money is in-

vested in each stock in the portfolio. The reason for using an equal-weighted portfolio

as opposed to a dollar-weighted portfolio can be illustrated by a simple example.17

Suppose there is a portfolio of 20 stocks, call them A, B, C, . . . , T. Further, suppose

16There are ninety-six moving average rules, six KST rules, and four complex rules
17In a dollar-weighted portfolio, an equal number of shares of each security are purchased.
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stock A trades at an average of $400 over the sample period, while stocks B through

T each trade at an average of $10. It is clear that in a dollar-weighted portfolio,

the profitability of the trading rules will largely be determined by how well the rules

perform on stock A. Such a situation would be undesirable, thus, an equal-weighted

portfolio is much more appealing. An assumption is made that whenever a trading

rule generates a neutral signal on a stock, the investor instead invests at the risk free

rate.18

Previous studies have produced many different estimates of transaction costs. For

instance, Fama and Blume (1966) estimate the cost of a one-way trade for floor traders

at 0.05%, while Chan and Lakonishok (1993) obtain an estimate of 0.13% for large

institutional investors. Hsu and Kuan (2005) also use 0.05%, stating that such a cost

may be applicable to large institutional investors. In this paper, transaction costs are

assumed to be 0.05% for each one-way trade.

The following results are for the in-sample period, consisting of 250 days of data

from Jan. 3, 2006 to Dec. 28, 2006.

2.6.1 In-Sample Results

The trading rules were applied at four different frequencies: 30 minutes, 78 minutes,

130 minutes, and 390 minutes (daily). First, the results from the daily frequency are

examined. Table 2.1 shows the returns of the 10 best trading rules over the entire

18The risk free rate is the average of the 4-week T-bill quoted on a discount basis each month

from Jan. 2006, to June, 2007 (the length of the sample). The average annualized value is 4.72111%

(http://www.federalreserve.gov/releases/h15/data/Monthly/H15 TB WK4.txt)
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Table 2.1: Top 10 Rules for Daily Frequency - in-Sample

Rank Rule Return
1 KST-4 0.1754
2 KST-6 0.1605
3 KST-7 0.1385
4 KST-10 0.1025
5 CF-NS 0.0804
6 CV-NS 0.0733
7 MA20b6-NS 0.0604
8 MA50b6-NS 0.0538
9 MA20b2-NS 0.0522
10 MA10b6-NS 0.0515

Note: the values in the ‘Return’ column can be converted to percentages by multi-
plying them by 100. So, the annual return for the top performing rule is 17.54%. The
return from the buy-and-hold strategy is 0.1315.

in-sample period.

The KST rules dominate, as they account for the four most profitable rules.

The best rule, KST-4, yields a return of 17.54%, and the top three rules beat the

buy-and-hold strategy which yields a return of 13.15%. Moving average rules that

allow for shorting perform the worst.

Of course the purpose of the paper is to examine how the rankings change under

different regimes of volatility, so let’s look at the results under high, medium, and low

volatility. Table 2.2 shows the top 10 performing rules under high volatility.

The five best rules are KST rules. The return for the top rule, KST-4, is 20.79%

compared to a buy-and-hold return of 21.63% over the high volatility portion of the

sample period. Note that these values have been annualized. The proportion of the

in-sample period that the portfolio spent in highly volatile conditions was 0.4022,

so in order to annualize the returns, the returns are multiplied by 1
0.4022

. As you
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Table 2.2: Top 10 Rules for High Volatility - in-Sample (Daily Frequency)

Rank Rule Return
1 KST-4 0.2079
2 KST-6 0.1922
3 KST-7 0.1698
4 KST-10 0.1571
5 KST-2 0.0793
6 CF-NS 0.0632
7 CV-NS 0.0356
8 2MA60b6-NS 0.0245
9 2MA50b6-NS 0.0229
10 MA20b0-NS 0.0179

The return from the buy-and-hold strategy is 0.2163.

can see, the annualization is calculated without compounding.19 The moving average

rules that allowed for shorting performed very poorly. Table 2.3 shows the 10 most

profitable rules under medium volatility.

It is a very similar story under medium volatility, with the KST rules dominating,

and the moving average rules that allow for shorting performing very poorly. The

buy-and-hold return under medium volatility is −9.99%, as a result, 96 of the 106

rules beat the buy-and-hold. The best rule is again KST-4, which yields a return of

21.74%. Finally, Table 2.4 shows the ranking of the 10 best trading rules under low

volatility.

The rankings change quite a bit under low volatility, with the moving average

and complex rules (both without shorting) leading the way. The KST rules strug-

gle, which makes sense because a sufficient amount of volatility is required to trigger

transactions. This is the first piece of evidence to suggest that certain rules may be

19It should be noted that the listed returns are risk-unadjusted.
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Table 2.3: Top 10 Rules for Medium Volatility - in-Sample (Daily Frequency)

Rank Rule Return
1 KST-4 0.2174
2 KST-6 0.2020
3 KST-7 0.1794
4 KST-10 0.0961
5 MA50b4-S 0.0881
6 MA60b4-S 0.0852
7 MA60b2-S 0.0671
8 MA50b4-NS 0.0653
9 MA60b4-NS 0.0653
10 CV-S 0.0641

The return from the buy-and-hold strategy is -0.0999.

Table 2.4: Top 10 Rules for Low Volatility - in-Sample (Daily Frequency)

Rank Rule Return
1 MA30b6-NS 0.149
2 MA40b6-NS 0.148
3 MA50b6-NS 0.145
4 MA20b6-NS 0.144
5 CF-NS 0.140
6 MA60b6-NS 0.136
7 MA10b6-NS 0.134
8 MA20b2-NS 0.130
9 MA10b2-NS 0.129
10 CV-NS 0.128

The return from the buy-and-hold strategy is 0.2139.
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Table 2.5: Top 10 Rules for 130 Minute Frequency - in-Sample

Rank Rule Return
1 MA10b0-NS 0.0514
2 MA40b0-NS 0.0513
3 MA30b0-NS 0.0493
4 MA50b0-NS 0.0491
5 MA20b0-NS 0.0488
6 CF-NS 0.0487
7 MA10b4-NS 0.0469
8 MA60b0-NS 0.0457
9 MA20b4-NS 0.0454
10 MA40b4-NS 0.0454

The return from the buy-and-hold strategy is 0.1505.

better suited for specific volatility ranges. The return of the best rule was 14.9%

compared to 21.39% for the buy-and-hold.

A similar analysis was performed for the other three frequencies (30, 78, and

130 minutes). The results can be found in Tables 2.5-2.16. The results from all

four frequencies were used to obtain a final average ranking for each level of volatil-

ity. For example, to obtain the average ranking for high volatility, first calculate

the average return for each rule across all four frequencies. Let’s start with the

rule ‘complex fractional - no shorting’: Rk
Avg = [0.0254(daily) + 0.0206(130min) +

0.0234(78min)+0.0646(30min)]/4 = 0.0335. Now, perform this calculation for each

rule k = 1, . . . , 106 and arrange the Rk
Avg’s in descending order. Tables 2.17 through

2.19 show the average returns of the 10 most profitable rules for each volatility class.
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Table 2.6: Top 10 Rules for High Volatility - in-Sample (130 Min. Frequency)

Rank Rule Return
1 MA40b0-NS 0.0991
2 MA10b0-NS 0.0956
3 MA30b0-NS 0.0923
4 MA20b0-NS 0.0889
5 MA50b0-NS 0.0871
6 MA60b0-NS 0.0785
7 CF-NS 0.0512
8 MA40b4-NS -0.0012
9 MA10b4-NS -0.0013
10 MA40b0-NS -0.0018

The return from the buy-and-hold strategy is 0.2297.

Table 2.7: Top 10 Rules for Medium Volatility - in-Sample (130 Min. Frequency)

Rank Rule Return
1 KST-4 0.2321
2 MA20b4-S 0.1180
3 MA30b4-S 0.1158
4 MA40b4-S 0.1065
5 MA30b6-S 0.1047
6 MA60b6-S 0.1042
7 MA20b6-S 0.1040
8 KST-10 0.1032
9 KST-7 0.1032
10 MA40b6-S 0.1029

The return from the buy-and-hold strategy is -0.0712.
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Table 2.8: Top 10 Rules for Low Volatility - in-Sample (130 Min. Frequency)

Rank Rule Return
1 SMA40b6-NS 0.1410
2 SMA50b6-NS 0.1380
3 SMA60b6-NS 0.1350
4 SMA20b6-NS 0.1320
5 SMA30b6-NS 0.1300
6 SMA10b6-NS 0.1300
7 SMA20b2-NS 0.1290
8 SMA10b2-NS 0.1280
9 SMA30b2-NS 0.1240
10 SMA40b2-NS 0.1240

The return from the buy-and-hold strategy is 0.2313.

Table 2.9: Top 10 Rules for 78 Minute Frequency - in-Sample

Rank Rule Return
1 KST-2 0.1290
2 MA10b6-NS 0.0673
3 MA40b6-NS 0.0630
4 MA20b6-NS 0.0626
5 MA30b6-NS 0.0624
6 MA50b6-NS 0.0597
7 MA60b6-NS 0.0592
8 KST-6 0.0481
9 MA10b4-NS 0.0458
10 2MA20b4-NS 0.0450

The return from the buy-and-hold strategy is 0.1543.
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Table 2.10: Top 10 Rules for High Volatility - in-Sample (78 Min. Frequency)

Rank Rule Return
1 KST-2 0.1678
2 MA60b0-NS 0.1020
3 MA50b0-NS 0.1020
4 MA20b0-NS 0.0974
5 MA10b0-NS 0.0974
6 MA30b0-NS 0.0974
7 MA40b0-NS 0.0974
8 MA40b6-NS 0.0929
9 MA20b6-NS 0.0926
10 MA30b6-NS 0.0922

The return from the buy-and-hold strategy is 0.2342.

Table 2.11: Top 10 Rules for Medium Volatility - in-Sample (78 Min. Frequency)

Rank Rule Return
1 KST-4 0.1876
2 MA10b0-S 0.1190
3 MA30b0-S 0.1179
4 MA40b0-S 0.1179
5 MA20b0-S 0.1177
6 MA50b0-S 0.1168
7 MA60b0-S 0.1158
8 MA10b0-NS 0.1111
9 MA20b0-NS 0.1090
10 KST-6 0.1085

The return from the buy-and-hold strategy is -0.0623.
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Table 2.12: Top 10 Rules for Low Volatility - in-Sample (78 Min. Frequency)

Rank Rule Return
1 KST-2 0.1528
2 2MA60b6-NS 0.1008
3 2MA40b6-NS 0.0999
4 2MA30b6-NS 0.0978
5 2MA50b6-NS 0.0970
6 2MA10b6-NS 0.0940
7 2MA20b6-NS 0.0928
8 2MA30b4-NS 0.0478
9 KST-10 0.0472
10 KST-7 0.0472

The return from the buy-and-hold strategy is 0.2307.

Table 2.13: Top 10 Rules for 30 Minute Frequency - in-Sample

Rank Rule Return
1 KST-4 0.1604
2 KST-7 0.1386
3 KST-6 0.0726
4 MA10b6-NS 0.0706
5 MA40b6-NS 0.0682
6 MA30b6-NS 0.0680
7 MA20b6-NS 0.0679
8 KST-10 0.0675
9 MA50b6-NS 0.0673
10 MA60b6-NS 0.0672

The return from the buy-and-hold strategy is 0.1443.
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Table 2.14: Top 10 Rules for High Volatility - in-Sample (30 Min. Frequency)

Rank Rule Return
1 KST-4 0.2849
2 KST-7 0.2556
3 CF-NS 0.1606
4 2MA10b2-NS 0.1455
5 MA10b6-NS 0.1435
6 MA40b6-NS 0.1425
7 2MA20b2-NS 0.1423
8 MA50b6-NS 0.1422
9 MA60b6-NS 0.1422
10 MA20b6-NS 0.1397

The return from the buy-and-hold strategy is 0.2198.

Table 2.15: Top 10 Rules for Medium Volatility - in-Sample (30 Min. Frequency)

Rank Rule Return
1 KST-6 0.1289
2 2MA20b6-S 0.0857
3 2MA30b6-S 0.0850
4 2MA40b6-S 0.0850
5 2MA50b6-S 0.0850
6 2MA60b6-S 0.0835
7 MA10b4-S 0.0797
8 MA10b4-NS 0.0771
9 KST-7 0.0754
10 KST-10 0.0750

The return from the buy-and-hold strategy is -0.0705.
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Table 2.16: Top 10 Rules for Low Volatility - in-Sample (30 Min. Frequency)

Rank Rule Return
1 KST-4 0.0848
2 KST-6 0.0674
3 2MA10b6-NS 0.0476
4 2MA20b6-NS 0.0476
5 KST-10 0.0472
6 KST-7 0.0472
7 2MA30b6-NS 0.0457
8 2MA60b6-NS 0.0454
9 2MA40b6-NS 0.0454
10 2MA50b6-NS 0.0454

The return from the buy-and-hold strategy is 0.2251.

Table 2.17: Top 10 Rules for High Volatility - in-Sample (Average Return Over all
Frequencies)

Rank Rule Average Return
1 CF-NS 0.0833
2 MA20b6-NS 0.0540
3 MA10b6-NS 0.0517
4 MA20b0-NS 0.0473
5 KST-7 0.0471
6 MA50b6-NS 0.0468
7 MA30b6-NS 0.0429
8 MA60b6-NS 0.0409
9 MA40b6-NS 0.0408
10 MA20b4-NS 0.0404
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Table 2.18: Top 10 Rules for Medium Volatility - in-Sample (Average Return Over
all Frequencies)

Rank Rule Average Return
1 KST-4 0.1745
2 KST-6 0.1150
3 KST-7 0.1006
4 KST-10 0.0877
5 MA20b4-S .0801
6 MA50b4-S 0.0799
7 MA10b4-S 0.0795
8 MA30b4-S 0.0785
9 MA60b4-S 0.0781
10 MA40b4-S 0.0780

Table 2.19: Top 10 Rules for Low Volatility - in-Sample (Average Return Over all
Frequencies)

Rank Rule Average Ranking
1 2MA40b6-NS 0.0879
2 2MA50b6-NS 0.0857
3 2MA20b6-NS 0.0847
4 2MA30b6-NS 0.0839
5 2MA60b6-NS 0.0816
6 2MA10b6-NS 0.0802
7 KST-4 0.0693
8 KST-6 0.0627
9 MA30b6-NS 0.0617
10 MA40b6-NS 0.0609
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Main Features of in-Sample Results

i) Complex

The complex fractional rule without shorting is the most profitable rule under

high volatility, but it is only an average rule under ‘medium’ and ‘low’. This result

is in stark contrast to the ‘with shorting’ counterpart which is one of the worst rules

regardless of volatility. In general, it is expected that rules allowing shorting will

perform poorly since the portfolio trends upwards over the majority of the sample

period (see Figure 2.1), thus making profiting off of short sales more difficult.

The complex voting rule without shorting is reasonably consistent across volatil-

ity ranges (high - 12th, medium - 42nd, low - 14th), although similar to the complex

fractional rule its best results are under high volatility. Once again, the version that

allows for shorting performs uniformly worse. Thus, the complex rules appear to excel

in highly volatile conditions.

ii) KST

The KST rule performs very well overall. The results are best under medium

volatility, followed by ‘high’ and ‘low’. This result roughly conforms with intuition

since the KST rule is designed to capture over-reactions, which are commonly accom-

panied by large volume, although it is surprising to see that it performs better under

medium rather than high volatility. A more accurate statement may be that the KST

rule requires some threshold amount of volatility to generate signals, but once this

threshold has been reached, more volatility isn’t necessarily better.



40

Figure 2.1: Value of Portfolio - in-Sample Period (Assuming 1 dollar is invested in
the portfolio on day 1)
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An interesting aspect of the results is that the KST rule performs much better

on daily data than any other frequency. This should be of no surprise since the rule

was parameterized specifically for daily data by the developer Martin Pring. The

rule may very well yield consistently significant returns on higher frequency data if

re-parameterized in an intelligent way.

Finally, note that the moderate parameterizations (i.e. 4, 6, and 7%) perform

much better, in general, than the extreme parameterizations (1, 2, and 10%). The

intuition is that the 1 and 2% rules generate far too many signals, and hence, too

many ‘whipsaw’ transactions. On the other hand, the 10% rule generates very few

transactions. For example, for the daily data, zero buy/sell signals are generated on

17 of the 20 stocks.

iii) Moving Average

• For the moving average rules, the ‘without shorting’ strategies perform much

better than those that allow shorting under high and low volatility, while the

two versions yield similar results under ‘medium’.

• The rules that have a short MA of 1 perform significantly better than those

with a short MA of 2 under high and medium volatility, but the results are

similar for ‘low’.

• Finally, with reference to the trading bands, it appears that the smaller bands
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(0% and 0.2%) excel under low volatility, while the largest band (0.6%) strug-

gles. There are no clear winners or losers under medium volatility. Under high

volatility, the smaller bands (0% and 0.2%) struggle, while the the larger bands

(0.4% and 0.6%) perform fairly well. These results conform with the intuition

behind such trading bands. A small band with high volatility yields too many

‘whipsaw’ transactions, most often resulting in small losses. A larger band gets

rid of many of the ‘whipsaws’ experienced under high volatility; however, it

sacrifices too much in terms of timing to be profitable in a low volatility envi-

ronment.

Thus, the best MA rule appears to be one that i) does not allow short selling, ii) has

a short MA of one period, and iii) has a trading band such that the width of the band

is proportional to the volatility of the asset.

Frequency

Returns for the top rules are higher for the daily and 30 minute frequencies. These

are the only frequencies where some rules beat the buy-and-hold. There does not ap-

pear to be any pattern in regards to certain trading rules performing better or worse

for different frequencies.
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2.6.2 Out-of-Sample Results

Before presenting the results for the out-of-sample period, the issue of forecasting the

following period’s volatility needs to be addressed. The investor needs to know how

volatile the following period will be so that he may choose the appropriate trading

rule. There is a vast amount of literature dedicated to volatility forecasting and some

sophisticated methods have been developed (see, for example Andersen, Bollerslev,

Diebold, and Labys (2003)); however, the task at hand is relatively simple as only

the range in which the next period’s volatility will fall needs to be forecasted. A

simple method is used whereby the volatility range at time t + 1 is assumed to be

equal to the known range at time t. The known range at time t is determined by

calculating a 50-day moving average of the standard deviation of returns, and then

classifying the resulting value as ‘high’, ‘medium’, or ‘low’ based on the cut-off values

determined earlier.20 In the out-of-sample data, this forecasting method predicts the

correct range 96.72% of the time.21 Thus, a more sophisticated method does not

appear to be necessary. Now, the out-of-sample results at the daily frequency will be

presented.

Overall, the KST rules dominate, accounting for five of the top six performing

rules. The best rule, KST-4, yields a return of 15.2%. The moving average, and

complex rules that allow for shorting perform poorly. The buy-and-hold return is

34.1%. Again, keep in mind that all of the returns presented in this section have been

annualized. The 10 best rules are displayed in Table 2.20.

20The 50-day moving average decreases the number of transitions between volatility regimes

(relative to not smoothing with a moving average).
21The method is applied to each stock in the portfolio individually. 96.72% is the average success

rate over all 20 stocks. The minimum success rate for any stock in the portfolio is 90.4%.
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Table 2.20: Top 10 Rules for Daily Frequency - out-of-Sample

Rank Rule Return
1 KST-4 0.1510
2 KST-6 0.1168
3 KST-7 0.1044
4 KST-10 0.1034
5 SMA60b6-NS 0.0624
6 KST-2 0.0562
7 MA60b2-NS 0.0523
8 2MA60b0-NS 0.0514
9 2MA50b6-NS 0.0498
10 MA60b6-NS 0.0494

The return from the buy-and-hold strategy is 0.341.

For high volatility, the KST rules are the top performers. There is a huge dif-

ference, in terms of returns, between the top four KST rules and the other 102 rules.

The best rule, KST-4, yields a return of 26%, compared to the buy-and-hold which

yields a massive return of 70.14%. The top 10 rules are displayed in Table 2.21.

There is no clear winner under medium volatility. The top rule, a moving av-

erage rule that does not allow shorting, yields a return of 14.77%, compared to the

buy-and-hold return of 26.79%. The only clear trend, which is true regardless of

volatility, is that rules that allow for shorting are significantly inferior to their ‘no

shorting’ counterparts. The top 10 rules are displayed in Table 2.22.

There is a similar story for low volatility, where once again there is no clear

winner. The KST and moving average rules perform fairly well. The best rule is

KST-4 which yields a return of 16.64%, compared to the buy-and-hold which yields

a return of 9.67%. Note that this is the first time in the out-of-sample data that a

trading rule beat the benchmark. In fact, six rules beat the benchmark buy-and-hold
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Table 2.21: Top 10 Rules for High Volatility - out-of-Sample (Daily Frequency)

Rank Rule Return
1 KST-6 0.2600
2 KST-10 0.2060
3 KST-7 0.2000
4 KST-4 0.1400
5 2MA20b6-NS 0.0362
6 2MA10b6-NS 0.0358
7 2MA30b6-NS 0.0327
8 2MA20b0-NS 0.0242
9 2MA20b4-NS 0.0227
10 2MA40b6-NS 0.0158

The return from the buy-and-hold strategy is 0.7014.

Table 2.22: Top 10 Rules for Medium Volatility - out-of-Sample (Daily Frequency)

Rank Rule Return
1 MA60b2-NS 0.1477
2 KST-4 0.1466
3 MA60b0-NS 0.1347
4 CF-NS 0.1325
5 MA60b4-NS 0.1291
6 MA50b2-NS 0.1284
7 MA20b0-NS 0.1214
8 MA60b6-NS 0.1210
9 MA40b0-NS 0.1148
10 MA50b4-NS 0.1105

The return from the buy-and-hold strategy is 0.2679.
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Table 2.23: Top 10 Rules for Low Volatility - out-of-Sample (Daily Frequency)

Rank Rule Return
1 KST-4 0.149
2 2MA20b6-NS 0.1212
3 2MA30b6-NS 0.1212
4 2MA30b6-NS 0.1212
5 2MA60b6-NS 0.1212
6 2MA50b6-NS 0.1142
7 2MA10b6-NS 0.0890
8 KST-2 0.0883
9 2MA20b2-NS 0.0786
10 2MA20b6-S 0.0775

The return from the buy-and-hold strategy is 0.0967.

strategy under low volatility. The 10 best rules are displayed in Table 2.23.

A similar analysis was performed for the other three frequencies (30, 78, and 130

minutes). The results can be found in Tables 2.24-2.35. As in the in-sample results

section, the results from all four frequencies were used to obtain a final average rank-

ing for each level of volatility. Tables 2.36 through 2.38 show the average returns of

the 10 most profitable rules for each volatility class.
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Table 2.24: Top 10 Rules for 130 Min. Frequency - out-of-Sample

Rank Rule Return
1 2MA10b4-NS 0.2770
2 2MA60b4-NS 0.2749
3 KST-7 0.2745
4 KST-10 0.2736
5 2MA50b4-NS 0.2734
6 2MA40b4-NS 0.2728
7 2MA20b4-NS 0.2726
8 2MA50b2-NS 0.2722
9 2MA60b2-NS 0.2695
10 2MA30b2-NS 0.2689

The return from the buy-and-hold strategy is 0.3274.

Table 2.25: Top 10 Rules for High Volatility - out-of-Sample (130 Min. Frequency)

Rank Rule Return
1 2MA10b4-NS 0.5325
2 2MA10b2-NS 0.5315
3 2MA30b4-NS 0.5278
4 2MA40b2-NS 0.5270
5 2MA50b2-NS 0.5270
6 2MA20b4-NS 0.5261
7 2MA60b4-NS 0.5244
8 2MA40b4-NS 0.5232
9 2MA30b2-NS 0.5226
10 2MA20b2-NS 0.5225

The return from the buy-and-hold strategy is 0.6801.
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Table 2.26: Top 10 Rules for Medium Volatility - out-of-Sample (130 Min. Frequency)

Rank Rule Return
1 KST-4 0.3215
2 KST-2 0.2902
3 MA60b6-NS 0.2880
4 2MA20b0-NS 0.2866
5 2MA40b2-NS 0.2775
6 2MA50b0-NS 0.2760
7 2MA10b2-NS 0.2743
8 2MA10b0-NS 0.2735
9 MA50b6-NS 0.2715
10 SMA60b2-NS 0.2715

The return from the buy-and-hold strategy is 0.2553.

Table 2.27: Top 10 Rules for Low Volatility - out-of-Sample (130 Min. Frequency)

Rank Rule Return
1 KST-4 0.2093
2 KST-2 0.0986
3 2MA30b4-NS 0.0756
4 2MA10b4-NS 0.0748
5 2MA20b4-NS 0.0748
6 2MA50b4-NS 0.0744
7 2MA60b4-NS 0.0744
8 2MA40b4-NS 0.0736
9 2MA50b6-NS 0.0497
10 KST-10 0.0474

The return from the buy-and-hold strategy is 0.0890.
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Table 2.28: Top 10 Rules for 78 Min. Frequency - out-of-Sample

Rank Rule Return
1 2MA20b4-NS 0.2710
2 2MA10b4-NS 0.2660
3 2MA60b4-NS 0.2660
4 2MA50b4-NS 0.2650
5 2MA40b4-NS 0.2630
6 2MA30b4-NS 0.2620
7 2MA30b6-NS 0.2600
8 2MA20b6-NS 0.2590
9 2MA50b6-NS 0.2560
10 2MA60b6-NS 0.2560

The return from the buy-and-hold strategy is 0.325.

Table 2.29: Top 10 Rules for High Volatility - out-of-Sample (78 Min. Frequency)

Rank Rule Return
1 2MA20b4-NS 0.5710
2 2MA30b6-NS 0.5680
3 2MA20b6-NS 0.5670
4 2MA10b4-NS 0.5630
5 2MA30b4-NS 0.5630
6 2MA40b6-NS 0.5600
7 2MA50b4-NS 0.5560
8 2MA60b4-NS 0.5560
9 2MA40b4-NS 0.5520
10 2MA50b6-NS 0.5500

The return from the buy-and-hold strategy is 0.6760.
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Table 2.30: Top 10 Rules for Medium Volatility - out-of-Sample (78 Min. Frequency)

Rank Rule Return
1 KST-1 0.2563
2 2MA20b4-NS 0.2265
3 2MA50b4-NS 0.2253
4 2MA60b4-NS 0.2250
5 2MA10b4-NS 0.2232
6 2MA40b4-NS 0.2226
7 2MA30b4-NS 0.2124
8 2MA50b6-NS 0.2015
9 2MA60b6-NS 0.2011
10 2MA10b6-NS 0.1997

The return from the buy-and-hold strategy is 0.2533.

Table 2.31: Top 10 Rules for Low Volatility - out-of-Sample (78 Min. Frequency)

Rank Rule Return
1 2MA10b6-NS 0.0507
2 2MA20b6-NS 0.0506
3 2MA30b6-NS 0.0506
4 2MA40b6-NS 0.0506
5 2MA50b6-NS 0.0506
6 2MA60b6-NS 0.0506
7 KST-10 0.0474
8 KST-6 0.0474
9 2MA20b4-NS 0.0468
10 2MA60b4-NS 0.0468

The return from the buy-and-hold strategy is 0.0883.
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Table 2.32: Top 10 Rules for 30 Min. Frequency - out-of-Sample

Rank Rule Return
1 2MA40b6-NS 0.2189
2 2MA50b6-NS 0.2189
3 2MA60b6-NS 0.2180
4 2MA10b6-NS 0.2165
5 2MA20b6-NS 0.2165
6 2MA30b6-NS 0.2165
7 2MA60b4-NS 0.1683
8 2MA20b4-NS 0.1672
9 2MA50b4-NS 0.1662
10 2MA30b4-NS 0.1659

The return from the buy-and-hold strategy is 0.3212.

Table 2.33: Top 10 Rules for High Volatility - out-of-Sample (30 Min. Frequency)

Rank Rule Return
1 KST-2 0.4267
2 2MA40b6-NS 0.3936
3 2MA50b6-NS 0.3936
4 2MA60b6-NS 0.3907
5 2MA10b6-NS 0.3880
6 2MA20b6-NS 0.3880
7 2MA30b6-NS 0.3880
8 2MA20b4-NS 0.3871
9 2MA30b4-NS 0.3871
10 2MA40b4-NS 0.3808

The return from the buy-and-hold strategy is 0.6733.
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Table 2.34: Top 10 Rules for Medium Volatility - out-of-Sample (30 Min. Frequency)

Rank Rule Return
1 2MA40b6-NS 0.2166
2 2MA50b6-NS 0.2166
3 2MA60b6-NS 0.2166
4 2MA10b6-NS 0.2149
5 2MA20b6-NS 0.2149
6 2MA30b6-NS 0.2149
7 2MA60b4-NS 0.1185
8 2MA40b6-S 0.1156
9 2MA50b6-S 0.1155
10 2MA60b6-S 0.1155

The return from the buy-and-hold strategy is 0.2477.

Table 2.35: Top 10 Rules for Low Volatility - out-of-Sample (30 Min. Frequency)

Rank Rule Return
1 2MA10b6-NS 0.0584
2 2MA20b6-NS 0.0584
3 2MA30b6-NS 0.0584
4 2MA40b6-NS 0.0584
5 2MA50b6-NS 0.0584
6 2MA60b6-NS 0.0584
7 MA10b6-NS 0.0516
8 MA20b6-NS 0.0516
9 MA30b6-NS 0.0516
10 MA40b6-NS 0.0516

The return from the buy-and-hold strategy is 0.0851.
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Table 2.36: Top 10 Rules for High Volatility - out-of-Sample (Average Return Over
all Frequencies)

Rank Rule Average Return
1 2MA20b4-NS 0.0550
2 2MA30b4-NS 0.0543
3 2MA20b6-NS 0.0530
4 2MA60b4-NS 0.0527
5 2MA30b6-NS 0.0525
6 2MA10b6-NS 0.0522
7 2MA10b4-NS 0.0519
8 2MA40b6-NS 0.0517
9 2MA50b4-NS 0.0513
10 2MA40b4-NS 0.0512
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Figure 2.2: Value of Portfolio - out-of-Sample Period (Assuming 1 dollar is invested
in the portfolio on day 1)
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Table 2.37: Top 10 Rules for Medium Volatility - out-of-Sample (Average Return
Over all Frequencies)

Rank Rule Average Return
1 2MA60b6-NS 0.0347
2 2MA50b6-NS 0.0343
3 2MA60b4-NS 0.0330
4 2MA50b4-NS 0.0330
5 2MA40b4-NS .0325
6 KST-4 0.0316
7 2MA40b6-NS 0.0314
8 MA60b6-NS 0.0308
9 2MA30b6-NS 0.0302
10 2MA10b4-NS 0.0300

Main Features of out-of-Sample Results

i) Complex

Both the voting and fractional versions of the rule performed slightly better than

average in each volatility range. The result is slightly disappointing given the strong

in-sample performance under high volatility. The portfolio spends the vast majority

of the out-of-sample period trending upwards, (see Figure 2.2) so it is no surprise

that the ‘without shorting’ rules dominate the ‘with shorting’ rules. In fact, the ‘with

shorting’ rules are among the worst.

ii) KST

The KST rules perform fairly well in every volatility range. Surprisingly, the best

rule under low volatility is KST-4. In general, the KST rules perform roughly the
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Table 2.38: Top 10 Rules for Low Volatility - out-of-Sample (Average Return Over
all Frequencies)

Rank Rule Average Ranking
1 KST-4 0.0171
2 2MA40b6-NS 0.0107
3 2MA30b6-NS 0.0107
4 2MA50b6-NS 0.0107
5 2MA20b6-NS 0.0107
6 2MA60b6-NS 0.0105
7 2MA10b6-NS 0.0094
8 2MA20b4-NS 0.0089
9 2MA40b4-NS 0.0088
10 2MA60b4-NS 0.0087

same in each volatility range. This is slightly counter-intuitive, as high volatility is

typically necessary to generate signals. A point that is worth reiterating is that the

version of the KST rule used in this study was specifically developed for daily data.

Remember, when the rules were tested on daily data in the out-of-sample period,

they performed much better under high volatility compared to medium or low. Thus,

the counter-intuitive results from the higher frequency data may be a by-product of

a sub-optimally parameterized rule.

Similar to the in-sample results, the moderate parameterizations (4, 6, and 7%)

outperform the extreme parameterizations (1, 2, and 10%).
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iii) Moving Average

• For the moving average rules, in all three volatility ranges, the ‘without short-

ing’ strategies perform much better than those that allow shorting.

• The rules that have a short MA of 2 perform significantly better than those

with a short MA of 1 regardless of the amount of volatility.

• Finally, with reference to the trading bands, it appears that the wider bands

(0.4% and 0.6%) excel regardless of the amount of volatility. This differs from

the in-sample results where the wider bands were more profitable under high

volatility, but the smaller bands excelled under ‘low’. Looking at the trend of

the entire portfolio in Figure 2.2 gives some idea as to why this may be the case.

Notice that as the portfolio trends upwards, there are many minor corrections

downwards followed quickly by a sharp move to the upside. It is likely that the

smaller bands sold off on many of these minor corrections and ended up losing

money due to the quick recovery to the upside. On the other hand, since the

wider bands require a more significant movement in price to trigger a buy/sell

signal, they likely sold off on far fewer of the downward corrections.

Frequency

Interestingly, the higher frequency data yields better results for the top trading

rules. The 130 and 78 minute frequencies lead the way, with their top rules yielding
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returns of 27.7 and 27.1%, respectively. The 30 minute frequency is next (top rule -

21.9%), and the daily frequency performs the worst (top rule - 15.1%). This is the

complete opposite of the in-sample results where the ordering was reversed. Thus,

there may be some benefit to trading with higher frequency data, although there is

no clear answer from this study.

2.6.3 Seasonality

An issue that needs to be addressed is that of seasonality. It has been well doc-

umented that opening and closing prices (within, say, 30 minutes of the open and

close) are not typical when compared to overall price movements (see, for example,

Dacorogna et al. (2001) and Andersen and Bollerslev (1997)). Specifically, volatility

tends to be higher near the open and the close. The first step is to see what kind of

volatility pattern is exhibited by the data.22 It turns out that each stock has a fairly

similar pattern, on average, with high volatility at the open followed by decreasing

volatility throughout most of the day, and then an increase in volatility near the

close.23 The volatility at the close is lower than the volatility at the open. If the first

and last observations are removed, then the volatility gradually declines in a roughly

22Trading volume will be used as a measurement of volatility, and the terms ‘volume’ and ‘volatil-

ity’ will be used interchangeably in this section.
23For each stock, the average volume of trading per time period was calculated using the in-sample

data, and patterns were discerned from these averages.
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linear fashion throughout the day.24 Thus, the seasonality effects seem to have been

removed. Now the concern is whether the results are significantly altered by the re-

moval of the data points. Fortunately, the ranking of rules is not significantly altered

at any frequency. As should be expected, there are some changes in the rankings,

but all of the general results from Sections 2.6.1 and 2.6.2 still hold. As a result, the

issue of seasonality can be put to sleep.

2.6.4 Final Thoughts on Results

It is rare to see a randomly chosen portfolio yield an annualized return of roughly

33%.25 One can conclude, merely by visual inspection of Figure 2.2, that it would

be very difficult to create a technical trading rule that could beat the buy-and-hold

strategy for such a portfolio. The main goal of trading rules is the same as that of

investors as a whole; namely, buy during the valleys and sell at the peaks (buy low,

sell high). However, when the asset in question primarily trends upwards and there

aren’t many well pronounced valleys, it is difficult to beat buying and holding. In

addition, it is difficult to say anything concrete regarding the rankings in such an

24With the 30 minute data, the first and last observation of the day were removed. In contrast,

for the 78 and 130 minute data only the last observation was removed. Remember, the observations

are taken from the close of each interval, so for the 78 (130) minute frequency the first observation of

the day occurs 78 (130) minutes into the day, and as a result should be unaffected by the volatility

near the open.
25To give some perspective, the S&P 500 Index yielded an annualized return of 13.34% over the

same period. However, the S&P 500 has a smaller beta than the portfolio used in this study.
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atypical environment. The out-of-sample results may very well hold true in other

steep bull markets, but the in-sample rankings may be more suitable for a more typ-

ical environment.

2.7 Extensions

2.7.1 Should the Choice of Trading Rule Be Dependent on

Volatility?

A simple experiment is performed to shed some light on the question as to whether

the choice of trading rule should be dependent on volatility. The experiment works as

follows. First, fix the frequency. For this example, the 130 minute data is used. Take

the best rule under high volatility in the in-sample period, and apply it to the out-of

sample data when the following period is predicted to be highly volatile. Now, do

the same thing for the best ‘medium’ and ‘low’ rule in the in-sample data. Calculate

the return generated by this combination of rules, call it Rcomb. Next, take the best

rule overall from the in-sample period (still at the same data frequency) and apply

it to the entire out-of-sample period, not paying attention to volatility. Calculate its

return, call it Rind. If Rcomb > Rind, this indicates that volatility should be taken into

consideration when choosing which trading rule to use. In this example, for the 130

minute frequency, Rcomb = 26% and Rind = 16.78%.

This procedure is repeated for all four frequencies. The average returns for Rcomb
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and Rind are 9.84% and 8.57% respectively. Thus, the results of the simple experi-

ment indicate that investors should consider the interaction between the profitability

of trading rules and volatility when building a technical trading system.

2.7.2 What Can Be Learned by Analyzing the Three ‘Sub-

Portfolios’ Separately?

Here, the stocks are divided into three groups depending on which Russell index they

were part of (Top 200, Midcap, or 2000), and the trading rules are tested on these

‘sub-portfolios’. This section attempts to answer the following two questions:

1) Do certain rules excel when applied to specific sub-portfolios?

2) Are the best trading rules out of the universe as a whole more successful on one

sub-portfolio relative to the others?

Tables 2.39 and 2.40 show the number of trading rules that beat the benchmark for

the entire portfolio, as well as each of the three sub-portfolios, for each frequency. Ta-

ble 2.39 shows the results for the in-sample data, and Table 2.40 shows the results for

the out-of-sample data. First, question 1 is addressed for the in-sample data. Table

2.39 indicates that 9 trading rules beat the benchmark for the Midcap portfolio over

all four frequencies, while 11 rules beat the benchmark for the Russell 2000 portfolio.
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Table 2.39: Number of Rules That Beat the Benchmark - in-Sample

Entire Portfolio Top 200 Midcap 2000
30 min 2 0 3 3
78 min 0 0 3 1
130 min 0 0 0 0
Daily 3 0 3 7

‘2’ in the top-left corner indicates that two trading rules beat the benchmark when
applied to the entire portfolio at the 30 minute frequency. Likewise, ‘7’ in the bottom-
right corner indicates that 7 trading rules beat the benchmark when applied to the
Russell 2000 sub-portfolio at the daily frequency.

For the Midcap portfolio 7 out of the 9 rules were KST, and for the Russell 2000 9 out

of 11 were KST. As for the out-of-sample data, Table 2.40 shows that 35 rules beat

the benchmark for the Top 200 portfolio over all four frequencies, while four rules

beat the benchmark for the Russell 2000 portfolio. 34 of the 35 profitable rules for

the Top 200 portfolio are moving average rules, while all four of the profitable rules

under the Russell 2000 are KST. Thus, a fairly obvious pattern has emerged; the KST

rules appear to be better suited to the Midcap and Russell 2000 portfolios, while the

moving average rules excel when applied to the Top 200 portfolio. Remember that,

on average, the Russell 2000 sub-portfolio was more volatile than the Midcap, which,

in turn, was more volatile than the Top 200. As a result, these results reinforce what

was seen earlier; that the KST rules excel under high and medium volatility, while

moving average rules excel under low volatility.

Question 2 looks at the performance of the best trading rules in ‘young’ (Russell

2000) vs. ‘mature’ (Russell Top 200) markets. The in-sample data would indicate

that, in general, trading rules are more successful on stocks with smaller market cap-

italizations, since several rules beat the benchmark under each of the Russell Midcap
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Table 2.40: Number of Rules That Beat the Benchmark - out-of-Sample

Entire Portfolio Top 200 Midcap 2000
30 min 0 0 0 0
78 min 0 7 0 2
130 min 0 25 0 1
Daily 0 3 0 1

‘0’ in the top-left corner indicates that zero trading rules beat the benchmark when
applied to the entire portfolio at the 30 minute frequency. Likewise, ‘1’ in the bottom-
right corner indicates that one trading rule beat the benchmark when applied to the
Russell 2000 sub-portfolio at the daily frequency.

and Russell 2000 portfolios. The markets for large-cap stocks appear to be efficient,

since none of the rules applied to the Russell Top 200 were able to beat the bench-

mark.26 However, the out-of-sample data tells a slightly different story. Four rules

beat the benchmark (over all frequencies) for the Russell 2000 portfolio, confirming

the results of the in-sample data. On the other hand, 35 rules beat the benchmark for

the Russell Top 200 portfolio, contradicting the conclusion from the in-sample data

that the markets for large-cap stocks must be efficient.27 There certainly appear to

26The form of efficiency referred to in this section is Weak-form Efficiency, which posits that all

publicly available information regarding an asset is already priced-in. The implication is that future

prices cannot be predicted by analyzing historical price data, i.e., technical trading rules should not

be able to beat buying and holding after properly accounting for data mining bias.
27On the surface, it seems the rules performed much better on the Top 200 portfolio than the

Russell 2000 portfolio since there were 35 profitable rules compared to four. First of all, remember

that the moving average rules excelled on the Top 200 portfolio, while the KST rules excelled on

the Russell 2000 portfolio. Next, note that there were many more parameterizations for the moving

average rule (96) than the KST rule (6). Had there been 96 parameterizations for the KST rule (say

for example 0.5%, 0.6%, . . . , 9.9%, 10%) there would almost certainly have been many more than

four profitable rules for the Russell 2000 portfolio.
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be inefficiencies in the markets for the smaller-cap stocks allowing for trading rules

to generate significant profits. However, nothing definitive can be said regarding the

efficiency of the markets for large-cap stocks.

2.8 Data Mining

The rules that were found to be profitable (i.e. better than the benchmark) in Section

2.6 are subjected to the Step-SPA test in an effort to determine whether they beat

the benchmark by chance, or rather, if they have superior predictive ability. The

in-sample results are displayed in Table 2.41 and the out-of-sample results in Table

2.42.

Table 2.41: Number of Rules with Superior Predictive Ability - in-Sample

High Medium Low Total
30 min 0/2 0/86 0/0 0/2
78 min 0/0 30/99 0/0 0/0
130 min 1/1 56/98 0/0 0/0
Daily 0/0 75/96 0/0 3/3

‘0/2’ in the top-left cell indicates that two rules were more profitable than the bench-
mark under high volatility at the 30 minute frequency, but zero rules were rejected
in the Step-SPA test.

In-Sample

For the daily data, all three rules that beat the buy-and-hold overall were rejected

in the Step-SPA test, indicating superior predictive ability.28 However, for the 30

28The language may be a bit confusing here. Remember the null hypothesis of the Step-SPA test
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Table 2.42: Number of Rules with Superior Predictive Ability - out-of-Sample

High Medium Low Total
30 min 0/0 0/0 0/0 0/0
78 min 0/0 0/1 0/0 0/0
130 min 0/0 0/18 2/2 0/0
Daily 0/0 0/0 6/6 0/0

‘0/1’ in the second row indicates that one rule was more profitable than the benchmark
under medium volatility at the 78 minute frequency, but zero rules were rejected in
the Step-SPA test.

minute data, both rules that beat the benchmark were deemed to have done so by

chance. Also notice that for the lower frequency data, many of the profitable rules

under medium volatility were rejected. Although, as the frequency of data increases,

fewer and fewer rules get rejected, in fact, zero out of 86 profitable rules are rejected

for the 30 minute data, compared to 75 out of 96 for daily data.

Out-of-Sample

The out-of-sample results are easy to summarize, as all 8 profitable rules at low

volatility were deemed to have superior predictive ability, while all 19 profitable rules

under medium volatility were shown to have no predictive ability.

is that the rules are unprofitable, so rejection indicates a profitable rule.
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2.9 Conclusions

The in-sample results indicate that the KST and complex rules (especially ‘complex

fractional’) are the strongest performers under high volatility, while the KST rules

excel under medium, and the moving average rules with narrow trading bands (0 and

0.2%) yield the largest returns under low volatility. The out-of-sample results at the

daily frequency, show the KST rules dominating all other rules under high volatility,

and also performing very well under ‘medium’ and ‘low’. However, the other frequen-

cies paint a different picture, with the moving average rules (wide trading bands)

dominating across the board.

In the in-sample data, several rules beat the benchmark buy-and-hold strategy

overall, as well as under high and medium volatility. After facing the scrutiny of

the Step-SPA test for data mining, three KST rules were deemed to have superior

predictive ability at the daily frequency. Many rules were found to have SPA un-

der medium volatility, at several different frequencies, while one such rule (complex

fractional) held up under high volatility (at the 130 minute frequency). There was

less success in the out-of-sample data, due in large part to the exceptional buy-and-

hold returns. Here, several rules were more profitable than the buy-and-hold under

medium and low volatility, but only the low volatility rules passed the data mining

test.

There appears to be evidence that the ranking of trading rules in terms of prof-

itability is related to volatility. In most cases, the KST rules performed very well

under high and medium volatility, while exponential moving average rules had more

success under low volatility. Confirming the results of Hsu and Kuan (2005), the
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stocks on the Russell 2000 appear to have inefficient markets, allowing for exploita-

tion by technical trading rules.
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Chapter 3

The VARLINEX Model Extended:
Accurate Value-at-Risk Forecasts
During the 2008-09 Market Crash

3.1 Introduction

The recent market crash has made the measurement and forecasting of risk a major

issue for both financial institutions and regulators.1 Under the Basel II accord, banks

are required to maintain a specific level of capital which is related to the riskiness

of their assets. Specifically, the risk capital of a bank must be sufficient to cover

losses on the bank’s trading portfolio over a 10-day holding period, 99% of the time

(Basel Committee, (1995)). The 10-day loss that is only surpassed 1% of the time

is referred to as the Value-at-Risk (VaR). VaR models have been widely accepted

as the appropriate method to be used in the determination of required risk capital.2

1If not otherwise specified, the market crash referred to throughout this paper is the stock market

crash that began in September of 2008, initiated by the collapse of Lehman Brothers.
2In this paper, the focus is on market risk, as opposed to other types of risk commonly faced by

large financial institutions, such as credit, operational, or liquidity risk.
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Banks are allowed to use their own internal VaR models to determine the risk capital

charge they must incur. If they choose not to use their own internal model, a default

approach will be used, as defined in the Basel II accord. The default approach leads

to an overly-conservative capital charge, causing the bank to hold additional capital

that earns little or no return.3 In addition, regulators check the ex-post performance

of a bank’s VaR model, and banks using inaccurate models are penalized by being

required to hold more capital.4 Thus, it is beneficial for banks to have their own

accurate internal VaR model because this will give them the ability to invest the

additional capital in a variety of ways instead of being restricted to keeping it in

liquid, low-yielding assets. In addition, an accurate VaR model can help to identify

exposures that carry an unacceptable amount of downside risk, potentially allowing

the portfolio manager to alter the composition of the portfolio before it takes a turn

for the worse.

From the perspective of an investment firm, VaR models can be used to keep

traders in check by imposing VaR limits on each trader’s portfolio. In addition,

marginal VaR can be used to evaluate the risk of a new position that is being pro-

posed for inclusion in a portfolio of assets.5 In short, VaR models are becoming

increasingly important both for banks and for buy-side investment firms. An im-

portant question for these financial institutions is ‘how reliable are our VaR models

during a time of crisis?’. This paper develops a model that provides accurate VaR

forecasts in general, but more importantly in a time of crisis.

3The terms ‘capital charge’ and ‘risk capital charge’ are used interchangeably.
4The details of this penalty can be found on pg. 12 of “Revisions to the Basel II market risk

framework”.
5See Jorion (2007) for a discussion of marginal VaR.
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The α% VaR of a portfolio is obtained using the 1−α quantile of the return distri-

bution of the portfolio. Since the true distribution is unknown, it must be estimated.

In particular, the tails of the conditional distribution of returns need to be estimated

accurately to get reliable forecasts of VaR.6

Most of the existing VaR literature ignores the asymmetric loss of forecasting VaR

for different economic agents. The VARLINEX model takes this asymmetry into ac-

count by using the Linex loss function, which is an alternative to the traditionally

used symmetric loss function. Specifically, bank managers likely feel that the loss

of overestimating VaR is greater than the loss of underestimation. This is because,

in the event of overestimation, banks will hold more capital than is required by reg-

ulation, which will decrease their return on equity. On the other hand, regulators

certainly would suffer a greater loss from underestimation relative to overestimation,

since underestimation is more likely to result in systemic bank failures. Additionally,

a bank manager may wish to err on the side of caution in a time of crisis, in which

case his perspective will be similar to that of the regulator.

In this paper, an extension is provided to the VARLINEX model. Two alternative

methods of dynamically estimating the asymmetry parameter from the VARLINEX

model are introduced. In particular, the first procedure finds the optimal value of

the asymmetry parameter a over some in-sample period, and then uses that a value

to forecast future VaR.7 The estimate of a is updated every 50 days. The second

6In the model presented in this paper, the conditioning is on current volatility, skewness, and

kurtosis.
7A definition of what is meant by ‘optimal’, as well as a detailed description of the estimation

method will be provided in Section 3.4.
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procedure allows the a parameter to depend on the VIX index. These new estima-

tion methods improve upon the results of the original model (i.e. KSW (2003)),8 in

addition to outperforming the benchmark Extreme Value Theory model. This paper

provides a versatile VaR model capable of yielding accurate forecasts during a time

of crisis as well as under calm market conditions.

The remainder of the paper is organized as follows. The model is described in

Section 3.2. Section 3.3 reviews the literature. The data is described in Section 3.4.

The estimation methods for the a parameter are explained in Section 3.5. In Section

3.6, the results are presented. Section 3.7 concludes.

3.2 VARLINEX Model

Before getting into the VARLINEX model, it may be useful to outline the general

structure of the VaR problem.9

3.2.1 Initial Structure of VaR Problem

First, a model for the data generating process of the returns needs to be chosen.

A common model is rt = µt + ϵt, where ϵt is the innovation of the process. The

innovation is allowed to be heteroskedastic, but serially uncorrelated with mean zero.

8However, the second estimation method only slightly improves upon the original model.
9The following subsection outlines one common approach, there are many other ways to set-up

the problem.
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Let ϵt = σtzt, where σt is a scaling factor, and zt is an iid process, then rt = µt+σtzt.

Now, the α% VaR is given by P (rt < −V aRα
t |Ft−1) = 1− α, where the information

set Ft−1 is a filtration generated by the innovations ϵ1, · · · , ϵt−1, and V aRα
t denotes

the Value-at-Risk for time t and confidence level α. It would be nice to have an

expression for V aRα
t , so let G represent the distribution of the innovation.10 Then,

given a confidence level α and an information set Ft−1, the following expression for

the Value-at-Risk emerges:

V aRα
t = −(µt + σtG

−1
1−α) (3.1)

where G−1
1−α is the 1− α-quantile of G.

From (3.1), it is clear that in order to model VaR it is necessary to model the

mean, µ, the standard deviation, σ, and the quantiles of the distribution of the inno-

vation. It turns out that modelling the mean is not of critical importance,11 so the

literature is focused on modelling the volatility process and the quantiles of the dis-

tribution of the innovation. This is a general formulation of the VaR problem, there

are many variations, for instance, the VARLINEX model also takes into account the

skewness and kurtosis.

10Assume G belongs to the location-scale family of distributions.
11Often times it is modeled using an AR(1) process as in Mittnik and Paolella (2000).
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3.2.2 Value-at-Risk Linear Exponent (VARLINEX) Model

A summary of the derivation of the VARLINEX model is presented in this section

(KSW (2003) provide a more comprehensive derivation). A description of the VAR-

LINEX model begins with an introduction to the Linex loss function.

Linex Loss Function

Suppose there exists a random variable y. Let h be a forecast of y with a forecast

error given by u = y − h. The prediction of y involves the choice of a loss function

L(u), and the forecast h is obtained by minimizing E[L(u)]. The Linex loss function

is defined as

L(u) = eau − au− 1,

where a is the so called asymmetry parameter referred to earlier. Let V be the value

of the bank’s trading portfolio, then VaR is defined to be the value V0 that satisfies

F (V ≤ V0) = α0,

where F (·) is the cumulative distribution function of V , and α0 is the confidence

level chosen by the user. Note that V0 will be a point forecast (h) of a quantile

(y) and has a distribution in its own right. V0 may be calculated parametrically or

nonparametrically. In this model it is calculated nonparametrically, following the

methods of Cain (1991) who computes optimal forecasts of pth order statistics for an

asymmetric loss function. However, note that the loss function used here is not the

same as that used in Cain (1991). Zellner (1986) shows that the optimal h is given
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by

h =
1

a
logE[eay],

where E[·] is the expected value over the y distribution. Also, E[eay] is the moment

generating function of y, so the key to Linex forecasting is to find E[eay].

At this point, a quick note on the a parameter is in order. The reader should note

that if a is positive, the function penalizes overestimation more than underestimation,

thus there is a greater penalty if the amount of actual capital required is less than the

forecast amount. This is the perspective of the bank manager during a bull market.

Conversely, if a is negative, underestimation is penalized more than overestimation,

thus the penalty is larger if the amount of actual capital required is greater than the

forecast amount. This is the perspective of the regulator, or the bank manager in the

midst of a crisis.

A key issue in the VARLINEX framework is how to estimate the a parameter. In

KSW (2003), a is assumed to be a parameter in an asymmetric utility function. a is

estimated using options data and historical prices of the underlying. However, once

a has been estimated, the same value is used for the entire forecasting sample. This

is certainly a sub-optimal estimation strategy because the desired ratio of forecasted

required capital to actual required capital is certain to fluctuate in line with volatil-

ity in the underlying. Specifically, the aforementioned ratio would likely increase as

volatility increases, and in this scenario, a lower a value would be appropriate.12 In

Section 3.4, two improved dynamic estimation methods are introduced, which is the

central contribution of this paper.

12When volatility increases, the bank manager would like to be more safe than usual, and as a

result, the ratio of forecasted required capital to actual required capital should be higher. This is

consistent with a lower a value.
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Quantile Distribution

VaR is essentially an estimate of the 1−α quantile of the return distribution of some

asset or portfolio of assets, and, as mentioned earlier, it can be described by some

distribution, therefore the distributional properties warrant further examination. As-

sume the existence of a random sample of n observed financial returns r1, r2, . . . , rn

from a distribution function F (r). Their joint distribution is given by

dG = dF (r1)dF (r2) · · · dF (rn).

A transformation to

yk =

∫ rk

−∞
dF (t) = F (rk)

gives, for the joint distribution of the y’s

dH = dy1dy2 · · · dyn (0 ≤ yk ≤ 1,∀k).

Since y is a non-decreasing function of r, the y’s and the r’s are in the same order.

Now, re-number the y’s so that y1 is the smallest, y2 the second smallest and so

on, with

0 ≤ y1 ≤ y2 ≤ · · · ≤ yn ≤ 1,

then the distribution of any ordered y, i.e. yk, can be derived and is given in Stuart

and Ord (1994) as

dM =
n!

(k − 1)!(n− k)!
(yk)

k−1(1− yk)
n−kdyk,
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which is a beta distribution of the first kind. To obtain the distribution of the kth

order statistics rk:n, set F (rk:n) = yk, yielding

dN =
n!

(k − 1)!(n− k)!
(F (rk:n))

k−1(1− F (rk:n))
n−kf(rk:n)drk:n.

Next, the moment generating function (mgf ) of yk is derived. The following theorem

is Theorem 1 in KSW (2003).

Theorem 3.1. The mgf of yk is given by

E[eayk ] = 1F1(k, k + n− k + 1, a)

= 1F1(k, n+ 1, a)

where 1F1(·) is the confluent hypergeometric function.13

In general, there is no closed analytical formula for the hypergeometric function,

so its value is obtained numerically. The Linex forecast of the kth-ordered percentage

yk is given by

ĥ =
1

a
log[1F1(k, n+ 1, a)].

The Linex forecast depends only on the values of k, n + 1, and a, not on other

parameters which specify the distribution F . The reason is that the original data ri

has been transformed into F (ri), which follows the standard uniform distribution for

any continuous distribution function, according to the Probability Integral Transform

Theorem. The Linex forecast is nonparametric in this sense.

Given a F (r), the distribution can be inverted to get the corresponding quantile

or VaR

V̂0 = F−1(ĥ).

13See KSW (2003) for the proof.
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Since the true distribution of returns (r) is usually unknown, the Cornish-Fisher

expansion (Stuart and Ord (1994)) is applied to find the corresponding VaR

V̂0 = k1 + k2(zĥ +
1

6
(z2

ĥ
− 1)k3 +

1

24
(z3

ĥ
− 3zĥ)(k4 − 3)− 1

36
(2z3

ĥ
− 5zĥ)k

2
3)

where k1, k2, k3, k4 are the first four cumulants of the distribution F (r), and zĥ is the

ĥ% quantile for the standard normal distribution. Since the Normal distribution is

used here, the Cornish-Fisher expansion is useful for approximating the quantiles of

non-Normal distributions as long as the skewness and kurtosis fall within appropriate

ranges, such that the departure from normality is sufficiently small.

3.3 Literature Review

There are two main areas of focus when modelling VaR; namely, i) estimation of the

quantiles of the return distribution and ii) the volatility modelling process. The lit-

erature review will be broken down into two sections. Section 3.3.1 will focus on the

different quantile estimation methods and Section 3.3.2 examines different volatility

modelling processes.
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3.3.1 Quantile Estimation

There are three broad categories of quantile estimation techniques: fully paramet-

ric, semiparametric, and nonparametric. Fully parametric methods are based on an

econometric model for the volatility dynamics (for example, GARCH) and an as-

sumption that the innovation follows a standard probability distribution such as the

Normal or the Student-t. This is the approach in the most famous VaR system, Risk-

metrics (Riskmetrics (1995)), developed by J.P. Morgan. However, the Riskmetrics

approach has fallen out of favour in the VaR literature due to its reliance on the

Normal distribution. Financial data are notorious for exhibiting fat tails, and as a

result, the Riskmetrics system often underestimates the true VaR.

The semiparametric group features methods based on Extreme Value Theory

(EVT) and quantile regression. One EVT approach is to use historical data to model

the middle of the return distribution, but use EVT to model the tails (see McNeil and

Frey (2000) and Kuester, Mittnik, and Paolella (2006)). In terms of quantile regres-

sion methods, see the class of CAViaR models introduced in Engle and Manganelli

(2004).

The most common nonparametric method is historical simulation. In the histor-

ical simulation approach, the estimated return distribution of a portfolio is given by

the empirical distribution of past returns on the portfolio. This approach is used in

numerous papers including Barone-Adesi, Bourgoin, and Giannopoulos (1998).
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3.3.2 Volatility Modelling

The bulk of the volatility models used in the VaR literature can be grouped in three

general categories: GARCH and variants, models incorporating realized volatility,

and stochastic volatility models. By far, the most popular approach to modelling the

volatility process in the VaR literature is to use one of the GARCH models. For in-

stance, Giot and Laurent (2004) use a daily-ARCH model to compute one-day-ahead

VaR, Kuester et al. (2006) use the standard GARCH(1,1) as well as a mixed-normal

GARCH, and Daal and Yu (2005) compare the performance of various GJR-GARCH

models with a mixed GARCH-jump model.

There have been a few attempts to model the volatility process using models of

realized volatility in the VaR literature, with varying degrees of success. Giot and

Laurent (2004) find that a long memory skewed Student model for the daily real-

ized volatility provides adequate VaR forecasts, but “it does not really improve on

the performance of a VaR model based on the skewed Student APARCH model and

estimated using daily data only”. Kruse (2006) finds that hybrid models based on

realized volatility and filtered historical simulation provide excellent one-day-ahead

VaR forecasts.

Stochastic volatility models have not been used very often in a VaR setting. Kruse

(2006) shows that a stochastic volatility model combined with a filtered EVT specifi-

cation performs well; however, it is outperformed by many alternate models, including

GARCH and realized volatility models.
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3.4 Data

The data consists of daily returns from the Dow Jones Industrial Average (DJI), the

NASDAQ Composite Index, and the S&P/TSX Composite Index, from January 4,

2000 to October 22, 2009.14 The data is divided into an estimation period ranging

from January 4, 2000 to December 26, 2003, a ‘pre-crash’ period ranging from De-

cember 29, 2003 to October 31, 2007, a ‘during-crash’ period ranging from November

1, 2007 to March 31, 2009, and a ‘post-crash’ period ranging from April 1, 2009 to

October 22, 2009.15,16 Table 3.1 shows the summary statistics for the full sample and

each subsample for the Dow Jones data set.17 Notice that the data is non-normal in

all cases, except for the post-crash subsample.

Table 3.1: DJI - Summary Statistics

Full Sample Pre-Crash Crash Post-Crash
Mean 0.000069514 0.00033359 -0.0014 0.002
SD 0.0131 0.0069 0.0227 0.0121

Skewness 0.317 -0.2809 0.4445 -0.1555
Kurtosis 15.2096 4.3363 6.843 3.4654
Min -0.0787 -0.0329 -0.0787 -0.0356
Max 0.1108 0.0251 0.1108 0.0314

Jarque-Bera (p-value) < 0.001 < 0.001 < 0.001 0.3264

14Calculated from daily closing prices.
15The estimation period for the S&P/TSX data ends on April 13, 2004 and the pre-crash period

starts on April 14, 2004, otherwise everything else is the same as the other data sets.
16The transition points marking the beginning and end of the ‘during-crash’ period are meant to

roughly correspond to the peak and trough, respectively, of the U.S. indices.
17Summary statistics for the other two data sets are in the appendix (Table C.57 for NASDAQ

and Table C.78 for S&P/TSX).
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3.5 Extended VARLINEX Model

This section describes in detail the extension to the original VARLINEX model. The

extension was to develop improved methods of estimating the a parameter. In ad-

dition, the model is adjusted so that the VARLINEX method is applied to an iid

residual series rather than the raw data. It makes more sense to discuss the latter

adjustment first.

In order to obtain quantile estimates of the return distribution using the VAR-

LINEX model, it is assumed that financial returns are iid; however, financial data

is rarely iid. A solution to this problem is to fit an AR-GARCH model to the raw

return series, and then estimate the quantiles of the resulting standardized residual

series as is done in McNeil and Frey (2000).18 Providing the residual series is iid,

this procedure ensures the VARLINEX method is being utilized appropriately. A

logical first step is to start with the simplest specification, which consists of one lag

in the conditional mean equation and a GARCH(1,1) with Normal innovations in the

conditional variance equation. The AR(1)-GARCH(1,1) model specification used is

the following:

xt = ϕxt−1 + ϵt

σ2
t = α0 + α1ϵ

2
t−1 + βσ2

t−1,

where X = (x1, ..., xn) is the return data, ϵt = σtzt, zt ∼ N(0, 1), and α0, α1, β, and

ϕ are the parameters to be estimated.

Figure 3.1 shows the autocorrelation function for the raw data series (panels a)

18Typically, the residual series will be iid.
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and b)) and the residual series (panels c) and d)) for the DJI data. The plots show

that the residual and the absolute value of the residual are at least approximately

iid, while the absolute value of the raw series is clearly not iid.19 The Ljung-Box

test confirms that the residual and absolute residual are in fact iid for all three data

sets. As a result, there is no need to experiment with different specifications of the

AR-GARCH model.

The most obvious weakness of the original VARLINEX method was that the

(a) raw data (b) absolute raw data

(c) residuals (d) absolute residuals

Figure 3.1: Correlograms for the raw data and their absolute values as well as for the
residuals and absolute residuals. The horizontal lines are the 95% confidence limits.

19In all plots and tests concerning the autocorrelation function, up to 20 lagged values were used.
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a parameter was estimated only once for the entire sample. In this paper, both of

the new estimation procedures estimate a dynamically.20 In addition, the manner

in which a is estimated is different from the original model. Now, both of the new

estimation procedures will be described.

3.5.1 Estimation method 1

First, a step-by-step look at how a is estimated for the first 50 day window of the

out-of-sample period is provided. Suppose the out-of-sample forecasting period be-

gins on day 1051.21 Before the VaR for day 1051 can be forecasted, a forecast of a

is required. In order to obtain a forecast of a, it is necessary to find the optimal a

value from the most recent 50 day window, i.e., from day 1001 to day 1050. What is

the ‘optimal a value’? It is the value for a that yields the expected number of VaR

violations over the 50 day estimation window.22 For example, for the 95% VaR the

expected number of violations over a 50 day period would be (1− 0.95) × 50 = 2.5.

Then, the optimal a value would be the value that yielded 2 or 3 VaR violations

(since obtaining a non-integer number of violations is impossible in practice). Given

the example just presented, the following is the algorithm used to obtain the optimal

a.

i) Days 1 to 1000 are used to estimate the four cumulants of the return distribution

20In the first method, a is re-estimated every 50 days, while in the second method it is re-estimated

daily.
21Daily data is used exclusively throughout this paper.
22A violation is said to occur when the return is lower than the VaR forecast.
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that are used in the Cornish-Fisher expansion, then starting on day 1001 a VaR fore-

cast is made for some starting value of a.23

ii) A VaR forecast is made for each day in the initial 50 day window (days 1001 to

1050) for the same a value.

iii) The number of VaR violations is counted.

a) In the example above, if the number of violations is less than 2, increase a by 100

and start again at step i).

b) If the number of violations is equal to 2, then store this a value as alow, and start

again at step i), but this time skip steps iii)a) and iii)b).

c) If the number of violations is greater than or equal to 3, then this a value is stored

as ahigh; proceed to step iv). Otherwise, increase a by 100 and start again at step i),

once again skipping steps iii)a) and iii)b).

iv)a) If values exist for both alow and ahigh, then a is calculated as a =
alow+ahigh

2
.

b) If there is only a value for ahigh, then a = ahigh.
24

The a value from step iv) is used in the VaR forecast for days 1051 to 1100.

Then the entire process is repeated for each subsequent 50 day window until the end

23In the paper, a starts with a value of -2000 and then is increased in increments of 100. The VaR

forecasts are recalculated each time a is changed until the procedure is complete. Computational

issues arise when the value for a becomes sufficiently small (i.e. a negative number that is sufficiently

large in absolute value). As a result, in some cases, the VaR forecasts are more aggressive (i.e. smaller

in absolute value) than what is optimal.
24This occurs if the lowest a value that is tested (i.e. a = -2000) yields a number of violations

greater than the expected number.
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of the out-of-sample data period.25 The result is an accurate and robust model that

produces VaR forecasts that are sensitive to changing market conditions. The shape

of the agent’s loss function is allowed to change dynamically according to the changing

conditions in the market, which is an improvement over the original method, where

the shape of the loss function remained constant throughout the forecasting period.

3.5.2 Estimation method 2

The VIX index is a measure of the implied volatility of S&P 500 index options. It is

a measure of expected stock market volatility over the next 30 days. As mentioned

earlier, the a parameter should be negative when the market is volatile, and positive

when the market is calm. As a result, it would be ideal to have large VIX index

values correspond to negative a values. A method of mapping VIX index values into

a values is needed. First, ranges are defined for both objects. The range for the VIX

index is chosen as

[V IXmin, V IXmax],

where V IXmin is the smallest value in the history of the VIX index up until the

beginning of the forecasting period, and likewise, V IXmax is the largest value in the

history of the VIX index up until the beginning of the forecasting period.26 The range

used for a is: [−2000, 1200]. The left endpoint is a computational constraint; it is

25The size of the estimation sample remains constant at 1000 days, i.e., a moving-window ap-

proach is used.
26The VIX index started January 2, 1990.
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very time consuming to compute the confluent hypergeometric function for very small

values of a (specifically, less than -2000).27 In the first estimation method presented

above, the highest optimal a value is 1200, so this is used as the right endpoint. A

simple mapping method would be the following:

1. Let a = −2000 when V IXt ≥ V IXmax

2. Let a = 1200 when V IXt ≤ V IXmin

3. For V IXmin < V IXt < V IXmax, let proxyt =
V IXmax−V IXt

V IXmax−V IXmin
, then

at = V IXmin + (V IXmax − V IXmin) · proxyt.

This is just a simple linear mapping. One problem with this method is that as V IXt

increases, the VaR forecasts decrease exponentially. Ideally, the VaR forecasts should

have a linear relationship with movements in the VIX index. Another problem is that

the VaR forecasts change quite a bit from day-to-day, which increases the difficulty

of meeting the capital requirements. Fortunately, there are simple fixes to both of

these problems. To solve the first problem, take the log of the VIX index, and map

these values into a values. The result is a linear relationship between VaR forecasts

and VIX values.28 The second problem is solved by taking an n-day moving average

of the VIX index and using this value instead of the current daily VIX value.29 This

has the effect of smoothing out the day-to-day fluctuation in the VaR forecasts.

27At least this appears to be the case in Matlab; alternative methods of calculating the confluent

hypergeometric function were not tested in this study.
28Of course, the relationship is still negative, as before.
2910-day and 50-day moving averages are used.
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3.6 Results

The results for the extended VARLINEXmodel presented in this section are compared

to two benchmark models: an EVT model that follows the methodology in Gilli and

Kellezi (2006), and the original VARLINEX model (KSW (2003)). The EVT model is

estimated in Matlab.30 The original VARLINEX model provides VaR forecasts using

Mathematica. Matlab is used for the extended VARLINEX model.

As mentioned earlier, the data consists of daily returns; however, it is not the

raw returns that are fed into the VARLINEX forecasting procedure, it is the residual

series obtained from an AR(1)-GARCH(1,1) estimation of the raw data series. VaR

forecasts are obtained for the residual series, and then these forecasts need to be

mapped back to VaR forecasts for the raw data series and compared to the raw

returns to determine the number of violations. The residuals are given by

zt =
xt − µ̂t

σ̂t

,

where xt is the raw return at time t, and µ̂t and σ̂t are given by

µ̂t = ϕ̂xt−1

σ̂2
t = α̂0 + α̂1(xt−1 − µ̂t−1)

2 + β̂σ̂2
t−1.

Values for ϕ̂, α̂0, α̂1, and β̂ are obtained via estimation. The VARLINEX procedure

generates VaR forecasts on the series of residuals. These forecasts are then mapped

30The version of Matlab used in this paper is Matlab 7.8.0.
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back to give VaR forecasts for the raw series

V aRraw = µ̂+ σ̂V aRresidual.

Finally, V aRraw = (V aR1
raw, ..., V aRT

raw) is compared with the raw series of returns

X = (x1, ..., xT ); if xt < V aRt
raw, a violation has occurred.31

The issue of how to evaluate the accuracy of a VaR model is now addressed. Nu-

merous studies have already addressed this issue, and standard methods are available

(see, for example, Kupiec (1995), Christoffersen (1998), and Kuester et al. (2006)).

Define Vt = 1(xt < V aRt). Vt takes the value 1 when a violation occurs, and 0

otherwise. Christoffersen (1998) introduces the concept of an efficient sequence of

forecasts. The definition is repeated here, although in a slightly different manner.

Definition 3.1 (Christoffersen (1998)) The sequence of forecasts {V aRt}Tt=1 is said

to be efficient with respect to information set Ft−1, if E[Vt|Ft−1] = p, for all t, where

p is the theoretical proportion of violations.

Defining the information set as the sequence of past realizations of Vt, that is,

Ft−1 = {Vt−1, ..., V1}, yields the following result.

Lemma 3.1 (Christoffersen (1998)) Testing E[Vt|Ft−1] = E[Vt|Vt−1, ..., V1] = p, for

all t, is equivalent to testing that the sequence {Vt}Tt=1 is iid Bernoulli with parameter

p. (See Christoffersen (1998) for proof).

31Note that V aRt
raw is always a negative number in all three data sets.
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Several implications of Definition 3.1 are tested to obtain a clear picture of where

the model has strength and weakness.

Test of Unconditional Coverage

One implication from Definition 3.1 is that E[Vt] = p. This just says that the

number of violations generated by the model is equal to the theoretical expected

number of violations. E[Vt] = p can be tested as follows:

H0 : E[Vt] = p vs. H1 : E[Vt] ̸= p.

Equivalently, H0 can be expressed in terms of the likelihood function L(p;V1, ..., VT ) =

(1−p)n0(p)n1 andH1 in terms of L(π;V1, ..., VT ) = (1−π)n0(π)n1 . Then, unconditional

coverage can be tested for using a likelihood-ratio test

LRuc = 2logL(π̂;V1, ..., VT )− 2logL(p;V1, ..., VT ),

which is asymptotically χ2(1) distributed. π̂ = n1

n0+n1
is the maximum likelihood esti-

mate of π, where n1 is the number of violations and can be expressed as n1 =
∑T

t=1 Vt,

n0 is the number of non-violations, and n0 + n1 = T is the total number of days in

the forecast sample. Results of the test of unconditional coverage will be presented

later.

Test of Independence

Lemma 3.1 stated that the violations should be independently distributed through-

out the forecast sample. For example, for the 99% VaR there should be 10 violations
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in a 1000 day sample. If one violation occurs every 100 days throughout the sam-

ple, the model has performed well. On the other hand, if there are zero violations

for the first 900 days, and then all 10 are clustered in the last 100 days, the model

is inadequate even though it yielded the expected number of violations. Following

Christoffersen (1998) and Kuester et al. (2006), the null hypothesis of independence

is tested against an explicit first-order Markov alternative. Specifically, Vt is a binary

first-order Markov chain with transition probability matrix

Π =

 1− π01 π01

1− π11 π11

 ,

where πij = P (Vt = j|Vt−1 = i). The null hypothesis states that the occurrence of a

violation at time t does not affect the probability of a violation at time t − 1. The

approximate joint likelihood, conditional on the V value at time 1, is

L(Π;V2, ..., VT |V1) = (1− π01)
n00πn01

01 (1− π11)
n10πn11

11 ,

where nij is the number of transitions from state i to state j

nij =
T∑
t=2

1(Vt = i|Vt−1 = j),

and the maximum likelihood estimators under the alternative hypothesis are

π̂01 =
n01

n00 + n01

and π̂11 =
n11

n10 + n11

.

Under the null, π01 = π11 ≡ π0. Then, it follows that the conditional binomial joint

likelihood is given by

L(π0;V2, ..., VT |V1) = (1− π01)
n00+n10πn01+n11

01 .
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Finally, the likelihood ratio test is given by

LRind = 2logL(Π̂;V2, ..., VT |V1)− 2logL(π̂0;V2, ..., VT |V1),

where π̂0 = n01+n11

n00+n01+n10+n11
is the maximum likelihood estimate of π0.

32 LRind is

asymptotically χ2 distributed with one degree of freedom. In all three data sets, vio-

lations are determined to be independently distributed. Results of the independence

test are available upon request.

Test of Conditional Coverage

A test for conditional coverage, i.e., E[Vt|Ft−1] = p, is essentially a joint test of

unconditional coverage and independence. In effect, the null of the unconditional

coverage test is tested against the alternative of the independence test. The test

statistic used in Christoffersen (1998) is

LRcc = 2logL(Π̂;V2, ..., VT |V1)− 2logL(p;V2, ..., VT |V1),

which is asymptotically χ2 distributed with two degrees of freedom. Christoffersen

(1998) also shows that LRcc = LRuc + LRind. The test of conditional coverage is

satisfied in virtually every sub-sample for each data set. In the following section, the

new VARLINEX model is compared to the benchmark models in a test of uncondi-

tional coverage.33

32Note that π̂0 is identical to π̂ in the test of unconditional coverage.
33The test for unconditional coverage lends itself to comparison with alternative models more

naturally than the other tests presented here.
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3.6.1 Results for Estimation Method 1

In general, for all three data sets, there is consistent improvement over the original

VARLINEX for the pre-crash, during-crash, and full samples, but roughly equivalent

results after the crash. Relative to the EVT method, there is significant improvement

during the crash and overall, and slight improvement pre- and post-crash.

Table 3.2 displays the number of VaR violations for the new VARLINEX model

and the two benchmark models for the full sample. The new VARLINEX is the best

model for the 99 and 95% quantiles, while the original VARLINEX is slightly better

at the 97.5% quantile. Table 3.3 displays the results for the pre-crisis data. The new

VARLINEX model is the best at all three quantiles, save for a tie with the original

VARLINEX at the 97.5% quantile. Table 3.4 shows the results during the crisis. The

EVT method, which performed fairly well pre-crisis, is apparently unable to adjust

to the huge jump in volatility. The new VARLINEX method is the best at all three

quantiles. The ‘after-crisis’ results are presented in Table 3.5. All three models per-

form well, except for the original VARLINEX method at the 95% quantile.

The results for the NASDAQ and S&P/TSX Composite data sets are fairly similar

to those presented above for the DJI data. The results can be found in Appendix C.

Figure 3.2 shows the raw returns and the 99% VaR forecasts along with the 95%

confidence interval of the forecasts for the DJI data series.

Similar to the results in KSW (2003), confidence intervals are wide under volatile

conditions and narrow under calm market conditions. It has been shown that the VaR

forecasts were very accurate, even during the market crash; however, if the portfolio

manager was worried about suffering substantial losses and not having enough capital
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available, he could obtain a more conservative VaR forecast by using the lower confi-

dence interval of the forecast. The more risk averse a portfolio manager is, the more

seriously he should consider using the lower confidence interval as the VaR forecast.

3.6.2 Results for Estimation Method 2

In general, for all three data sets, there is consistent improvement over the original

VARLINEX during the crash and for the full samples, but inferior results pre-crash

and similar results post-crash. Relative to the EVT method, there is significant im-

provement during the crash and overall, inferior performance pre-crash, and similar

results post-crash.

Table 3.6 displays the number of VaR violations for the new VARLINEX model

and the two benchmark models for the full sample. The new VARLINEX is the best

model for all quantiles. The estimation method used to obtain the results presented

here uses a 50-day moving average of the VIX index; the results using a 10-day mov-

ing average are also compiled. The results are similar to the 50-day case and are

presented in Tables C.21-C.24.34 The longer moving average is reccomended since it

does a better job of smoothing out the day-to-day fluctuation in capital requirements.

Table 3.7 displays the results for the pre-crisis data. The new VARLINEX model is

the best at the 95% quantile, the old VARLINEX model is the best at the 97.5%

quantile, and the EVT model wins at the 99% quantile. Table 3.8 shows the results

34Results for both the 10- and 50-day cases can be found in Tables C.49-C.56 (NASDAQ) and

C.70-C.77 (S&P/TSX).
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Table 3.2: DJI - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 135 92 88∗ 73.3
97.5% 87 43∗ 45∗ 36.65
99% 53 25 11∗ 14.66

‘*’ indicates the model passed the likelihood ratio (LR) test (i.e. H0 was not rejected) at a 5%

significance level.

Table 3.3: DJI - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 31 65 59∗ 48.4
97.5% 16∗ 29∗ 29∗ 24.2
99% 12∗ 18 8∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% significance level.

Table 3.4: DJI - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 93 26∗ 23∗ 17.75
97.5% 70 13∗ 12∗ 8.875
99% 41 7∗ 3∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% significance level.

Table 3.5: DJI - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 11∗ 2 6∗ 7.15
97.5% 1∗ 1∗ 4∗ 3.575
99% 0∗ 0∗ 0∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% significance level.
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during the crisis. The new VARLINEX method is the best at all three quantiles.

Table 3.9 shows the results after the crisis. The new VARLINEX method performs

slightly better than the other models overall.

The results for the NASDAQ and S&P/TSX Composite data sets are fairly similar

to those presented above for the DJI data.35

Perhaps the most impressive feature of the extended VARLINEX model is its

Figure 3.2: Dow Jones - 95% confidence interval of 99% VaR forecasts

35The results for NASDAQ and S&P/TSX can be found in Appendix C.
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ability to predict the crash before the collapse of Lehman Brothers.36 There were sev-

eral days of significant losses (and several 99% VaR violations) prior to the collapse

of Lehman Brothers,37 and as a result the model responded by yielding significantly

more conservative VaR forecasts. By the time Lehman collapsed on September 15,

2008, causing a 4.4% drop in the DJI, the VaR forecasts were conservative enough

to avoid a violation. In fact, there were no violations at the 99% level during the

bulk of the crash (September 15, 2008 to March, 2009).38 This predictive ability is

what makes the extended VARLINEX model so useful. It is one thing for a model to

be able to yield the correct number of independently distributed VaR violations, but

this is not very useful if the model is unable to predict, or at least respond quickly

to, significant market downturns.

3.6.3 Which Estimation Method Performs Better?

Prior to the crisis, method 2 gives more aggressive VaR forecasts than method 1, fail-

ing the LR test in several cases.39 However, when volatility increases and the crisis

occurs, method 2 gives more conservative forecasts, slightly outperforming method

1. After the crisis, method 2 still yields more conservative forecasts, but now it is

36The discussion in this paragraph deals with the DJI data.
37August 25, September 4, and September 9, 2008 all saw losses in excess of 2%, which was

substantial for the DJI during the pre-crisis period.
38This is true for the 99% VaR forecasts; however, there are some violations during the bulk of

the crash for the 95 and 97.5% VaR.
39This is especially true for the NASDAQ and S&P/TSX data sets.
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Table 3.6: DJI - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 135 92 85∗ 73.3
97.5% 87 43∗ 39∗ 36.65
99% 53 25 17∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table 3.7: DJI - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 31 65 63 48.4
97.5% 16∗ 29∗ 31∗ 24.2
99% 12∗ 18 14∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table 3.8: DJI - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 93 26∗ 18∗ 17.75
97.5% 70 13∗ 7∗ 8.875
99% 41 7∗ 3∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table 3.9: DJI - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 11∗ 2 4∗ 7.15
97.5% 1∗ 1∗ 1∗ 3.575
99% 0∗ 0∗ 0∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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underperforming relative to method 1. Although method 2 performs very well during

the crisis, its performance prior to the crisis is inadequate.40 Thus, method 1 appears

to be the preferred method. Figure 3.3 shows the 99% VaR forecasts for each method,

along with the DJI daily returns. Only the final 466 days of the sample are shown to

highlight the fact that the VaR forecasts for method 2 are more aggressive before the

crisis, but more conservative during the crisis.

3.6.4 Extension - Varying window lengths

In the results presented for method 1, the a parameter was re-optimized every 50

days. This section examines how the results change when different window lengths

are used. Window lengths of 10, 25, 75, 100, and 200 are used. The forecasts are

expected to be more accurate for shorter windows, since more up-to-date information

is being used; however, it will take longer to perform the computation. This is the

classic accuracy versus efficiency issue that is often encountered in computational

problems. The results for each window length are presented in Tables C.1 through

C.20 in the appendix. In general, the forecasts are more accurate for shorter windows;

however, there is not much difference in the results for window lengths ranging from

10 to 75 days. The quality of the forecasts begins to deteriorate for window lengths

greater than 75.

40The pre-crisis results aren’t bad under the DJI data, but they are poor under the NASDAQ

and S&P/TSX data.
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Figure 3.3: Method 1 Vs. Method 2 - 99% VaR forecasts (DJI data)
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3.7 Conclusion

In this paper, the VARLINEX model introduced in KSW (2003) is extended result-

ing in a Value-at-Risk forecasting model capable of producing accurate and robust

forecasts before, during, and after the market crash of 2008-09. The extended VAR-

LINEX is more accurate than both the original VARLINEX, and a benchmark model

based on Extreme Value Theory. In addition, the results hold for data over three

different indices: DJI, NASDAQ, and S&P/TSX Composite.

The original VARLINEX model is extended to accommodate two new estimation

procedures for the asymmetry parameter, a, from the Linex loss function. In addition,

under both methods, a is estimated dynamically throughout the sample as opposed

to only once at the start of the sample as in the original VARLINEX model. The

result is a more flexible model that is able to respond quickly to new information.

It is possible to obtain confidence intervals for the VaR estimates in addition to

the conventional point estimates. This gives the forecaster a better idea of how reli-

able the point estimates are. For example, a wide confidence interval indicates that

the point estimate may not be very reliable. In such a case, the forecaster may wish

to add a risk premia adjustment to make the VaR point forecast more conservative,

especially in a down-trending market.

An important feature of the model is its ability to predict the market crash.

Portfolio managers utilizing the extended VARLINEX model would have been well-

positioned to deal with the significant market risk that ensued. As a result, the
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extended VARLINEX model should be a useful addition to any portfolio manager’s

toolkit.

3.8 Bibliography

Artzner. P., F. Delbaen, J.-M. Eber, and D. Heath (1999), “Coherent

Measures of Risk”, Mathematical Finance, 9(3), 203-228.

Bao, Y., T.-H. Lee, and B. Saltoglu (2006), “Evaluating Predictive

Performance of Value-at-Risk Models in Emerging Markets: a Reality

Check”, Journal of Forecasting, 25(2), 101-128.

Barone-Adesi, G., F. Bourgoin, and K. Giannopoulos (1998), “Don’t Look

Back”, Risk, 11(8).

Basel Committee on Banking Supervision (1996), “Overview of the

Amendment to the Capital Accord to Incorporate Market Risks”,

http://www.bis.org.

Basel Committee on Banking Supervision (2009), “Revisions to the Basel II

Market Risk Framework”, http://www.bis.org.

Berkowitz, J. and J. O’Brien (2002), “How Accurate Are Value-at-Risk

Models at Commercial Banks?” Journal of Finance, LVII, 1093-1111.

Cain, M. (1991), “Minimal Quantile Measures of Predictive Cost with a

Generalized Cost of Error Function”, Economic Research Papers,

no 40 University of Wales, Aberstwyth.



105

Christoffersen, P. (1998) “Evaluating Interval Forecasts”, International

Economic Review, 39, 841-862.

Daal, E., and J.-S. Yu (2005), “A Comparison of Mixed GARCH-Jump

Models with Skewed t-Distribution for Asset Returns”, SSRN

Working Paper Series, i.d. 670502

Ding, Z., C. W. Granger, and R. F. Engle (1993), “A Long Memory

Property of Stock Market Returns and a New Model”, Journal

of Empirical Finance, 1, 83-106.

Engle, R. F., and S. Manganelli (2004), “CAViaR: Conditional

Autoregressive Value at Risk by Regression Quantiles”, Journal of

Business and Economic Statistics, 22(4), 367-381.

Gilli, M., and E. Kellezi (2006), “An Application of Extreme Value

Theory for Measuring Financial Risk”, Computational Economics,

27, 207-228.

Giot, P., and S. Laurent (2004), “Modelling Daily Value-at-Risk Using

Realized Volatility and ARCH Type Models”, Journal of Empirical

Finance, 11, 379-398.

Jorion, P. (2007), Value at Risk: The New Benchmark for Managing

Financial Risk, 3rd Ed. Singapore: McGraw-Hill.

Knight, J., S. Satchell, and G. Wang (2003), “Value at Risk Linear

Exponent (VARLINEX) Forecasts”, Quantitative Finance, 3, 332-344.

Kruse, R. (2006), “Can Realized Volatility Improve the Accuracy of

Value-at-Risk Forecasts?”, Working Paper.

Kuester, K., S. Mittnik, and M. S. Paolella (2006), “Value-at-Risk



106

Prediction: A Comparison of Alternative Strategies”, Journal

of Financial Econometrics, 4(1), 53-89.

Kupiec, P. (1995), “Techniques for Verifying the Accuracy of Risk

Measurement Models”, Journal of Derivatives, 2, 173-184.

McNeil, A. J., and R. Frey (2000), “Estimation of Tail-related Risk

Measures for Heteroscedastic Financial Time Series: An Extreme Value

Approach”, Journal of Empirical Finance, 7, 271-300.

Mittnik, S., and M. S. Paolella (2000), “Conditional Density and

Value-at-Risk Prediction of Asian Currency Exchange Rates”, Journal

of Forecasting, 19, 313-333.

RiskMetrics, 1995, RiskMetrics Technical Document, 3rd edn. J.P. Morgan.

Stuart, A., and K. J. Ord (1994), Kendall’s Advanced Theory of Statistics

vol 1 Distribution Theory, (London: Arnold).

Zellner, A. (1986), “Bayesian Estimation and Prediction Under

Asymmetric Loss Functions”, JASA, 81, 446-51.



107

Chapter 4

A Copula-based Goodness-of-fit
Test Based on Rosenblatt’s
Transformation

4.1 Introduction

The concept of a copula can be traced back to Höffding (1940) and Sklar (1959).

Suppose there exists a vector of continuous random variablesX = (X1, ..., Xd). Sklar’s

Theorem states that any joint distribution function H can be expressed as

H(x1, ..., xd) = C(F1(x1), ..., Fd(xd)),

where F1, ..., Fd are uniform marginal distribution functions and C is a unique cu-

mulative distribution function (CDF), known as a copula, with C : [0, 1]2 → [0, 1].1

Suppose ui = Fi(xi), then xi = F−1
i (ui), and by a corollary of Sklar’s theorem,

C(u1, ..., ud) = H(F−1
1 (u1), ..., F

−1
d (ud)). The copula C, it turns out, is simply a

CDF with uniformly distributed marginals. Since Fi is the CDF of xi, the ui’s are

1C is unique as long as the Fi’s are continuous.
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Unif[0, 1] by the Probability Integral Transform Theorem. An important feature of

using a copula-based approach to multivariate analysis is that it allows for separate

specification of the marginal distributions and the dependence structure.

The copula function is a useful tool for modelling the co-movements between vari-

ables. One reason the copula is so useful is due to its’ ability to model nonlinear types

of dependence, whereas more traditional parametric methods rely on a linear depen-

dence assumption. In the context of financial data, the issue of non-normality of asset

returns has been well documented, dating back to the seminal work of Mandelbrot

(1963). Often times the Normal distribution is used to model financial data due to its’

simplicity. Of course the fact that much of the financial data being modelled is non-

normal is problematic. In fact, the problem has been further exacerbated in recent

years due to the higher levels of volatility witnessed, for instance, during the dot-com

build-up and subsequent crash, the crash of 2008, and the summer sell-off’s of 2010

and 2011. Not only is the data non-normal, but often times in multivariate analysis

there is dependence in the tails, which is not captured by the covariance matrix of the

multivariate Normal distribution.2 This has created the need for a flexible method of

accurately modelling co-movements between assets, markets, risk factors, etc. Copula

functions are powerful tools in multivariate analysis due in large part to the flexibility

afforded by the decoupling of the specification of the marginal distributions from the

specification of the dependence structure of the variables. Copula functions can be

used in many different areas of finance, including asset pricing, credit risk analysis,

risk management, and portfolio management. The focus of this paper is on copula-

based goodness-of-fit tests (hereafter, referred to as ‘g-o-f tests’ or ‘tests’). The tests

2In other words, joint extreme events receive an unrealistically small probability of occurrence

under the multivariate Normal based on historical data.
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are used to decide which copula family is the most appropriate to model the variables

in question. In principal, the tests can be used in any of the previously mentioned

applications to finance; however, the present discussion will revolve around two areas

where the tests have been widely applied in the literature.

First, the tests are used in the top-down approach of enterprise risk management.3

Enterprise risk management attempts to calculate one firm-wide economic capital

value that combines the economic capital requirements resulting from the different

types of risk the firm in question is exposed to, such as, credit, market, operational,

and liquidity risk. The capital requirements are meant to ensure the firm has enough

capital available to absorb large unexpected losses. There are well-known methods to

calculate the capital requirement for each type of risk,4 but the topic of how to map

these individual requirements into a firm-wide requirement is relatively new.5 The

top-down approach typically uses a copula function to model the dependence struc-

ture of the different risk types. Studies that use the top-down approach include Ward

and Lee (2002), Dimakos and Aas (2004), Rosenberg and Schuermann (2006), Cech

(2006), and Grundke (2010). There are two primary weaknesses with the top-down

approach. First, the firm-wide capital requirement tends to be underestimated,6 and

second, the g-o-f tests used to determine which copula family to use generally lack

3Also known as integrated risk management.
4See Jorion (2007) for an overview of such methods.
5It should be noted that the Basel II Accord recommends simply adding up the individual

requirements to get the firm-wide requirement; however, this approach is undesirable since it ignores

the effect of diversification. It assumes perfect positive correlation between each risk type, which is

clearly an unrealistic assumption.
6Nevertheless, the copula-based estimates are an improvement over those obtained using a mul-

tivariate Normal distribution.



110

power,7 meaning it is difficult to tell which copula family should be used to model

the data. The present paper addresses the second issue by introducing a new copula-

based g-o-f test that has higher power than the alternatives currently available in the

literature.

The second area where copula-based g-o-f tests have been widely applied is in the

pair-copula decomposition method. The pair-copula decomposition method allows

for the expression of a higher-dimensional copula (number of dimensions = n > 2) as

a function of the
(
n
2

)
combinations of bivariate copulas, as well as conditional and un-

conditional distribution functions.8 The benefit of such a decomposition is additional

modelling flexibility; there are a large number of bivariate copulas, but only a few

higher-dimensional alternatives. Moreover, a different copula family could potentially

be chosen for each bivariate relationship, rather than being restricted to choosing one

family to model an n-variate relationship. The pair-copula decomposition method

has been the focus of Bedford and Cooke (2002), Kurowicka and Cooke (2006), and

Aas, Czado, Frigessi, and Bakken (2009). The difficulty, once again, is how to choose

which family to use for each relationship. Goodness-of-fit tests are also employed in

this context, and the problem of insufficient power is once again present. As men-

tioned in the first application, the g-o-f test presented in this paper improves the

situation by providing an alternative with higher power.

The contribution of this paper is three-fold; first, using the test statistic denoted

S
(B)
n in Genest et al. (2009) as a benchmark, a more powerful test is developed

7In this context, power refers to the probability of correctly rejecting a false null hypothesis. For

example, assume the null hypothesis is that the data is well described by copula x when in fact it is

not, then the power is the probability of rejecting this false null hypothesis.
8
(
n
2

)
, read ‘n choose 2’, is equal to n!

(n−2)!2! .
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by implementing a weighting function in S
(B)
n ,9 second, some guidance is given in

terms of how to select an appropriate weighting function, and third, a link between

the copula-based independence test literature and the copula-based goodness-of-fit

test literature is explicitly spelled-out. The idea of using a weighting function in a

copula-based test is not new; the inspiration comes from Medovikov (2011) who uses

a weighting function in a copula-based test for independence. However, the method

used to derive the weighting function is original. The new test statistic can be used

by practitioners in any way they see fit, including either of the applications discussed

earlier.

Section 4.2 provides more background on the copula function. Section 4.3 de-

scribes the existing copula-based g-o-f tests, proposes a new test, spells out the link

between the copula-based independence test literature and the copula-based g-o-f

literature, and describes the methodology used to derive the weighting function. A

power study establishes the improvement of the new test over the benchmark in Sec-

tion 4.4. In Section 4.5, the new test is implemented in a general application using

financial data. Section 4.6 shows how the test can be applied in a pair-copula decom-

position setting. Section 4.7 builds on the previous two sections with an application

to risk management. Section 4.8 concludes.

9S
(B)
n is used as the benchmark because it was found to be the most powerful test in an extensive

power study performed in Genest et al. (2009).
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4.2 Introduction to Copula

A basic introduction was given in Section 4.1. This section will go into more depth

on the topic. Section 4.2.1 looks at some properties of a copula function. Section

4.2.2 introduces several different dependence concepts that are useful in the context

of copula functions. Section 4.2.3 describes several parametric families of copula.

Section 4.2.4 discusses the issue of copula estimation.

4.2.1 Properties

Some general properties are outlined and then the bounds for a copula are defined.

Proposition 4.1 A bivariate copula has the following properties:

1. It is a function C : [0, 1]2 → [0, 1]

2. C(u1, 0) = C(0, u2) = 0 ∀ (u1, u2) ∈ [0, 1]2

3. C(u1, 1) = u1 and C(1, u2) = u2 ∀ (u1, u2) ∈ [0, 1]2.

Much like distribution functions, which are bounded by the so called Fréchet-

Höffding bounds, copulas are also bounded. The bounds are given in the following

theorem.

Theorem 4.1 Let C be a copula. Then for all (u1, u2) ∈ [0, 1]2,

W (u1, u2) = max(u1 + u2 − 1, 0) ≤ C(u1, u2) ≤ min(u1, u2) = M(u1, u2).
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A proof can be found in Nelsen (2006). W and M are called the Fréchet-Höffding

lower bound, and Fréchet-Höffding upper bound, respectively, and they are them-

selves copulas. A final simple copula often of interest is the product (or independence)

copula given by C(u1, u2) = u1 · u2. All three copulas are shown in Figures 4.1-4.3

below.

Figure 4.1: Minimum copula

4.2.2 Dependence Concepts

Over the years, a common method of modelling co-movements of several variables has

been to assume the variables can be well described by a multivariate distribution (for
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Figure 4.2: Maximum cop-
ula

Figure 4.3: Product copula
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example, Student-t or Normal). The problem with this method is that it assumes

linear correlation between all variables. The copula method is much more flexible

because it allows the user to model several different types of dependence, some of

which are nonlinear. Several useful dependence concepts that can be utilized within

a copula framework are discussed in this section.

Concordance

Concordance concepts attempt to measure the degree to which ‘high’ values of

X1 correspond to ‘high’ values of X2, and ‘low’ values of X1 to ‘low’ values of X2.

Specifically, observations (x1i, x2i) and (x1j, x2j) from a vector (X1, X2) of continu-

ous random variables are concordant if x1i < x1j and x2i < x2j, or if x1i > x1j and

x2i > x2j. (x1i, x2i) and (x1j, x2j) are said to be discordant if x1i < x1j and x2i > x2j,

or if x1i > x1j and x2i < x2j. Two popular concordance measures are Kendall’s τ and

Spearman’s ρ.

Kendall’s τ

According to Kruskal (1958), the notion of Kendall’s τ seems to have originated

in the work of Fechner around 1897. Following Nelsen (2006), let

{(x11, x21), (x12, x22), ..., (x1n, x2n)} denote a random sample of n observations from a

vector (X1, X2) of continuous random variables. There are
(
n
2

)
pairs of observations

and each pair has to be either concordant or discordant. Kendall’s τ for the sample
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is

τn =
c− d

c+ d
=

c− d(
n
2

) ,

where c is the number of concordant pairs, and d is the number of discordant pairs.

An interpretation of the previous equation is that τn is the probability of concor-

dance minus the probability of discordance for some pair of observations (x1i, x2i)

and (x1j, x2j) chosen randomly from the sample. Similarly, for iid random vectors

(X11, X21) and (X12, X22), the population version of Kendall’s τ is given by

τ = P [(X11 −X12)(X21 −X22) > 0]− P [(X11 −X12)(X21 −X22) < 0].

Finally, the following definition shows how concordance can be defined in terms of

copulas.

Definition 4.1 Kendall’s τ is given by

τ = 4

∫ ∫
I2
C(u1, u2)dC(u1, u2)− 1,

for any copula C.

Since Kendall’s τ is by far the most commonly used dependence concept in the

copula finance literature, only brief descriptions of the remaining concepts are pro-

vided. A more rigorous treatment can be found in Cherubini, Luciano, and Vecchiato

(2004), and Nelsen (2006).
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Spearman’s ρ

Spearman’s ρ represents the correlation of the ranked sample of observations. It

is expressed in terms of a copula function in Definition 4.2.

Definition 4.2 For random variables X1 and X2 with copula C, Spearman’s ρ is

given by

ρS = 12

∫ ∫
I2
C(u1, u2)du1du2 − 3.

Durbin and Stuart (1951) show that there exists a well-defined relationship be-

tween Kendall’s τ and Spearman’s ρ. Specifically, for a given copula
3
2
τ − 1

2
≤ ρS ≤ 1

2
+ τ − 1

2
τ 2, for τ ≥ 0

−1
2
+ τ + 1

2
τ 2 ≤ ρS ≤ 3

2
τ + 1

2
, for τ < 0.

One benefit of using copulas is that the user is not restricted to using such sim-

plistic measures as the linear correlation coefficient; nevertheless, it is a measure of

dependence that may be useful in certain instances.

Linear Correlation Coefficient

It should be noted that the linear correlation coefficient does not qualify as a

measure of concordance.
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Definition 4.3 For non-degenerate random variables X1 and X2, the linear correla-

tion coefficient is given by

ρ =
cov(X1, X2)√
var(X1)var(X2)

Tail Dependence

This section refers to tail dependence in the bivariate case only. One way of

thinking about tail dependence is that it is a measurement of concordance in extreme

values of X1 and X2.

Definition 4.4 Let X1 and X2 be continuous random variables with distribution

functions F1 and F2, respectively, and let C be the copula of X1 and X2. The upper

tail dependence parameter λU is given by

λU = lim
t→1−

P
[
X2 > F

(−1)
2 (t)|X1 > F

(−1)
1 (t)

]
= 2− lim

t→1−

1− C(t, t)

1− t

if it exists. Similarly, the lower tail dependence parameter λL is given by

λL = lim
t→0+

P
[
X2 ≤ F

(−1)
2 (t)|X1 ≤ F

(−1)
1 (t)

]
= lim

t→0+

C(t, t)

t

if it exists.

Later in this study three copula families will be studied; namely, Clayton, Gum-

bel, and Normal. The tail dependence measure of these three copulas are presented

in Table 4.1. Figures 4.4-4.6 show a scatter plot of the three copulas in Table 4.1.
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Figure 4.4: Clayton scatter plot n = 1000, τ = 0.7
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Figure 4.5: Gumbel scatter plot n = 1000, τ = 0.7
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Table 4.1: Tail dependence parameters for several copulas

Family λL λU

Clayton 2(−1/θ) 0
Gumbel 0 2 - 2(1/θ)

Normal 0 0
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Figure 4.6: Normal scatter plot n = 1000, τ = 0.7

The dense collection of points in the bottom-left corner of Figure 4.4 is an indication

of lower tail dependence. Similarly, the dense collection of points in the upper-right

corner of Figure 4.5 is an indication of upper tail dependence. The Normal copula,

shown in Figure 4.6, does not have tail dependence; hence, no dense collection of

points is visible in the tails.
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Quadrant Dependence

The concept of quadrant dependence was introduced by Lehmann (1966), and

recast in terms of copulas in Cherubini et al. (2004).

Definition 4.5 The random variables X1 and X2 are positive quadrant dependent iff

C(u1, u2) ≥ u1 · u2 ∀(u1, u2) ∈ [0, 1]2.

Similarly, X1 and X2 are negative quadrant dependent iff

C(u1, u2) ≤ u1 · u2 ∀(u1, u2) ∈ [0, 1]2.

Of course u1 · u2 is just the independence copula C⊥, so the condition for positive

(negative) quadrant dependence can be re-written as C(u1, u2) ≥ (≤)C⊥.

4.2.3 Parametric Families of Copulas

Several parametric copula families are introduced in this section, including the Nor-

mal, and two Archimedean copulas (Clayton and Gumbel). This section only presents

the bivariate version of each copula.
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Normal Copula

Definition 4.6 The normal copula can be defined as follows:

CN(u1, u2; ρ) = Φ(Φ−1(u1),Φ
−1(u2))

=

∫ Φ−1(u1)

−∞

∫ Φ−1(u2)

−∞

1

2π

√
1− ρ2exp

{
−(r2+s2−2ρrs)

2(1−ρ2)

}
drds,

where Φ is the standard Normal CDF.

Under certain circumstances the n-variate Normal copula will yield the n-variate

joint standard normal distribution function.

Proposition 4.2 (Cherubini et al. (2004)) The Normal copula generates the joint

Normal standard distribution function, via Sklar’s theorem, iff the marginals are stan-

dard Normal.

Remember, one benefit of using copulas is that the dependence structure and the

marginals can be modelled separately. Moreover, there is no need for the marginals

to be from the same distribution as each other. If at least one of the marginals is

not standard Normal, then the Normal copula will not generate the joint standard

Normal distribution function. Figure 4.7 shows a scatter plot of the Normal copula

with one Student-t-distributed margin and one Beta distributed margin. Histograms

of each margin are shown alongside the scatter plot.

One can also speak in terms of the density of a copula.
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Definition 4.7 The density c(u1, u2) of copula C(u1, u2) is given by

c(u1, u2) =
∂2C(u1, u2)

∂u1∂u2

Then, the density of the Normal copula is given by

cN(u1, u2; ρ) =
1√

1− ρ2
exp

{
ζ21+ζ22

2
+

2ρζ1ζ2−ζ21−ζ22
2(1−ρ2)

}
,

where ζ1 = Φ−1(u1) and ζ2 = Φ−1(u2). Figure 4.8 shows the Normal copula density

for ρ = 0.8.

Archimedean Copulas

Archimedean copulas can be constructed using a so called generator ϕ.

Definition 4.8 (Nelsen (2006)) Let ϕ be a continuous, strictly decreasing function

from I to [0,∞] such that ϕ(1) = 0. The pseudo-inverse of ϕ is the function ϕ[−1]

with Domϕ[−1] = [0,∞] and Ranϕ[−1] = I given by

ϕ[−1] =


ϕ−1(t), 0 ≤ t ≤ ϕ(0)

0, ϕ(0) ≤ t ≤ ∞
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Figure 4.7: Normal copula scatter plot with Student-t(3) and Beta(2,2) marginals
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Figure 4.8: Normal copula density (ρ = 0.8)
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Definition 4.9 (Cherubini et al. (2004)) Given a generator and its pseudo-inverse,

an Archimedean copula CA is generated as follows:

CA(u1, u2) = ϕ[−1](ϕ(u1) + ϕ(u2))

Clayton Copula

Introduced by Clayton (1978), the Clayton copula is derived using the generator

ϕθ(t) =
1
θ
(t−θ − 1). The expression for the Clayton copula is

CC(u1, u2; θ) = max
[(
u−θ
1 + u−θ

2 − 1
)−1

θ , 0
]
, θ ∈ [−1,∞)\{0}.

Figure 4.9 shows the density of the Clayton copula for θ = 2. Notice the lower tail

dependence, which was shown to exist in Table 4.1.

Gumbel Copula

The Gumbel copula was developed by Gumbel (1960). The generator used to

derive the Gumbel copula is ϕθ(t) = −log(t)θ. The Gumbel copula can be expressed

as follows:

CG(u1, u2; θ) = exp
{
−

[
(−log(u1))

θ + (−log(u2))
θ
] 1

θ
}
, θ ∈ [1,∞).

Figure 4.10 shows the density of the Gumbel copula for θ = 3. Notice the upper tail

dependence, which was shown to exist in Table 4.1. Many more examples of copula
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Figure 4.9: Clayton copula density (θ = 2)
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functions, Archimedean and otherwise, can be found in Joe (1997).

4.2.4 Parameter Estimation

Two groups of parameters need to be estimated: the parameters for each of the

marginal distributions, and the copula parameters. In the context of copulas, there

are several well-known and accepted estimation methods which will be outlined in

this section.

Exact Maximum Likelihood Method

Let f be the joint probability density function (pdf) of X1 and X2.
10 As shown

in, for example, Cherubini et al. (2004), the density of X1 and X2, f , and the copula

density c are related as follows:

f(x1, x2) = c(F1(x1), F2(x2)) · f1(x1) · f2(x2),

where c is as defined in section 4.2.3 (Definition 4.7). Then, the log-likelihood function

is

l(θ) =
T∑
t=1

log(c(F1(x1t), F2(x2t))) +
T∑
t=1

log(f1(x1t)) + log(f2(x2t)),

where X = {x1t, x2t}Tt=1 is the sample data matrix, and θ is the set of all parameters

from both the marginals and the copula. The value for θ that maximizes the function

l(θ) is the maximum likelihood estimator, denoted θ̂.

10Assume all random variables are continuous in this section.
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Inference for the Marginals (IFM) Method

Due to the computational complexity of the exact MLE method, the IFM method

(proposed by Joe and Xu (1996)) is introduced as a more computationally efficient

alternative. Instead of estimating all of the parameters jointly, the IFM method

breaks the problem down into two steps. The first step is to estimate the parameters

of the marginals. This is done by performing MLE on the second summation in the

l(θ) equation:

θ̂1 = ArgMaxθ1

T∑
t=1

log(f1(x1t; θ1)) + log(f2(x2t; θ1)).

Then, given the estimates (θ̂1) from the first step, the copula parameters are estimated

θ̂2 = ArgMaxθ2

T∑
t=1

log(c(F1(x1t), F2(x2t); θ2, θ̂1)).

Finally, the IFM estimator is θ̂IFM = (θ̂1, θ̂2). Joe (1997) notes that the IFM method

is very efficient relative to the MLE method.

Inversion of Kendall’s τ

Following Genest et al. (2009), the estimation method implemented in this paper

is to solve for the copula parameter(s) in the equation for the sample version of
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Kendall’s τ given in Section 4.2.2:

τ = 4

∫ ∫
I2
C(u1, u2; θ)dC(u1, u2; θ)− 1. (4.1)

The sample τ can be calculated from the data using the equation given earlier:

τ̂n =
c− d(

n
2

) ,

where c is the number of concordant pairs, and d the number of discordant pairs. Sub-

stituting τ̂n into equation (4.1) and solving for θ yields an estimate θ̂. The marginals

are estimated using the empirical distributions, so no parameter estimation is neces-

sary for the marginals.11

4.3 Copula-based Goodness-of-fit Tests

The goodness-of-fit tests discussed in this section test the null hypothesis that the

dependence structure between two or more variables in a given data set is well-

described by a particular copula family against the complementary alternative. In

other words,

H0 : C ∈ C0 = {Cθ : θ ∈ Int(Θ)} vs. H1 : C ̸∈ C0 = {Cθ : θ ∈ Int(Θ)},

where Θ is the parameter space. The central focus in g-o-f testing is how well the

copula fits the data, as a result, distributional assumptions on the marginals are

unnecessary. Moreover, as discussed in Genest et al. (2009) (pg. 200), modelling

11No assumption is made regarding the parametric form of the marginals when they are estimated

by empirical distributions.
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the marginals would have the effect of narrowing the null hypothesis. The standard

procedure is to use rank data, where Rij is the rank of Xij among X1j, ..., Xnj (where

the smallest observation has rank 1) for a given data set X1 = (X11, ..., X1d), ...,Xn =

(Xn1, ..., Xnd).
12 Then pseudo-observations are defined as

Uj = (U1j, ..., Udj) =

(
R1j

n+ 1
, ...,

Rdj

n+ 1

)
,

where n+1 is used in the denominator instead of n to avoid numerical problems near

the boundary of [0, 1]d. The pseudo-observations can be thought of as a sample from

the underlying copula C. Remember the original data [X1, ...,Xn] was assumed to be

independent; however, dependence is now present in the pseudo-observations because

of the rank transformation. In addition, the pseudo-observations are only approxi-

mately uniform on [0, 1]. As a result, a parametric bootstrap procedure is needed to

obtain reliable p-values. The bootstrap procedure will be outlined in Section 4.3.2.

4.3.1 Previous Methods

Genest et al. (2009) and Berg (2009) conduct comprehensive studies of copula-based

g-o-f tests. Here, the focus will be on tests that are closely related to the new test

presented later in this section. Fermanian (2005) and Genest and Rémillard (2008)

consider a test of the form
√
n(Cn − Cθn),

12[X1, . . . ,Xn] are assumed to be independent.
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where Cn is the so-called empirical copula defined as

Cn =
1

n

n∑
i=1

1(Ui1 ≤ u1, ..., Uid ≤ ud),

where (u1, ..., ud) ∈ [0, 1]d, and Cθn is an estimate of C under H0.
13 Genest and

Rémillard (2008) examine rank-based versions of Cramér-von Mises and Kolmogorov-

Smirnov statistics.

T1 = n

∫
[0,1]d

(Cn(u)− Cθn(u))
2dCn(u) and T2 = sup

u∈[0,1]d
|
√
n(Cn(u)− Cθn(u))|.

P-values are obtained by way of a parametric bootstrap procedure. The next test

relies on Rosenblatt’s Transformation, which is now discussed and defined.

Rosenblatt’s Transformation

Rosenblatt (1952) introduces a method of transforming a vector of dependent vari-

ables into a vector of independent variables that are uniformly distributed on [0, 1],

so long as the original vector is from a known distribution. The method is based on

the probability integral transform. The formal definition of the Rosenblatt Transfor-

mation is presented here in the context of copula functions.

Definition 4.10 (Rosenblatt’s Transformation) Let u = (u1, ..., ud) ∈ [0, 1]d denote

a random vector that is distributed as C. Let u∗
1 = u1, and for each i ∈ {2, ..., d},

u∗
i =

∂i−1C(u1, ..., ui, 1, ..., 1)

∂u1 · · · ∂ui−1

/
∂i−1C(u1, ..., ui−1, 1, ..., 1)

∂u1 · · · ∂ui−1

.

13It should be noted that although Cn is commonly referred to as an ‘empirical copula’, it is not,

in fact, a copula.
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Then, u∗ = (u∗
1, ..., u

∗
d) is an independent Unif[0, 1]d vector.14,15

It is clear that u is distributed as the copula under H0, namely C0, if and only if

the distribution of u∗ is the independence copula

C⊥(u
∗
1, ..., u

∗
d) = u∗

1 × · · · × u∗
d, (u∗

1, ..., u
∗
d) ∈ [0, 1]d.

Thus, a goodness-of-fit test that determines whether u is well-described by copula

family C0 can be thought of as an independence test that attempts to determine

whether the components of u∗ are independent, i.e., well-described by the indepen-

dence copula C⊥.

The benchmark test used in this study is from Genest et al. (2009). The test

statistic takes the form

T3 = n

∫
[0,1]d

(Dn(u)− C⊥(u))
2du

=
n

3d
− 1

2d−1

n∑
i=1

d∏
k=1

(1− U∗
ik

2) +
1

n

n∑
i=1

n∑
j=1

d∏
k=1

(1− U∗
ik ∨ U∗

jk),

where i∨k = max(i, k), Dn is the empirical copula defined asDn(u) =
1
n

∑n
i=1 1(U

∗
i ≤

u), and U∗
i = (u∗

i1, ..., u
∗
id). In the methods presented earlier (T1 and T2), the compar-

ison was between the empirical copula and the estimate of the copula under H0 using

the pseudo-observations. Under this method, the comparison is between the empir-

ical copula and the independence copula using the Rosenblatt transformed pseudo-

observations. Remember, the variables should be approximately independent using

14In practice the components of u∗ are only approximately independently distributed, since the

nonparametric marginal distributions introduce dependence.
15Explicit expressions for u∗

2 can be found in the appendix of Aas et al. (2009) for each of the

copulas used in this paper (for the bivariate case only).
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the transformed observations as long as the data does in fact come from the copula

assumed under H0. Thus, large values of this test statistic should lead to a rejection

of the null hypothesis, indicating that the copula under H0 does not fit the data

well. Similar to the previous test, a parametric bootstrap procedure is used to obtain

p-values.

4.3.2 New Test

The proposed test statistic is

T3W = n

∫
[0,1]d

(Dn(u)− C⊥(u))
2w(u)du.

The empirical copula Dn(u) is also a function of the estimate θ̂n of the copula param-

eter θ, but this notation will be suppressed for convenience. Medovikov (2011) shows

that the asymptotic covariance function of the process
√
n(Dn(u) − C⊥(u))

√
w(u)

is finite as long as w(u) < ∞ for all u ∈ [0, 1]d.16 The weighting functions explored

in this paper satisfy this requirement, therefore the asymptotic covariance function

will always be finite and the distribution of the test statistic T3W is non-degenerate.17

Earlier, it was mentioned that the components of u∗ are only approximately indepen-

dently distributed because the nonparametric marginals induce dependence. Another

problem is that small sample estimation error is present from the estimation of the

16This result is only shown for the two-dimensional case, i.e. d = 2.
17Note that the test statistic in Medovikov (2011) uses pseudo-observations, while T3W uses

pseudo-observations which then have Rosenblatt’s Transformation applied to them. This transfor-

mation does not affect the stated result.
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copula parameter under the null hypothesis. For both of these reasons, it is neces-

sary to employ a parametric bootstrap procedure to obtain reliable estimates of the

p-value. An outline of the bootstrap procedure is now provided.

Parametric Bootstrap Procedure

1. Obtain sample data (x1, ..., xn), calculate ranks (R1, ..., Rn), and calculate pseudo-

observations (u1, ..., un), where ui =
Ri

n+1
for all i ∈ {1, ..., n}.

2. Estimate copula parameter(s) θ by θ̂ using the method of inversion of Kendall’s

τ .18

3. Compute (u∗
1, ..., u

∗
n) using Rosenblatt’s Transformation, assuming the copula

under the null hypothesis, Cθ̂.

4. Compute the value of the test statistic T3W .

5. For some large integer B, repeat the following steps for every b ∈ {1, ..., B}.

a) Generate a random sample (x1,b, ..., xn,b) from the null copula Cθ̂, and com-

pute the associated rank vectors (R1,b, ..., Rn,b), and pseudo-samples (u0
1,b, ..., u

0
n,b).

b) Estimate copula parameter(s) θ by θ̂0b using the method of inversion of

Kendall’s τ .

c) Compute (u0
1,b

∗, ..., u0
n,b

∗) using Rosenblatt’s Transformation, assuming the

copula under the null hypothesis, Cθ̂0b
.

18In this case it is the sample Kendall’s τ calculated from the pseudo-observations (u1, ..., un).
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d) Let

D0
n,b =

1

n

n∑
i=1

1(u0
i,b

∗ ≤ u), u ∈ [0, 1]d.

e) Compute

T 0
3W,b = n

∫
[0,1]d

(D0
n,b(u)− C⊥(u))

2w(u)du.

6. Then, an approximate p-value for the test is given by

1

B

B∑
b=1

1(T 0
3W,b > T3W ).

Whenever a copula parameter (θ) needed to be estimated, this was accomplished

via inversion of Kendall’s τ . This amounts to solving for θ in the following equation:

4

∫
[0,1]2

Cθ(u1, u2)dCθ(u1, u2)− 1 = τn,

where τn is the sample version of τ . There are unique expressions for θ for each of

the copula families considered in this paper. For example, in the case of the Normal

copula, θ = sin((π/2)τn).

4.3.3 Connection to Independence Test Literature

First, a brief description of a few copula-based independence tests that are relevant

to the current discussion will be described. Kojadinovic and Holmes (2009) develop
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a copula-based independence test of the form

I1 = n

∫
[0,1]d

(Dn(u)− C⊥(u))
2du.19

This is the same form as the g-o-f test (T3) from Genest et al. (2009); the difference is

that I1 tests independence of the components of u rather than u∗. Medovikov (2011)

extends I1 by implementing a weighting function:

I1W = n

∫
[0,1]d

(Dn(u)− C⊥(u))
2w(u)du.

Now, let’s review what has been learned. First, for some data setX = (X1, ..., Xd),

where Xi = (X1i, ..., Xni) for i = (1, 2, ..., d), the independence of the components of

X, i.e., (X1, ..., Xd), can be tested using tests I1 or I1W . In these tests, the null

hypothesis is that the components of X are independent, or in other words, that

the distribution of the pseudo-observations (denoted u earlier) is the independence

copula. Second, Rosenblatt’s Transformation can be used to convert a vector of de-

pendent variables into a vector of (approximately) independent Unif[0, 1]d variables

(denoted u∗ earlier). Third, using the tests I1 and I1W to test for the independence

of the components of u∗ (i.e., H0 : u
∗ = (u∗

1, ..., u
∗
d) ∼ C⊥(u

∗)) is equivalent to testing

whether the components of u are well-described by the copula under the null hypoth-

esis (i.e., H0 : C(u) ∈ C0 = (Cθ : θ ∈ Θ)). Specifically, the test statistic presented in

Medovikov (2011) (I1W ) takes the same form as the new test statistic presented here

(T3W ), and I1 from Kojadinovic and Holmes (2009) is the same as test statistic T3

from Genest et al. (2009). Hence, it is now clear how a simple data transformation

19Here, an assumption is made that di = 1 for all i ∈ {1, ..., p} on page 1140 of Kojadinovic and

Holmes (2009).
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can convert an independence test into a goodness-of-fit test.

4.3.4 Weighting Function

The choice of weighting function revolves around the idea of exploiting the areas

within the unit square where strong dependence is exhibited. Fortunately, as long as

the sample size and τ are not too small, strong and exploitable patterns do indeed

emerge.20 Here, one sensible method of attempting to incorporate such patterns into

a weighting function will be outlined. The method involves the object

DEPFUNC = |Dn(u)− C⊥(u)|. (4.2)

Dependence is present where DEPFUNC is large, or, in other words, dependence

is present when the empirical copula is far away from the independence copula. The

weighting function should be constructed such that observations receive more weight

where dependence is present and less weight where dependence is absent. The best

way to accomplish this is to fit a function to the surface given by DEPFUNC.

Conveniently, MATLAB has a surface fitting toolbox that is perfect for this problem.21

Through trial and error, the polynomial class of functions proved to provide the

best fit (in terms of adjusted R2), of those functions that were integrable.22,23 The

20What is meant by ‘not too small’ will be discussed in more detail in Section 4.4.
21The version of MATLAB referred to throughout this paper is MATLAB 7.8.0.
22The method fits a polynomial surface using the least absolute residual robust (LAR) method.
23Integrability is necessary in order to keep the problem tractable.
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weighting function used in this paper takes the form24

w(u1, u2) = p00 + p10u1 + p01u2 + p20u
2
1 + p11u1u2 + p02u

2
2 + p30u

3
1

+p21u
2
1u2 + p12u1u

2
2 + p03u

3
2 + p40u

4
1 + p31u

3
1u2

+p22u
2
1u

2
2 + p13u1u

3
2 + p04u

4
2 + p50u

5
1 + p41u

4
1u2

+p32u
3
1u

2
2 + p23u

2
1u

3
2 + p14u1u

4
2 + p05u

5
2.

The adjusted R2 of the fit is typically in the 0.9 to 0.99 range, indicating that it would

be difficult to improve on this method. Next, the method used to choose a specific

weighting function is described.

First, it is necessary to define the universe of copula families at the users disposal.

This study will be restricted to the use of the Normal, Clayton, and Gumbel copulas.

The next step is to search for exploitable patterns in the function DEPFUNC.

Assume some copula under H0, call it A0 ∈ A = {Clayton,Gumbel,Normal}, and

assume some true copula AT ∈ A comes from the pre-specified universe, then patterns

will be exploitable if:

1. The graph of DEPFUNC consistently takes a particular form, call it F0, when

the true copula is the same as the copula under H0, i.e., AT = A0.

2. The graph of DEPFUNC consistently takes a particular form for each possible

copula pairing when the true copula is not A0, where the shapes of DEPFUNC

in step 2 are different from the shape F0 in step 1.25

24The polynomial uses five degrees along each dimension, which is the largest number of degrees

permissible by the surface fitting toolbox in MATLAB.
25The shapes in step 2 can be the same as each other or different, just as long as they are both

different than the shape in step 1.
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For clarity, a number of graphs will now be shown. Figure 4.11 shows DEPFUNC

when the copula underH0 and the simulated data come from the Clayton family. Note

that each figure shows an average DEPFUNC over 1000 simulations. In general,

each individual DEPFUNC may look different than the average shown in the figure,

but convergence occurs quickly. For instance, in this case, the average DEPFUNC

after 50 simulations looks very similar to the average DEPFUNC after 1000 sim-

ulations.26 High regions in the figures are areas where dependence is present, while
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Figure 4.11: Clayton vs. Clayton n = 500, τ = 0.2

low regions represent independence. Figure 4.12 shows DEPFUNC when the copula

under H0 is Clayton and the simulated data (true process) is Gumbel.

Finally, Figure 4.13 shows DEPFUNC when the copula under H0 is Clayton and

the simulated data is from the Normal copula family. The exercise is repeated using

26The stated convergence result holds for most (H0, H1) pairings, but not all. Later in the paper,

it will be shown that the Normal vs. Gumbel and Gumbel vs. Normal pairings do not converge very

quickly.
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Figure 4.12: Clayton vs. Gumbel n = 500, τ = 0.2
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Figure 4.13: Clayton vs. Normal n = 500, τ = 0.2
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the Gumbel and Normal copulas under H0, shown in Figures D.1 through D.6 in the

appendix.

One may wonder why any dependence shows up at all in Figures 4.11, D.1, and

D.4, when the data comes from the copula under H0. In these cases, theoretically, the

empirical copula should be equal to the independence copula. However, remember

that in practice Rosenblatt’s Transformation will only yield an empirical copula that

is approximately independent. Then, it is perfectly reasonable to expect to see some

dependence present in the figures in question. Also, notice that the maximum values

of DEPFUNC in Figures 4.11, D.1, and D.4 are smaller than that in those cases

where the data does not come from the copula under H0, indicating that there is, in

fact, less dependence. A very interesting observation is that the shape ofDEPFUNC

is essentially identical for all copula families when the data comes from the copula

under H0. Possible explanations will be deferred to future work on the topic.

The main point to take away from these pictures is that the dependence pattern

when H0 is true is markedly different compared to the various patterns when H0 is

false. Suppose the copula under H0 is from copula family A0, but there is also reason

to believe the data could be from copula family A1 ∈ A, then the weighting function

is determined by simulating data from A1, applying Rosenblatt’s Transformation as-

suming copula A0, and evaluating DEPFUNC at each point on a sufficiently fine

grid of the unit square, then fitting a function to DEPFUNC in the manner de-

scribed earlier. The sample that was generated may be an outlier, so this procedure

is repeated 1000 times and the final weighting function that goes into the test statistic

is the average of 1000 weighting functions. When the data does in fact come from A1,
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the weighted test statistic should have greater power than the unweighted version.27

When it comes to an application of this method using real data, some method is

needed to determine what is the ‘best alternative’ to H0; a commonly used qualita-

tive method is described in Section 4.5. Finally, notice that the weighting function

only needs to be calculated once for each parameterization.28 If the same parame-

terization is used in the future, the same weighting function can be used; however,

every unique parameterization requires a unique weighting function. Fortunately, the

procedure used to find the appropriate weighting function is not very computationally

intensive.

4.4 Power Study

In this section, the new test statistic, T3W , is pitted against the benchmark, T3, in a

Monte Carlo simulation to determine which has greater power. The possible param-

eter values are:

copula under H0 ∈ {Clayton, Gumbel, Normal}

true copula ∈ {Clayton, Gumbel, Normal}

n ∈ {100, 300, 500}

τ ∈ {0.2, 0.4}

27This is confirmed in the power study in Section 4.4.
28The parameters are: 1) the copula under H0, 2) the ‘best alternative’ copula, 3) n, and 4) τ .
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In total there are 3× 3× 3× 2 = 54 parameterizations. Whenever the copula under

H0 is the same as the true copula, the relevant test is whether the test statistics are

able to hold their nominal level, which is set at 5% in this study.29 For n = 100,

1000 random samples were generated, and for each random sample 1000 bootstrap

samples were generated. For n = 300, only 500 random samples and 1000 bootstrap

samples were used, and for n = 500, only 500 random samples and 500 bootstrap

samples were generated due to computational constraints. In each random sample,

the choice of whether or not H0 can be rejected is based on the p-value obtained from

the parametric bootstrap procedure presented earlier. The proportion of rejections is

an estimate of the power.

Before discussing the results of the power study, a discrepancy between the results

in Genest et al. (2009) and Berg (2009) needs to be addressed. Berg (2009) does not

use test statistic T3, however he uses a similar test statistic of the form

T3b = n

∫
[0,1]d

(Dn(u)− C⊥(u))
2dDn(u).

This test statistic is also used in Genest et al. (2009). Although the two papers

do not present identical parameterizations, it is clear that the results are drastically

different. Before coding tests T3 and T3W , I coded test T3b to see if I could replicate

the results of either paper. As shown in Table 4.2 below, my results are very close to

those of Berg (2009).30 On the other hand, my code produces much different results

from those presented in Genest et al. (2009).31

29Remember, power is the probability of rejecting a false null hypothesis. In this case the null is

true, so the probability of rejection should be equal to the nominal level.
30Berg (2009) includes the Frank and t copulas in the universe of copulas. I include them as

possible choices for the true copula simply to give the comparison more data points.
31A comparison table similar to Table 4.2 is available upon request.
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Unfortunately, Berg (2009) does not use test T3. Adjusting the code to ac-

commodate T3 rather than T3b is fairly simple, so I have every reason to believe my

version of T3 would have matched up with Berg’s version of T3, had it been used in

his study. I do not wish to make a claim regarding the validity of the results of either

Genest et al. (2009) or Berg (2009); however, it seems clear that the appropriate

comparison is between the results obtained from T3W and the results obtained from

my coded version of T3, rather than between the results obtained from T3W and the

results obtained from T3 that are presented in Genest et al. (2009). Tables 4.3-4.5

shows the results of the size and power study.

Summary of Results

In general, the weighted test outperforms the unweighted test; however, one fea-

ture that stands out is that for low {n, τ} combinations there is not much of a dif-

ference between the two tests. The reason for this result is made clear by analyzing

Figures 4.14 and 4.15.

Remember from earlier that the condition for an improvement in power is that

the shape of DEPFUNC when the copula under H0 is the true copula needs to be

different from the shape of DEPFUNC when the copula under H0 is not the true

copula. Figures 4.14 and 4.15 are fairly similar, indicating there is no exploitable
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Table 4.2: Percentage of rejection of H0 - comparison between my T3b and Berg’s
T3b

Copula under H0 True copula My T3b Berg’s T3b

n = 100, τ = 0.2

Clayton Frank 0.068 0.064
Normal 0.0704 0.066
Gumbel 0.1407 0.13

t 0.095 0.084
Normal Clayton 0.178 0.196

Frank 0.072 0.074
Gumbel 0.044 0.036

t 0.086 0.088
Gumbel Clayton 0.2826 0.311

Frank 0.0886 0.08
Normal 0.0655 0.073

t 0.088 0.098

n = 100, τ = 0.4

Clayton Frank 0.2258 0.242
Normal 0.0704 0.066
Gumbel 0.3788 0.412

t 0.164 0.16
Normal Clayton 0.572 0.596

Frank 0.092 0.116
Gumbel 0.062 0.05

t 0.108 0.116
Gumbel Clayton 0.7166 0.754

Frank 0.0962 0.094
Normal 0.0804 0.089

t 0.143 0.152
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Table 4.3: Percentage of rejection of H0 - weighted vs. unweighted (n=100)

Copula under H0 True copula T3W T3 T3b

n = 100, τ = 0.2

Clayton Clayton 0.046 0.043 0.052
Normal 0.106 0.115 0.066
Gumbel 0.219 0.218 0.13

Normal Clayton 0.085 0.086 0.196
Normal 0.044 0.049 0.046
Gumbel 0.066 0.07 0.036

Gumbel Clayton 0.217 0.204 0.311
Normal 0.039 0.04 0.073
Gumbel 0.049 0.051 0.049

n = 100, τ = 0.4

Clayton Clayton 0.046 0.051 0.054
Normal 0.42 0.4 0.264
Gumbel 0.664 0.576 0.412

Normal Clayton 0.472 0.428 0.596
Normal 0.038 0.04 0.054
Gumbel 0.094 0.096 0.05

Gumbel Clayton 0.716 0.63 0.754
Normal 0.052 0.054 0.089
Gumbel 0.062 0.06 0.051
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Figure 4.14: Clayton vs. Clayton n = 100, τ = 0.2



147

Table 4.4: Percentage of rejection of H0 - weighted vs. unweighted (n=300)

Copula under H0 True copula T3W T3

n = 300, τ = 0.2

Clayton Clayton 0.058 0.062
Normal 0.384 0.352
Gumbel 0.726 0.636

Normal Clayton 0.428 0.372
Normal 0.054 0.052
Gumbel 0.184 0.182

Gumbel Clayton 0.82 0.75
Normal 0.158 0.16
Gumbel 0.058 0.058

n = 300, τ = 0.4

Clayton Clayton 0.046 0.048
Normal 0.944 0.916
Gumbel 0.998 0.99

Normal Clayton 0.992 0.976
Normal 0.058 0.052
Gumbel 0.194 0.2

Gumbel Clayton 1 0.996
Normal 0.19 0.186
Gumbel 0.054 0.056
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Figure 4.15: Clayton vs. Normal n = 100, τ = 0.2
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Table 4.5: Percentage of rejection of H0 - weighted vs. unweighted (n=500)

Copula under H0 True copula T3W T3 T3b

n = 500, τ = 0.2

Clayton Clayton 0.044 0.046 0.048
Normal 0.66 0.604 0.448
Gumbel 0.944 0.902 0.849

Normal Clayton 0.592 0.54 0.713
Normal 0.052 0.056 0.048
Gumbel 0.286 0.252 0.085

Gumbel Clayton 1 1 0.985
Normal 0.272 0.268 0.239
Gumbel 0.052 0.056 0.048

n = 500, τ = 0.4

Clayton Clayton 0.054 0.056 0.052
Normal 1 0.982 0.995
Gumbel 1 1 1

Normal Clayton 1 0.994 1
Normal 0.05 0.046 0.054
Gumbel 0.392 0.364 0.189

Gumbel Clayton 1 1 1
Normal 0.316 0.294 0.384
Gumbel 0.042 0.042 0.055
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difference that could yield a more powerful test.32

At the other end of the {n, τ} spectrum ({300, 0.4} and {500, 0.4}), the power

converges to one, as one would expect in a consistent test. This convergence only

occurs for certain copula pairings. For n = 500, a power advantage remains for the

weighted test in the copula pairings that have yet to converge (6.8% on average),

but, oddly enough, not for n = 300. Thus, for {n, τ} pairs that are either ‘too small’

or ‘too large’ the weighted version of the test has virtually no advantage.33 For the

other {n, τ} pairs ({100, 0.4}, {300, 0.2}, and {500, 0.2}) the weighted test has a clear

advantage over the unweighted test. The magnitude of the advantage does not ap-

pear to depend on either the null copula or the true copula. The average advantage

over the unweighted test across all copula pairings is 5.2% for {100, 0.4}, 7.4% for

{300, 0.2}, and 6% for {500, 0.2}.34 For certain combinations of H0 and H1 the power

advanage can reach as high as 15%. Finally, note that the nominal level is controlled

well (bold values in Tables 4.3-4.5).

For two of the six (H0, H1) pairings (Normal vs. Gumbel and Gumbel vs. Nor-

mal), the weighted test slightly underperforms the unweighted test for n = 100 and

n = 300.35 A clue as to why the weighted test underperforms for these two pairings is

given in the DEPFUNC plots. For example, compare Figures 4.16 and 4.17 which

show DEPFUNC for Gumbel vs. Normal and Gumbel vs. Clayton, respectively.

32The shape of DEPFUNC does not change much across all possible copula pairings for n = 100,

τ = 0.2.
33The advantage for the weighted test, averaged across all copula pairings, is −1.7% for n = 100,

τ = 0.2, 0.2% for n = 300, τ = 0.4, and 2.6% for n = 500, τ = 0.4, for an average advantage across

these three {n, τ} combinations of −1.7+0.2+2.6
3 = 0.4%.

34Averaged across the three {n, τ} combinations, the advantage for the weighted test is 6.2%.
35The difference is insignificant.
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Figure 4.17 has nice smooth curves, while the curves in Figure 4.16 are a little rough.

Remember, these DEPFUNC plots are an average of 1000 DEPFUNCs, so the

roughness in Figure 4.16 is an indication that there is more volatility from sample-to-

sample in the Gumbel vs. Normal case relative to the Gumbel vs. Clayton case. The

weighting function is calculated based on the average DEPFUNC in each case, and

a randomly chosen sample in the Gumbel vs. Normal case appears to be further away

from its average DEPFUNC than in the Gumbel vs. Clayton case, thus decreasing

the effectiveness of the weighting function.36 A similar argument can be made to ex-

plain the underperformance of the weighted test in the Normal vs. Gumbel pairing.

A comparison to Berg’s test T3b is also included in Tables 4.3 and 4.5.37 Overall,

the weighted test performs better, but T3b has higher power for certain parameteri-

zations. For instance, T3b tends to have higher power for Gumbel vs. Normal and

Normal vs. Clayton. Also, T3b has relatively better performance for smaller n. T3b

has similar power to the weighted test for n = 100, but significantly lower power for

n = 500. Now that the advantage to using the weighted test has been established

through simulation, examples of its practical use are shown in the following three

sections.

36The most effctive weighting function would be a case where DEPFUNC is the same for every

randomly chosen sample from a given pairing. Any variation decreases the effectiveness of the

weighting function.
37Berg does not display results for n = 300, so there is no such comparison in Table 4.4.
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Figure 4.16: Gumbel vs. Normal n = 500, τ = 0.2
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Figure 4.17: Gumbel vs. Clayton n = 500, τ = 0.2
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4.5 General Application

This section examines an application to financial data that shows how the test pro-

posed in Section 4.3.2 can be utilized in practice. The time series used are daily

log returns of MSFT, CERN, and DELL from January 3, 2001 to Dec. 31, 2010.38

Each series has 2514 observations. Table 4.6 shows the summary statistics of the log

returns. Significant autocorrelation is present in all three return series as shown by

the low p-values in the Ljung-Box Q test, and the data is non-normal according to

the Jarque-Bera test.

In order to get rid of the autocorrelation, an AR-GARCH model is used to

Table 4.6: Summary Statistics

MSFT CERN DELL
Mean 0.00008201 0.00025572 -0.000044192
SD 0.0087 0.0124 0.0109

Skewness 0.2126 -3.2071 0.0021
Kurtosis 9.4891 84.5242 7.7156

Ljung-Box - Q(20) (p-value) < 0.001 0.0126 0.0019
Ljung-Box - Q2(20) (p-value) < 0.001 < 0.001 < 0.001

Jarque-Bera (p-value) < 0.001 < 0.001 < 0.001

pre-filter the data. The resulting series of standardized residuals from the estimation

should be iid. A logical first step is to start with the simplest specification, which

consists of one lag in the conditional mean equation and a GARCH(1,1) with Normal

innovations in the conditional variance equation. The AR(1)-GARCH(1,1) model

38The returns are calculated using closing quotes.
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specification used is the following:

xt = ϕxt−1 + ϵt

σ2
t = α0 + α1ϵ

2
t−1 + βσ2

t−1

where X = (x1, ..., xn) is the log return data, ϵt = σtzt, zt ∼ N(0, 1), and α0, α1, β,

and ϕ are the parameters to be estimated.

Figure 4.18 shows the autocorrelation function for the raw data series (panels a)

and b)) and the residual series (panels c) and d)) for the MSFT data. The plots show

that the residual and the absolute value of the residual are at least approximately

iid, while the absolute value of the raw series is clearly not iid.39 The Ljung-Box test

confirms that the residual and absolute residual are in fact iid for all three stocks.

As a result, there is no need to experiment with different specifications of the AR-

GARCH model.

In practice, the appropriate copula for any application is typically chosen by a

combination of graphical and formal methods.40 The graphical method used in this

section was introduced in Genest and Rivest (1993). The idea is to visually compare

the lambda function for several copula families to the empirical lambda function to

get a sense of which family provides the closest fit to the data. The lambda function

is defined as

λ(v) = v −K(v),

where K(v) is the copula distribution function given by

K(v) = P (C(u1, u2) ≤ v), v ∈ [0, 1].

39In all plots and tests concerning the autocorrelation function, up to 20 lagged values were used.
40A goodness-of-fit test is considered a formal method.
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(a) raw data (b) absolute raw data

(c) residuals (d) absolute residuals

Figure 4.18: Correlograms for the raw MSFT data and their absolute values as well as
for the residuals and absolute residuals. The horizontal lines are the 95% confidence
limits.
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There is an explicit expression for K(v) for each of the Archimedean copula families

(in this paper, Gumbel and Clayton are in the class of Archimedean copulas), but

numerical methods are required for elliptical copulas such as the Normal.

To test the ability of the g-o-f test to identify the correct copula family, two cases

are examined. First, situations where the graphical tool seems to clearly identify

one copula family as the best fit, and second, situations where the graphical tool is

inconclusive. In the first case, a powerful g-o-f test should be able to reject copula

families providing a poor fit in favour of the closest fitting family. In the second case,

rejection in a statistical sense may not occur, but the magnitude of the p-values may

still provide guidance regarding which copula provides the best fit to the data.

Case 1

In this experiment, the same n values are used as in the power study; namely,

n ∈ {100, 300, 500}. The simulation study showed the power converging to 1 for most

parameterizations such that n = 500, so the cases where n > 500 are not as inter-

esting. Since actual data is being used here, there is no guarantee that convergence

will occur for the same n value as in the simulation study, but the results of Case 1

show that the power is indeed very high for n = 500, and little of interest is likely to

be discovered for larger sample sizes. Conversely, the power tends to be very low for

n < 100 and these cases are avoided as well. The g-o-f test has difficulty distinguish-

ing one copula family from another, so such parameterizations are less interesting.

The procedure used to identify situations where there is one copula that is clearly a

better fit than one or more of the other copulas is now described.
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1. For each pair of stocks, start at day 1 in the sample (Jan. 3, 2001) and plot

all of the lambda functions (empirical, Gumbel, Clayton, and Normal) on the

same graph.

2. If one copula is clearly a better fit than any of the others, take note of it and

move forward 100 days.41

3. Repeat steps 1 and 2 until the whole sample has been searched for each of

the three pairs of variables ((MSFT, CERN), (MSFT, DELL), and (CERN,

DELL)).

4. For each case that was noted in step 2: a) apply the g-o-f test using the poorly

fitting copula as the copula under H0 and the close fitting copula as the ‘best

alternative’. A powerful g-o-f test will reject H0 a high percentage of the time.

b) Apply the g-o-f test using the close fitting copula as H0 and the poorly fitting

copula as the ‘best alternative’. A properly functioning g-o-f test will fail to

reject H0 a high percentage of the time.

The application of the g-o-f test is considered a success if the conditions in both step

4)a) and 4)b) are satisfied. For n = 100 there were 16 cases where one copula clearly

fit the data better than one of the others based on an (admittedly subjective) analysis

using the graphical tool. The lambda functions for one such case are shown in Figure

4.19. There were only 4 successes in the 16 cases, reflecting the low power for n = 100

in the simulation study. The sample τ ranged from 0.14 to 0.58 over the 16 cases.

41The reason for moving forward 100 days at a time through a much larger sample (rather than

just looking at a single 100 day sample) is simply to obtain a sufficiently large number of cases to

analyze.
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For n = 300 there were 18 cases where one copula clearly fit the data better than one

of the others, with 12 successes. The sample τ ranged from 0.22 to 0.54. Finally, for

n = 500 there were 16 successes in 20 cases, and the sample τ ranged from 0.18 to

0.46. The increased reliability of the test as n increases is expected given the results

of the simulation study.

Using Figure 4.19 as a guide, let’s walk through an example step-by-step. First,

notice that the Gumbel copula fits the data very closely, while the Clayton copula does

not. If the copula under H0 is Clayton, the g-o-f test presented in this paper should

reject H0. In this particular example, the p-value of the test is 0.002, indicating

rejection of H0, as expected.42 Next, if the copula under H0 is Gumbel, the test

should fail to reject H0, which it does in this example, with a p-value of 0.643. Since

the conditions from 4)a) and 4)b) are both met, the conclusion is that the g-o-f test

confirms the graphical evidence of a strong fit from the Gumbel copula.

An important observation to take away from the exercise performed above is that

even if only one of 4)a) and 4)b) are satisfied, information regarding which copula

provides the best fit can still be extracted from the p-values. For instance, had the

p-value in the first step of the previous example been 0.07 instead of 0.002, the null

hypothesis that Clayton fit the data could not have been rejected. However, it was

much closer to rejection than the null hypothesis that Gumbel fit the data, and as a

result, the practitioner is better off choosing the Gumbel to model the data based on

the large p-value discrepancy (0.07 vs. 0.643). This observation will come in handy

in Case 2 when the graphical tool gives little guidance in terms of choosing the best

fitting copula. In addition, looking back at all of the ‘failed’ cases in this section, the

42The critical value is 0.05, so H0 is rejected for any p-value less than 0.05.
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g-o-f test still identified the correct copula in every case based on a relative p-value

comparison.43
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Figure 4.19: Lambda func-
tions (n = 300)

Case 2

Case 2 examines situations where the graphical tool does not provide sufficient

clarity regarding the best fitting copula. There are many cases where the g-o-f test is

43By ‘correct copula’, it is meant the copula that the lambda plots have identified as the best

copula using the author’s subjective judgement. Referring back to Figure 4.19 as a typical example,

hopefully it is clear that there shouldn’t be much argument regarding which copula is the best fit

in each of the examples in Case 1 according to the lambda plots, even though there is no objective

criterion with which to make the judgement.



159

unable to reject the null hypothesis; however, as mentioned in Case 1, the magnitude

of the p-values still gives information regarding goodness-of-fit. From the standpoint

of a practitioner, regardless of whether or not the g-o-f test rejects any copula in a

statistical sense, a decision still needs to be made regarding which copula to use. Step

4 from the procedure described earlier can still be applied in this case, but instead

of worrying about how large the p-values in 4)a) and 4)b) are relative to the critical

value, the relevant issue is how large they are relative to each other. An example will

be illustrative. Figure 4.20 shows the lambda functions for an example where the best

fitting copula cannot be determined visually. To simplify matters, assume the copula

universe only consists of Gumbel and Clayton. First, let Clayton be the copula under

H0, and Gumbel the ‘best alternative’. In this example, the p-value from the g-o-f

test is 0.098, meaning Clayton cannot be rejected at the 0.05 significance level. Next,

let Gumbel be the copula under H0 and Clayton the ‘best alternative’. The p-value

is 0.304, so Gumbel cannot be rejected; however, Clayton was clearly closer to be-

ing rejected than was Gumbel, thus, the practitioner should choose Gumbel as the

copula that provides the best fit to the data. In the data sample used in this study,

the p-value disparity is not always as convincing as in the previous example, but

often times it is, even for smaller sample sizes (n = 100). This highlights a common

problem when applying this test to real data; namely, joint acceptance of the models

under both H0 and H1. This is a common problem when dealing with non-nested

hypotheses. According to Gourieroux and Monfort (1994), joint acceptance is often

an indication that the data is not sufficiently informative, which certainly appears to

be the case for small sample sizes.

It is interesting to look at p-value disparity across copula pairings. Graphically,
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Figure 4.20: Lambda func-
tions (n = 100)

the Normal lambda function is typically bounded by the Gumbel and Clayton, as

shown in Figure 4.21.44 As a result, it is more difficult to distinguish between a Nor-

mal copula and a Gumbel or a Clayton, than it is to distinguish between a Gumbel

and a Clayton. This is reflected in the p-value disparity from the g-o-f test. The

disparity is greater for the (Gumbel, Clayton) case than for either of the (Normal,

Clayton) or (Normal, Gumbel) cases. Still, in the majority of (Normal, Gumbel)

and (Normal, Clayton) cases there is a substantial difference in p-values and a clear

victor emerges. The g-o-f test presented in this paper appears to be a useful tool in

determining which copula family to use to model financial data.

44Figure 4.21 is a fairly representative picture for the data set used in this study. For a handful of

sub-samples the Normal lambda function will fall below both functions far large parts of the domain,

but typically it is bounded throughout the majority of the domain as in Figure 4.21.
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Figure 4.21: Lambda func-
tions

Extending the problem to the case of a universe with n copulas adds some com-

plexity. The first step would be to use the graphical tool to identify as many copula

families as possible that provide a poor fit. Then, using the remaining m (≤ n)

copulas, perform
(
m
2

)
pairwise g-o-f tests and determine a winner in each pairwise

comparison. The copula with the best win/loss record can be considered the best fit.

A potential problem in performing the analysis in the manner described in the

four-step procedure above is that some copula pairings had significantly more power

than others in the simulation study. For instance, the pairings in Table 4.7 all tended

to have relatively higher power than those in Table 4.8. A problem could occur if the

following condition is met.
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Table 4.7: Pairings with High Power

Copula Under H0 Best Alternative
Clayton Gumbel
Clayton Normal
Gumbel Clayton
Normal Clayton

Table 4.8: Pairings with Low Power

Copula Under H0 Best Alternative
Gumbel Normal
Normal Gumbel

Condition 4.1

When copula A1 is under the null and copula A2 is the best alternative, the power

(from the simulation study) is high, but when copula A2 is under the null and copula

A1 is the best alternative, the power is relatively lower.

If Condition 4.1 is met, then the p-value comparison is an invalid method of choosing

the best copula since the p-values will be systemically different. Fortunately, Tables

4.3-4.5 seem to indicate that Condition 4.1 does not hold. As a result, this issue is

not problematic in the present study. As a final caution, keep in mind that if the

universe of copulas was expanded, then Condition 4.1 should be re-tested to ensure

there is no issue with p-value comparability.
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4.6 Application to Pair-copula Decomposition

One of the weaknesses of the pair-copula decomposition method is the non-existence

of sufficiently powerful g-o-f tests. The test proposed in this paper goes part of the

way to correcting this problem, but further improvements are necessary in order for

g-o-f tests to be considered reliable stand-alone tools in copula selection. This section

shows how the test proposed in this paper can be applied to copula selection within

the context of the pair-copula decomposition method. First, the reader will likely

find a brief introduction to the decomposition method useful.

The motivation for the pair-copula decomposition method comes from the limited

selection of multivariate (as opposed to bivariate) copulas. The decomposition ex-

presses a multivariate copula as a function of several bivariate copulas, thus allowing

for a greater degree of flexibility in the modelling process. Let X = (X1, ..., Xn) be a

vector of random variables with the joint density function f(x1, ..., xn). The density

can be decomposed as

f(x1, ..., xn) = fn(xn) · f(xn−1|xn) · f(xn−2|xn−1, xn) · · · f(x1|x2, ..., xn).

Introducing copulas into the mix, the density can be re-written in terms of copula

density c using the chain rule as follows:

f(x1, ..., xn) = c1···n(F1(x1), ..., Fn(xn)) · f1(x1) · · · fn(xn),
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where F1(x1), ..., Fn(xn) are marginals with multivariate distribution function F such

that F (x1, ..., xn) = C(F1(x1), ..., Fn(xn)). In the bivariate case, the density can be

expressed as

f(x1, x2) = c12(F1(x1), F2(x2)) · f1(x1) · f2(x2),

where c12 is the bivariate copula density for the pair of transformed variables F1(x1)

and F2(x2). A conditional density can be written as

f(x1|x2) = c12(F1(x1), F2(x2)) · f1(x1). (4.3)

Extending to the trivariate case yields

f(x1|x2, x3) = c12|3(F (x1|x3), F (x2|x3)) · f(x1|x3)

= c13|2(F (x1|x2), F (x3|x2)) · f(x1|x2). (4.4)

Substituting (4.3) into (4.4) yields

f(x1|x2, x3) = c13|2(F (x1|x2), F (x3|x2)) · c12(F1(x1), F2(x2)) · f1(x1).

Now, it is clear that a full trivariate decomposition can be expressed as

f(x1, x2, x3) = f1(x1) · f2(x2) · f3(x3)

·c12(F1(x1), F2(x2)) · c23(F2(x2), F3(x3))

·c13|2(F (x1|x2), F (x3|x2)). (4.5)

However, equation (4.4) would seem to indicate that the decomposition can be done

in several different, although mathematically equivalent, ways. For instance, instead

of using variable pairs (1, 2) and (2, 3) in equation (4.5), the pairs (1, 2) and (1, 3) or

(1, 3) and (2, 3) could have been used alternatively, with the appropriate conditional
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copula in each case. The strategy behind the choice regarding which specific decom-

position to use is discussed later in this section. For more than three variables, the

problem becomes more complicated because the number of different decompositions

increases quickly with the dimension. To simplify the treatment in this section, the in-

terested reader is referred to the works of Bedford and Cooke (2001, 2002), Kurowicka

and Cooke (2004), and Aas et al. (2009) for in-depth analysis of higher dimension

decompositions. Joe (1996) shows that, for every j, the conditional marginals in

equation (4.5) can be written as

F (x|v) =
∂Cx,vj |v−j

(F (x|v−j), F (vj|v−j))

∂F (vj|v−j)
,

where v is the set of conditioning variables. When v is univariate this is simply

F (x|v) = ∂Cxv(F (x),F (v))
∂F (v)

. Aas et al. (2009) provide explicit expressions for the condi-

tional marginal distributions of several copula families.

Data

The data set used in this section is daily log returns of the DEX Universe Bond

Index, Barrick Gold Corporation, and the S&P/TSX Index from Oct. 1, 2007 to Oct.

1, 2009, which gives 500 observations. The summary statistics for the data set are

shown in Table 4.9.

As was the case with the previous data set, the data used in this section also

exhibits serial correlation. Once again, an AR-GARCH is used to model the serial

correlation in the conditional mean and conditional variance. As before, it is logical to
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Table 4.9: Summary Statistics

DEX Barrick Gold S&P/TSX
Mean 0.00010802 0.000181 -0.00018161
SD 0.0014 0.0177 0.009

Skewness -0.2029 0.5231 -0.4701
Kurtosis 4.4776 9.9354 6.9526

Ljung-Box - Q(20) (p-value) 0.1248 < 0.001 < 0.001
Ljung-Box - Q2(20) (p-value) 0.0015 < 0.001 < 0.001

Jarque-Bera (p-value) < 0.001 < 0.001 < 0.001

start with the simplest specification, which consists of one lag in the conditional mean

equation and a GARCH(1,1) with Normal innovations in the conditional variance

equation. The AR(1)-GARCH(1,1) model specification used is the same as before:

xt = ϕxt−1 + ϵt

σ2
t = α0 + α1ϵ

2
t−1 + βσ2

t−1,

where X = (x1, ..., xn) is the log return data, ϵt = σtzt, zt ∼ N(0, 1), and α0, α1, β,

and ϕ are the parameters to be estimated.

Figure 4.22 shows the autocorrelation function for the raw data series (panels a)

and b)) and the residual series (panels c) and d)) for the Barrick Gold data. The

plots show that the residual and the absolute value of the residual are at least ap-

proximately iid, while the raw series and the absolute value of the raw series are

clearly not iid. The Ljung-Box test confirms that the residual and absolute residual

do not exhibit serial correlation for all three assets. As a result, there is no need to

experiment with different specifications of the AR-GARCH model, and analysis can

proceed with the standardized residuals.
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As discussed in Aas et al. (2009), there are three central components to model
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(a) raw data
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(b) absolute raw data
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(c) residuals
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Figure 4.22: Correlograms for the raw Barrick Gold data and their absolute values
as well as for the residuals and absolute residuals. The horizontal lines are the 95%
confidence limits.

selection. First, one needs to determine the best way to perform the decomposition.

Once the specific form of the decomposition has been defined, a copula family needs

to be chosen for each bivariate copula density in the decomposition. Finally, the

parameters of the chosen copulas need to be estimated.
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Pair-copula Decomposition Selection

In the current problem with three variables, two of the three possible pairs of vari-

ables need to be modelled (see equation (4.5)).45 Remember, one benefit of modelling

data via copula functions is the flexibility in modelling the dependence structure be-

tween variables. As a result, it is logical to choose to model the pairs which exhibit

the greatest degree of dependence. This only requires calculating Kendall’s τ for

each pair. The two pairs with the largest absolute value of Kendall’s τ are chosen

to be modelled. In each subset of the data set that is used in this study, Kendall’s

(absolute) τ is highest for (DEX, S&P/TSX) and (Barrick, S&P/TSX).46 Then, the

decomposition is

f(x1, x2, x3) = f1(x1) · f2(x2) · f3(x3)

·c13(F1(x1), F3(x3)) · c23(F2(x2), F3(x3))

·c12|3(F (x1|x3), F (x2|x3)), (4.6)

where ‘1’ refers to DEX, ‘2’ refers to Barrick, and ‘3’ refers to S&P/TSX. As mentioned

in Aas et al. (2009), when the marginals are unknown (which is typically the case

in practice), the normalized ranks of the data are used. The transformed data are

approximately uniformly distributed, so in equation (4.6), Fi(xi) = xi and fi(xi) = 1

45To be clear, the three possible pairs are (DEX, Barrick), (DEX, S&P/TSX), and (Barrick,

S&P/TSX).
46For example, for (DEX, Barrick) τ = 0.0463, for (DEX, S&P/TSX) τ = −0.1812, and for

(Barrick, S&P/TSX) τ = 0.3001 for the full sample.



169

for i = {1, 2, 3}. Then, the decomposition can be written as

f(x1, x2, x3) = c13(x1, x3) · c23(x2, x3) · c12|3(F (x1|x3), F (x2|x3)) (4.7)

Copula Selection and Parameter Estimation

The g-o-f test proposed in this paper comes into play in copula selection. The

method of selecting appropriate copula functions that was described and utilized in

Section 4.5 is used in the same way here. Matters are complicated slightly by the

need to choose a copula for the conditional copula density c12|3(F (x1|x3), F (x2|x3)).

The problem is that the conditional marginal densities F (x1|x3) and F (x2|x3) depend

on the choice of copula family for the two unconditional copula densities c13(x1, x3)

and c23(x2, x3).
47,48 The solution is to split the problem of copula selection and

parameter estimation into four steps. In step 1, copula families are chosen for the

two unconditional copula densities based on the ‘relative p-value’ methodology used in

Section 4.5. In step 2, the parameter in each copula needs to be estimated.49 Typically

this is done via maximum likelihood estimation (MLE) or inversion of Kendall’s τ .

To keep in line with the methodology presented in Aas et al. (2009), as well as to

illustrate an alternative method of copula parameter estimation in practice, MLE will

47To see this, remember that F (x1|x3) =
∂C13(x1,x3)

∂x3
.

48If the unconditional densities are measured with error, this error will be passed on to the

conditional density in the next step. An n-dimensional problem has n−1 such steps, so the problem

of compounding errors could be significant, particularly in high dimensions.
49The copula families used in this paper only have one parameter; however, in general, copulas

may have multiple parameters.
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be used in this application. The log likelihood equation would look like

T∑
t=1

log(c13(x1,t, x3,t,Θ11)) + log(c23(x2,t, x3,t,Θ12)).

The parameters (Θ̂11, Θ̂12) that maximize the log likelihood are the maximum likeli-

hood estimates. Then, in step 3, F (x1|x3) and F (x2|x3) can be calculated using the

copula families and corresponding MLE estimates from steps 1 and 2, respectively,

and the copula for c12|3 can be chosen (using the g-o-f test once again). Finally, in

step 4, the parameters of the full log likelihood equation

T∑
t=1

log(c13(x1,t, x3,t,Θ11)) + log(c23(x2,t, x3,t,Θ12))

+log(c12|3(F (x1,t|x3,t), F (x2,t|x3,t),Θ21))

are estimated using MLE.

Next, the sample is broken up into two sub-samples; Oct. 1, 2007 to Sept. 12,

2008 (pre-crash), and Sept. 15, 2008 to Oct. 1, 2009 (post-crash).50 First, the full

sample is analyzed. The first step is to choose the specific form of the decomposition.

It was mentioned earlier that for both the full sample and both sub-samples the two

most important variable pairs are (DEX, S&P/TSX) and (Barrick, S&P/TSX), so

this step is already complete and the form of the decomposition was given in equation

(4.7). Next, copula families need to be chosen for the two unconditional copula densi-

ties. According to the g-o-f test, the best fit for c13 is the Normal copula. The lambda

functions can be looked to for confirmation. Figure 4.23 shows that the Normal cop-

ula is clearly the best fit for the data. The reader should note that, by definition, the

50North American financial markets suffered significant losses on Sept. 15, 2008 in response to a

news release regarding Lehman Brothers precarious financial predicament.
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Gumbel and Clayton copulas are unable to represent a negative dependence struc-

ture. Since the Kendall’s τ value is negative for the variable pair (DEX, S&P/TSX),

the Clayton and Gumbel copulas would not be expected to outperform the Normal.51

The Clayton copula is deemed the best fit for c23. The lambda plot (Figure 4.24)

does not paint a clear picture for c23, so the g-o-f test is quite useful in this instance.
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The conditional copula c12|3 depends on the copula family and corresponding pa-

rameter values from the previous step, i.e, c13(Θ11) and c23(Θ12), so the parameters

(Θ11,Θ12) are estimated using MLE. Now, c12|3(Θ21) is found to be best approxi-

mated by a Clayton copula. Now that all three copula families have been chosen, the

51Rotated Gumbel and Clayton copulas (see Fantazzini (2004)) could have been added to the

universe to handle such cases with negative correlation.
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parameters (Θ11, Θ12, Θ21) of the entire decomposition are estimated via MLE and

the corresponding likelihood value is stored. For the full sample, the likelihood value

is 79.7. Now, if the procedure is repeated with the second best copula (according to

the g-o-f test) used in each case, the likelihood is 58.0.52

For the pre-crash sub-sample, the copula families chosen are Normal (c13), Gumbel

(c23), and Clayton (c12|3). The likelihood value is 27.0. For the model using second

best copulas, the likelihood value is 16.5 and the chosen copulas are Clayton (c13),

Normal (c23), and Normal (c12|3). Finally, for the post-crash sub-sample, the chosen

copulas are Normal (c13), Clayton (c23), and Normal (c12|3). Interestingly, the copulas

used to model c23 and c12|3 change going from the pre-crash data to post-crash data.

The likelihood value is 65.6 compared to a value of 52.7 for the model composed of

52Higher likelihood values are representative of better fitting models.
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second best copulas. Now that the details of the decomposition have been decided

upon, it can be applied to various fields in quantitative finance, such as asset pricing,

asset allocation, and Value-at-Risk (VaR) forecasting. VaR forecasting will be the

topic of the following section.

4.7 Value-at-Risk Application

This section implements the methodology from the two previous sections in a VaR

forecasting framework. The same assets that were used in Section 4.6 are used here.

In this section, the data set runs from Sept. 29, 2005 to April 20, 2009. The first 500

days (Sept. 29, 2005 to Dec. 24, 2007) are used as an estimation period for both the

time series parameters and the g-o-f test.53 The final 300 days (Dec. 27, 2007 to April

20, 2009) are used to forecast the portfolio VaR. The portfolio is equally-weighted

amongst the three assets (DEX, Barrick, and TSX). In general, a more sophisticated

method of choosing portfolio weights could be implemented, but such an approach is

ignored at the present for simplicity of exposition. The following procedure, similar

to the one used in Aas and Berg (2011), is used to obtain one-day VaR forecasts.

1. Obtain the decomposition using the methodology from Section 4.6. This is re-

peated every 50 days throughout the forecast sample, so that the decomposition

does not fall victim to the problem of stale data.54 A moving-window approach

53The data was filtered by an AR-GARCH as in the previous section, with the standardized

residuals displaying the desired characteristic of no serial correlation.
54The value ‘50’ was chosen after taking into consideration the standard efficiency vs. accuracy

tradeoff.
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is implemented so that the size of the estimation sample is always 500.

2. Compute mean and standard deviation forecasts, µ̂i,t and σ̂i,t, for each asset

i = 1, 2, 3, given information up to time t− 1.

3. For each k = 1, ..., 1000:

• Simulate values u1, u2, u3 from the decomposition in step 1.55

• Convert u1, u2, u3 to N(0,1) variables z1, z2, z3 via the inverse Normal

CDF, i.e., zi = Φ−1(ui).

• Calculate the log-return ri,t = µ̂i,t + σ̂i,tzi for each asset i = 1, 2, 3.

• Calculate the portfolio log-return rp,t =
1
3

∑3
i=1 ri,t.

4. For significance levels q ∈ {0.005, 0.01, 0.05}:

• Compute the one-day V aRq
t as the q% quantile of the distribution of rp,t.

• If rp,t < V aRq
t , a violation has occurred.

In step 1 of the above procedure, it turns out that the copula families chosen to

model the data and the data pairs to be modelled in the initial step of the decom-

position remain constant throughout the forecast sample. As in Section 4.6, (DEX,

S&P/TSX) and (Barrick, S&P/TSX) are the variable pairs to be modelled in the

initial step of the decomposition since they have the highest absolute τ values. The

Normal copula is chosen by the g-o-f test to model both data pairs. For the condi-

tional copula in the second step of the decomposition, c12|3, the Gumbel copula is

55This is done using algorithm 2 in Aas et al. (2009).
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chosen. On the other hand, the parameter estimates do change when the decomposi-

tion is re-estimated every 50 days. The values are given in Table 4.10.56

Table 4.11 shows how the number of violations yielded by the pair-copula decom-

Table 4.10: Copula Parameter Values

θ13 θ23 θ12|3
Days 1-50 -0.1097 0.6613 1.087
Days 51-100 -0.1719 0.6964 1.0811
Days 101-150 -0.1564 0.6374 1.0695
Days 151-200 -0.1874 0.6252 1.087
Days 201-250 -0.2181 0.5878 1.0753
Days 251-300 -0.2028 0.575 1.0582

position VaR model compares to the expected number of violations. There are several

tests that can be used to determine the accuracy of a VaR model (see Christoffersen

(1998)). The standard test to determine whether there is a significant difference be-

tween the number of violations generated by the VaR model and the expected number

of violations is a likelihood ratio (LR) test.57 The null hypothesis is that the expected

proportion of violations is equal to α. Under the null, the LR test statistic takes the

form

LR = 2log

(( x

N

)x(
1− x

N

)N−x
)
− 2log(αx(1− αN−x)),

where x is the number of violations and N is the number of periods in the forecasting

sample. LR is asymptotically χ2(1).58 The VaR model based on the pair-copula

56The parameter for the Normal copula is defined on [−1, 1], and the parameter for the Gumbel

copula is defined on [1,∞).
57This test is used in many VaR-based studies, for example, Kupiec (1995) and Christoffersen

(1998).
58This test is often referred to as a test of unconditional coverage.
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decomposition does a good job of forecasting based on this test of unconditional

coverage, as shown by Table 4.11. Finally, Figure 4.25 shows the log-returns for the

portfolio over the forecasting sample along with the VaR forecasts at each of the

three significance levels. The top line is the 95% VaR, the middle line is 99%, and

the bottom line is 99.5%. The arrows identify where the two 99.5% violations took

place. The simple example presented in this section has shown how the new g-o-f test

developed in this paper and the pair-copula decomposition method can be applied in

practice in a quantitative finance setting.

Table 4.11: Number of Violations

VaR model Expected
95% 10∗ 15
99% 5∗ 3
99.5% 2∗ 1.5

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

4.8 Conclusion

A new copula-based goodness-of-fit test is proposed. The new test incorporates a

weighting function into one of the Cramer-von Mises type tests based on Rosenblatt’s

Transformation that was introduced in Genest et al. (2009). A connection between

the copula-based independence test literature and the copula-based g-o-f literature

is clearly explained. The central contribution is to develop the methodology used to

find an appropriate weighting function. A simulation study shows that the new test

has more power than the benchmark (the original unweighted test from Genest et



177

0 50 100 150 200 250 300
−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

t

lo
g−

re
tu

rn

99.5% violations

Figure 4.25: VaR forecasts along with log-returns from portfolio



178

al. (2009)). However, the improvement is marginal and the original problem of low

power in small sample sizes still remains. Further significant improvements need to

be made before g-o-f tests can be counted on as a reliable, stand-alone tool. In the

meantime, supplementing the analysis with graphical tools such as the method based

on the lambda function used in Sections 4.5 and 4.6 is advisable. An application

to financial data shows how the test can be used to determine which copula family

provides the best fit to a given data set, specifically in cases where graphical tools are

inconclusive. Finally, an application to the pair-copula decomposition method shows

that the test is able to identify the correct copulas based on likelihood values, and

an application to Value-at-Risk forecasting displays how the decomposition method

may be used in practice in a quantitative finance setting.
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l’Institut Henri Poincaré - Probabilités et Statistiques, 44(6), 1096-1127.

Genest, C., Rémillard, B., Beaudoin, D. (2009), “Goodness-of-Fit Tests for

Copulas: A Review and Power Study”, Insurance: Mathematics and

Economics, 44, 199-213.

Genest, C. and L.-P. Rivest (1993), “Statistical Inference Procedures for

Bivariate Archimedean Copulas”, Journal of the American Statistical

Association, 88, 1034-1043.

Gourieroux, C. and A. Monfort (1994), “Testing Nonnested Hypothesis”, In

Handbook of Econometrics, vol. 4, ed. Engle, R. and D. McFadden.

Amsterdam: North-Holland .

Grundke, P. (2010), “Top-Down Approaches for Integrated Risk

Management: How Accurate are They?”, European Journal of

Operational Research, 203(3), 662-672.

Gumbel, E. (1960), “Bivariate Exponential Distributions”, Journal of

the American Statistical Association, 55, 698-707.
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229-331.



182

Ward, L. S., and D. H. Lee (2002), “Practical Application of the

Risk-Adjusted Return on Capital Framework”, Working Paper.



183

Chapter 5

Conclusion

This thesis explored various topics relevant to a portfolio manager. The chapter on

technical analysis alerted portfolio managers that the reliability of trading signals is

dependent on the level of volatility in the asset being traded. This is useful informa-

tion for both quantitative traders and portfolio managers trying to decide when the

best time is to enter/exit a position. Four classes of trading rules were studied in this

chapter, including exponential moving average, the KST indicator, and two classes of

complex rules that were composed of simple moving average rules. The KST indicator

(with overbought/oversold levels used to generate trading signals) was found to be

relatively more profitable during periods of medium to high volatility, while exponen-

tial moving average rules excelled under low volatility. Moreover, the profitability of

trading rules was tested on intradaily equity data. This appears to be the first study

of its kind using intradaily data for equities. Unfortunately, a consensus could not

be reached in determining whether it is more profitable to trade on intradaily data

relative to daily data. Finally, confirming the findings of Hsu and Kuan (2005), the

small-cap stocks on the Russell 2000 appear to have inefficient markets, allowing for

exploitation by technical trading rules.
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The chapter on Value-at-Risk provided a useful risk management tool for portfolio

managers. A VaR model previously introduced in KSW (2003) was extended so that

it produced accurate forecasts before, during, and after the 2008-09 market crash.

New estimation procedures for a key parameter in the model are developed that lead

to a flexible model capable of responding quickly to changing market conditions. The

new model outperforms a benchmark model that had been successful prior to the

crash, as well as the original model from KSW (2003). Risk management is a critical

component of portfolio management; an accurate VaR model can help to identify

exposures that carry an unacceptable amount of downside risk, potentially allowing

the portfolio manager to make changes to the portfolio before disaster strikes. An

important feature of the model is its ability to predict the market crash. Portfolio

managers utilizing the extended VARLINEX model would not have run into capital

availability problems due to market risk as long as they altered either the amount of

capital reserves on hand, or the exposures of their portfolio, to keep in line with the

VaR forecasts.

The final chapter addresses the issue of bivariate data modelling, which is another

relevant aspect of portfolio management. Copula functions provide a flexible method

of modelling multivariate data since the specification of the marginals is done sep-

arately from the specification of the dependence structure. This is a useful feature

in financial data modelling because correct specification of the dependence structure

is very important. Many different copula families are available to model the data in

question, and a reliable method of choosing the best one is needed. This paper devel-

ops a copula-based goodness-of-fit test that has more power than a benchmark which

had previously been one of the strongest available in the literature. The new test
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developed in this paper implements a weighting function in one of the test statistics

proposed in Genest et al. (2009), which was also used as the benchmark. A method

for deriving a well-functioning weighting function is explained in detail. An applica-

tion involving equity data shows that the test is useful in selecting the best fitting

copula function in situations where the graphical tool fails to provide any clues. In

addition, applications to the pair-copula decomposition method and Value-at-Risk

forecasting illustrate how the g-o-f tests can be utilized in practice.
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Appendix A

List of Stocks

Stock Ticker Symbol Exchange Russell Index

1 Art Technology Group, Inc. ARTG NASDAQ 2000

2 Blue Coat Systems, Inc. BCSI NASDAQ 2000

3 Boyd Gaming Corp. BYD NYSE Midcap

4 CNET Networks, Inc. CNET NASDAQ 2000

5 Entegris, Inc. ENTG NASDAQ 2000

6 The First Marblehead Corporation FMD NYSE 2000

7 Goldman Sachs Group, Inc. GS NYSE Top 200

8 Graphtech International Ltd. GTI NYSE Midcap

9 Johnson & Johnson JNJ NYSE Top 200

10 Microsoft Corp. MSFT NASDAQ Top 200

11 Manitowoc Company, Inc. MTW NYSE Midcap

12 Northern Trust Corporation NTRS NASDAQ Midcap

13 Patterson Companies, Inc. PDCO NASDAQ Midcap

14 Pacific Sunwear of California, Inc. PSUN NASDAQ 2000

15 RF Micro Devices, Inc. RFMD NASDAQ 2000

16 Schering Plough Corp. SGP NYSE Top 200

17 Synopsys, Inc. SNPS NASDAQ Midcap

18 UDR, Inc. UDR NYSE Midcap

19 Exxon Mobil Corp. XOM NYSE Top 200

20 XTO Energy Inc. XTO NYSE Top 200
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Appendix B

Legend for Tables

1) KST rules

The KST rules are denoted by KST − n, where n is the level of the overbought/oversold line.

n takes the values 1, 2, 4, 6, 7, and 10%, thus there are six KST rules. Shorting is allowed for all

KST rules.

2) Complex rules

The complex rules are CF − x, for complex fractional, and CV − x for complex voting, where

x ∈ {NS, S}. ‘NS’ indicates no shorting, and ‘S’ indicates shorting. Thus, there are two voting and

two fractional rules for a total of four complex rules.

3) Moving average rules

An example of the notation for a moving average rule is 2MA60b4 − NS. The initial ‘2’ indi-

cates that the short MA is calculated using two periods of data. The absence of an ‘2’ (for example,

MA60b4−NS) indicates that the short MA is just the price. ‘60’ indicates the number of periods
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in the long EMA. In this position, we can have the values 10, 20, 30, 40, 50, and 60. ‘b4’ indicates

that the trading band is 0.4%. In this position we can have b0 (no band), b2 (0.2%), b4, and b6

(0.6%). Finally, ‘NS’ indicates no shorting. We can have either ‘S’ (indicating shorting) or ‘NS’ in

this position. Thus, we have 2 ∗ 6 ∗ 4 ∗ 2 = 96 moving average rules.
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Appendix C

DJI, NASDAQ, & S&P/TSX

Results
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Varying window lengths

Window length = 10

Table C.1: DJI - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 135 92 71∗ 73.3
97.5% 87 43∗ 33∗ 36.65
99% 53 25 15∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.2: DJI - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 31 65 43∗ 48.4
97.5% 16∗ 29∗ 23∗ 24.2
99% 12∗ 18 10∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.3: DJI - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 93 26∗ 22∗ 17.75
97.5% 70 13∗ 9∗ 8.875
99% 41 7∗ 5∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.4: DJI - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 11∗ 2 6∗ 7.15
97.5% 1∗ 1∗ 1∗ 3.575
99% 0∗ 0∗ 0∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Window length = 25

Table C.5: DJI - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 135 92 87∗ 73.3
97.5% 87 43∗ 30∗ 36.65
99% 53 25 16∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.6: DJI - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 31 65 54∗ 48.4
97.5% 16∗ 29∗ 20∗ 24.2
99% 12∗ 18 11∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.7: DJI - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 93 26∗ 27∗ 17.75
97.5% 70 13∗ 9∗ 8.875
99% 41 7∗ 5∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.8: DJI - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 11∗ 2 6∗ 7.15
97.5% 1∗ 1∗ 1∗ 3.575
99% 0∗ 0∗ 0∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Window length = 75

Table C.9: DJI - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 135 92 82∗ 73.3
97.5% 87 43∗ 39∗ 36.65
99% 53 25 13∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.10: DJI - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 31 65 57∗ 48.4
97.5% 16∗ 29∗ 27∗ 24.2
99% 12∗ 18 10∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.11: DJI - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 93 26∗ 25∗ 17.75
97.5% 70 13∗ 10∗ 8.875
99% 41 7∗ 3∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.12: DJI - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 11∗ 2 5∗ 7.15
97.5% 1∗ 1∗ 2∗ 3.575
99% 0∗ 0∗ 0∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Window length = 100

Table C.13: DJI - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 135 92 87∗ 73.3
97.5% 87 43∗ 48∗ 36.65
99% 53 25 18∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.14: DJI - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 31 65 61 48.4
97.5% 16∗ 29∗ 34∗ 24.2
99% 12∗ 18 12∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.15: DJI - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 93 26∗ 21∗ 17.75
97.5% 70 13∗ 11∗ 8.875
99% 41 7∗ 6∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.16: DJI - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 11∗ 2 5∗ 7.15
97.5% 1∗ 1∗ 3∗ 3.575
99% 0∗ 0∗ 0∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Window length = 200

Table C.17: DJI - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 135 92 102 73.3
97.5% 87 43∗ 49 36.65
99% 53 25 21∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.18: DJI - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 31 65 67 48.4
97.5% 16∗ 29∗ 37 24.2
99% 12∗ 18 17 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.19: DJI - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 93 26∗ 30 17.75
97.5% 70 13∗ 11∗ 8.875
99% 41 7∗ 4∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.20: DJI - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 11∗ 2 5∗ 7.15
97.5% 1∗ 1∗ 1∗ 3.575
99% 0∗ 0∗ 0∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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‘a’ related to VIX

10 day moving average

Table C.21: DJI - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 135 92 88∗ 73.3
97.5% 87 43∗ 40∗ 36.65
99% 53 25 14∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.22: DJI - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 31 65 64 48.4
97.5% 16∗ 29∗ 33∗ 24.2
99% 12∗ 18 12∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.23: DJI - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 93 26∗ 20∗ 17.75
97.5% 70 13∗ 6∗ 8.875
99% 41 7∗ 2∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.24: DJI - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 11∗ 2 4∗ 7.15
97.5% 1∗ 1∗ 1∗ 3.575
99% 0∗ 0∗ 0∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.25: NASDAQ - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 112 91 83∗ 73.3
97.5% 74 54 49 36.65
99% 46 23 14∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.26: NASDAQ - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 20 64 57∗ 48.4
97.5% 8 38 32∗ 24.2
99% 5∗ 18 10∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.27: NASDAQ - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 82 24∗ 20∗ 17.75
97.5% 64 14∗ 11∗ 8.875
99% 41 4∗ 3∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.28: NASDAQ - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 10∗ 3 6∗ 7.15
97.5% 2∗ 1∗ 6∗ 3.575
99% 0∗ 1∗ 1∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Varying window lengths

Window length = 10

Table C.29: NASDAQ - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 112 91 58∗ 73.3
97.5% 74 54 34∗ 36.65
99% 46 23 22∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.30: NASDAQ - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 20 64 41∗ 48.4
97.5% 8 38 21∗ 24.2
99% 5∗ 18 10∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.31: NASDAQ - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 82 24∗ 14∗ 17.75
97.5% 64 14∗ 10∗ 8.875
99% 41 4∗ 9 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.32: NASDAQ - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 10∗ 3 3∗ 7.15
97.5% 2∗ 1∗ 3∗ 3.575
99% 0∗ 1∗ 3∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Window length = 25

Table C.33: NASDAQ - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 112 91 87∗ 73.3
97.5% 74 54 38∗ 36.65
99% 46 23 15∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.34: NASDAQ - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 20 64 60∗ 48.4
97.5% 8 38 25∗ 24.2
99% 5∗ 18 11∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.35: NASDAQ - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 82 24∗ 20∗ 17.75
97.5% 64 14∗ 11∗ 8.875
99% 41 4∗ 3∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.36: NASDAQ - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 10∗ 3 6∗ 7.15
97.5% 2∗ 1∗ 2∗ 3.575
99% 0∗ 1∗ 1∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Window length = 75

Table C.37: NASDAQ - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 112 91 77∗ 73.3
97.5% 74 54 37∗ 36.65
99% 46 23 15∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.38: NASDAQ - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 20 64 51∗ 48.4
97.5% 8 38 24∗ 24.2
99% 5∗ 18 11∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.39: NASDAQ - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 82 24∗ 21∗ 17.75
97.5% 64 14∗ 9∗ 8.875
99% 41 4∗ 3∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.40: NASDAQ - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 10∗ 3 5∗ 7.15
97.5% 2∗ 1∗ 4∗ 3.575
99% 0∗ 1∗ 1∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Window length = 100

Table C.41: NASDAQ - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 112 91 80∗ 73.3
97.5% 74 54 40∗ 36.65
99% 46 23 15∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.42: NASDAQ - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 20 64 54∗ 48.4
97.5% 8 38 26∗ 24.2
99% 5∗ 18 11∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.43: NASDAQ - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 82 24∗ 21∗ 17.75
97.5% 64 14∗ 10∗ 8.875
99% 41 4∗ 3∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.44: NASDAQ - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 10∗ 3 5∗ 7.15
97.5% 2∗ 1∗ 4∗ 3.575
99% 0∗ 1∗ 1∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Window length = 200

Table C.45: NASDAQ - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 112 91 87∗ 73.3
97.5% 74 54 45∗ 36.65
99% 46 23 20∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.46: NASDAQ - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 20 64 61∗ 48.4
97.5% 8 38 30∗ 24.2
99% 5∗ 18 15∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.47: NASDAQ - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 82 24∗ 22∗ 17.75
97.5% 64 14∗ 12∗ 8.875
99% 41 4∗ 4∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.48: NASDAQ - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 10∗ 3 4∗ 7.15
97.5% 2∗ 1∗ 3∗ 3.575
99% 0∗ 1∗ 1∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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10 day moving average

Table C.49: NASDAQ - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 112 91 92 73.3
97.5% 74 54 49 36.65
99% 46 23 15∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.50: NASDAQ - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 20 64 72 48.4
97.5% 8 38 40 24.2
99% 5∗ 18 12∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.51: NASDAQ - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 82 24∗ 17∗ 17.75
97.5% 64 14∗ 8∗ 8.875
99% 41 4∗ 3∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.52: NASDAQ - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 10∗ 3 3∗ 7.15
97.5% 2∗ 1∗ 1∗ 3.575
99% 0∗ 1∗ 0∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

50 day moving average

Table C.53: NASDAQ - Full sample - number of VaR violations (N=1466)

EVT Original VARLINEX New VARLINEX Target
95% 112 91 91 73.3
97.5% 74 54 52 36.65
99% 46 23 18∗ 14.66

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.54: NASDAQ - Pre-crisis - number of VaR violations (N=968)

EVT Original VARLINEX New VARLINEX Target
95% 20 64 70 48.4
97.5% 8 38 43 24.2
99% 5∗ 18 15∗ 9.68

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.55: NASDAQ - Crisis - number of VaR violations (N=355)

EVT Original VARLINEX New VARLINEX Target
95% 82 24∗ 18∗ 17.75
97.5% 64 14∗ 8∗ 8.875
99% 41 4∗ 3∗ 3.55

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.56: NASDAQ - Post-crisis - number of VaR violations (N=143)

EVT Original VARLINEX New VARLINEX Target
95% 10∗ 3 3∗ 7.15
97.5% 2∗ 1∗ 1∗ 3.575
99% 0∗ 1∗ 0∗ 1.43

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.57: NASDAQ - Summary Statistics

Full Sample Pre-Crash Crash Post-Crash
Mean 0.00017912 0.00042717 -0.0014 0.0025
SD 0.0152 0.0094 0.0252 0.014

Skewness 0.0764 -0.1498 0.2513 -0.1839
Kurtosis 10.6474 3.4222 5.5939 3.7005
Min -0.0914 -0.0386 -0.0914 -0.0388
Max 0.1181 0.0302 0.1181 0.0389

Jarque-Bera (p-value) < 0.001 < 0.001 < 0.001 0.1075
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Table C.58: S&P/TSX Composite - Full sample - number of VaR violations (N=1350)

EVT Original VARLINEX New VARLINEX Target
95% 155 95 78∗ 67.5
97.5% 97 46 41∗ 33.75
99% 43 26 15∗ 13.5

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.59: S&P/TSX Composite - Pre-crisis - number of VaR violations (N=859)

EVT Original VARLINEX New VARLINEX Target
95% 60 56∗ 57 42.95
97.5% 32 30∗ 32 21.475
99% 14∗ 18 16 8.59

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.60: S&P/TSX Composite - Crisis - number of VaR violations (N=350)

EVT Original VARLINEX New VARLINEX Target
95% 83 35 19∗ 17.5
97.5% 62 15∗ 8∗ 8.75
99% 29 8 0 3.5

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.61: S&P/TSX Composite - Post-crisis - number of VaR violations (N=141)

EVT Original VARLINEX New VARLINEX Target
95% 12∗ 4∗ 2 7.05
97.5% 3∗ 2∗ 1∗ 3.525
99% 0∗ 0∗ 0∗ 1.41

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Varying window lengths

Window length = 10

Table C.62: S&P/TSX Composite - Full sample - number of VaR violations (N=1350)

EVT Original VARLINEX New VARLINEX Target
95% 155 95 54∗ 67.5
97.5% 97 46 31∗ 33.75
99% 43 26 12∗ 13.5

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.63: S&P/TSX Composite - Pre-crisis - number of VaR violations (N=859)

EVT Original VARLINEX New VARLINEX Target
95% 60 56∗ 32∗ 42.95
97.5% 32 30∗ 20∗ 21.475
99% 14∗ 18 10∗ 8.59

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.64: S&P/TSX Composite - Crisis - number of VaR violations (N=350)

EVT Original VARLINEX New VARLINEX Target
95% 83 35 18∗ 17.5
97.5% 62 15∗ 9∗ 8.75
99% 29 8 2∗ 3.5

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.65: S&P/TSX Composite - Post-crisis - number of VaR violations (N=141)

EVT Original VARLINEX New VARLINEX Target
95% 12∗ 4∗ 4∗ 7.05
97.5% 3∗ 2∗ 2∗ 3.525
99% 0∗ 0∗ 0∗ 1.41

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Window length = 25

Table C.66: S&P/TSX Composite - Full sample - number of VaR violations (N=1350)

EVT Original VARLINEX New VARLINEX Target
95% 155 95 84 67.5
97.5% 97 46 37∗ 33.75
99% 43 26 15∗ 13.5

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.67: S&P/TSX Composite - Pre-crisis - number of VaR violations (N=859)

EVT Original VARLINEX New VARLINEX Target
95% 60 56∗ 52∗ 42.95
97.5% 32 30∗ 25∗ 21.475
99% 14∗ 18 12∗ 8.59

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.68: S&P/TSX Composite - Crisis - number of VaR violations (N=350)

EVT Original VARLINEX New VARLINEX Target
95% 83 35 26∗ 17.5
97.5% 62 15∗ 10∗ 8.75
99% 29 8 3∗ 3.5

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.69: S&P/TSX Composite - Post-crisis - number of VaR violations (N=141)

EVT Original VARLINEX New VARLINEX Target
95% 12∗ 4∗ 6∗ 7.05
97.5% 3∗ 2∗ 2∗ 3.525
99% 0∗ 0∗ 0∗ 1.41

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

10 day moving average

Table C.70: S&P/TSX Composite - Full sample - number of VaR violations (N=1350)

EVT Original VARLINEX New VARLINEX Target
95% 155 95 90 67.5
97.5% 97 46 46 33.75
99% 43 26 23 13.5

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.71: S&P/TSX Composite - Pre-crisis - number of VaR violations (N=859)

EVT Original VARLINEX New VARLINEX Target
95% 60 56∗ 62 42.95
97.5% 32 30∗ 35 21.475
99% 14∗ 18 21 8.59

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.72: S&P/TSX Composite - Crisis - number of VaR violations (N=350)

EVT Original VARLINEX New VARLINEX Target
95% 83 35 26∗ 17.5
97.5% 62 15∗ 10∗ 8.75
99% 29 8 2∗ 3.5

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.73: S&P/TSX Composite - Post-crisis - number of VaR violations (N=141)

EVT Original VARLINEX New VARLINEX Target
95% 12∗ 4∗ 2 7.05
97.5% 3∗ 2∗ 1∗ 3.525
99% 0∗ 0∗ 0∗ 1.41

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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50 day moving average

Table C.74: S&P/TSX Composite - Full sample - number of VaR violations (N=1350)

EVT Original VARLINEX New VARLINEX Target
95% 155 95 93 67.5
97.5% 97 46 45∗ 33.75
99% 43 26 22 13.5

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.75: S&P/TSX Composite - Pre-crisis - number of VaR violations (N=859)

EVT Original VARLINEX New VARLINEX Target
95% 60 56∗ 64 42.95
97.5% 32 30∗ 34 21.475
99% 14∗ 18 20 8.59

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.76: S&P/TSX Composite - Crisis - number of VaR violations (N=350)

EVT Original VARLINEX New VARLINEX Target
95% 83 35 27 17.5
97.5% 62 15∗ 10∗ 8.75
99% 29 8 2∗ 3.5

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.
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Table C.77: S&P/TSX Composite - Post-crisis - number of VaR violations (N=141)

EVT Original VARLINEX New VARLINEX Target
95% 12∗ 4∗ 2∗ 7.05
97.5% 3∗ 2∗ 1∗ 3.525
99% 0∗ 0∗ 0∗ 1.41

‘*’ indicates the model passed the LR test (i.e. H0 was not rejected) at a 5% signifi-
cance level.

Table C.78: S&P/TSX - Summary Statistics

Full Sample Pre-Crash Crash Post-Crash
Mean 0.00030455 0.00062662 -0.0012 0.0021
SD 0.0142 0.0078 0.0231 0.015

Skewness -0.4702 -0.4952 -0.1785 -0.448
Kurtosis 11.6228 4.1401 5.9415 3.1879
Min -0.0932 -0.0352 -0.0932 -0.0441
Max 0.0982 0.024 0.0982 0.0393

Jarque-Bera (p-value) < 0.001 < 0.001 < 0.001 0.0631
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Appendix D

Dependence Functions

(DEPFUNC)
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Figure D.1: Gumbel vs. Gumbel n = 500, τ = 0.2
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Figure D.2: Gumbel vs. Normal n = 500, τ = 0.2
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Figure D.3: Gumbel vs. Clayton n = 500, τ = 0.2
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Figure D.4: Normal vs. Normal n = 500, τ = 0.2
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Figure D.5: Normal vs. Gumbel n = 500, τ = 0.2
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Figure D.6: Normal vs. Clayton n = 500, τ = 0.2
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