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Abstract 
 

Haematopoietic stem cells (HSCs) are capable of differentiation into all 

mature haematopoietic lineages, as well as long-term self-renewal and are 

consequently able to sustain the adult haematopoietic system throughout life. 

Currently, in the mouse, HSCs are understood to first appear in the aorta-gonad-

mesonephros (AGM) region at embryonic day 11 via a process of maturation from 

precursors (pre-HSCs). This maturation within the AGM region involves the 

complex interplay of signalling between cells of the niche and maturing precursor 

cell populations, but is relatively little understood at a molecular level. Recently our 

understanding of the AGM region has been refined, identifying the progression from 

E9.5 to E10.5 and the polarity along the dorso-ventral axis as clear demarcations of 

the supportive environment for HSC maturation. In this thesis, I investigated the 

molecular characteristics of these spatio-temporal transitions in the AGM region 

through the application of RNA-sequencing. This enabled the identification of 

molecular signatures which may underlie the supportive functionality of the niche. I 

further compared these expression signatures to the transcriptional profile of an 

independent cell type, also capable of supporting HSC maturation, the OP9 stromal 

cell line. By combining this transcriptional information with an ex vivo culture 

system, I screened a number of molecules for their ability to support HSC maturation 

from early precursors, leading to the discovery of a novel regulator of HSC 

maturation: BMPER.  Further characterisation of this molecule enabled the 

identification of its specific cellular source and the proposal that through its action as 

an inhibitor of BMP signalling it facilitates the maturation of precursors into HSCs. 

These results lend further detail and support to the role of BMP signalling in the 

regulation of HSC maturation as well as demonstrating the potential of these 

transcriptional profiles to yield novel mechanistic insight.  
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Lay Summary 

 

This project was an investigation of the earliest emergence of the stem cells 

which can produce the entire blood system. The time and place these blood stem 

cells first appear are known, but a full understanding of the critical environmental 

cues that regulate their formation is still lacking. Here we made a dataset which 

measures all of the genes present in the environment of emerging blood stem cells. 

By computational modelling we identified candidates from this data which are found 

in this region. Adding these to a culture of the precursors of blood stem cells showed 

one of these candidates improved the efficiency of blood stem cell formation. Further 

study revealed the specific cell types which produced this molecule and the mode of 

action that it works through. Hopefully this will provide some insight into how blood 

stem cells may be grown in the lab and also the availability of this dataset might aid 

future discovery of other factors which regulate this process. 
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Chapter 1 Introduction 

Haematopoietic stem cells (HSCs) are a subject of extensive research in 

terms of both their fundamental contribution to vertebrate physiology, and their 

versatile use as a therapeutic agent. Efforts to study their behaviour and molecular 

underpinnings are hampered by an inability to culture HSCs extensively in vitro. 

Understanding how HSCs could be generated from alternative sources, such as 

embryonic stem (ES) cells, in vitro is likely to greatly improve our ability to study 

their regulatory mechanisms, as well as provide insight into the aberrant processes 

that result in haematopoietic disease such as leukaemia. The formation of HSCs de 

novo during midgestation of embryonic development (Medvinsky and Dzierzak, 

1996; Medvinsky et al., 1993; Müller et al., 1994) indicates that the generation of 

HSCs in vitro may be attainable through a deep understanding their in vivo 

developmental origins. Thus, the elucidation of the molecular events driving HSC 

maturation from their precursors in the embryo is an important step in bringing us 

closer to in vitro study of HSC biology, disease modelling and potential therapeutic 

advances.  

In this chapter, I will introduce the concept of the haematopoietic stem cell 

(HSC) through its experimental definition and the role of HSCs in production and 

maintenance of the haematopoietic system. I will outline the studies that uncovered 

the embryonic origins of HSCs in the midgestation aorta-gonad-mesonephros 

(AGM) region, the embryonic precursors of HSCs and the remaining controversies in 

these definitions. Through a discussion of the niche, I aim to emphasise the 

importance of non-cell autonomous signalling on HSC maturation and the degree to 

which we currently understand its spatial and temporal demarcation, particularly 

during development. Finally, by reviewing our current understanding of molecular 

regulation of HSC development, and the recent explosion in transcriptional profiling 

technologies, I would like to highlight the context of this PhD project and the 

approach used to broaden our molecular understanding of the non-cell autonomous 

regulators of HSC development in the AGM region.  
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1.1 The haematopoietic hierarchy and the concept of 

haematopoietic stem cells 

The haematopoietic system is a key multifunctional organ in all vertebrates, 

serving a highly active role, from the delivery of oxygen and nutrients to the defence 

against infection. Ultimately, such a multifaceted circulating system is one of the key 

features enabling multicellular organisms to reach a large size yet still maintain the 

needs of individual cells. Sustaining this activity requires a high turnover of cells, 

and consequently highly adaptive mechanism to maintain tissue homeostasis. As 

such the haematopoietic system has been an area of extensive study over the last 100 

years. 

1.1.1 Deriving the haematopoietic hierarchy model 

The architecture of the haematopoietic system is a paradigm of tissue 

organisation (Orkin and Zon, 2008). The commonly accepted model depicts a single 

cell type, the haematopoietic stem cell, which produces the rest of the blood system 

through a hierarchy of gradually more fate-restricted progenitors. Any loss in 

terminally differentiated haematopoietic cells can therefore be quickly restored by a 

pool of upstream progenitors (Figure 1-1). 

The elucidation of this hierarchy model arose in the 1950s and 1960s at the 

height of the “Atomic Era”, when the effects of radiation damage to tissues were 

being studied extensively (Eaves, 2015).  The potency of the haematopoietic organs 

was demonstrated by the recovery of damaged tissue in irradiated mice if 

transplanted with bone marrow or spleen of an untreated mouse (Jacobson et al., 

1951; Lorenz et al., 1951). Cytological examination showed that this recovery was 

due to the replacement of the damaged tissue by the cells of the donor as opposed to 

a chemical (or ‘humoral’) stimulation for self-repair (Ford et al., 1956). These key 

experiments introduced the concept of cellular repopulation as a therapy, or indeed 

as it is commonly known today – an allogenic transplant. However, the nature of 

these therapeutic cells required further study. 

The idea that the bone marrow hosts multipotent stem cells was in fact 

proposed much earlier than these transplantation experiments, through the 

histological observations of Alexander Maximow, who coined the “Unitarian Theory 
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of Haematopoiesis” (Maximow, 1924). However this was not shown empirically 

until Till and McCulloch’s study of irradiation recovery with clonal experiments 

(Till and McCulloch, 1961). These experiments harnessed the observation that 

transplantation of irradiated mice results in the formation of nodules of mixed 

haematopoietic cell types in the spleen. Since the number of splenic nodules was 

linearly correlated to the number of cells transplanted, and by using mixtures of 

cytologically distinguishable donor cells, these nodules were established to be the 

clonal product of individual cells (Becker et al., 1963). Splenic colonies which 

include mixtures of all blood lineages including lymphoid, were later identified (Wu 

et al., 1967, 1968), and in some cases could form colonies in secondary recipients 

(Siminovitch et al., 1963), therefore exhibiting the hallmarks of a stem cell – the 

capacity to self-renew and differentiate. Furthermore, the majority of bone marrow 

cells which produce splenic colonies were in a relatively quiescent state (Becker et 

al., 1965; Bruce et al., 1966). Thus the model, which still prevails today, was 

established that bone marrow contains a quiescent pool of self-renewing 

haematopoietic stem cells (HSCs) which are capable of producing all adult blood 

lineages through differentiation. 

 

 

Figure 1-1 The hierarchical model of the haematopoietic system 

General model of the haematopoietic system seeded by long-term repopulating 

haematopoietic stem cells (HSCs) which produce gradually more fate-restricted progenitors 
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including: CMP, common myeloid progenitor; CLP, common lymphoid progenitor; MEP, 

megakaryocyte-erythrocyte progenitor; GMP, granulocyte-macrophage progenitor; and 

finally terminally differentiated blood cells. Based on the model in (Orkin and Zon, 2008).  

1.1.2 Revising haematopoietic stem cell assays 

While the concept of the haematopoietic stem cell devised by Till and 

McCulloch has held true, the interpretation of their experiments has been revised. 

Later studies of splenic colonies revealed them to be a transient population of 

progenitors (Hodgson and Bradley, 1979; Magli et al., 1982), which support the 

immediate recovery following irradiation, but are different to the true long term 

repopulating cells that sustain the recovery of the haematopoietic system (Jones et 

al., 1990). To truly measure single HSCs it was necessary to establish an assay that 

contains a mixture of transient repopulating cells, which are genetically distinct from 

a minimal number of long term repopulating cells (Szilvassy et al., 1990). This was 

titled the competitive repopulation assay. By providing these genetically distinct 

progenitors (or “carrier” cells), mice will recover from the irradiation even if the test 

cells (or “donor”) are provided in low numbers. Repopulating HSCs can then be 

quantified by injecting donor cells at a limiting dilution, which ensures only a few of 

the transplanted mice will be reconstituted. Taking into account the number of mice 

which have been repopulated, and those which have not, the frequency of 

repopulating cells (HSCs) can be calculated using a Poisson model (Hu and Smyth, 

2009).  

An important goal in HSC research is to establish a small number of markers 

that uniquely distinguish HSCs and allow their isolation independently of 

transplantation studies. Presently, no single gene has been found to be expressed 

uniquely in HSCs, so combinations of markers are required for prospective isolation. 

Furthermore the fact that HSCs cannot be cultured as a clonal population, make it 

almost impossible to isolate a pure population HSC by phenotype alone. Although 

the transplantation assay is limited by its requirement for severe, unphysiological 

treatment and the inference of the HSC state from progeny, it is currently the only 

method that can reliably test a cell’s capacity to produce all blood lineages and self-

renew. Therefore in this thesis, the term HSC is only used for cells that have been 

identified in this way.  
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1.1.3 Reassessment of the haematopoietic hierarchy 

Early models of the hierarchy of progenitors and fate restricted cells of the 

haematopoietic system came from histological observations of the consistent 

proximity of certain bone marrow cells (Maximow, 1924). As methods to culture 

haematopoietic cells in vitro improved, a fuller picture of the differentiation 

hierarchy was mapped using colony assays in semi-solid medium. An array of 

committed progenitors were defined through the identification of colonies consisting 

of restricted cell types: CFU-GM granulocyte/macrophage colonies (Bradley and 

Metcalf, 1966; Pluznik and Sachs, 1965), CFU-E erythroid colonies (Stephenson et 

al., 1971), CFU-M megakaryocyte colonies (Metcalf et al., 1975), and BFU-E burst 

forming colonies – earlier erythroid colonies (Axelrad, 1974).  

While these colony experiments lay the foundations of the hierarchical 

model, the full set of progenitors and kinetics of differentiation has remained a topic 

of debate over the last 3 decades. A key challenge to the canonical hierarchy model 

is that phenotypically homogenous populations may still exhibit a functional 

heterogeneity, which may not be detectable in the assays used. Recent lineage tracing 

methods have proposed alternative differentiation routes (Sun et al., 2014). Tracing 

cell fates with a pulse of tagging, followed by a 3-4 month chase allowed assessment 

of progeny. Analysis of the progeny suggested that HSCs have minimal contribution 

to native haematopoiesis and that the main drivers of steady state haematopoiesis are 

lineage restricted and multipotent progenitors (Sun et al., 2014). In human, through 

subdivision of classical progenitor populations and assays of their properties, the 

existence of oligopotent progenitors has been questioned, with the suggestion that 

adult haematopoiesis is sustained by unipotent progenitors (Notta et al., 2016).  

The haematopoietic hierarchy can alternatively be thought of and modelled 

mathematically as the function of its emergent properties (Whichard et al., 2010). 

This generally entails modelling the distribution of cell types in steady state or after 

perturbations as a function of birth/death or differentiation/self-renewal. A key 

subject of debate is to what extent the dynamics of the haematopoietic hierarchy and 

the fate changes of individual cells is a deterministic or stochastic process (Chang et 

al., 2008; M, 1999; Morrison and Weissman, 1994; Ogawa et al., 1983). An early 

simulation of the properties of colony forming cells through random birth (self-
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renewal) or death (differentiation or cell death) suggested that the haematopoietic 

hierarchy could be described by stochastic models (Till et al., 1964). However the 

elucidation of key markers for prospective isolation, regulatory cytokines and 

lineage-specific transcription factors argues for a more deterministic view of 

haematopoiesis and its regulation (Morrison and Weissman, 1994; Rieger et al., 

2009; Roeder and Glauche, 2006). Ultimately the most faithful model of cell 

behaviour may depend on the scale that the system is being modelled at as it is 

possible for properties of the system as a whole may appear deterministic, while the 

behaviour of individual cells or molecules may be better described as stochastic 

(Whichard et al., 2010). Such modelling may be useful in prediction of dynamics in 

response to perturbations such as malignancies and therapeutic interventions which 

attempt to restore the steady state system. 
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Figure 1-2 Revised models of the dynamics of haematopoietic differentiation 

(A) From (Notta et al., 2016) showing revision of classical hierarchical model with less 

restricted oligopotent progenitors in the embryo, while in adult a lack of oligopotent 

progenitors. (B) From (Whichard et al., 2010)  showing deterministic regulation of 

differentiation by cytokines (left) and stochastic regulation of differentiation where cytokines 

promote survival of cell types rather than differentiation (right). (C) From (Till et al., 1964) 

showing how simulation of differentiation based on a stochastic model can explain 

heterogeneity of colony assays, while at the level of the whole population the behaviour can 

be stable. 

1.1.4 HSCs as a therapeutic agent 

The transplantation of HSCs into patients is one of the best examples of an 

effective stem cell therapy. Bone marrow transplantation as a clinical therapy started 

being used in the mid-20
th

 century (Thomas et al., 1957, 1959) in parallel with basic 

research into the effects of radiation damage and recovery by bone marrow transplant 

in mice. Interestingly, these first transplants preceded the understanding that stem 

cells are founders of the haematopoietic system, but applied the understanding that 

bone marrow is a potent haematopoietic organ. Since then, the elucidation of HSCs 

has improved the understanding that bone marrow transplantation provides stem cells 

and transient progenitors that can reconstitute the patient’s haematopoietic system.  

Bone marrow therapy is now used to treat a range of cancers of the blood or 

other haematopoietic malignancies (Table 1) (Copelan, 2006). The general principle 



8 

 

is to ablate the patient’s own haematopoietic system, whereby the cancer or defective 

haematopoietic cells are removed, and replace it with a graft of HSCs and 

progenitors from a healthy donor (allogenic) or from the patient’s own bone marrow 

(autologous) to reconstitute the system. It is now apparent that the grafted cells can 

also contribute to the removal of malignant cells in the patient as well as replacing 

them with normal cells (Copelan, 2006). The potential application to diseases that are 

not necessarily classed as haematopoietic disorders has been recently demonstrated 

in patients with multiple sclerosis. The aberrant autoimmune response, which 

manifests as a neurological disorder, could be relieved by essentially resetting the 

patient’s haematopoietic system with an autologous HSC transplant (Atkins et al., 

2016). 

Although bone marrow transplantation is an effective therapy for a wide 

range of conditions, it holds two key limitations. Firstly, the ablation of the patient’s 

intrinsic haematopoietic system can be highly toxic. The use of radiation has been 

replaced with a less toxic combination of Busulfan and Cyclophosphamide  (Santos 

et al., 1983). However it remains one of the main causes of complications of 

transplantations and a major effort is to more selectively ablate the patient’s immune 

system with antibody-based agents (Matthews et al., 1999; Subbiah et al., 2003). An 

alternative method is to shift the role of immune ablation to the graft rather than the 

pre-treatment whereby an immunosuppressive, but less severe, pre-treatment can be 

used (McSweeney et al., 2001). This, however, is less effective for patients with 

advanced malignancies (Levine et al., 2003).   

The second limitation in allogenic transplantation is the possibility of graft 

versus host disease (GVHD), a severe immune reaction from the graft against the 

patient. Since the discovery of the role of the major histocompatibility complex and 

human leukocyte antigen (HLA) system on recognition of foreign antigens, it has 

been possible to screen potential donors to reduce the risk of GVHD (Thomas et al., 

1977). However, in many cases it is not possible to find a suitable match. The use of 

bone marrow has gradually been replaced with CD34+ peripheral blood HSCs, 

which are easier to obtain and more rapidly reconstitute the haematopoietic system. 

However, this population hosts more T cells, and consequently poses a greater risk of 

GVHD. If a suitable match cannot be found, patients are often transplanted with 



9 

 

umbilical cord blood, which shows a lower risk of GVHD from lymphoid cells of the 

graft so requires less stringent HLA matching but reconstitutes more slowly, opening 

up a greater risk of infection in the patient (Wagner et al., 2002). Identifying a way 

of expanding cord blood cells is therefore a highly promising way of increasing 

availability donor cells for allogenic therapy (Jaroscak et al., 2003). Isolating HSCs 

from the earliest embryonic origin, the aorta-gonad-mesonephros (AGM) region 

(described in more detail in section 1.2.3), is potentially a more suitable source of 

HSCs for ex vivo expansion, as HSCs at this stage appear to show a greater capacity 

for self-renewal than adult HSCs (Ivanovs et al., 2011). A third goal in translating 

research in HSC development to a clinically useful result would be to direct 

differentiation of ES cells into haematopoietic stem cells. Combined with the ability 

to reprogram mature cells into an embryonic stem cell-like state termed induced 

pluripotent stem cells (iPSC), this could provide a suitable model for genetic 

modification or patient specific disease modelling as well as another route to 

autologous transplantation (Vo and Daley, 2015).  

It is perhaps a fortunate consequence of the inherent mobility of the 

haematopoietic system that renders it highly amenable to ablation and reconstitution 

through transplant. These properties, and the effectiveness as a therapy, demonstrate 

that many aspects of haematopoietic stem cell research – including prospective 

enrichment with markers, following in vivo dynamics and the studying HSC 

ontogeny – have a real chance of improving the methods of HSC therapy, and 

ultimately improving outcomes for patients with a broad range of diseases. 
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Table 1 Diseases that are currently treated with haematopoietic stem cell 

transplantation 

From (Copelan, 2006), list of cancers and other diseases currently treated with allogenic and 

autologous haematopoietic stem cell transplantation. 

1.2 Chasing HSCs: modelling the foundations of HSC ontogeny 

The presence of a defined population of HSCs resident in the bone marrow 

prompts the question of how these cells are specified during embryogenesis, 

particularly since the appearance of circulating blood long precedes the formation of 

skeleton and bone marrow. This is not merely an esoteric question – understanding 

the formation of HSCs in vivo can help establish the fundamental requirements to 
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generate HSCs from alternative sources in vitro. Furthermore, during development 

HSCs are forming the growing blood population rather than just maintaining it (as in 

the adult). Consequently, the self-renewing embryonic HSC population is potentially 

a more potent therapeutic agent for reconstituting an ablated haematopoietic system 

than the relatively quiescent population of the adult.  

A key challenge in the field of HSC research (to some extent still ongoing) 

has been to pinpoint the time and location in which HSCs first appear. The intrinsic 

mobility of haematopoietic cells makes this a more challenging feat than in most 

solid organ systems. Moreover, the reliance on measuring progeny as a proxy for the 

HSCs, rather than directly measuring HSCs, has produced seemingly conflicting 

findings that are still debated by some today. 

 

1.2.1 The primitive wave of haematopoiesis 

Haematopoietic cells are first detected in the mouse embryonic yolk sac at 

E7.5. Accordingly, the prevailing hypothesis for a long time was that HSCs originate 

from the yolk sac – a theory that can be easily reconciled with the trajectory of HSCs 

producing all other blood cell types. At this time point, nucleated erythrocytes are 

detectable in structures of the yolk sac called the blood islands (Maximow, 1924; 

Sabin, 1920). In sagittal sections, these appear to be a discrete compartment of 

undifferentiated cells surrounded by endothelial cells – ostensibly clonal structures. 

Following the derivation of in vivo and in vitro colony assays these structures were 

shown to host multi-lineage colony forming cells (CFU-S and CFU-C), bolstering 

the theory that long-term repopulating HSCs originate from the early yolk sac 

(Moore and Metcalf, 1970). This was reinforced by in utero transplantation of yolk 

sac cells into embryos (Toles et al., 1989; Weissman, I., 1978), although the long 

term contribution of these cells to adult haematopoiesis was low and irreproducible 

(Cumano et al., 2001; Medvinsky and Dzierzak, 1996; Medvinsky et al., 1993; 

Müller et al., 1994) 

The yolk-sac theory of HSCs was challenged by fundamental chick-quail 

grafting experiments (Dieterlen-Lievre, 1975), and the discovery of limitations in the 

assays previously employed, such as the transient nature of in vivo splenic colonies 

(discussed further in 1.2.2). Moreover the yolk sac blood islands were in fact shown 
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to be an artefact of sagittal sectioning (Ferkowicz and Yoder, 2005). Indeed, when 

observed in whole mount these are actually a uniform band of cells surrounding the 

circumference of the yolk sac (Ferkowicz et al., 2003), which questions the theory of 

their clonality.  

Although seemingly paradoxical given the trajectory of the haematopoietic 

hierarchy model, the now commonly accepted model for murine haematopoietic 

development, is that lineage restricted blood cells of the yolk-sac appear in a 

primitive wave of haematopoiesis which precedes the formation of HSCs (Dzierzak 

and Speck, 2008; Medvinsky et al., 2011; Orkin and Zon, 2008). This consists of 

erythrocytes, myeloid cells, and subsequent waves of progenitors (Bertrand et al., 

2008; Palis et al., 1999), which are believed to be required to meet the initial 

energy/oxygen requirements of the developing embryo. Later this is superseded by a 

‘definitive’ wave of haematopoiesis, in which the HSCs which populate the adult 

long-term are initiated (Figure 1-3; discussed in more detail below). 

1.2.2 An embryonic source of definitive haematopoiesis 

The intra-embryonic source of HSCs was first demonstrated by grafting 

experiments in the avian model. The premise of these experiments was the 

observation that previous studies of HSCs in yolk sac used day 7 embryos (Moore 

and Owen, 1967) in which the vasculature had already been established and therefore 

contribution from other organs could not be excluded from their results. Using chick 

and quail tissues, which could be distinguished by their nuclear morphology, 

embryonic tissue (from quail) was grafted onto extra-embryonic tissue (from chick 

blastoderm) at embryonic day 2, prior to vascularisation (Dieterlen-Lievre, 1975). 

The contribution of each of these tissues to adult haematopoietic organs could 

therefore be measured. Consistently, chick tissue was absent from the quail 

haematopoietic organs demonstrating that origins of haematopoietic cells must be 

intra-embryonic.  

These grafts were unable to reach adulthood and therefore the long-term 

contribution to the adult haematopoietic system could not be determined. 

Importantly, the development of a method of distinguishing cells by B-antigens 

facilitated the use of allogenic chick-chick yolk sac grafts which could reach 

hatching stage (Lassila et al., 1978, 1982). In these chicks, yolk sac derived 
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erythrocytes were found transiently in the embryo, but after hatching only intra-

embryonic cells were found in the peripheral blood. Thus, these experiments strongly 

suggested an embryonic and not extraembryonic source of cells that sustain the adult 

haematopoietic system long term. 

1.2.3 The aorta-gonad-mesonephros as the primary origin of HSCs 

The long-term haematopoietic contribution from the embryo body prompted 

the question of where the primary organ for long-term repopulating haematopoietic 

stem cells is located. Lineage tracing experiments in chick and Xenopus hinted that 

the source of adult haematopoiesis is the dorsal lateral plate mesoderm (Chen and 

Turpen, 1995; Dieterlen-Lièvre and Martin, 1981; Maéno et al., 1985). 

Comprehensive analysis of the mouse embryo from E8.0 (just as circulation begins), 

with the stringent assay for splenic colonies 11 days after transplantation (CFU-S11) 

revealed that between embryonic day 9 and day 11, the embryo harbours cells of 

highly potent haematopoietic activity in a region encompassing the dorsal aorta, 

urogenital ridges, and mesonephros (AGM) region (Medvinsky et al., 1993). At the 

same stage, the yolk sac hosted 20 times fewer CFU-S11. These experiments pointed 

to the AGM as the place of initiation of haematopoiesis, in agreement with studies in 

other species. However CFU-S11 assays didn’t measure long term repopulation, 

moreover directed transplantation at these stages couldn’t exclude the possibility that 

CFU-S11 are initiated elsewhere and migrate to the AGM region in the circulation. 

To address these points, studies of the long-term repopulating potential of the yolk 

sac and AGM were compared before and after culture (Medvinsky and Dzierzak, 

1996; Müller et al., 1994). Using a newly development organ culture method it was 

possible to exclude the interference of migration in the embryo and demonstrate that 

the AGM region at E11 is the only site in with HSCs are autonomously initiated 

(Medvinsky and Dzierzak, 1996; Figure 1-3). While at E11.5 both yolk sac and 

AGM contained long-term repopulating HSCs, at E10.5 yolk sac had none and AGM 

had almost none (3/96). After organ culture of AGM region or yolk sac from E10.5, 

HSCs could only be detected from the AGM region. This suggested that HSCs are 

specified in the AGM region and subsequently migrate to other sites such as yolk 

sac. 
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More recently, the AGM region has been verified as the first site of HSC 

initiation in the human embryo (Ivanovs et al., 2011). Long term repopulating HSCs 

can first be detected, through direct transplantation at Carnegie stage 14 and in 

higher numbers than at Carnegie stage 15. Only subsequently are they found in the 

yolk sac, liver and placenta. Taken together, these studies suggest a potentially 

universal process in vertebrates whereby the definitive HSCs that will feed the adult 

haematopoietic hierarchy are first initiated in dorsal aorta a few days after 

gastrulation. However, this initiation is quickly followed by migration to a variety of 

other embryonic sites as is discussed further in 1.2.5 and 1.4.2. 

 

 

Figure 1-3 The ontogeny of haematopoiesis in the murine embryo 

Adapted from (Dzierzak and Speck, 2008), shows the morphology of murine embryos from 

E7.5 to E10.5 and the sequential emergence of primitive haematopoietic progenitors at E7.5, 

followed by more mature progenitors, and then the first definitive haematopoietic stem cells 

(HSCs) at E10.5. P-Sp = para-aortic splanchnopleura, AGM = aorta-gonad-mesonephros, V 

= vitelline artery, U = umbilical artery. 
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1.2.4 Ongoing controversies on the earliest HSC precursors 

While the AGM region as the earliest source of long-term repopulating cells 

is widely accepted, it is still debated. Some argue that the long-term repopulation 

assay is too stringent, and does not represent the physiological situation (Yoder and 

Hiatt, 1997). An alternative approach been proposed, whereby newborn mice are 

conditioned with myelosupressive busulfan – a milder treatment than irradiation, 

then transplanted with yolk sac cells. In these conditions, yolk sac cells gave rise to 

long-term reconstitution of the adult haematopoietic system (Yoder and Hiatt, 1997), 

but the same cells have never been shown to repopulate irradiated adult mice 

(Medvinsky and Dzierzak, 1996; Müller et al., 1994). Therefore, the nature of yolk 

sac cells in the development of the haematopoietic system remains unclear, and 

while it is not inconceivable that the yolk sac could harbour the earliest precursors of 

HSCs, it remains to be clearly shown.  

 

1.2.5 Quantifying HSC emergence in the embryo  

During the first few days of HSC appearance in the embryo, HSCs can be 

found at multiple locations. A striking transition is from the AGM region, in which 

HSCs are first detected (Medvinsky and Dzierzak, 1996), to the foetal liver, which 

harbours the largest number of  haematopoietic stem cells during mid-gestation 

(Fleischman et al., 1982; Morrison et al., 1995). As early as E12 – one day after 

initiation in the AGM region – the foetal liver hosts approximately 50 HSCs and this 

pool rapidly expands in the next few days (Ema and Nakauchi, 2000). To explore the 

mechanisms, and potential reasons for such a dynamic migratory development, it is 

necessary to have a quantitative understanding of the embryonic locations that host 

HSCs during mid-gestation. 

 Quantification by direct transplantation in limiting dilution has demonstrated 

that the AGM region never hosts more than 1-2 HSCs (Gekas et al., 2005; 

Kumaravelu et al., 2002; Rybtsov et al., 2016). As well as the AGM region, 

approximately 1-2 HSCs have been found in the E11.5 yolk sac (Gekas et al., 2005; 

Kumaravelu et al., 2002; Müller et al., 1994), placenta (Gekas et al., 2005), 

circulating blood (Kumaravelu et al., 2002) and umbilical and vitelline arteries (de 

Bruijn et al., 2000; Gordon-Keylock et al., 2013).  This could be an indication that 
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HSCs are initiated in multiple locations; however the presence of the circulation at 

this stage could alternatively facilitate the rapid migration to these sites (Figure 1-4). 

To distinguish between these hypotheses, explant culture systems have been used to 

autonomously expand HSCs from sites other than the AGM region, although the 

conclusions are not fully clear. The yolk sac has been shown to be capable of 

autonomously expanding HSCs at E12.5 but not E11.5 (Kumaravelu et al., 2002), 

however it remains unclear whether this is through initiation or expansion of the 

existing pool as HSCs were always present at the start of the culture. The placenta 

hosts an increasing number of HSCs between E11.5 and E13.5 (Gekas et al., 2005; 

Ottersbach and Dzierzak, 2005) but the capacity to autonomously initiate or expand 

HSCs has not been demonstrated. The extra-embryonic vessels have been shown to 

autonomously expand HSCs in culture, but in lower numbers than the AGM region 

(Gordon-Keylock et al., 2013). Importantly the foetal liver has never been shown to 

autonomously initiate long term repopulating HSCs in culture (Kumaravelu et al., 

2002; Medvinsky and Dzierzak, 1996), except one study in which low level 

reconstitution of Rag2-/- mice was achieved (Kieusseian et al., 2012). These studies 

suggest that de novo HSC specification is largely from an arterial source, largely the 

AGM region, and to a lesser extent the extra-embryonic vessels. 

 

 

Figure 1-4 Multi-organ contribution to haematopoiesis during embryonic development 

Adapted from (Medvinsky et al., 2011), shows the sites of appearance of haematopoietic 

progenitors and haematopoietic stem cells between E7.5 and E11.5 which potentially 
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migrate between different sites then colonise the foetal liver at E12.5. HSCs are expanded in 

the foetal liver and subsequently migrate to thymus, spleen and bone marrow. 

 

Since the entire embryo contains only between 3 and 10 HSCs at E11.5, but 

by E12.5 has between 70 and 150 in the foetal liver, an important question is how 

HSC maturation or expansion can meet such a large population change. This could 

only be explained by either rapid expansion of the HSCs existing in the embryo at 

E11.5, or a maturation of precursor cells of HSCs. These two hypothesis were tested 

with a mixed culture of cells from the AGM region that had been labelled with 

carboxyfluorescein diacetate succinimidyl ester (CFSE) dye, enabling estimation of 

the number of cell divisions during the culture (Taoudi et al., 2008). The majority of 

repopulating HSCs in this culture were shown to undergo approximately four 

divisions, which could not explain the approximately 150-fold expansion in HSCs 

from the culture. This suggests that the predominant method of HSC expansion is 

through the maturation of a precursor cell type (pre-HSC) present in the AGM 

region. This quantitation of HSC dynamics in culture has recently been reconciled 

with the physiological process of HSC maturation in the murine embryo, through a 

new technique which quantifies precursors of pre-HSCs (Rybtsov et al., 2016). By 

taking early embryonic tissues and diluting them to limiting dilution prior to a period 

of culture, the number of pre-HSCs in the AGM region and the extra-embryonic 

vessels at late E11 has been quantified and shown to be equivalent to the numbers of 

HSCs in the foetal liver at E12. In contrast, the yolk sac and foetal liver have not 

been clearly shown to host pre-HSCs. Therefore, direct quantitative evidence 

suggests that the AGM region is capable of producing enough HSCs to seed the 

foetal liver, and it is therefore likely to be the predominant initiator of HSCs in the 

embryo (Figure 1-5). 

Open questions remain as to exactly where HSC maturation from precursors 

mainly occurs. The likely explanations are either: HSCs are produced in the AGM 

region but immediately migrate after formation (therefore never more than one or 

two are detected); there is a short pulse of HSC maturation overnight in the AGM 

region which has not been captured experimentally; or that pre-HSCs gradually 

migrate to the extra-embryonic vessels and mature there, agreeing with the high 
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placental numbers (Gekas et al., 2005; Gordon-Keylock et al., 2013; Ottersbach and 

Dzierzak, 2005; Rybtsov et al., 2016). Or potentially a combination of the first and 

last hypothesis could be true: that pre-HSCs gradually migrate, but as soon as they 

mature, they enter circulated and migrate to foetal liver. 

In summary, robust quantification of HSCs and pre-HSCs during 

development suggest that the AGM region is the most potent site of HSC initiation in 

the murine embryo, and hosts a large number of precursor cells that can mature into 

HSCs. To further our understanding of how HSCs are initiated, the AGM region 

must be examined with respect to both the lineage of cell types from which these are 

directly coming (which will be discussed in section 1.3) and the signals that direct 

these cells (which will be discussed in section 1.4 and 1.5). 
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Figure 1-5 Quantification of the pre-HSC population supplying foetal liver HSCs 

From (Rybtsov et al., 2016). Summarises quantitative experiments which support the model 

that a growing pool of precursor cells expands in number to reach sufficient levels to explain 

the rapid appearance of HSCs in the foetal liver at E12. 

 

1.3 Tracing the genealogy of HSCs 

The understanding of the first point in which haematopoietic stem cells 

appear in the embryo, and the demonstration of their autonomous initiation drives the 

question of which cells undergo this maturation to produce HSCs. Identifying the 

precursors of HSCs is essential in elucidation of the signalling mechanisms that 

enable HSC specification, and therefore how this could be replicated in vitro, for 

example to derive of HSCs from ES cells. Tracing rare HSCs from their embryonic 

ancestors in vivo is extremely challenging, and has required sophisticated 

combinations of imaging, markers and functional assays, which are outlined below. 
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1.3.1 The haemangioblast 

The development of endothelium and blood has long been believed to be 

associated. As early as the 1920s the first haematopoietic cells forming in the yolk 

sac blood islands were observed to have a close and significant relationship with 

endothelial cells (Maximow, 1924; Sabin, 1920). This led to the hypothesis of a 

common precursor of haematopoietic cells and endothelium termed the 

haemangioblast. 

Validation of the haemangioblast theory requires the proof that a single cell 

can produce both haematopoietic lineage and endothelial lineages, for example in a 

colony assay. A few studies have shown mixed endothelial and haematopoietic 

colonies from ES-blast derived colonies (Choi et al., 1998; Kennedy et al., 2007). 

Equivalent cells have been identified in the posterior primitive streak of the E7 

embryo (Huber et al., 2004). However the physiological relevance of such cells has 

not been fully demonstrated as they could represent a multipotent mesodermal cell 

(Medvinsky et al., 2011). Therefore, the haemangioblast theory of HSC origins 

remains open to debate. 

1.3.2 Haematogenic endothelium 

A common theory of the early origins of HSCs is that they are initiated from 

endothelial cells. This theory is driven by observations of the morphology of the 

dorsal aorta, from which the emergence of luminal clusters of cells with endothelial 

and haematopoietic fate (termed “intra-aortic clusters”) coincides with the first 

detection of HSCs (Dieterlen-Lièvre et al., 2006; Jaffredo et al., 1998).  Thus, the 

precursors of HSCs are termed the “haematogenic endothelium”, a specific subset of 

endothelial cells that can undergo a transformation into haematopoietic cells. 

Support for the endothelial origin of HSCs has come from experiments using 

ES-derived cells in which a VC+CD45- population was shown to have preferential 

differentiation to myeloid and lymphoid fates over VC-CD45+ cells (Nishikawa et 

al., 1998a, 1998b). Moreover, live imaging has shown transitions from endothelial to 

haematopoietic cells in culture from ES-derived cells (Eilken et al., 2009), in the 

zebrafish aorta (Bertrand et al., 2010; Kissa and Herbomel, 2010) and from culture of 

AGM region slices (Boisset et al., 2010). These results reinforce the concept that 

endothelial cells are capable of producing haematopoietic cells. 
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Study of the endothelial to haematopoietic transition in mice has made use of 

the Sca1 (Ly6a) marker. Ly6a has been shown to aid enrichment of HSCs in the 

adult bone marrow to enable enrichment of HSCs (Spangrude et al., 1988); however 

not all embryonic HSCs could be enriched by this marker. A Ly6a-GFP transgenic 

model showed that Ly6a is indeed expressed in all HSCs of the AGM region and 

provides a > 100-fold enrichment in adult bone marrow (de Bruijn et al., 2002; Ma et 

al., 2002). Furthermore Ly6a-GFP+ cells have been visualised in the endothelium of 

the dorsal aorta (de Bruijn et al., 2002) and live imaging has shown that transition 

from Ly6a-GFP+ cells with endothelial morphology to rounded Ly6a-GFP+ cells 

with haematopoietic morphology (Boisset et al., 2010). Cumulatively these 

experiments have given evidence for an endothelial to haematopoietic transition 

underlying the specification of HSCs, and indeed has been used as the basis of 

genome-wide RNA-sequencing studies (Kartalaei et al., 2015). However, a 

remaining limitation of the hypothesis that haematogenic endothelium produces 

HSCs is that the experiments rely on phenotypic markers of HSCs. While correlated 

with the timing and location of HSC initiation, it still remains to be shown directly 

by a lineage tracing or maturation and long-term repopulation assay that the Ly6a-

GFP+ endothelium is the direct precursor of HSCs in the AGM region. 

1.3.3 The pre-HSC lineage 

Tracing the immediate precursors of HSCs has been greatly aided by the 

development of a culture system that captures the maturation of HSCs, but is 

amenable to experimentation, due to a step in which cells are dissociated and can be 

reaggregated with cells of another source (Taoudi et al., 2008).  This assay (referred 

to as the reaggregate culture hereafter), enabled the tracing of a VC+CD45+ 

population of cells, which are direct precursors of HSCs as the sorted population 

could be distinguished from the supportive niche cells by genetic marking with GFP. 

This protocol has been modified, by adding cells of the OP9 stromal cell line derived 

from osteopetrotic (op/op) newborn mouse calvaria (Nakano et al., 1994), to support 

the maturation of cells as early as E9.5 and thus the phenotype of the precursor 

lineage could be directly traced from this stage (Rybtsov et al., 2011, 2014). These 

experiments have therefore shown functionally that HSCs develop from a VC
+
CD45

-

CD41
lo

CD43
-
 (or pro-HSC) population present at E9.5 (Rybtsov et al., 2014), to a 
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VC
+
CD45

-
CD41

+
 (or Type I pre-HSC) population present at E10.5 (Rybtsov et al., 

2011) to a VC
+
CD45

+
 (or Type II pre-HSC) population at E11.5 (Taoudi et al., 2008) 

(Figure 1-6).   

The importance of a VC as a marker of HSC precursors is in keeping with a 

potential endothelial ancestry. However, endothelial markers do not necessarily 

equate to endothelium, as morphology of the endothelium is the defining feature, and 

the direct spatial relationship to the aortic endothelium has not been definitively 

proven. The endothelial characteristics of HSC precursors can be rationalised by two 

main hypotheses: that precursors have an endothelial origin; or alternatively, 

endothelial markers may be transiently expressed in precursors as to aid their passage 

through the lining of the aortic endothelium en route from the mesenchyme to the 

circulatory system. Distinguishing these theories will require functional lineage 

tracing assays that can retain the in vivo spatial information. 

 

 

Figure 1-6 The precursor lineage producing HSCs in the AGM region 

Diagram from (Rybtsov et al., 2014) shows the maturation of defined precursor populations 

in the AGM region between E9.5 to E11.5 can be captured through the sequential 

upregulation and downregulation of surface markers. The progression of precursors is 

dependent on SCF, and the final stage of maturation for Type II pre-HSC to HSC is also 

enhanced by IL3. 

 

1.4 The haematopoietic stem cell niche through space and time 

Like many developmental processes, the emergence and maintenance of 

HSCs requires a combination of inductive cues and cells competent to respond to 
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these cues. Such interchange of signalling may occur in a spatially restricted 

location, termed the niche. While a niche can be described as the specific tissue 

location in which a stem cell is normally detected, a more functional definition of a 

niche states that if transiently depleted of its stem cells, a niche should take up and 

maintain a newly introduced stem cell (Morrison and Spradling, 2008). The HSC 

environment meets both of these criteria: the position of HSCs is generally restricted 

to specific tissues, despite their ability to enter circulation; when depleted of HSCs 

through irradiation, adult haematopoietic organs are reconstituted by HSCs following 

transplant and the embryonic niche can take up developing HSCs after depletion 

(detailed in 1.4.2). Consequently, the haematopoietic system is regarded as an 

important paradigm of stem cell-niche interactions (Orkin and Zon, 2008). This 

section briefly discusses HSC niches in the adult and embryo. Specific focus is on 

how our understanding of the AGM region, as the niche in which HSCs first appear, 

has been refined to generate a spatio-temporal map of supportive regions, and the 

potential contribution of multiple cell types to this environment. 

 

1.4.1 The adult bone marrow niche 

In the adult, the bone marrow has long been understood to be a key 

haematopoietic location, and since the work of Till and McCulloch (Till and 

McCulloch, 1961), it has been shown to host haematopoietic stem cells. 

Furthermore, the reconstitution of bone marrow demonstrates its role is functional, 

not just circumstantial. HSCs can also be identified in spleen and liver, but generally 

only under stress conditions such as haematopoietic malignancies (Morrison and 

Spradling, 2008). As this is concomitant with a great expansion in numbers, it 

suggests that the haematopoietic system may use facultative niches to regulate 

different HSC functions.  

The bone marrow is in fact a complex mixture of cell types, including 

endosteal surface, osteogenic cells, adipocytes and a vascular network of endothelial 

and perivascular cells. The exact cellular location of HSCs and role of each of these 

cell types in their regulation has remained a point of debate. As HSCs can only be 

defined functionally, identifying their exact spatial location is challenging. The 

establishment of refined sets of markers to enrich populations has aided this task, as 
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some studies use combinations of markers for imaging HSCs within the bone 

marrow niche (Kiel et al., 2005; Lo Celso et al., 2009; Nombela-Arrieta et al., 2013). 

Studies of endogenous HSC locations with the SLAM family of surface proteins 

show a large number of target cells adjacent to sinusoidal blood vessels, suggesting 

the importance of the vascular niche (Kiel et al., 2005). However the fact that these 

marker sets enrich HSCs to approximately 50% lends the question of which of the 

imaged cells in the niche are truly functional HSCs. 

The osteoblastic niche has been proposed as a key regulator of HSC numbers 

(Calvi et al., 2003; Zhang et al., 2003). Genetic models in which osteoblast numbers 

could be stimulated to increase in number led to an increase in HSC numbers (Calvi 

et al., 2003; Zhang et al., 2003). The regulation of the osteoblastic niche is believed 

to be via adhesion molecules such as N-cadherin (Zhang et al., 2003) although this 

has been contradicted by depletion studies showing no effect on HSCs (Kiel et al., 

2009), possibly implying regulation by redundant mechanisms. Ablation of critical 

regulatory cytokines in distinct population types has suggested that the HSCs mainly 

reside in the perivascular niche within bone marrow (Ding et al., 2012). However the 

exclusivity of conditional promotors has called into question whether different cell 

contributions can be exactly discriminated in this way (Hoggatt et al., 2016). Hence, 

the exact mechanisms of HSC regulation within the adult niche remains to be fully 

clarified, but is likely to be constituted by an assortment of cell types, whose roles 

can differentially regulate HSCs to meet their diverse functions. 

1.4.2 The embryonic HSC niche – a migratory journey 

Similarly to the adult, during embryonic development, different HSC 

behaviours correlate with different niches. During embryonic development, HSCs 

are found in a variety of locations at different times. The earliest HSCs are initiated 

in the AGM region, quickly followed by yolk sac, placenta and vitelline vessels but 

only ever in small numbers (Gekas et al., 2005; Kumaravelu et al., 2002; Medvinsky 

and Dzierzak, 1996; Müller et al., 1994; Rybtsov et al., 2016). Soon the majority of 

HSCs in the embryo are detected in the foetal liver, concomitant with a huge 

expansion in numbers (Ema and Nakauchi, 2000; Fleischman et al., 1982; Morrison 

et al., 1995). HSCs at this stage are found in a highly proliferative state compared to 
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adult (Bowie et al., 2006, 2007a). Subsequently HSCs are found in spleen and bone 

marrow (Christensen et al., 2004; Gekas et al., 2005) (Figure 1-4).  

Thus, it can be inferred that the AGM region provides the niche that 

facilitates HSC specification but not maintenance, whilst foetal liver provides a niche 

for rapid HSC expansion, prior to relocation to bone marrow which maintains 

quiescent state for homeostatic roles. Indeed pre-HSCs of the AGM region cannot 

mature in to transplantable HSCs autonomously, suggesting a priori that they are 

dependent on external cues. Furthermore cells of the AGM region can be depleted of 

pre-HSCs, and provided external pre-HSCs which will mature into HSCs in 

reaggregate culture (Taoudi et al., 2008), demonstrating its functional role as a niche. 

1.4.3 The spatial polarisation of the AGM region 

To understand the niche cues that help direct HSC maturation, a precise 

understanding of the location of the niche is required.  A lack of definitive markers 

of HSCs means that this has had to be determined through precise micro-dissection 

and functional experiments. Functional assays have shown that within the AGM 

region, the dorsal aorta is the earliest source of hematopoietic stem cells (de Bruijn et 

al., 2000). Within the aorta, the observation that intra-aortic clusters are 

preferentially found in the ventral wall has suggested that HSC activity may be 

ventrally polarised in the AGM region (Ciau-Uitz et al., 2000; Jaffredo et al., 1998; 

Smith and Glomski, 1982; Tavian et al., 1996). This has been shown in mouse by 

transplantation with AGM tissues that have been sub-dissected into dorsal (AoD) and 

ventral (AoV) parts and HSCs found to be approximately four times more frequent in 

the ventral side than dorsal side (Souilhol et al., 2016a; Taoudi and Medvinsky, 

2007). Along the rostral-caudal axis, the dorsal aorta has been shown to harbour 

HSCs in a central region, close to the junction of the vitelline artery (Mascarenhas et 

al., 2009).  

In addition to quantification of the number of HSCs in different aspects of the 

AGM region, the functional role of proximal tissues has been examined though the 

use of ex vivo reaggregate cultures. Co-culture of the AGM region with ventral or 

dorsal tissues (gut or notochord respectively), has indicated that ventral tissues 

promote HSC expansion from early E10 embryos, suggesting that HSC specification 

may be regulated by positional cues coming from surrounding tissues (Peeters et al., 



26 

 

2009). Co-culture experiments combining dorsal and ventral tissues of E10.5 and 

E11.5 embryos has highlighted that the dorsal domain enhances the production of 

HSCs from E10.5 AoV, while at E11.5 the ventral domain enhances the production 

of HSCs from AoD (Souilhol et al., 2016a). Furthermore, the urogenital ridges 

(UGRs) enhance HSC production from AoV at E10.5 and E11.5. Thus, the position 

of HSCs and their precursors, as well as the cells/signals supporting their emergence, 

appears to be highly polarised in the AGM region (Figure 1-7). To what extent the 

polarisation of the environment influences the polarisation of HSC emergence, or the 

presence of HSCs determines the polarisation of supportive cues, remains an open 

question. Nonetheless, the refined functional understanding of spatial polarity of the 

AGM region provides an important platform for further exploration of molecular 

components regulating HSC emergence and is therefore one of the key foundations 

of this thesis (as discussed in section 1.7). 

 

 

Figure 1-7 Dorso-ventral polarity of the AGM region 

Diagram from (Souilhol et al., 2016a) summarises the polarised distribution of pre-HSCs and 

HSCs in the AGM region as well as the relative contribution of proximal tissues to the 

support of HSC maturation. Noggin, Shh and SCF are key secreted factors that appear to 

contribute to the polarisation of functional support from the niche. 
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1.4.4 Cellular constituents of the AGM region 

The AGM region is a complex environment encompassing multiple cell types 

and developing organs (Figure 1-8). Although the emergence of HSCs appears to be 

associated with the floor of the dorsal aorta, the contribution of surrounding cell 

types is unclear, but likely to have an influential role through both short and long-

range signalling. Therefore, understanding the complete picture of the cellular 

constituents of the niche should aid the elucidation of the full signalling environment 

of the AGM region. 

1.4.4.1 Endothelial cells 

The endothelium – marked by its expression of markers such as VC 

(Lampugnani et al., 1992) and CD31 (Privratsky and Newman, 2014) – is one of the 

primary niche cell types (also a potential HSC precursor) during HSCs ontogeny, 

being one of the main constituents of the aortic wall. It is, however, potentially not a 

uniform cell type. Indeed through lineage tracing in chick, the ventral and dorsal 

aspect of the dorsal aorta have been show to distinct developmental origins with the 

ventral aspect originating from splanchnopleural mesoderm and the dorsal aspect 

from somatic mesoderm (Pardanaud et al., 1996). These diverse developmental 

origins could underlie their functional differences. Moreover, the understanding that 

HSCs, pre-HSCs and intra-aortic clusters only ever arise from arterial and not venous 

endothelium (de Bruijn et al., 2000; Gordon-Keylock et al., 2013; Taoudi and 

Medvinsky, 2007) suggests that the diversity of endothelial cells in the AGM region 

is an important consideration regarding their contribution to the niche environment 

and the HSC precursor lineage. 

1.4.4.2 Perivascular cells  

All vasculature endothelium is surrounded by a layer of non-endothelial, 

perivascular cells attached to the vessel wall (Armulik et al., 2011; Bianco et al., 

2013; Jain, 2003). In the mouse bone marrow, these perivascular cells have been 

shown to have properties of skeletal stem cells such as clonal production of skeletal 

cells lineages, formation of bone-marrow ossicles that are engrafted by 

haematopoietic cells following transplantation, and self-renewal (Méndez-Ferrer et 

al., 2010; Sacchetti et al., 2007). These are interesting properties in the study of 
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haematopoiesis as they apparently can found the structure and regulate the vascular 

organisation necessary for a haematopoietic niche. However the generalisability of 

properties of perivascular cells is a subject of debate, as some claim that cells with 

similar properties of multipotency (indeed even the capacity to generate muscle, 

myocardium, endothelium) can be prospectively isolated from a range of tissues 

based on markers (Crisan et al., 2008; Meirelles et al., 2006). However such studies 

fail to show a robust, and consistent multipotent behaviour of these populations in 

clonal or in vivo assays, unless the cells are subjected to extended periods of culture 

(Bianco et al., 2013). 

An alternative, hypothesis is that through a common mechanism of 

homophilic interaction with endothelial cells (mediated by CD146 and other genes), 

lineage restricted progenitors are recruited from the surrounding tissue to the 

endothelium and have different functional properties depending on the tissue context 

(Bianco et al., 2013; Díaz-Flores et al., 2009; Sacchetti et al., 2007). Although a 

layer of perivascular cells expressing CD146, PDGFRβ and NG-2 has been shown 

around the dorsal aorta (Mirshekar-Syahkal et al., 2014), little is known about the 

functional characteristics of these cells. The osteogenic, adipogenic and 

chondrogenic potential of the AGM after culture has been demonstrated (Mendes et 

al., 2005) but again the lack of clonal assays left the physiological relevance of these 

properties unclear. Given the skeletal potential and – even more interestingly – the 

vasculature modelling potential of cells perivascular to the bone marrow stroma 

(Sacchetti et al., 2007), the idea that perivascular cells may regulate the dorsal aorta 

and consequently HSC maturation in the AGM region is an attractive prospect but 

one which requires experimental support. 

1.4.4.3 Gut 

Ventral to the dorsal aorta is the developing gut. Co-culture experiments with 

the AGM region have shown that the gut provides some key inductive signalling to 

HSC development (Peeters et al., 2009). When cultured with an anti-hedgehog 

blocking antibody this inductive signalling from gut is abrogated, suggesting that the 

inductive signalling is via hedgehog signalling. However, the lack of specificity of 

the application of the blocking antibody obscures the conclusion that the gut itself 

provides hedgehog directly, as this result could be explained by a secondary role of 
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hedgehog signalling in the gut-AGM culture.  Moreover a limitation to the 

conclusions about the role of the gut in this study is the presence of HSCs in the 

vitelline arteries which may contaminate the gut culture (Gordon-Keylock et al., 

2013) 

1.4.4.4 Primordial germ cells 

The gut also contributes to the multi-cellular AGM environment as a source 

of primordial germ cells. Between the mouse embryonic stages E9.5 to E10.5, 

primordial germ cells migrate from the gut, through the ventral mesenchyme to the 

urogenital ridges cells (Medvinsky et al., 1993, 1996; Molyneaux et al., 2001; 

Wakayama et al., 2003; Yokomizo and Dzierzak, 2010). Whether they contribute to 

the development of HSCs is unknown – some studies have proposed that they could 

actually represent the early precursors of HSCs as they have multipotent 

characteristics, appear in the AGM region at the same time HSCs are specified, and 

can produce haematopoietic cells in culture (Rich, 1995). Transplantable HSCs have 

never been traced from a PGC cell of origin, however a dependency on common 

signalling such as SCF and Cxcl12 (Medvinsky et al., 1993, 1996; Molyneaux et al., 

2003; Pesce et al., 1993), could imply a direct or indirect coregulatory interaction or 

perhaps a propensity of the AGM environment to provide key common signalling 

environments for developmental processes. 

1.4.4.5 Mesonephros/mesonephric tubules 

Another notable tissue in the AGM environment is the developing 

mesonephros, an intermediate structure during kidney development. The formation 

of this structure begins with the single epithelial layer mesonephric duct which 

develops in a cranial-caudal direction between E9.5 and E11.5 (Davidson, 2008; 

Dressler, 2006; Vize et al., 2003). As this duct progresses caudally, the mesenchyme 

condenses to produce mesonephric tubules. By E11.5 there are 11 pairs of tubules, 

which sit ventro-lateral to the dorsal aorta. In the mouse, the mesonephros is a 

transient structure that degenerates after E11.5 as its function is replaced by the 

metanephros, which forms the adult kidney. The metanephros is initiated at E10.5 

from a distinct mesenchyme at the level of hindlimb called the metanephric 

mesenchyme. The influence of mesonephros on HSC development has not been 
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demonstrated, however (like PGCs) its appearance and degeneration coincides with 

the initiation of HSCs in the AGM region and it makes a significant contribution to 

the mesenchyme. Furthermore the expression of several genes associated with 

haematopoiesis has been shown in mesonephric tubules, such as Ly-6E (Miles et al., 

1997),  Gata3 (Lakshmanan et al., 1999) and in the mesonephric duct: SCF (Kitl) 

(Souilhol et al., 2016a). Thus, it may be a potentially significant contributor to the 

signalling in the ventral mesenchyme.  

 

1.4.4.6 Sympathetic nervous system 

A role of the sympathetic nervous system has recently been implicated in 

regulation of HSCs of the AGM region (Fitch et al., 2012). In this study Gata3−/− 

embryos exhibited impaired sympathoadrenal differentiation and showed reduced 

functional and phenotypic HSCs compared with wild-type embryos. However, 

treatment with catecholamines was able to rescue HSC numbers in these embryos 

highlighting them as critical regulators. Moreover, AGM tissues from Th−/− 

embryos, which could not synthesize catecholamines, and wild-type AGM regions 

cultured as explants in the presence of a tyrosine hydroxylase inhibitor, also showed 

a reduction in HSC numbers. 

 

1.4.4.7 Haematopoietic cells 

Haematopoietic cells have a potential contribution to the AGM niche 

environment in many regards. Cells budding from the aortic lumen are exposed to 

the full blood circulation, which can carry signalling molecules from any tissue. The 

budding intra-aortic clusters may host a mixture of HSCs and progenitors, which 

may cross signal to each other. In bone marrow macrophages have been shown to 

regulate retention of HSCs in the bone marrow niche (Chow et al., 2011). The role of 

macrophages in the developmental niche remains unclear, although macrophage-

colony-stimulating factor has been shown to reduce the number of haematopoietic 

progenitors in favour of endothelial cells in culture, and consequently OP9 cells, 

derived from M-CSF negative osteopetrotic (op/op) mice is a suitable stromal 

support for AGM culture (Minehata et al., 2002; Nakano et al., 1994). On the other 
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hand macrophages have been shown to mediate HSPC migration through the AGM 

stroma in zebrafish (Travnickova et al., 2015).  

1.4.4.8 Osteogenic cells 

In the adult bone marrow, osteoblast cells have been proposed to play and 

important role in regulating HSC numbers. In the AGM region, the expression of 

markers of osteogenic cells has been described (Mascarenhas et al., 2009; Mirshekar-

Syahkal et al., 2014), however whether there is a functional basis to this is not 

known. 

 

Figure 1-8 The cell composition of the AGM region 

Schematic represents the different cell types constituting the mouse AGM region at E10.5. 

Representative symbols are described in the key and include perivascular cells, endothelial 

cells, mesonephric tubules, mesonephric ducts, sympathetic nervous system, primordial 

germ cells (PGCs) and haematopoietic cells.  

1.5 The molecular regulation of HSC specification 

The elucidation of the time, place, and lineage from which HSCs first emerge 

prompts the question of exactly how this transition is executed through a 

combination of molecular events within the developing cells and signalling cues 

from the environment. As HSCs cannot be cultured long term in vitro, this work has 

largely relied on in vivo studies of genetically modified mice. A number of 

regulatory molecules have been elucidated based on their knockout phenotypes, but 
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often the details of their action, or even whether they act in a cell-autonomous or 

non-cell autonomous fashion, remain elusive. In this section I will discuss the current 

understanding of the main molecular regulators of HSCs broadly divided into the 

transcription factors driving cell-autonomous regulation and the signalling pathways 

involved in non-cell autonomous regulation. Moreover I will briefly discuss how this 

understanding is being applied to seek methods for de novo HSC specification. 

1.5.1 Transcription factors 

Transcription factors are the key molecules defining cell identity. By 

regulating expression of a large number of genomic regions and, importantly, 

regulating each other, they can maintain a stable cell state or drive the transition into 

a new state. Therefore, understanding the essential transcription factors for 

establishment or maintenance of HSCs is an important area of research. A number of 

transcription factors, which are often aberrantly expressed in leukaemia, have been 

shown to have a regulatory role in haematopoiesis through in vivo studies of 

knockout mice. 

The following discussion concerns three groups of regulators: key regulators 

of both primitive and definitive haematopoiesis, Scl and Lmo2; transcription factors 

that, interestingly, appear to act only on the maturation of HSCs (or endothelial to 

haematopoietic transition); and finally a group of regulators of HSC self-renewal 

HoxB4, HoxA9, PU.1, Erdr1, and cFos that expand existing HSCs. 

 

1.5.1.1 Scl/Tal 

The basic helix-loop-helix transcription factor Scl/Tal is a critical regulator of 

haematopoiesis. First discovered as a common aberrantly activated gene in T-cell 

leukaemias (Aplan et al., 1990; Brown et al., 1990) it has been shown to be essential 

for primitive and definitive haematopoiesis in the murine embryo. Double knockout 

mice die around E9.5, and show a complete lack of haematopoiesis in the yolk sac or 

embryo (Robb et al., 1995; Shivdasani et al., 1995). Furthermore, chimeric mice 

show that Scl knockout cells fail to contribute to definitive haematopoiesis later in 

development (Porcher et al., 1996) suggesting that Scl/Tal1 is a fundamental 

regulator of the haematopoietic cell lineage. 
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Conditional deletion in Mx1-Cre mice (when cre is expressed  drives 

knockout after induction by interferon) studies suggest that Scl is indeed dispensable 

to HSC self-renewal, engraftment and differentiation (Mikkola et al., 2003). 

However a double knockout of Lyl1/Scl in adult abrogates their repopulating 

function and leads to apoptosis (Souroullas et al., 2009) suggesting that the role of 

Scl in steady state haematopoiesis is perhaps preserved through the action of a 

functionally redundant molecule.   

1.5.1.2 Lmo2 

The LIM-finger protein Lmo2, another aberrantly regulated gene in T-cell 

leukaemia, has been shown to abrogate haematopoiesis in knockout mice (Warren et 

al., 1994). These embryos fail to form blood islands in the yolk sac, do not form 

erythroid cells in the embryo or yolk sac and die at E10.5. In adult chimeric mice, 

cells derived from Lmo2-/- ES cells fail to contribute to any adult haematopoiesis, 

suggesting that, like Scl, Lmo2 is an essential regulator of both primitive and 

definitive haematopoiesis. 

1.5.1.3 Runx1 

Runx1 is believed to be a core regulator of definitive HSCs and has been 

extensively studied in the last 20 years. Also known as a member of the core binding 

factors (CBF) family or AML1, Runx1 was first cloned due to its association with 

the t(8;21) translocation which is frequently found in patients suffering from acute 

myeloid leukaemia (Miyoshi et al., 1991). Homozygous knockout of Runx1 leads to 

embryonic death between E12.5-E13.5 and is associated with haemorrhaging and a 

lack of mature haematopoietic cells in foetal liver (Sasaki et al., 1996; Wang et al., 

1996a, 1996b) suggesting a specific effect on definitive haematopoiesis (in which 

HSCs are formed).  

Subsequent analysis has shown that Runx1 is expressed in the endothelial and 

mesenchymal cells at all sites of HSC specification including the AGM region, 

vitelline and umbilical arteries and yolk sac (North et al., 1999). In Runx1 knockout 

mice, intra-aortic clusters fail to form, therefore combined with the haematogenic 

endothelium theory of HSC formation, this could suggest that Runx1 is expressed in 

precursors of HSCs and is necessary to facilitate the transition from HSC precursors 
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(or haematogenic endothelium) into mature HSCs (Medvinsky et al., 2011; Speck 

and Gilliland, 2002; Swiers et al., 2010; Yokomizo et al., 2001). 

Whether Runx1 is associated with the specification or maintenance of HSCs 

is subject to debate. Establishing the exact time in which Runx1 knockout blocks 

HSC development requires careful in vivo genetic experiments to precisely time the 

knockout. Such experiments have suggested the Runx1 is necessary to promote the 

maturation from VE-cad+CD45−CD41+ (Type I pre-HSC) to VE-

cad+CD45+CD41+ (Type II pre-HSC) but not earlier (Liakhovitskaia et al., 2014). 

While deletions of Runx1 under a Vav1-Cre system indicate that Runx1 is 

dispensable in mature HSCs (Chen et al., 2009). Thus, Runx1 appears to have a key 

cell autonomous role in driving the maturation of the HSC precursor lineage.  

1.5.1.4 GATA family 

The Gata family of transcription factors has six members, which share a 

common zinc-finger DNA-binding motif. These are broadly divided into the class of 

haematopoietic regulators: Gata1, Gata2 and Gata3 (Orkin, 1995); and cardiac 

regulators: Gata4, Gata5, Gata6 (Charron and Nemer, 1999; Molkentin, 2000) 

although there may be some function outside of these tissues (Bresnick et al., 2012). 

Of the three haematopoietic regulators, Gata2 has been strongly associated 

with HSC function specifically (Ling et al., 2004; Tsai and Orkin, 1997; Tsai et al., 

1994). Gata2 homozygous knockout embryos die around E10.5 and exhibit severe 

anaemia. In chimeric mice, Gata2-/- cells are able to contribute to primitive 

erythrocytes but do not contribute to foetal liver or bone marrow, suggesting that 

Gata2 is specifically required for definitive haematopoiesis (Tsai et al., 1994). Mice 

with a dose deficiency of Gata2 show a reduced capacity to initiate or expand HSCs 

in culture of AGM region, but not yolk sac or foetal liver. Moreover bone marrow 

HSC numbers remain normal in Gata2+/- mice, but their capacity for secondary 

transplantation or competitive repopulation is markedly reduced (Ling et al., 2004). 

Thus, the function of Gata2 is potentially specific to the initiation and expansion of 

HSCs. 
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1.5.1.5 Gfi1 

Gfi1 was first identified as a transcription factor capable of conferring 

growth-factor independent proliferation of T-cell lymphoma cell lines and Th2 cells 

(Akagi et al., 2004; Gilks et al., 1993; Zhu et al., 2002) but has also been shown to be 

expressed in HSCs (Phillips et al., 2000). Although knockout mice are not embryonic 

lethal, they have a reduced capacity to serially transplant mice, and are rapidly out-

competed in competitive transplantation studies (Hock et al., 2004a). In concert with 

the increase proliferation rate in knockout mice, Gfi1 is believed to be a critical 

factor in restricting the proliferation rate of HSCs therefore retaining the pool of 

functionally integral HSCs.  

Gfi1 has also be proposed as a regulator of endothelial to haematopoietic 

transition as overexpression was able to rescue the formation of haematopoietic 

colonies and CD41+ cells in Runx1-/- mice (Lancrin et al., 2012). 

1.5.1.6 Other regulators of HSC self-renewal 

Whilst the transcription factors described above appear to be key to 

establishment of the haematopoietic lineage, a number of other factors appear to 

regulate HSC functionality. Bmi1 (Lessard and Sauvageau, 2003; Park et al., 2003), 

Etv6 (Hock et al., 2004b) and PU.1 (Burda et al., 2010), knockouts result in adult 

HSC defects while Sox17 knockout has reduced foetal liver HSCs (Kim et al., 2007).  

Furthermore, HoxB4, HoxA9, PU.1, Erdr1, and cFos expand HSC activity when 

overexpressed in vitro (Deneault et al., 2009).  

Many of the essential transcription factor regulators of HSCs have been 

identified in the last 25 years. This is often through the examination of a knockout 

mouse line which shows a haematopoietic deficiency, usually manifesting as 

lethality around E10.5, when definitive haematopoiesis is being initiated. However, 

establishing a deeper understanding of whether their role is in initiation, self-

renewal, differentiation or engraftment in HSCs remains more challenging and relies 

on precisely regulated in vivo genetic experiments, as early lethality can obscure an 

essential role later on in development. Moreover, regulators of HSC functions such 

as self-renewal, or partial functional redundancy between transcription factors, may 

not be apparent from steady state numbers of HSCs in vivo. In these cases, 

competitive repopulation studies can be highly informative. Finally, since some of 
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these transcription factors are expressed in non-HSC cells (e.g. Runx1), exclusivity 

of these functions to the HSC lineage, or whether they act through a secondary 

mechanism (such as the niche cells) will be important to establish. As it stands, the 

full picture of transcriptional regulation of HSCs has not been elaborated, but all 

progress in this area has a major effect on the ability to model HSC behaviour, and 

potentially derive this in vitro.  

1.5.2 Non-cell autonomous regulators of HSC emergence 

Given the key role of the niche in defining HSC behaviour in the adult and 

during development, understanding the mediators of these niche regulators can give 

important insight into how HSCs can be controlled in vitro. Secreted molecules are 

important effectors of long and short-range signals between cells. A number of such 

molecules that have a significant impact on the regulation of HSCs have been 

elucidated and are discussed here, with particular focus on the regulation of HSC 

molecules that ontogeny.  

1.5.2.1 Stem cell factor 

Stem cell factor (SCF) or Kit-ligand (Kitl) is a secreted protein that acts 

through binding of cKit receptor. As cKit is found on all HSCs throughout 

development and adulthood (Gekas et al., 2005; Morrison et al., 1995; Ogawa et al., 

1991; Rybtsov et al., 2014; Sánchez et al., 1996), and defects in the receptor have 

been shown to reduce Thy-1
lo

Lin-Sca-1
+
 and CFU-S numbers (Ikuta and Weissman, 

1992) as well as causing embryonic death due to anaemia (Broudy, 1997), SCF has 

been an important focus in the elucidation of secreted regulators of HSCs. In the 

adult bone marrow, perivascular cells have been shown to produce the primary 

source of SCF as conditional deletion with cre-recombinase under the regulation of 

leptin receptor expression leads to depletion of bone marrow HSCs (Ding et al., 

2012). 

Addition of SCF to cultures of foetal liver cells has been shown to increase 

the survival of HSCs ex vivo (Bowie et al., 2007b). SCF has also been added to 

cultures of HSC precursors from E11.5, E10.5 and E9.5 and has been shown to be 

necessary for the 150-fold expansion of HSCs from E11.5 AGM culture and 

sufficient to drive the maturation of pro-HSCs and Type I pre-HSCs (in the presence 
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of serum and other niche cells) (Rybtsov et al., 2011, 2014, 2016; Taoudi et al., 

2008). SCF is expressed broadly in the ventral side of the AGM region (Souilhol et 

al., 2016a) and in the adult bone marrow its functional role is restricted to the 

endothelial and perivascular niche (Ding et al., 2012). 

1.5.2.2 Interleukin 3 

IL3 deficient mice have been shown to have normal blood counts, CFU-Cs 

and repopulating HSCs (Lantz et al., 1998; Mach et al., 1998) suggesting that IL3 

does not affect steady state haematopoiesis. However during development, IL3 

deficient mice have reduced HSC numbers in the AGM region, yolk sac and 

placenta, compared to wild-type controls, as well as in explant culture (Robin et al., 

2006). Exogenous addition of IL3 has been shown to significantly contribute to the 

150-fold expansion of HSCs in E11.5 reaggregate culture (Taoudi et al., 2008), but 

only with a role in progression of Type II pre-HSCs to HSCs suggesting its role is 

specific to stage (Rybtsov et al., 2014). 

1.5.2.3 Flt3-ligand 

Flt3-ligand is a soluble homodimeric protein expressed in bone marrow cells 

and myeloid and lymphoid haematopoietic cell lines which engages with Fms-

tyrosine kinase 3 (Flt3) (Gilliland and Griffin, 2002). Intraperitoneal and 

subcutaneous injections of the ligand have been shown to increase the number of 

CFU-Cs and phenotypic HSCs (estimated by lin-Sca1+Kit+ cells) in the peripheral 

blood, suggesting that it drives the mobilisation of HSCs from the bone marrow into 

the peripheral blood (Brasel et al., 1996). Flt3l knockout mice show a mild reduction 

in colony forming cells, dendritic cells and natural killer cells (McKenna et al., 2000)  

but not HSCs in adult (Sitnicka et al., 2002), or foetal liver (Buza-Vidas et al., 2009). 

However, in ex vivo reaggregate culture of E11.5, FLT3L has been shown to act 

synergistically with SCF and IL3 to promote HSC expansion. As Flt3l knockout 

mice have not been examined at this embryonic stage, it is not clear whether this is a 

required or redundant function in the regulation of HSC maturation. 

1.5.2.4 Notch signalling pathway 

Notch signalling is a common regulator of developmental cell fate decisions. 

The Notch family of proteins (Notch1, Notch2, Notch3, Notch4) serve an unusual 
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function as both cell surface receptors and intra-cellular transcriptional regulators, 

and thus provide an important mechanism by which cells can directly regulate the 

gene expression of their neighbours (Milner and Bigas, 1999).  A failure of Notch1-/- 

ES cells to contribute to the adult haematopoietic system in chimeric mice suggests 

that Notch signalling is essential for regulation of HSCs during development 

(Hadland et al., 2004). As well as Notch1, its ligands Jag1 and Jag2, and its target 

Hes1 are ventrally expressed in the mouse E9.5 and E10.5 dorsal aorta, implicating 

them in the time and place of HSC maturation (Robert-Moreno et al., 2005, 2008). 

However inducible expression of DNMAML, a dominant negative regulator of 

Notch signalling, and conditional deletion of Rbpj (the transcription factor regulated 

by the intracellular notch domain) demonstrate that Notch signalling is dispensable 

for adult haematopoietic stem cell function (Maillard et al., 2008). 

Recently, use of a destabilised GFP reporter of the Notch target, Hes1, 

demonstrated that Notch signalling is active in HSC precursors as early as E10.5, 

while its activity is decreased in pre-HSCII at E11.5 (Souilhol et al., 2016b). 

Moreover the use of Notch inhibitors in reaggregate culture show that the 

dependency on Notch signalling is reduced during this time window, therefore 

confirming that Notch activity is important for the early stages of HSC specification, 

but that its role is dispensable once mature HSCs have formed. 

1.5.2.5 Hedgehog signalling pathway 

Conditional deletion of the hedgehog signalling target smoothened (SMO) 

using the Mx1-Cre mouse line, has demonstrated that hedgehog signalling is 

dispensable to adult HSC function (Gao et al., 2009). In zebrafish hedgehog (Hh) 

mutants, or Hh inhibitor treated cells have defects in adult but not embryonic 

haematopoiesis. This is via interference with migration of endothelial progenitors 

and arterial gene expression (Gering and Patient, 2005). In the mouse the expression 

of Hh in the gut ventral to the AGM region, and the reduction in HSC production 

after Hh inhibition has again implicated it as a regulator of HSCs/HSC emergence 

(Peeters et al., 2009).  

Although the role of Hh has been proposed as a mechanism by which HSC 

emergence is inhibited from the dorsal side of the dorsal aorta, reaggregate culture 

studies have shown that the AoD in fact has a positive effect on HSC maturation 
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from the AoV and Shh may be one of the key mediators of this effect (Souilhol et al., 

2016a). 

1.5.2.6 BMP signalling pathway 

The role of BMP signalling in the regulation of HSCs in the adult and in the 

developing embryo is subject to debate. A double knockout of Smad1 and Smad5 

suggests that BMP signalling is dispensable in adult and foetal liver HSCs (Singbrant 

et al., 2010). On the other hand, in the adult bone marrow, block of BMP signalling 

can induce osteogenic niche cells, which correlates with an increase in HSC numbers 

(Zhang et al., 2003). Studies of perfusion of bone marrow with the BMP inhibitor 

Noggin, show high numbers of repopulated mice and suggest that the concomitant 

increase in Cxcl12 expression may indicate that BMP inhibits homing to the bone 

marrow (Khurana et al., 2014). These results suggest that in the adult, BMP exerts a 

non-cell autonomous role of HSC regulation by potentially influencing the homing 

signals in the niche. 

In the embryo, the role of BMP signalling is less clear. Bmp4 expression is 

polarised to the ventral domain of the AGM region (Durand et al., 2007; Marshall et 

al., 2000; Wilkinson et al., 2009) where HSCs are preferentially identified. In 

zebrafish, it has been suggested that Bmp4 is responsible for the ventral polarisation 

of HSC emergence as a conditional ablation of the receptor reduced the number of 

runx1+ cells (putative HSCs) (Wilkinson et al., 2009). High Bmp levels have also 

been shown to enhance survival of HSCs in ex vivo culture of placenta (Bhatia et al., 

1999). From these observations it has been proposed that Bmp4 is positive regulator 

HSC specification during development.  

In mouse, Bmp4 has been shown to have higher expression in AGM stromal 

cell lines that support HSCs in culture relative to non-supportive lines (Durand et al., 

2007). Subsequently, explant culture of E11 AGM in the presence of BMP4 led to an 

increase in repopulated mice from 58% to 77% of mice injected. Recently this result 

has been challenged with the finding that a reaggregate culture of E11.5 and E10.5 

AGM generate fewer HSCs when BMP4 was present (Souilhol et al., 2016a). 

Reasons for this discrepancy may be due to the different culture conditions used. A 

culture system that supports expansion and maturation of HSCs from E11.5 AGM 

would expect to produce saturating levels of repopulation when mice are injected 
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with 1 embryo equivalent (ee) (Souilhol et al., 2016a). But in the first study (Durand 

et al., 2007) a relatively low level of repopulation was achieved in all conditions, 

suggesting that the culture system may be measuring HSC survival rather that 

maturation. The inhibitory effect of BMP4 on HSC maturation has been further 

supported by the rescue effect of HSC maturation in culture in the presence of the 

BMP inhibitor: Noggin (Souilhol et al., 2016a). 

Further studies in mouse, have added confusion regarding the role of BMP in 

HSC development as, use of a reporter for BMP signalling has indicated that all 

repopulating HSCs in the E11.5 AGM region have been activated by BMP (Crisan et 

al., 2015). Although apparently contradictory to the inhibitory role of BMP 

signalling for HSC development (Souilhol et al., 2016a) these two findings could be 

reconciled by a more precise understanding of the timing of BMP signalling. (Crisan 

et al., 2015) use a mouse with a EGFP (enhanced green fluorescent protein) reporter 

fused to a BMP responsive element (BRE), a DNA sequence from the Id1 promotor 

that is bound by phosphorylated-SMAD following engagement of the BMP receptor 

with a BMP ligand (Korchynskyi and Dijke, 2002; Monteiro et al., 2008). The details 

of this system are not stated in full detail, but a conventional EGFP has a half-life > 

24h (Li et al., 1998). Consequently, BRE-GFP HSCs transplanted from E11 AGM 

region could have been activated by BMP earlier than E10 and retained the GFP 

marker, which could still fit the model that BMP signalling can inhibit HSC 

development later on at E11-E11.5.  

Thus, the role of BMP in the regulation of HSCs remains unclear, but appears 

to be complex and context-dependent. To elucidate BMP’s precise role, particularly 

during embryonic development, experimental interrogation must precisely define the 

timing at which is it required, and the processes it regulates (e.g. maturation or 

maintenance). Moreover, given the numerous ligands, receptors and modulators of 

the BMP signalling pathway, a broader characterisation of the pathway activation in 

the AGM region may help explain the mechanism of signalling. 

 

1.5.2.7 Retinoic acid 

Retinoic acid (RA), a small lipophilic ligand for nuclear RA receptors, is 

processed from vitamin A through the action of intracellular aldehyde 
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dehydrogenases (ALDHs). The activity of aldehydrogenases, and therefore capacity 

of these populations to synthesise retinoic acid, can be detected through a fluorescent 

metabolic product (aldefluor) that can be detected by FACS.  HSCs in the bone 

marrow have been shown to be aldefluor positive (Aldh+) (Armstrong et al., 2004; 

Hess et al., 2004) suggesting that they the pathway is actively signalling in these 

cells. Moreover, RAR-γ has been show to maintain the HSC population in adult bone 

marrow (Purton et al., 2006; Walkley et al., 2007). 

More recently, retinoic acid has recently been described as a regulator of 

HSC development from early precursors in the AGM region (Chanda et al., 2013). 

Both retinoic acid receptors, RAR-α and RAR-γ, were expressed in HSC precursors 

(AA4.1+/VEC+) of the E10.5 and E11.5 AGM region. All AGM HSCs were found 

in the Aldh+ population. Moreover deletion of retinal dehydrogenase 2 (Raldh2) 

abrogated repopulation from AGM HSCs while culture of E11.5 with RA signalling 

agonist increased the production of HSCs. Therefore retinoic acid signalling via 

RAR-α is an important regulator of HSC development. 

 

1.5.2.8 Inflammatory signalling pathways 

Inflammatory signalling is usually mediated by secreted cytokines which 

indicate cellular stress or damage or infection. In the context of a mature, developed 

haematopoietic system, these usually serve to activate or mobilise immune cells such 

as macrophages. Recently, adult HSCs have been shown to exit their relatively 

dormant state after induction the key inflammatory cytokines interferon alpha (IFN-

α) and interferon gamma (IFN-γ) (Baldridge et al., 2010; Essers et al., 2009). 

Furthermore, studies in zebrafish (Sawamiphak et al., 2014) and murine models (Li 

et al., 2014) have implicated IFN-γ as a positive regulator of HSC development in 

the embryo. Zebrafish knockdowns (Sawamiphak et al., 2014) and mouse knockouts 

(Li et al., 2014) of IFN-γ and its cognate receptor, both showed a loss in HSPCs and 

HSCs respectively in the AGM region. Moreover, knockdowns of TNF receptors 

(most strikingly Tnf2) in zebrafish also resulted in loss of HSPCs in the aortic floor. 

In both (Sawamiphak et al., 2014) and (Espín-Palazón et al., 2014), these pro-

inflammatory signals were proposed to converge on the Notch pathway to promote 

HSPC emergence from the endothelium. Whether this is the case in mouse remains 
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to be shown, particularly whether this model could reconciled with the transient 

requirement of Notch signalling for early pre-HSC maturation (previously discussed 

in section 1.5.2.4). IFN-α has also been suggested as a mechanism by which HSCs 

from the AGM region progress into a more mature state found in foetal liver (Kim et 

al., 2016). Therefore pro-inflammatory signalling appears to regulate HSC behaviour 

at all stages of their life span, although whether the same functions are affected in 

each stage remains unclear. 

1.5.2.9 Wnt signalling pathway 

Study of the role of Wnt/β-catenin in adult HSCs has produced some 

apparently contradictory results. Deficiency of β-catenin  or Wnt3a  is required for 

maintaining adult HSCs (Luis et al., 2009; Reya et al., 2003) while other studies have 

shown that in the absence β/γ-catenin genes, normal haematopoiesis was possible 

(Jeannet et al., 2008; Koch et al., 2008). On the other hand, over-expression or gain-

of-function mutations of β-catenin in vivo appear to exhaust the pool of HSCs 

through excessive cycling (Kirstetter et al., 2006; Scheller et al., 2006). Thus, it 

appears a careful balance of Wnt signalling is required to maintain normal adult 

haematopoiesis. 

During mouse embryonic development, Wnt signalling has been shown to be 

transiently required (Ruiz-Herguido et al., 2012) as explant culture of E10.5 AGM 

region with the Wnt inhibitor, PKF-115-584, resulted in a reduction of HSCs but 

culture of E11.5 AGM region showed no difference in HSC production when 

cultured with the inhibitor. 

 

1.5.2.10 Others secreted regulators of HSC function 

Additional secreted proteins such as thrombopoietin (TPO), Insulin-like 

growth factor 2 (IGF-2), fibroblast-growth factor 1 (FGF-1) and angiopoietin like 2 

and 3 have been shown to expand HSC numbers ex vivo (Zhang et al., 2006), 

although their role during development hasn’t been studied. Cxcl12 is essential for 

homing and engraftment to the bone marrow niche, as seen by failure of HSCs to 

engraft Cxcl12-/- mice (Ara et al., 2003). Non-murine models have also 

demonstrated the possible contribution of vascular endothelial growth factor (VEGF) 
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to HSC development. This ligand for FLK1 tyrosine kinase has been shown in 

zebrafish to be required for HSPC formation (Gering and Patient, 2005) but the role 

in mammals remains unclear. 

 

Pathway 
Role in adult HSC 
behaviour 

Role in HSC formation 
during development 

Dorso-ventral 
polarisation in the 
AGM region 

SCF 

cKit receptor 
expressed on all HSCs 
(Gekas et al., 2005; 
Morrison et al., 1995; 
Ogawa et al., 1991; 
Rybtsov et al., 2014; 
Sánchez et al., 1996) 

Promotes maturation of 
pro-HSC to Type I pre-HSC 
(Rybtsov et al., 2014); 
promotes HSC survival in 
foetal liver (Bowie et al., 
2007b) 

SCF is ventrally 
polarised (Souilhol et 
al., 2016a) 

Interleukin 

IL3 deficient  mice 
have normal steady 
state haematopoiesis 
(Lantz et al., 1998; 
Mach et al., 1998) 

IL3 knockout mice have 
reduced HSC numbers in 
the AGM region, YS and 
placenta (Robin et al., 
2006) ; contributes to the 
progression of Type I pre-
HSCs to HSCs (Rybtsov et 
al., 2014) Not known 

Flt3 

Subcutaneous 
injection drives HSC 
mobilisation into 
peripheral blood 

Promotes HSC maturation 
in culture long with SCF 
and IL3 (Taoudi et al., 
2008) Not known 

Notch 

Dispensable in adult 
HSCs (Maillard et al., 
2008) 

Required for pre-HSC 
maturation but 
dispensable in mature 
HSCs (Hadland et al., 
2004; Souilhol et al., 
2016b) 

Ventral expression of 
Jag1, Jag2, Notch1, 
Hes1 (Robert-
Moreno et al., 2005, 
2008) 

Hedgehog 
Dispensable in adult 
HSCs (Gao et al., 2009) 

Mediates the 
enhancement of HSC 
maturation in AoV by 
AoD (Souilhol et al., 
2016a) 

Shh is dorsally 
polarised (Souilhol et 
al., 2016a) 

BMP 

Dispensable in adult 
HSCs (Singbrant et al., 
2010); blocking BMP 
signalling may 
facilitate homing and 
engraftment (Khurana 
et al., 2014) 

May promote HSC 
survival in explant culture 
(Durand et al., 2007); 
inhibits HSC maturation 
in reaggregate culture 
(Souilhol et al., 2016a) 

BMP4 is ventrally 
polarised (Durand et 
al., 2007; Marshall et 
al., 2000; Wilkinson 
et al., 2009) 

Retinoic acid 

Bone marrow HSCs are 
Aldh+(Armstrong et 
al., 2004; Hess et al., 

Essential for embryonic 
HSC development 
(Chanda et al., 2013) 

Homogenously 
distributed (Chanda 
et al., 2013) 
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2004); RAR-
γ  regulates HSC 
maintenance (Purton 
et al., 2006; Walkley et 
al., 2007) 

Inflammatory 
signalling 

Both positive 
(Baldridge et al., 2010) 
and negative (Snoeck 
et al., 1994) roles 
shown previously 

Positive role of IFN-γ and 
TNF-α on HSC/HSPC 
development in the AGM 
region (Espín-Palazón et 
al., 2014; Li et al., 2014; 
Sawamiphak et al., 2014)   

Wnt 
signalling 

Controversial, both 
positive and negative 
roles described 

Required transiently for 
HSC maturation (Ruiz-
Herguido et al., 2012) 

Appears 
homogenous around 
aorta endothelium 
(Ruiz-Herguido et al., 
2012) 

 

 

1.5.3 Directed differentiation and de novo HSC formation in vitro 

One of the fundamental goals of HSC biology is the ability to form HSCs de 

novo in vitro as a source of HSCs for molecular study, disease modelling, and 

potentially transplantation. Two main approaches aim to achieve this, both relying on 

lessons learned from molecular studies of the in vivo system. One approach is, 

analogous to reprogramming cells to a pluripotent state with “Yamanaka factors” 

(Takahashi and Yamanaka, 2006), to introduce the essential transcription factors 

expressed in HSCs to establish the transcriptional circuitry and therefore function of 

HSCs. The identification of transcription factors necessary for steady state 

haematopoiesis and development have been applied in a number of studies which 

were capable of producing haematopoietic cells from mature somatic cells, although 

not transplantable HSCs (Batta et al., 2014; Mitchell et al., 2014; Pereira et al., 2013; 

Sandler et al., 2014; Szabo et al., 2010). Refining the understanding of the initiators 

and maintainers of HSCs in vivo may help the production of transplantable HSCs in 

this manner.  

Another approach for clinical research and potential therapeutic use would be 

to direct differentiation from ES cells or patient-derived induced pluripotent stem 

cells (iPSCs) using external regulatory cues. The advantages of this approach are that 

ES cells can be expanded indefinitely in vitro providing a rich (and genetically 
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tractable) supply; ES-like cells can be generated from any differentiated cell so can 

model a genetic abnormality of a patient, or could provide an autologous source of 

cells; and directed differentiation avoids the need for extensive genetic modification 

(e.g. retroviral transfection) before transplantation. The strongest efforts so far have 

produced ventral mesoderm by culturing embryoid bodies with BMP4 which 

increased the progenitor numbers and progenitor self-renewal (Chadwick et al., 

2003). Others have cultured ES cells with bone marrow derived stromal cells 

(Kaufman et al., 2001; Vodyanik et al., 2005). However, these protocols have only 

produced cells capable of producing haematopoietic colonies in vitro. The failure of 

these protocols to produce transplantable cells has led to the hypothesis that the cells 

produced are more like primitive progenitors found in the yolk sac (Keller et al., 

1993; Vo and Daley, 2015). Thus, an essential strategy to achieve differentiation of 

the definitive haematopoietic system will be to identify the key signalling which 

differs between primitive haematopoiesis and definitive haematopoiesis in vivo. 

 

1.6 Sequencing technologies: an opportunity for large-scale 

characterisation of stem cell systems 

Development of technology is closely associated with leaps in scientific 

insight. The field of genomics and transcriptomics is currently a key driver in the 

molecular characterisation of stem cell systems. The ability to quantify the 

expression of every gene in a cell has an enormous impact on the elucidation of the 

defining features of a cell type, the instructional changes that drive cells to 

differentiate, and the impact of environmental, or intracellular changes.  

This section will briefly discuss how genome-wide technologies have been 

developed, and how recent applications of such technologies have provided novel 

insight into a number of aspects haematopoietic stem cell research. 

1.6.1 The development of transcriptome expression profiling  

Genomics and transcriptomics are built on the foundations of molecular 

biology: the structure of DNA (Watson and Crick, 1953), the nature of information 

encoding in genomes (Nirenberg and Matthaei, 1961), and the elucidation of this 

information transfer as a “central dogma” that DNA is transcribed as RNA and 
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translated into protein (Crick, 1970). Due to the inherent linearity of DNA and RNA, 

and their capacity for exponential amplification, the development of technologies to 

measure and quantify their information has greatly outstripped technologies that 

measure protein types. Consequently, measurement of gene expression is often used 

as a proxy for the characterisation of protein effectors of cell signalling. 

These technologies have developed in two parallel, but highly interlinked 

streams: the physical development of sequencing machinery; and the methods of 

information processing and storage. 

1.6.1.1 Transcriptomic technology development 

Major developments in DNA sequencing technologies started with the 

invention of the Maxam Gilbert and Sanger sequencing methods (Maxam and 

Gilbert, 1977; Sanger et al., 1977). Due to its preferable radiation-free methodology, 

Sanger sequencing was widely adopted and, following developments in 

parallelisation and automation, eventually led to the landmark completion of the first 

human genome sequence (Consortium, 2004; Lander et al., 2001; Venter et al., 

2001). This was quickly followed by the mouse genome (Chinwalla et al., 2002) and 

many other key model organisms. 

Although elucidating the sequence of the full genome is important, to 

understand the dynamics of how this information is used in biological contexts, the 

expression products of the genome (i.e. RNA) must be identified and quantified. One 

of the earliest technologies that enabled this on a large-scale is the microarray. The 

principle of this is to fix a reference set of probes, representing known transcripts, to 

a chip and apply a sample of interest (Lockhart et al., 1996; Schena et al., 1995, 

1996; Southern et al., 1992). Through hybridisation of probes with fluorescently 

labelled cDNA, the relative quantity of RNA species in the sample is inferred by the 

fluorescent signal on the chip. Following commercialisation of these microarrays, 

they have been widely applied in many fields (Hughes et al., 2001; Lipshutz et al., 

1999; Morozova et al., 2009; Stoughton, 2005). However microarray technology 

faces a number of drawbacks: the dynamic range of the hybridisation technology 

does not appear to represent the dynamic range of gene expression, and there is an 

inherent bias in the detection of RNA species as the microarray probes are designed 

on prior information (Mortazavi et al., 2008; Wang et al., 2009). Although, the 
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development of tiling arrays – high density oligonucleotide arrays representing all 

sense and antisense strands of then genome – has reduced the prior assumptions 

about transcribed regions required, novel splice isoforms or non-mRNA molecules 

are more accurately identified by de novo identification i.e. sequencing (Agarwal et 

al., 2010).  

Since the human genome project, there has been a major drive to reduce the 

costs and increase the throughput of sequencing technologies. This was enabled by 

the development of “next generation” or “massively parallel” sequencing methods 

which have been made available as commercial technologies such as Roche/454, 

Illumina Genome Analyser IIX, Applied Biosystems SOLiD, and more recently 

Illumina HiSeq, Pacific Biosciences RS platform (English et al., 2012) and Oxford 

Nanopore (Mikheyev and Tin, 2014; Stoddart et al., 2009). Many of these 

technologies achieve such high throughout sequencing through some common 

concepts. First, elimination of the cloning step during sample preparation and 

replacement with PCR based amplification of the fragmented sample (fixed to a 

surface, or in droplets of an emulsion) reduces time, cost, and species-specific biases. 

Secondly, using “sequencing-by-synthesis” enables massive parallelisation of the 

sequencing. Although different detection chemistries are used, the common principle 

is to label nucleotides (with fluorescence or chemiluminescence), so that as they are 

correctly incorporated to synthesised sequence they release a chemical signal 

(Margulies et al., 2005; Shendure et al., 2005). In the case of SOLiD parallel 

sequence detection is though rounds of labelled di-base primer ligation that are used 

to detect the sequence (Valouev et al., 2008). For PacBio single molecule real time 

sequencing uses zero-mode waveguides (English et al., 2012). Nanopore 

technologies measure a signal change (e.g. current) as a molecule translocates 

through a protein nanopore (Stoddart et al., 2009). In all cases, the number of 

fragments that can be sequenced in parallel is therefore in the order of millions as 

opposed to hundreds by capillary-based sanger sequencing (Bentley, 2006), so 

samples can be sequenced at a genome-wide or transcriptome-wide scale at 

reasonably low cost.  

One remaining limitations of sequencing is the inability to sequence long 

reads accurately. In many contexts, where a reference genome is available, this can 
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be overcome computationally. However for some purposes, such as sequencing 

novel genomes or novel transcripts, this is important. A number of technologies such 

as Pacific Biosciences RS platform (English et al., 2012), and most prominently 

nanopore-based technologies, are currently in development aim to achieve this goal 

(Mikheyev and Tin, 2014; Stoddart et al., 2009).  

Thus sequencing can be performed at a large scale to any DNA sample, 

whether from reverse-transcribed RNA (RNA-sequencing), whole genomes or DNA 

enriched by other methods. Many aspects of cell regulation can therefore be 

investigated from genome variations in populations (whole-genome sequencing), 

transcription dynamics (RNA-sequencing) to transcription factor binding and 

epigenetics (ChIP-seq, DNAse-seq, ATAC-seq, DamID-seq). Improvements in 

library preparation and sequencing sensitivity now facilitate applications of these 

techniques on a single-cell level, of which single-cell RNA-seq is perhaps currently 

the most prominent in the stem cell field (Grün and van Oudenaarden, 2015; 

Kolodziejczyk et al., 2015; Saliba et al., 2014). Indeed many more variations of 

sequencing technologies – largely based on modifications of the sample preparations 

– are applied to address different questions but for the scope of this thesis, RNA-

sequencing will be the main focus.  

1.6.1.2 Information processing for novel biological insight 

The ability to produce data in the order of millions of sequence reads per 

sample presents a large computational challenge. Chiefly, how useful insight can be 

extracted, and how this can be made accessible to others in an interpretable format. 

A principle challenge is the production of sequence information as short 

reads, which need to be assembled into a map of contiguous (for genome 

sequencing) or non-contiguous (for RNA-sequencing) sequences on a genome-wide 

scale. For RNA-sequencing data, two approaches are employed to reconstruct the 

transcriptome: mapping of transcribed sequence reads to coordinates on a reference 

genome and merging sequences whose alignment overlaps; or determining de novo 

whether reads should be assembled as contiguous transcripts. 

Mapping reads to the genome and merging aligned reads that have significant 

overlap has traditionally been the most popular method for transcriptome 

reconstruction. This method has the advantage of being more sensitive, as genes 
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which are lowly expressed may not have sufficient coverage to be assembled de 

novo. One of the biggest computational challenges of RNA-seq read alignment is 

that reads may be non-contiguous as genes are broken up by introns. A number of 

computational tools have found fast, and memory efficient ways to model splice 

junctions and consequently reliably align non-contiguous reads such as Tophat, 

STAR and HISAT (Dobin et al., 2013; Kim et al., 2015; Trapnell et al., 2009). 

Subsequently, aligned reads with significant overlap are merged into putative 

transcripts and quantified. This requires the inference of which regions constitute a 

gene, and a way of coping with reads that show ambiguous alignment, or different 

isoforms. Some methods use prior information of annotated gene regions and simply 

quantify these such as HT-seq (Anders et al., 2015), while others model transcript 

isoforms independently of prior gene annotation such as Cufflinks (Trapnell et al., 

2010). 

Given the potential loss of information in mapping reads to a linear reference 

genome, which potentially doesn’t represent the diversity of the transcriptome, de 

novo transcriptome assembly remains an important alternative method. Advantages 

of de novo assembly are apparent where there are significant differences between the 

reference and transcriptome, such as splice isoforms, gaps, missing genome 

information or transcriptome is significantly altered from genome e.g. in cancer 

studies. However, this method can suffer loss of accuracy when poor quality reads 

are present. The computational challenge of transcriptome alignment has been 

tackled by breaking down reads into k-mers (substrings of reads of length k) and 

constructing de Bruijn graphs whereby nodes represent k-mers and transcripts are 

defined by identifying a route through the edges which represent immediately 

overlapping k-mers by k-1 bases (Compeau et al., 2011; Grabherr et al., 2011). 

Matching reads to compatible transcripts creates a pseudo-alignment (differing from 

alignment in that the exact coordinates of the match are not retained), and quantified 

by expectation maximum procedures. This has recently been implemented as a fast 

and accurate tool called Kallisto (Bray et al., 2016). 

After transcript reconstruction and quantification, insight is usually gained 

from an experiment by comparing the gene expression profiles and identifying the 

genes which show a significant change in association with a particular condition. To 
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distinguish between significant changes and those that are more likely a product of 

inherent variation in the measurements, an appropriate statistical model must be 

used. For RNA-seq data, this model should account for the differences in variance 

across the mean expression levels, the fact that RNA-seq data is discrete and that 

expression intensity measures are dependent on the levels of expression of other 

genes. An appropriate model for sequencing data is the Poisson model, which 

described the sampling of reads from a fixed pool of genes. A limitation of this 

model is the assumption that the mean and variance are equal, which is not the case 

for RNA-seq data, as the variation tends to be larger than the mean (termed over-

dispersion) and also dependent on the mean (termed heteroscedasticity) (Marioni et 

al., 2008; Nagalakshmi et al., 2008; Rapaport et al., 2013). Tools such as EdgeR and 

DESeq therefore use the negative binomial distribution, which allows the 

incorporation of a dispersion factor: 

 

𝑣 =  𝜇 + 𝛼𝜇2 

 

 for variance v, µ and dispersion α. Due to the generally low number of sample 

replication, these tools use borrowed information from other genes in the sample to 

estimate dispersion based on mean expression intensity (Anders and Huber, 2010; 

Robinson et al., 2010). On the other hand, limma voom, models expression intensity 

as a continuous variable and uses non-parametric regression to estimate the variance 

of expression intensity for incorporation into a linear model (Law et al., 2014). 

Currently, no one tool or model has been shown to hold a major advantage in 

sensitivity or accuracy in differential expression above all others, and DESeq, EdgeR 

and limma are all in commonly used for RNA-seq analysis (Rapaport et al., 2013; 

Seyednasrollah et al., 2015). 

Finally, an essential advance in genomic and transcriptomic studies is the 

introduction of standard procedures to store and share data. Genome assemblies can 

be explored with genome browsers such as Ensembl (Yates et al., 2016), and UCSC 

(Kent et al., 2002). These are centralised repositories of whole-genome coordinates 

onto which individual annotations and experimental information can be mapped, 

providing a wealth of information accessible to any researcher. This information is 
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being continually updated and, most prominently, a highly significant update on the 

function of 80% of the genome was released by the  Encyclopaedia of DNA 

Elements (ENCODE) project (The ENCODE Project Consortium, 2012) . 

As the information produced from a sequencing experiment greatly exceeds 

the space allocated for publications, sequencing data is deposited in standardised 

repositories such as ArrayExpress and NCBI’s Gene Expression Omnibus to support 

reproducible research (Barrett et al., 2013; Kolesnikov et al., 2015). Although the 

depth of information gained from each sequencing experiment may not be 

immediately utilised, it is becoming increasingly apparent that such data can yield 

further insight for researchers in the future where it may be put in the context of 

other data. As such, a number of initiatives aim to bring together sequencing data 

from many experiments to enable meta-analysis (Halbritter et al., 2012, 2014; Ruau 

et al., 2013). As well as accessing raw sequencing data, the final lists of genes from a 

bioinformatics analysis or experiment can enhance functional annotation of future 

studies if collated. This is facilitated by a number of databases such as the Gene 

Ontology database (Ashburner et al., 2000; Consortium, 2015), Kyoto Encyclopaedia 

of Genes and Genomes (Kanehisa et al., 2016), Biocarta (Nishimura, 2001), Protein 

Interaction Database (Schaefer et al., 2009) and Molecular Signatures Database 

(Subramanian et al., 2005). 

 

Thus the last 10-15 years have produced an extraordinary leap in the capacity 

to sequence and, importantly, share insight from sequencing experiments. Although 

some challenges remain in the standardisation of experiments and information 

processing, this is an extremely powerful resource to the scientific community and is 

developing at such a speed that many aspects of sequencing and analysis have 

changed significantly during the course of this thesis.  

 

1.6.2 The application of sequencing technologies in the study of HSCs and 

HSC ontogeny 

The ability to identify the full cell transcriptome has many potential 

applications in the study of HSC ontogeny during development. A number of studies 

have applied transcriptional profiling methods to yield important insights, although 
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in many cases experimental systems still pose challenges that have not been fully 

met by current technologies. 

1.6.2.1 Transcriptional profiling of the cell-autonomous regulators of HSCs 

One on the first applications of transcriptional profiling was the use of 

microarrays to identify novel unique markers of HSCs (Kiel et al., 2005). Through 

the comparison of expression profiles of a functionally enriched HSC population and 

a multipotent progenitor population a number of surface receptors of the SLAM 

family, CD150, CD244, and CD48, were found to be differentially expressed and 

could be used (CD150+CD48−Sca-1+Lineage−c-kit+) to increase the enrichment of 

the repopulating HSCs from 20% to 47% of the population. More recently RNA-

sequencing of single cells which were functionally enriched using different surface 

marker combinations was used to establish an optimal combination of markers 

EPCR
hi

SLAMSca
hi

, capable of enriching HSCs to approximately 67% (Wilson et al., 

2015). Expression profiling is therefore a powerful tool in exploration of surface 

marker enrichment, and indeed single-cell profiling enables the heterogeneity of a 

population to be examined. The goal of 100% purity may now only be limited by the 

technical challenges of transplantation assays.  

Recently the transition of HSC precursors into HSCs in the AGM region has 

been captured by several studies (Kartalaei et al., 2015; Li et al., 2014; Zhou et al., 

2016). The first two of these compare the transcriptional profiles of Ly6a enrichment 

HSC/progenitor populations with endothelial (EC), or haematogenic endothelial cells 

(HEC) (Kartalaei et al., 2015; Li et al., 2014). Li and colleagues show that 

inflammatory signalling is enriched in the CD31+VEC+ESAM+Kit+Ly6aGFP+ 

population and, unexpectedly, Ifngr1-/- mice had a four-fold reduction in HSCs in 

the AGM region, umbilical cord and vitelline arteries, suggesting that interferon 

gamma signalling is required during development although in the adult affects only 

proliferation not absolute numbers of HSCs (Baldridge et al., 2010). Using a similar 

strategy to enrich EC, HEC and HSC populations with Ly6a-GFP reporter mice, 

Kartalaei and colleagues found that the core HSPC regulatory transcription factors 

(Wilson et al., 2010) were largely expressed in all these populations, with increasing 

levels in HSCs and HEC compared to EC. This data was used to identify a novel 

surface marker Gpr56, which is expressed in haematopoietic clusters, and when 
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knocked down in zebrafish reduced the number of cmyb positive cells (putative 

HSCs).  

A third study compared endothelial cells (EC), Type I pre-HSCs, Type II pre-

HSCs and HSCs at E12 and E14 by single cell RNA-seq (Zhou et al., 2016). More 

genes were expressed in pre-HSCs compared to ECs, but as pre-HSCs mature to 

HSCs the number of expressed genes decreases again. Most core HSPC regulatory 

transcription factors (Wilson et al., 2010) expressed in pre-HSCs and HSCs and a 

number of key transcription factors (notably Runx1 and Gfi1) were expressed in pre-

HSCs and HSCs but not ECs, highlighting their key role in the HSC lineage. This 

could implicate them (as has already been discussed) as the necessary elements for 

trans-differentiation of progenitors to HSC phenotype. What remained unclear was 

the difference in transcriptional circuitry between pre-HSCs and HSCs i.e. what 

defines the stable HSC state compared to the precursor state.  

The above studies show that regulation of the cell-autonomous signalling 

during maturation of precursors into HSCs can now be studied at a transcriptome-

wide scale. However this still faces some technical limitations. Expression profiling 

of a small population or single cells requires extensive amplification and the 

subsequent noise in expression data can be difficult to distinguish from real 

biological variation (Kolodziejczyk et al., 2015; Stegle et al., 2015). Moreover, the 

limited ability to enriched 100% pure HSC populations to study introduces further 

limitations, which is likely to only be solved by studies at a single-cell level. 

 

1.6.2.2 Modelling the transcriptional circuitry of HSCs 

The lack of unique markers and assays to identify a pure HSC population 

have meant that expression profiling to identify the essential transcription factor 

networks determining HSC states have lagged behind those of other stem cell 

systems, for example embryonic stem cells where pure populations can be isolated 

and the core transcription factor network is known (Chen et al., 2008; Dunn et al., 

2014; Festuccia et al., 2012; Hall et al., 2009; Li et al., 2005; Martello et al., 2012, 

2013; Tai and Ying, 2013). Given the wide numbers of sequences that can generally 

be bound by individual transcription factors, stable cell states are believed to be 

largely the product of the combinatorial action of several transcription factors which 
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enables more specific target recognition. As well as regulating transcription of a 

broad range of effector genes, these regulate each other to maintain the system 

balance, but also respond to perturbations or cues in which the cell may need to 

change state. In HSPCs, the core transcription factor circuit is believed to be 

composed of a combination of transcription factors that, when deleted, have 

haematopoietic phenotypes (discussed in section 1.5.1). But more than just describe 

the transcription factors, efforts are being made to model the co-regulatory 

relationships to enable predicative modelling of cell behaviour.  

Comparison of global binding of a number of known HSPC regulators by 

chromatin immunoprecipitation (ChIP-seq) has revealed pairwise co-occupancy, 

close proximity of binding, and combinatorial clustering of seven transcription 

factors (SCL, LYL1, LMO2, GATA2, RUNX1, FLI-1, and ERG) suggesting they 

represent a core transcriptional network classed as the “heptad transcription factors” 

(Wilson et al., 2010). Following on from this, mutagenesis and luciferase reporter 

approaches have been used to establish the nature of regulatory interactions between 

transcription factors (Schütte et al., 2016). Based on the expression levels and nature 

of interaction, the authors constructed a dynamic Bayesian network representing a 

Markov process whereby the probability of future states depends on the current state. 

With this model they demonstrate the steady state expression level of nine 

transcription factors is maintained over time. To validate the model, independently of 

the information used to build it, a comparison with known experimental phenotypes 

was made. Ly1 and Tal1 were computationally knocked down individually, as they 

are known individually not to effect adult haematopoiesis (Capron et al., 2006; 

Mikkola et al., 2003), and no effect on expression levels was seen in the rest of the 

network. However combinatorial knockdown, which causes loss of haematopoietic 

progenitors in adult (Souroullas et al., 2009), reduces transcription levels of Runx1 

and Gata2 suggesting the model can at least partially capture functional effects. 

In silico modelling is a highly promising avenue to enable prediction of HSC 

and other haematopoietic cell fate decisions. However a few remaining impediments 

exist. Defining transcription factor binding patterns on a genome wide scale through 

ChIP-seq currently requires large numbers of cells for input (approximately 1 

million), which is not possible to attain from a HSC population. Moreover, 
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functional validation of the nature of interactions is difficult at high throughput in 

primary cells that cannot be cultured in vitro. Such studies will require developments 

in technology that enable genome-wide transcription factor binding to be assessed in 

smaller numbers of cells (which may soon be possible with DamID-seq or ATAC-

seq technologies), and improvements in our ability to genetically manipulate primary 

cells. 

1.6.2.3 Transcriptional profiling of the niche for developing HSCs 

As well as profiling the cell-autonomous signalling in HSCs and the 

transition between precursors and HSCs, transcriptional profiling has enormous 

capacity to elucidate the niche signalling environment in which HSCs mature.  

A few studies have examined the niche for emerging HSCs through 

transcriptional analysis with microarrays. The availability of stromal cells lines 

which have been shown to preferentially support HSCs in culture provides a tractable 

system for molecular profiling (Charbord et al., 2014; Durand et al., 2007). Through 

comparison of differentially expressed genes in supportive and non-supportive cell 

lines from multiple sources (including the AGM region, and foetal liver) a set of 

genes which potentially represented the supportive phenotype was identified and 

could be used as a predictor of independent supportive or non-supportive cell lines 

(Charbord et al., 2014). Validation of their functional effect in zebrafish identified 

Tgfbi, snai2, pax9, and ccdc80 morphants all had haematopoietic defects 36 hours 

post-fertilisation when HSPCs emerge, while the vasculature largely remained 

normal. However, although a number of these cell lines were derived from the AGM 

region, the lack of clear support for HSC maturation (rather than HSC maintenance) 

by these lines may limit the utility of this study in elucidating regulators of HSC 

emergence. 

Another profiling study of the developing HSC niche focused on the in vivo 

AGM environment for developing HSCs (Mascarenhas et al., 2009). In this study, 

comparison of E9.5 and E11.5 embryos, as well as the spatial restriction toward the 

centre of the dorsal aorta compared to the rostral and caudal aspects was the basis of 

the separation of HSC supportive and non-supportive niches. Transcriptional 

profiling by microarray identified the cyclin-dependent kinase inhibitor p57Kip2, 

which is known to be expressed in adult HSCs, and whose expression was detected 
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in the E11 ventral mesenchyme. p57Kip2+/−m mice were shown to retain HSCs in 

the AGM region, suggesting it regulates HSC migration to the foetal liver, or 

proliferation in the AGM region. In this analysis Gata3 was also identified in the 

niche at the time and place HSCs are first detected. A follow up study identified an 

important role for Gata3 in regulating HSC maturation via the production of 

catecholamines (Fitch et al., 2012). Therefore this study has provided important 

insight into the regulators of HSC maturation. However, since this study was 

performed the differential characteristics of the AGM region along the dorso-ventral 

axis (Souilhol et al., 2016a), as well as the transition between be E9.5 and E10.5 to 

produce an autonomously supportive environment (Rybtsov et al., 2014) are better 

understood.  Furthermore, the use of microarray may have limited the depth of 

differential gene expression changes that can be detected which, in such a 

heterogeneous tissue, may mask some important signalling changes. Thus, as 

elaborated in section 1.7, a comparison of the functional compartments of the AGM 

region remains to be explored in high depth. 

 

1.7 Project aims and thesis structure 

In summary, the last century of research has revealed that haematopoietic 

stem cells are detectable and quantifiable from the midgestation embryo to the adult 

haematopoietic organs (sections 1.1 and 1.2). The potency of these cells renders 

them an important therapeutic tool for haematopoietic malignancies and disorders 

(section 1.1.4). However, cultivating HSCs outside of the highly regulated in vivo 

environment remains extremely challenging, and is one of the most prohibitive 

aspects of research and clinical use. Study of the ontogeny of HSCs can tell us many 

things: how multipotent characteristics are constructed; how the requirements of the 

adult haematopoietic system are met by de novo specification and expansion of the 

HSC pool; and, importantly, how HSCs may be produced in vitro for experimental 

and therapeutic purposes. The embryonic origin of HSCs has therefore been an 

important area of research in the last 50 years and whilst the lineage of precursor 

cells that produce HSCs is considerably defined (section 1.2), the minimal molecular 

regulation that directs their fate remains elusive. 
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The objective of this thesis was to further our understanding of the molecular 

regulation of HSC ontogeny by investigating the signalling cues produced by the 

earliest embryonic niche: the AGM region. Recent insight into the spatio-temporal 

demarcation of the supportive AGM region subdomains (section 1.4), along with the 

accessibility of RNA-sequencing methods (section 1.6) presented the opportunity to 

characterise the full transcriptional changes underlying the AGM region’s 

functionality at high depth. The additional support for HSC maturation provided by 

the OP9 cell line (section 1.3.3) gave a further basis for transcriptional profiling. 

Furthermore the ex vivo culture system which has enabled the AGM region’s 

functionality to be determined, provided a tractable platform in which to functionally 

probe a number of molecules for their support of HSC development. Employing 

these approaches, I have conducted an investigation of the molecular mechanisms of 

the murine niche for developing HSCs, which I present here as three main bodies of 

work: 

  

In Chapter 3 I discuss the approach to transcriptional profiling of the AGM 

region and OP9 cells. I identify the transcriptional changes associated with the in 

vivo environment that supports HSC maturation, and the in vitro (OP9) environment. 

I identify a number of signalling pathways which appear to act together to effect 

these conditions. I compare these independent signatures and show that there is a 

degree of overlap in their supportive mechanisms. Finally, I discuss the development 

of a visualisation that permits access to this data resource. 

 

Chapter 4 is a follow up from the transcriptional profiling where I describe 

the selection of candidates to test in a functional screen for novel effectors of HSC 

maturation from E9.5 precursors. I discuss the output of this screen in terms of 

production of long-term repopulating HSCs, as well as colony forming cells.  I show 

that a gene identified from the RNA-sequencing data, Bmper, encodes a protein 

capable of increasing the efficiency of HSC maturation in this E9.5 embryo 

reaggregate culture, as well as maturation of precursors from E11.5 AoD. 
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In Chapter 5, I investigate the role of Bmper in the AGM environment in more 

detail. Using immunostaining to explore the BMPER protein distribution in the 

AGM region, I show that the protein appears to be present at particularly high levels 

in intra-aortic clusters and primordial germ cells. I further compare the expression of 

Bmper in different cell types within the AGM region and show that a non-endothelial 

CD146+ population encompassing perivascular cells, mesonephric tubules and 

metanephric mesenchyme express the transcript at highly enriched levels. By 

comparing the distribution of Bmper with nuclear pSMAD1/5/8 in the AGM region, 

I propose that Bmper functions as a BMP signalling inhibitor in the intra-aortic 

cluster environment where pre-HSCs most likely develop. Finally, I show that Bmper 

expression can be induced in the presence of BMP4, and draw the model that Bmper 

mediates a feedback-response mechanism to BMP signalling in the AGM region to 

precisely modulate the level of signal pre-HSCs experience as they mature into 

HSCs. 
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Chapter 2 Materials and Methods 

2.1 General solutions 

Dissection buffer:  

Dulbecco’s phosphate buffered saline (PBS) solution (with Mg2+ and Ca2+ ions; 

Sigma) containing 7% foetal calf serum (FCS) (Gibco, PAA, or Biosera) and 50 

units/ml penicillin and streptomycin (P/S; Gibco). 

 

Flow Cytometry buffer solution (FACS buffer):  

Dulbecco’s PBS (without Mg2+ and Ca2+) containing 7% FCS and 50 units/ml P/S. 

 

OP9 culture medium: 

Iscove's modified Dulbecco's medium (IMDM) (Invitrogen), 20% FCS, L-glutamine 

(4 mM), penicillin/streptomycin (50 U/ml), and 0.1mM β-mercaptoethanol.  

 

Reaggregate culture medium: 

IMDM (Invitrogen), 20% preselected heat-inactivated FCS (PAA/HyClone), L-

glutamine (4 mM), penicillin/streptomycin (50 U/ml), 0.1mM β-mercaptoethanol, 

100 ng/ml SCF, 100 ng/ml IL3 and 100 ng/ml Flt3l (termed 3GF), unless otherwise 

indicated (all purchased from Peprotech). In some cases, indicated in the text, 3GF or 

serum or both were not added to the culture medium. 

 

2.2 Animals 

Embryos were obtained from mating C57BL/6 (CD45.2/2) mice. Day 0.5 is 

determined on the morning of discovery of a vaginal plug. Embryo stage was 

determined more accurately by the number of somite pairs where E9.5 is attributed to 

embryos with 25–29 sp (forelimbs present), E10.5 to embryos with 35–39 sp 

(hindlimb and tail bud present but no eye pigmentation), E11.5 to embryos with 41–

45 sp (anterior footplate and incomplete eye pigmentation). All experiments with 

animals were performed under a Project License granted by the Home Office (UK), 

University of Edinburgh Ethical Review Committee, and conducted in accordance 
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with local guidelines. All animals were housed within the University of Edinburgh 

following to the regulations of the Animals Scientific Procedures Act, UK, 1986. 

This involved provision of a constant supply of water and chow food, and a stable 

environment with a cycle of 14 hours light/10 hours. Litters remained with parents 

for three weeks postnatally then were weaned by separating parents and offspring. 

Mice used for matings were older than 6 weeks. In this project, C57BL/6 mice 

(Jackson Laboratories) were used. 

2.3 Embryonic tissue isolation and preparation 

Embryos were removed from the uterus following a schedule 1 method of 

cervical dislocation on a pregnant female. Embryos were then separated from extra-

embryonic tissues including the yolk sac (YS) and amniotic sac. Embryonic tissues 

were dissected under a low power microscope in dissection buffer. To obtain the 

caudal part of E9.5 embryos, the anterior body above the head was removed. To 

obtain the AGM region in E10.5 and E11.5 embryos, first the head and anterior 

region above the heart was removed. Subsequently the neural tube, ventral tissue 

(including heart, liver and gut) and ribs were removed. Further subdissection of the 

AGM region included, removal of the urogenital ridges and separation of the dorsal 

aorta into ventral (AoV) and dorsal (AoD) parts. 

To dissociate tissues into single cell suspensions, tissues were transferred to 5 

ml polystyrene tubes (BD Flacon) containing 900μl of dissection buffer with 100 μl 

of 10mg/ml collagenase dispase (Roche). The tissue and collagenase were incubated 

at 37°C for 40 min in a shaking water bath. The dissociation reaction was quenched 

with the addition of 4 ml FACS buffer followed by centrifugation at 350 x g for 5min 

at 4˚C and resuspension in FACS buffer. The volume of tissue cells was quantified 

as embryo equivalents (ee). 

2.4 OP9 cell culture  

2.4.1 Normal culture 

Cell culture procedures were in class 2 laminar flow hoods (Nuaire and 

Bassaire) using aseptic technique. Incubation was at 37˚C in humidified incubators 

with 5% CO2 (Sanyo). All media was stored for no longer than two weeks. 
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Additional reagents were prepared by the tissue culture facility. All solutions were 

stored at 4˚C but brought to reach room temperature prior to use.  

OP9 cells were maintained in IMDM (Invitrogen), 20% foetal calf serum 

supplemented with L-glutamine (4 mM), penicillin/streptomycin (50 U/ml) on 

polystyrene culture dishes. Cells were passaged every 4-5 days, when confluent, 

using 4X trypsin to remove cells from plastic and dissociate cells, and then replated 

at a concentration between 1:5 and 1:10 of the confluent population. 

2.4.2 Thawing and freezing cells 

Vials of cells stored at -80 °C were quickly thawed in a 37 °C water bath. The 

cell suspension was transferred to 10 ml pre-warmed (37 °C) medium in a universal 

tube. The suspension was gently mixed then centrifuged for 5 min (350 x g). Cells 

were resuspended in media, transferred into the appropriate flask, incubated 

overnight and the next day, the medium was changed. 

For freezing, cells were centrifuged at 350 x g for 5 min to form a pellet. 

Cells were resuspended in OP9 culture media, and 450 µl transferred to a labelled 

cryovial (Nunc). 50 µl of Dimethylsulfoxide (DMSO) (Sigma) (10%) was added 

drop-wise, then the vial was immediately placed on dry ice and stored at -80 °C for 

up to 6 months, or in liquid nitrogen for long-term storage. 

2.4.3 Reaggregate culture 

For reaggregate culture of OP9 cells, a single cell suspension was generated 

by adding trypsin and then centrifuged at 430 x g for 12 min in 200-μl pipette tips 

sealed with parafilm to form a pellet. Reaggregated cells were cultured at the liquid–

gas interface on pre-soaked 0.8-μm nitrocellulose filters (Millipore) at 37 °C in 5% 

CO2, for 48 h. Reaggregates were harvested and cells dissociated with 

collagenase/dispase. 

2.4.4 Transfection of OP9 cells with a doxycycline inducible Bmp4 

overexpression plasmid 

Bmp4 cDNA was cloned into a doxycycline inducible bicistronic expression 

vector pPBhCMV1-cHA-IRESVenuspA (gift from H. Niwa) by Dr David Hills. In 

this construct both Bmp4 and Venus were expressed upon induction with 

doxycycline. 100,000 OP9 cells were transfected with this construct by 
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electroporation using NEON transfecting system (Invitrogen). 24 h after 

electroporation, cells were cultured in the presence of 1µg/ml doxycycline 

(Clontech) and the Venus positive population was sorted. After a week, in the 

absence of doxycycline induction, the Venus negative population was sorted and 

maintained, thereby excluding cells with leaky expression. For induction of Bmp4 

followed by RNA extraction, cells were cultured in OP9 media with 1µg/ml 

doxycycline for 24h or 48h (Figure 8-1).  

 

2.5 RNA extraction for RNA-sequencing 

Cell suspensions were centrifuged to form a pellet of cells, to which lysis 

buffer (RLT) containing β-mercaptoethanol (1:100) was added. The tissue was 

homogenised with a 20-guage (0.9 mm) needle. The remaining extraction procedure 

followed the protocol of Qiagen RNeasy minikit (QIAGEN) including DNase I 

treatment (QIAGEN). RNA was initially quantified by spectrophotometry with the 

NanoDrop (Thermo Fisher). More accurate assessment of RNA quality was 

measured with Agilent 2100 Bioanalyzer (Agilent) to ensure all samples had an RNA 

integrity number (RIN) > 9 (assisted by Eliane Salvo-Chirnside, University of 

Edinburgh  Systems Biology Unit). The RNA integrity number is an estimation of 

the level of RNA degradation based on the ratio of 28S ribosomal RNA and 18S in 

the sample (Schroeder et al., 2006). 

2.6 RNA-sequencing and analysis 

2.6.1 Library preparation for RNA-sequencing 

RNA sequencing libraries (unstranded) were prepared from total RNA at The 

Edinburgh Genomics facility in the University of Edinburgh, using a TruSeq RNA 

Library Preparation Kit (Illumina) which purifies mRNA by polyA enrichment. 

Samples were multiplexed so that they could be pooled and sequenced across several 

sequencing lanes. 

2.6.2 RNA-sequencing 

From these libraries 50 base single-end sequence reads were generated with 

Illumina HiSeq 2000/2500 (Illumina) across five sequencing lanes, yielding 50 
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million reads per sample. For sequencing OP9 cells, the same platform was used but 

all 10 samples were multiplexed and sequenced in one lane, yielding 12 million reads 

per sample. Sequencing depth was informed by a comparison of differential 

expression changes through in silico modelling of depth (detailed in section 3.2.4), 

and estimation of the impact of tissue heterogeneity. Sequencing was carried out in 

The Edinburgh Genomics facility in the University of Edinburgh. 

2.6.3 Sequencing read alignment 

Sequencing reads were de-multiplexed at The Edinburgh Genomics facility 

and supplied as FASTQ files. FASTQ files are a standard text based format including 

the nucleotide sequence of the read, and the measure of data quality for each 

nucleotide in the read. The quality score is a phred-like logarithmic score between 0 

and 50, representing the probability that the nucleotide readout is an error (Ewing 

and Green, 1998). Reads were then processed using the RNA-seq analysis pipelines 

of GeneProf (Halbritter et al., 2012). Quality of reads was assessed with the 

Sequence Data Statistics module of GeneProf which enables visual inspection of 

library sizes, average read length, nucleotide composition per dataset, nucleotide 

position per cycle, average quality score per cycle, cumulative quality scores, 

average quality score and abundance of identical sequences. Sequencing reads were 

aligned to mouse genome NCBI37/mm9 with TopHat (2012-11-14) v1.2.0  (Trapnell 

et al., 2009) and Bowtie (2012-04-10) v0.12.3 (Langmead et al., 2009) using the 

default parameters including: a seed length of 28 bp; a maximum of 2 mismatches 

permitted per alignment; a maximum of 10 permitted alignments per read; a required 

intron length between 70 and 500,000 bp. The mRNA levels per gene were 

quantified using the reference genome annotation from the Ensembl database 

(Ensembl 58 Mouse Genes, NCBIM37). Briefly, all uniquely mapped reads 

overlapping with each annotated gene were summed. These preliminary counts were 

then used to assign ambiguously mapped reads (those with multiple matches in the 

genome) to their likely origin. To this end, a fraction of each read was assigned to 

each possible mapped gene where the fraction was proportional to the relative 

number of uniquely mapped genes in each possible gene assignment, according to 

the following equation: 

 



64 

 

𝑐𝑜𝑢𝑛𝑡(𝑔) =  ∑
𝑤(𝑟)

|𝑎𝑙𝑖𝑔𝑛(𝑟)|
∑

𝑤(𝑟)

∑ ∑
𝑤(�̂�)

|𝑎𝑙𝑖𝑔𝑛(�̂�)|�̂�∈𝑟𝑒𝑎𝑑𝑠(�̂�)�̂�∈𝑎𝑙𝑖𝑔𝑛(𝑟)𝑟∈𝑟𝑒𝑎𝑑𝑠(𝑔)𝑟∈𝑟𝑒𝑎𝑑𝑠(𝑔)

 

 

where count(g) is the expression count for an arbitrary gene g, reads(g) are 

all reads aligning to gene g, w(r) is the weight of read r (usually 1:0) and align(r) are 

all possible alignments of read r (Halbritter, F., 2012). Alignment percentages were 

assessed with the Read Alignment Statistics module. Read counts were scaled as 

reads per million (RPM) according to: 

 

𝑟𝑝𝑚(𝑔) =
𝑐𝑜𝑢𝑛𝑡(𝑔) × 10

𝑅

6

 

 

where rpm(g) represents the scale read counts for a gene locus, count(g) represents 

the raw read counts for a particular gene locus and R represents the total number of 

aligned genes in a library (Halbritter, F., 2012). 

 For the purposes of this thesis, genes would be selected ultimately for a 

relatively low throughput screen of secreted factors in the AGM region. Given the 

relatively low throughput of the screen, steps were taken to reduce the chance that 

selected genes may be variable due to technical noise. Therefore, for downstream 

analysis, genes were selected here if their expression intensity values were greater 

that 0.5 RPM in at least one sample. Based on the previously reported distinction 

between lowly expressed genes (possible noise), and highly expressed genes (likely 

real expression), based on the expression distribution falling into two peaks 

(Hebenstreit et al., 2011; Figure 2-1), a threshold of RPM 0.5 was judged to be a 

reasonable balance between genes which may be indistinguishable from technical 

noise, and genes which may be lowly expressed.  
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Figure 2-1 Selecting a threshold for gene expression 

Plots show the kernel density estimates of expression level distribution from RNA-seq data. 

(A) Adapted from  (Hebenstreit et al., 2011) shows the subdivision of the expression profile 

into lowly expression (LE) genes, which are probable noise; and highly expressed genes 

(HE), proposed to represent real expression of the sample. (B) Shows a representative profile 

from the AGM RNA-seq dataset produced in this thesis and the 0.5 RPM threshold, which 

aims to capture the main highly expressed genes.  

2.6.4 R statistical programming environment 

Unless stated otherwise, all downstream analysis of normalised read counts 

used the R statistical programming language and environment (R version 3.2.2 

(2015-08-14), R Core Team, 2015) which includes a large number of the statistical 

techniques described below. Where the environment was extended through the use of 

external packages, they are cited in the text. 

2.6.5 Sample clustering 

2.6.5.1 Correlation heat maps 

Comparison of sample expression profiles used all genes where RPM 

normalised read count values were greater that 0.5 RPM in at least one sample. 

Correlation was calculated between pairwise combinations of all samples with 

Spearman’s rank correlation (due to its reduced sensitivity to outliers), where 

missing observations generate NA values (‘cor’ function from R stats). 
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2.6.5.2 Principle component analysis 

Principle components of sample expression profiles (for genes with 

expression intensity greater that 0.5 RPM in at least one sample) were calculated 

(‘prcomp’ function from R stats). For principle component analysis, variables were 

zero-centred and scaled to unit variance. The proportion of total variance represented 

by each component was calculated as the square of the returned standard deviation 

values as a proportion of the sum of variances for all components. Samples were 

plotted on the basis of the first two principle components, which represent the most 

variation in the data and separate samples by categorical traits. For the AGM RNA-

seq data, the association of each component with the known categorical trait of the 

samples was tested by one-way ANOVA. The data categorical traits were divided 

into “stage”: whether the samples were from E9.5 or E10.5 embryos; or “position”: 

whether samples were from the dorsal domain, or ventral domain (UGRs were 

included in ventral domain).   

 The methods for plotting principle components and testing association with 

categorical variables were implemented with assistance of code from Dr Florian 

Halbritter and Dr Jonathan Manning (Stem Cell Bioinformatics group). The script in 

the R programming language for plotting principle component analysis modified 

from a script from Dr Florian Halbritter (Halbritter et al., 2012): 

 

#R code specifying pca plot function 

 

pcaplot2 <- function (pca, grps, grp_names=levels(as.factor(grps)),  

                    cex = 0.8, mar = c(5,5,1,1), ...) {  

    

   #set plot parameters 

   old_par <- par(no.readonly = TRUE);  

   on.exit(par(old_par));  

   par(cex = cex, mar = c(5, 3, 4, 1));  

    

   #specifies layout of graphs 

   layout(matrix(c(1,1,2,2,3), 2, 5, byrow = TRUE));  

    

   #calculate proportion of total variance represented by each  

   #principle component 

   totalvariance <- sum(pca$sdev ^ 2);  

   perc_of_var <- (pca$sdev ^ 2) / totalvariance;  

    

   #plot the simple and cumulatve variance represented by each  

   #principle component 

   plot(1:length(pca$sdev),perc_of_var, type='b',lty=1, ylim=c(0,1),  

        xlab='Number of Principal Components',  
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        ylab='Percent of Total Variance');  

   cumulative_var <- rep(0,length(perc_of_var));  

   for(i in 1:length(perc_of_var)) {  

     for(j in 1:i) {  

       cumulative_var[i] <- cumulative_var[i] + perc_of_var[j]; 

     };  

   };  

   

lines(1:length(pca$sdev),cumulative_var,col='red',type='b',lty=1); 

   legend('topleft', c('simple','cumulative'), cex=0.8,lty=1,  

            col=c('black','red'),bty='n'); 

    

   #specify sample colours 

   grcols <- (c('goldenrod','goldenrod','goldenrod', 

                'deepskyblue4','deepskyblue4','deepskyblue4', 

                'hotpink4','hotpink4','hotpink4', 

              'darkolivegreen4','darkolivegreen4','darkolivegreen4', 

                'red3','red3','red3'))  

   names(grcols) <- grp_names;  

    

   #matrix specifying which principle components to plot 

   pcs <- matrix(c(1,2),ncol=1);  

   for(i in 1:ncol(pcs)) { xx <- pca$x[, pcs[1,i]];  

                           yy <- pca$x[, pcs[2,i]];  

                           rrange <- max(xx)-min(xx);  

                           xxlim <- c(min(xx)-rrange*0.1, 

                                        max(xx)+rrange*0.1);  

                           rrange <- max(yy)-min(yy);  

                           yylim <- c(min(yy)-rrange*0.1, 

                                        max(yy)+rrange*0.1);  

                           plot(xx, 

                                yy,  

                                type = 'p',  

                                pch = 21,                                  

                                xlab = paste('PC',pcs[1,i],sep=''),  

                                ylab = paste('PC',pcs[2,i],sep=''),  

                                xlim=xxlim,  

                                ylim=yylim,  

                                col="white", 

                                bg=grcols[grps], 

                                cex=3, ...);  

                           abline(h = 0, col = 'gray', lty = 2);  

                           abline(v = 0, col = 'gray', lty = 2); }; 

 

#initiate plot                          

   plot.new(); legend('right',grp_names,pch=16,col=grcols,bty='n'); 

} 

 

  

 #calculate principle components and execute pcaplot function 

 #where expression_matrix is a matrix of the normalised expression  

 #values with column names representing the labels to be shown in 

the plot 

   pcaplot( 

        prcomp( 

            as.matrix(t(expression_matrix)), 

            scale=T, 

            center=T 

            ), 
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        colnames(expression_matrix) 

        ) 

 

  

 #calculate principle coponents and execute pcaplot function 

  pcaplot( 

            prcomp( 

                    as.matrix( 

                                t(DESeq.allFCRPM1_0.3)), 

                                scale=T, 

                                center=T 

                                ) 

                    ,colnames(DESeq.allFCRPM1_0.3) 

            ) 

 

The Script in the R programming language to calculate the association of 

each principle component with categorical traits of the samples: embryonic stage and 

position (i.e. AGM subdomain). This code was generated by Jonathan Manning and 

modified by me to run the AGM region RNA-seq data: 

 

#R code to calculate association of each component with categorical  

#traits by ANOVA 

 

#calculates the percentage of variance represented by each principle  

#component 

 fraction_explained <- round( 

                            (pca$sdev[1:15])^2 /  

                            sum(pca$sdev[1:15]^2), 3 

                            )*100 

  

#defines the catgorical traits of samples in keeping with the column  

#order 

 experiment<-data.frame( 

                    Stage=factor( 

                                c( 

                                    rep("E9.5",6), 

                                    rep("E10.5",9) 

                                    ) 

                                ),   

                    Position=factor( 

                                    c( 

                                        rep("Dorsal",3), 

                                        rep("Ventral",3), 

                                        rep("Dorsal",3), 

                                        rep("Ventral",6) 

                                        ) 

                                    ) 

                            ) 

 

#initiate the p values matrix 

 pvals <- matrix( 

                    data=NA,  

                    nrow=ncol(experiment),  

                    ncol=15,  
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                    dimnames=list( 

                                colnames(experiment),  

                                paste( 

                                        paste('PC', 1:15, sep=''), 

                                        ' (',  

                                        fraction_explained,  

                                        '%)',  

                                        sep='') 

                                    ) 

                    ) 

 

#loops through the categorical trait definitions and calculates an 

#association with each  

# principle component by ANOVA 

 for (i in 1:ncol(experiment)){ 

   for (j in 1:15){ 

       fit <- aov(pca$x[,j] ~ experiment[,i]) 

       pvals[i,j] <-  summary(fit)[[1]][["Pr(>F)"]][[1]] 

   } 

 

 

2.6.6 Gene-wise clustering to identify tissue signatures 

2.6.6.1 Preparation of input genes for clustering 

The most variant genes, with expression greater than 0.5 RPM in at least one 

sample, were selected as input for gene-wise clustering (the choice of input genes is 

detailed further in section 3.2.2, Figure 3-4). Variant genes were selected by 

calculating coefficient of variation with R package ‘genefilter’ (Gentleman R, Carey 

V, Huber W and Hahne F, 2016). Variant genes were then centred by subtracting the 

medial expression for every gene. 

2.6.6.2 Clustering with ConsensusClusterPlus 

Gene clusters were calculated using the ConsensusClusterPlus R package 

version 1.22.0 (Wilkerson and Hayes, 2010). To ensure the main determinant of 

clustering was the degree of differential expression between samples, Pearson 

correlation of median centred gene expression values was used as the distance 

measure. Average linkage hierarchical clustering was used as the clustering 

algorithm. Consensus values, which are the number of times two items occupied the 

same cluster as a proportion of the number of times they occurred in the same 

subsample, were calculated from 50 iterations of the clustering. Iterated clustering 
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and calculation of consensus values was calculated for all values of K (number of 

clusters) between 2 and 10. 

2.6.6.3 Selection of input genes and value of K numbers of clusters 

The number input genes and number of clusters (K) used to partition genes, 

were selected through assessment of the stability of clusters i.e. in which clusters had 

the highest consensus values. This was assessed by calculation and inspection of the 

cumulative distribution function and delta are under curve for each value of K 

(Figure 2-2). The cumulative distribution function (CDF) calculates the cumulative 

proportion of the population that has consensus values over the range [0,1] : 

 

𝐶𝐷𝐹(𝑐) =  
∑ 1{𝑀(𝑖, 𝑗) ≤ 𝑐}𝑖<𝑗

𝑁(𝑁 − 1)/2
 

 

where 1{. . .} denotes the indicator function, M(i, j) denotes entry (i, j) of the 

consensus matrix M, and N is the number of rows (and columns) of M (Monti et al., 

2003). Delta Area Under Curve is the change in area under the CDF curves for each 

increase in value of K (Monti et al., 2003). A low Delta Area Under Curve was used 

as an indication that further increase in K did not significantly change the 

distribution of consensus values and would likely result in overfitting. 
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Figure 2-2 Example of consensus distribution function for selecting value of K clusters 

Adapted from (Wilkerson and Hayes, 2010) ConsensusClusterPlus tutorial
1
. Left shows the 

consensus distribution for consensus values over range [0, 1] for values of K between 2 and 

6. Right shows the relative change in the area under the CDF curve providing an informative 

guide to the minimum value of K producing a stable partitioning of clusters. 

2.6.6.4 Assessment of cluster-trait association 

The association of gene clusters with phenotypes was determined through 

calculation of the mean expression level of genes belonging to each cluster and 

association with categorical values “E10.5 AoV”, “E10.5 AoD”, “E10.5 UGR”, 

“E9.5 AoV” and “E9.5 AoD” calculated by one-way ANOVA. 

2.6.6.5 Functional enrichment of clusters 

Enrichment of gene clusters with groups of genes associated with particular 

traits was determined by calculation of enrichment of Gene Ontology terms with the 

R package TopGO (Alexa A and Rahnenfuhrer J, 2016). Terms were selected from 

the Biological Processes Ontology. Enrichment of Gene Ontology terms was with 

weighted Fisher’s statistic using the 3000 dynamically expressed genes as 

background and the genes of a particular cluster as the gene set of interest. 

Weighting accounts for the topology of the GO graph structure (Alexa et al., 2006). 

On the basis that ‘child’ GO terms represent more specific biological information 

                                                 
1

 

http://www.bioconductor.org/packages//2.7/bioc/vignettes/ConsensusClusterPlus/inst/doc/Consensus

ClusterPlus.pdf 
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than ‘parent’ GO terms, weighed Fisher’s enrichment assesses terms where a child 

has higher enrichment than the parent, and in such cases genes annotated in the child 

term are given a lower weighting in the parent. Multiple hypothesis correction was 

not applied, as it has been considered overly conservative and non-representative of 

the assumptions and procedures used for weighted Fisher’s exact test of Gene 

Ontologies, risking loss of information (Alexa A and Rahnenfuhrer J, 2016). Instead, 

enriched ontologies were ranked by p-value and, for ease of interpretation, the top 

ten enriched terms are displayed for each gene cluster. 

2.6.7 Differential expression analysis 

For comparisons between conditions in both the AGM RNA-seq datasets and 

OP9 datasets, differentially expressed genes were calculated by applying the 

negative binomial distribution with R/Bioconductor package DESeq (2011-03-15) 

(Anders and Huber, 2010) and selecting those with an absolute fold change > 2. P-

values were adjusted for multiple hypothesis correction with the Benjamini and 

Hochberg procedure (Benjamini and Hochberg, 1995) to produce false discovery 

rates (FDR). Genes were selected where the FDR was less than 0.05. 

2.6.8 Pairwise comparative gene set enrichment analysis 

Relative gene set enrichment in pairwise comparisons between whole sample 

expression profiles was calculated using the Limma package in R/Bioconductor 

(Ritchie et al., 2015). Briefly, trimmed mean of M values (TMM) scale 

normalization method (Robinson and Oshlack, 2010) is applied to read counts 

followed by mean-variance modelling at the observational level (voom) using an 

experiment design matrix (Law et al., 2014). Comparative gene set enrichment was 

calculated with ROAST (rotation gene set testing) which uses a Monte Carlo 

simulation technology instead of permutation to reduce the rate of false positives in 

gene set enrichment. This removes the need for gene-wise permutation, which 

doesn’t account for inter-gene correlations, and allow a permutation across complex 

experimental design with low replication. Pathways were obtained from the 

Molecular Signatures Database (Subramanian et al., 2005), and mapped from human 

to mouse with a homology file from MGI HOM_MouseHumanSequence.rpt 

(retrieved 2015-10-20). Significant pathways were determined as those with FDR < 



73 

 

0.2. Genes contributing to pathway enrichment were determined by as differentially 

expression genes (using the same linear model applied with Limma ROAST) and 

uncorrected with a p-value < 0.2 due to the contribution of multiple genes to the 

pathway enrichment scores.  

2.6.9 Hypergeometric test 

Significant overlaps between differentially expressed genes in OP9 samples, 

and AGM gene clusters, were calculated by hypergeometric distribution (R phyper), 

where the number of genes in the intersection represents k successes in n draws 

(where n is the number of genes in a cluster), from a population N (where N 

represents the total number of genes expressed in OP9 cells), that contains K 

successes (where K represents the number of significantly up-regulated genes in 

reaggregated OP9 cells). 

 

2.6.10 In silico sub-sampling of sequencing depth 

Modelling the RNA-seq expression data at lower sequencing depth used R 

package ShortRead version 1.24.0 (Morgan et al., 2009). The function FastqSampler 

selects a defined number of reads randomly from the sample FASTQ files and writes 

these to new FASTQ files. Following subsampling of 12.5 million and 25 million 

reads, FASTQ files were aligned and processed as described above. 

2.6.11 Meta-analysis and correlation of Bmp4 and Bmper in external datasets 

Meta-analysis was undertaken with datasets obtained from the sequence read 

archive (SRA) or the European Nucleotide Archive (ENA) (Leinonen et al., 2011; 

European Nucleotide Archive, EMBL-EBI) (SRP033554, SRP049826, SRP045264, 

SRP036025, SRP023312, SRP026702, ERP001549, ERP001606) through the 

automated import tool in GeneProf (Halbritter et al., 2012), and processed with 

GeneProf as described above (section 2.6.3). Read counts for each experiment were 

merged in R and normalised with the updated DEseq2 version 1.8.2 which enabled 

use of treatment condition as a factor for variance stabilising transformation, to 

reduce the dependence of variance on the mean without discarding experimental 

conditions as noise (Love et al., 2014). Correlation between genes was calculated 
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with Spearman’s rank correlation to reduce the impact of variance due to technical 

variation of different studies. 

 

2.7 Construction of an interactive visualisation and database 

The web-based interactive visualisation for exploration of the AGM RNA-

seq and OP9 RNA-seq data was built on an infrastructure developed by Dr Duncan 

Godwin, in which all scripts and references to server locations where data is 

processed are packaged into a few lines of code, which can be included in any 

HTML page. 

Pre-processed expression data is stored in a TXT file, with “Gene_name”, 

“Ensembl_ID”, “Entrez_ID”; followed by the RPM expression values of each 

sample such as: “E9AoD_RPM”, “E9AoV_RPM”, “E10AoD_RPM”, 

“E10AoV_RPM”, “E10UGR_RPM”; the fold change values between samples such 

as: “ FC_E10AoVvsE9AoV”,  “FC_E10AoVvsE10AoD”; then annotation 

information for each gene defined by gene ontology categorisation such as :

 “Secreted” , “Transmembrane”, “Transcription_factor”; and finally whether 

the gene was a member of pre-computed clusters (clustering method described in 

section 2.6.5). 

The image that represents each sample and the experimental set-up is 

provided as scalable vector graphics (SVG) file drawn in Inkscape
2
. This is an XML-

based vector image format which essentially contains the specifications of a two 

dimensional image in a text file that is then rendered and displayed by a web 

browser. Because the file is text-based, specific elements of the image can be 

selected and modified by JavaScript.  

The TXT and SVG files are retrieved locally using JAVA (code to do this 

was written by Dr Duncan Godwin). The JAVA objects created here are converted to 

JavaScript Object Notation (JSON), producing a string that can be processed with 

JavaScript. The main interactions between objects, and components reactive to user 

input are specified in jQuery
3
, a JavaScript library. For example, aspects of the SVG 

                                                 
2
 https://inkscape.org/en/ 

3
 https://jquery.com/ 
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images, which react to user interactions, were given specific element labels that are 

retrieved by jQuery enabling changes to their CSS (Cascading Style Sheet) attributes, 

as well as selection of columns of the table to filter. The expression data was 

displayed with the DataTables plugin from jQuery
4
, and sliders and check boxes 

were from jQuery UI
5
. The main structure of the visualisation is defined in HTML, 

and jQuery was used to append interaction to this structure. The links to Ensembl 

(Yates et al., 2016) and the Mouse Atlas Project (Richardson et al., 2013) were 

generated by pasting the selected gene ID into a fixed URL pattern. 

 

2.8 HSC maturation ex vivo 

For ex vivo reaggregate cultures, caudal parts were dissected from E9.5 

embryos and the AGM region was dissected then subdissected into AoV and AoD 

from E11.5 embryos (as described in 2.3). Dissected embryonic tissues were 

dissociated by collagenase/dispase and then either self-reaggregated or co-aggregated 

with OP9 stromal cells.  For self-reaggregation, AGM cell suspensions were 

centrifuged at 430 x g for 12 min in 200 μl pipette tips sealed with parafilm to form a 

pellet. For co-aggregation with OP9, cell suspensions of 1 ee of embryo cells were 

mixed with 10
5
 OP9 cells prior to centrifugation. Cell aggregates or explants were 

cultured at the liquid–gas interface on 0.8-μm nitrocellulose filters (Millipore) at 

37 °C in 5% CO2 (which were placed on media at least 1 h before cells added), for 

either 5 days (with E11.5 cells) or 7 days (with E9.5 cells) in 5 ml reaggregate 

culture media. For E9.5 reaggregate culture, 2 ml of culture media was added for the 

first 24 h, then this was replaced with 5 ml fresh media for the rest of the culture 

period. Additional recombinant proteins were GDF-3, CHRDL2, BMPER, INHBB, 

IBSP, IGFBP3, NELL1 and WNT2b (R&D Systems); CXCL10 and CCl4 

(Peprotech), added at concentrations specified below in the results. After the stated 

culture period, the whole membrane was immersed collagenase/dispase (Roche) for 

40 min at 37 °C, to remove reaggregates and dissociate them into a single cell 

suspension. 

                                                 
4
 https://datatables.net/ 

5
 https://jqueryui.com/ 
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2.9 Colony forming assay 

Methylcellulose based MethoCult medium containing erythropoietin, IL-3, 

IL-6, and SCF (M3434, Stem Cell Technologies) was thawed at room temperature 

and treated with 50 units/ml P/S. Cultures were processed and plated in MethoCult 

according to the manufacturer’s instructions (www.stemcell.com) at a concentration 

between 0.005 ee and 0.05 ee  (indicated in figure legends in the results) depending 

on whether cytokines had been added to the culture. Haematopoietic colonies were 

counted and scored after 7-9 days of differentiation. The colonies were scored 

according to described standard criteria (Medvinsky et al., 2007). 

2.10 Long-Term Repopulation Assay 

Prior to transplantations, recipient mice (C57BL/6 CD45.1/2 ) were irradiated 

with a total dose of 9.5 Gy, split into two doses that were separated by at least 3 

hours and delivered by sealed Cs source at a rate of 21.6rad/min. Donor cells were 

injected intravenously into recipient mice along with 20,000 bone marrow carrier 

cells from C57BL/6 CD45.1/1 mice. Carrier cells were obtained by flushing the 

tibias and femurs with cell suspension buffer using 26-gauge syringe needle (BD 

Microlance), followed by mechanical dispersion and filtering through a 40μm cell 

strainer (BD Falcon). The injected dose of donor cells is stated in the text per embryo 

equivalent unit i.e. unit of cells equivalent to the number present in one embryo. The 

transplanted dose was adjusted depending on the culture system so small numbers of 

HSCs would be detected, but to ensure controls did not reach a saturating level of 

repopulation. 200μl of cell suspension was used for each injection, which was 

delivered using a 30-gauge syringe needle (BD Plastipak). All injections were into 

the lateral tail vein according to the procedures described in the project license and 

the regulations of the Animals Scientific Procedures Act, UK, 1986. 

To detect long-term haematopoietic repopulation, peripheral blood was 

collected 16 weeks after transplantation by bleeding the tail vein into 500 μl of 5 mM 

EDTA/PBS. Erythrocytes were depleted using PharM Lyse (BD) and cells were 

stained with anti-CD16/32 (Fc block), anti-CD45.1-APC, and anti-CD45.2-PE, 

monoclonal antibodies at concentrations listed in Table 2, according to the protocol 

http://www.stemcell.com/
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below (section 2.11.1). The percentage of donor CD45.2 cells was analysed using 

FACSCalibur and flowJo software (TreeStar). 

Multilineage contribution was detected from peripheral blood between 12-16 

weeks after transplantation. Briefly, contribution to all blood lineages was detected 

by exclusion of recipient CD45.1+ cells and staining with lineage-specific 

monoclonal antibodies for Mac1, CD3e, Gr1, and B220 at concentrations listed in 

Table 2. Cells were analysed using analysed with BD LSR Fortessa analyser (5 laser 

or 4 laser) (BD Bioscience) and flowJo software (TreeStar). 

2.11 Flow cytometry 

Antigen Clone Isotype Working Conc. Conjugate Supplier 

CD16/CD32 
(Fc block) 93 rIgG2b 1μg/ml none eBioscience 

CD45 30F-11 rIgG2b 2μg/ml 
V450, BV650, 
V500 BD Horizon 

Mac1/CD11b M1/70 rIgG2b 2.5μg/ml 
Biotin, PE, 
PerCP_Cy5.5, FITC eBioscience 

CD3e 145-2C11 hIgG 2μg/ml 
Biotin, PE, 
PerCP_Cy5.5, APC eBioscience 

CD41 MWReg30 rIgG1 10μg/ml BV421 Biolegend 

Gr1 RB6-8C5 rIgG2b 1.5μg/ml 

Biotin, PE, 
PerCP_Cy5.5, 
PE_Cy7 eBioscience 

B220/CD45R RA3-6B2 rIgG2a 2.5μg/ml Biotin, PE eBioscience 

Ter119 TER-119 rIgG2b 2μg/ml 
Biotin, PE, 
PerCP_Cy5.5, FITC eBioscience 

CD45.1 A20 mlgG2a 2μg/ml APC eBioscience 

CD45.2 104 mIgG2a 2μg/ml PE eBioscience 

VC/CD144 eBioBV13 rIgG1 2μg/ml ef660 eBioscience 

CD146 ME-9F1 IgG2a 0.5μg/ml PE Biolengend 

CD43 eBioR/60 rIgM 1μg/ml PE, Biotin eBioscience 

Streptavidin N/A N/A 0.1μg/ml BV560 Biolegend 

7AAD N/A N/A 0.5μg/ml N/A Mol. Probes 
 

Table 2 Antibodies used for flow cytometry 

Details the antigen, clone, antibody type and source, working concentration, conjugates and 

suppliers used for flow cytometry experiments detailed below. 
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2.11.1 Staining cells for flow cytometry 

Single cell suspensions were obtained as described in section 2.3 (embryo 

tissues) and 2.10 (adult blood cells). Antibody staining was in 5ml polystyrene tubes 

(BD Falcon) or in U bottomed 96-well plates (Sterilin). The antibodies and the 

concentration used are described in Table 2, and are specified in the results. Cells 

were spun down at 350 x g for 5min at 4˚C then resuspended in the primary antibody 

cocktail together with Fc block. Primary antibodies were incubated with the cell 

suspensions for 30 min at 4˚C or on ice in the dark. In parallel, additional control 

samples were stained with FMO (fluorescence minus one), where all antibodies were 

added except for one. As well as this single stains for each antibody were prepared 

using OneComp  or UltraComp eBeads (eBiosciences) or cells. After incubation, 

cells were washed in FACS buffer then centrifuged at 350 x g for 5min at 4˚C. If any 

of the primary antibodies were conjugated with Biotin, a further stain containing the 

appropriate fluorochrome-conjugated streptavidin was added to the cells and 

incubated for 30 min at 4˚C or on ice. Cells were then washed again, spun down at 

350 x g for 5 min at 4˚C and resuspended in cell suspension solution with 7AAD and 

analysed by flow cytometry. 

For intracellular staining with anti-BMPER for flow cytometry, cells were 

first incubated with antibodies against extracellular antigens as above. Cells were 

then fixed in 4% paraformaldehyde at 4 °C for 10 min. This was followed by a wash 

with PBS, then incubation with PBS/0.1% Triton X-100 for 10 min at 4 °C. This 

solution was replaced with a blocking solution PBS/7% FCS/0.1% Triton X-100 

(FACS/0.1% Triton) for 30 min. Anti-BMPER was diluted in FACS/0.1% Triton at 

the concentrations described below (Table 3) and applied to cells for 1 h. Cells were 

then washed with FACS/0.1% Triton and then the secondary antibody, anti-rabbit-

AF488, was applied for 45 min. Subsequently samples were prepared for flow 

cytometry as described above. 

2.11.2 Flow cytometry analysis 

Flow cytometry analysis was performed using a dual laser FACScalibur (BD 

Bioscience) or BD LSR Fortessa analyser (5 laser or 4 laser) (BD Bioscience).  

Compensation adjustments were made based on appropriate single stains and gates 

were defined by FMO controls. Viable cells were defined and selected as those with 
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a low 7AAD intake. Cell size and granularity were assessed by forward and side 

scatter profiles respectively. Data acquisition was performed using BD CellQuestTM 

software (BD Bioscience). Data analysis and flow cytometric statistical analysis was 

performed using FlowJo software (Tree Star, Inc). 

2.11.3 Fluorescence-activated cell sorting of embryonic tissues 

 For fluorescence-activated cell sorting of embryonic tissues, single cell 

suspensions were obtained as described  in section 2.3) and stained with appropriate 

antibodies (Table 2) as described in section 2.11.1, including FMO controls and 

single stain compensation controls. Cell sorting was with the assistance of Dr Fiona 

Rossi and Dr Claire Cryer with the FACSAriaII and analysis with FACSDiva 

software (BD Bioscience). Viable cells were selected based on a low uptake of 

7AAD and mature blood lineage cells were depleted by taking only cells negative for 

Ter119, Gr1, CD3e and CD11b. The remaining populations were defined by gates 

set using FMO controls and are detailed in the results.   

 

2.12 Immunostaining and microscopy 

 

Antigen Clone Isotype Working Conc. Conjugate Supplier 

CD45 AF114 Goat 2μg/ml none 
R&D 
Systems 

CD31 MEC13.3 Rat 2.5μg/ml none Pharmingen 

BMPER ab73900 Rabbit 1μg/ml none Abcam 

SSEA-1 MC-480 IgM 0.5μg/ml Biotin eBioscience 

CD146 AF6106 Sheep 2μg/ml none 
R&D 
Systems 

Phospho-
SMAD1/5/8 D5B10 Rabbit 1μg/ml none 

Cell 
Signalling 
Technology 

PAX2 Poly19010 Rabbit 5μg/ml none BioLegend 

Goat IgG NL001 donkey 10μg/ml NL557 
R&D 
Systems 

Rabbit IgG N/A donkey 20μg/ml AF647 Invitrogen 

Rat IgG N/A donkey 20μg/ml AF488 Invitrogen 

Rabbit IgG N/A donkey 20μg/ml AF488 Invitrogen 

Streptavidin N/A N/A 0.5μg/ml PE Pharmingen 

DAPI N/A N/A 0.5μg/ml N/A Biotium 
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Table 3 Antibodies used for immunohistochemistry 

Details the antigen, antibody type and source, working concentration, conjugates and 

suppliers used for immunostaining experiments detailed below. 

 

2.12.1 Sample fixing, embedding and sectioning 

Embryos were fixed in 4 % paraformaldehyde at 4 °C overnight then 

embedded in gelatin by first incubating in 15 % sucrose for 2h at 4°C, followed by 

PBS/15 % sucrose/ 7 % gelatin at 37°C followed by flash freezing in liquid nitrogen. 

Transverse sections of 7 μm were cut with CM1900 Cryostat (Leica). Sections were 

permeabilised with PBS/0.5% Triton X-100 for 10 min then blocked for 30 min with 

PBS/10% foetal calf heat-inactivated serum (FCS).  

2.12.2 Immunostaining extracellular markers 

Antibodies were diluted in PBS/2% FCS. Primary staining was with rat anti-

CD31 rabbit anti-BMPER, goat anti-CD45, anti-SSEA-1-biotin or sheep anti-

CD146, overnight followed by incubation with anti-goat NL577, anti-rat Alexa Fluor 

488, anti-rabbit Alexa Fluor 647, or streptavidin-PE for 2 h (antibodies and 

concentrations listed in Table 3), followed by counterstaining with DAPI. Images 

were acquired with an inverted confocal microscope (SP8, Leica) and processed 

using ImageJ (Rasband, W.S., ImageJ, U. S. National Institutes of Health, Bethesda, 

Maryland, USA, http://imagej.nih.gov/ij/, 1997-2015). 

2.12.3 Immunostaining intracellular markers 

For pSMAD1/5/8 and PAX2 staining, blocking was with PBS/10% serum/1% 

BSA/0.1% Triton X-100 and antibodies were diluted in PBS/5% serum/1% 

BSA/0.1% Triton X-100. 

2.13 Expression profiling by qRT-PCR 

2.13.1 Preparation of cDNA from bulk populations of cells 

For quantitative real-time PCR (qRT-PCR) from bulk populations of cells (> 

50,000), RNA extraction from a pellet of cells was as described above with Qiagen 
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RNeasy microkit or minikit (Qiagen), except in some cases the pellet either lysed 

immediately or was snap frozen and stored at -20°C before lysis and RNA extraction. 

cDNA was prepared with SuperScript® III Reverse Transcriptase (Invitrogen), 

random hexamer primers (Invitrogen) and 10 mM dNTP Mix (Invitrogen). Primers, 

RNA and dNTPs were heated at 65°C for 5 minutes and incubated on ice for 1 

minute. The remaining buffers and reverse transcriptase were added to samples and 

incubated first at 25°C for 5 minutes then 50°C for 1 h for extension, followed by 

inactivation at 70°C for 15 minutes  

2.13.2 Preparation of cDNA from 200 cell 

For detection in small populations of cells, up to 200 cells were directly 

sorted by FACS into 10 μl of × 2 Reaction Mix (CellsDirect, Invitrogen) and 0.2 μl 

RNase inhibitor (SUPERase-In Ambion AM2694). Superscript III/Taq mix 

(CellsDirect) and gene-specific primers (10 μM each) were added to the cell lysate to 

directly reverse transcribe and amplify cDNA (PCR programme: 50 °C for 15 min; 

95 °C for 2 min; 18 cycles of: 95 °C for 15 s; 60 °C for 4 min), with a protocol 

optimised by Kathy O’Neill (Professor Clare Blackburn Lab). 

2.13.3 qRT-PCR 

Where RNA was extracted from bulk populations of cells (> 50,000), qRT-

PCR was carried out with using LightCycler 480 SYBR Green I MasterMix (Roche) 

for detection. Where RNA was extracted from 200 cells, Lightcycler 480 Probes 

Master Kit (Roche) was used for qRT–PCR detection on diluted cDNA. All qRT-

PCR used two or more biological replicates and expression was measured relative to 

TATA-binding protein (Tbp). Control samples that underwent the Taq amplification 

in the absence of SuperScript III reverse transcriptase, (or had not undergone reverse 

transcription), were used to assess contamination or amplification of genomic DNA.  

Statistical analysis of qRT-PCR data used a two-tailed Student’s t-test to 

compare values that had been normalised to Tbp. P-values are stated in the figure 

legends. To plot the relative change in expression, all values were then normalised to 

one sample.  
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2.13.4 Primers for qRT-PCR 

Primers for qRT-PCR were designed with Universal Probe Library Assay 

Design Center (Roche) and are listed below. Primers were designed which span 

introns and have a melting temperature between 59-60°C.  The presence of 

interference due to primer dimers or contamination was assessed through the 

denaturation and reannealing of primers as a  melt curve analysis with SYBR Green I 

MasterMix reagents. The efficiency of primers within a range of 1.8 to 2.1 

duplications per cycle was calculated by serial dilution of cDNA at 4 concentrations. 

 

MGI symbol 5' primer seq 3' primer seq Amplicon size UPL probe # 

Bmp4 gaggagtttccatcacgaaga Gctctgccgaggagatca 122 89 

Bmper tgtgcaagttcggtagcaag tgcagttgactgaggaccac 60 58 

Tbp ggggagctgtgatgtgaagt ccaggaaataattctggctca 82 97 
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Chapter 3 Transcriptional profiling of the niche 

for developing HSCs 

3.1 Introduction 

The AGM region, the niche in which haematopoietic stem cells mature, has 

been functionally mapped through comparison of the autonomous capacity of tissues 

to support HSC maturation and the degree to which this can be enhanced by external 

factors (Rybtsov et al., 2014; Souilhol et al., 2016a; Taoudi and Medvinsky, 2007). 

These studies have addressed temporal and spatial aspects of the niche respectively. 

While reaggregation and culture of E10.5 AGM tissues for 4 days will generate 

transplantable HSCs, the E9.5 AGM region can only generate haematopoietic stem 

cells after 7 days in culture with OP9 stromal cells (Rybtsov et al., 2014). This can, 

in part, be explained by the lower number of HSC precursor cells at this earlier E9.5 

stage (Rybtsov et al., 2016). But the additional requirement for OP9 cells and the 

extensive time-lag in development suggests that there is also a lack of sufficient 

signalling cues from the primary niche cells of this culture system, to fully support 

the maturation process. It has also been shown, through separate cultures of the 

ventral (AoV) and dorsal (AoD) domains of the dorsal aorta, that the generation of 

HSCs is spatially polarised towards the ventral region(Souilhol et al., 2016a; Taoudi 

and Medvinsky, 2007). Again this can partially be explained by a ventral polarisation 

of precursor cells (pre-HSCs), but co-cultures of labelled AoV, AoD and UGRs show 

that the presence AoD, UGR and AoV each increase support for HSC maturation at 

E10.5 and E11.5 respectively. This suggests that AGM region subdomains each host 

important inductive signalling cues (Souilhol et al., 2016a). 

Some of the signalling factors underlying these inductive functions of 

different AGM domains have been identified, such as the highly ventralised 

expression of SCF, Noggin and the dorsalised expression of sonic hedgehog (Shh) 

which have all been shown to support HSC maturation (Mukouyama et al., 1998; 

Peeters et al., 2009; Rybtsov et al., 2014; Souilhol et al., 2016a; Taoudi et al., 2008). 
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However the investigation of this inductive signalling has not yet been addressed on 

the genome-wide scale. Screening the full transcriptome of a cell type/tissue can 

elucidate the gene regulatory networks underlying these phenotypes, but can also 

facilitate the identification of protein level interactions such as surface markers and 

secreted molecules (although a potentially significant protein level regulation should 

be kept in mind). In this context, given the well-characterised function of the AGM 

region as a niche, it was thought that a transcriptional approach would be an effective 

strategy to characterise the molecular effectors of this function. 

A number of studies have implemented genome-wide expression profiling 

technologies to gain important insight into the processes underlying HSC maturation 

(Kartalaei et al., 2015; Li et al., 2014; McKinney-Freeman et al., 2012) however they 

have largely focused on enriched populations (using different marker combinations) 

of HSCs, progenitors and precursors. Studies of the niche so far have focused on 

stromal cell lines (Charbord et al., 2014), or have lacked the important spatial 

resolution along the dorsal-ventral axis (Mascarenhas et al., 2009).  Therefore, 

obtaining a deep transcription profile based on the most up-to-date understanding of 

the functional demarcation of the AGM region was considered the best way to gain 

an understanding of the non-cell autonomous regulation of HSC maturation. 

Here I will describe the production of RNA-seq datasets from AGM regions of 

E9.5 and E10.5 embryos, subdissected into AoD, AoV and, at E10.5, UGR; and from 

OP9 cells cultured in submersed or reaggregated conditions. I will discuss alignment 

and quality control of the data; comparison of samples based on their expression 

profiles; identification of de novo gene sets representing tissue-specific gene sets 

through clustering; analysis of functionally enriched gene sets through two methods; 

and how comparison of the independent AGM region and OP9 transcriptional 

profiles shows a significant overlap in genes expressed in E10 AoV and reaggregated 

OP9. Ultimately, I will emphasise the potential of these datasets to inform functional 

studies of the molecular regulation of HSC maturation. Finally, through the 

production of an interactive visualisation I will demonstrate the utility an interface 

into these datasets to enable future exploration. 
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3.2 Results 

Aspects of this work were conducted with the assistance of Dr Stanislav 

Rybtsov, Dr Celine Souilhol, Dr Florian Halbritter, Dr Jonathan Manning and Dr 

Duncan Godwin. Dr Stanislav Rybtsov and Dr Celine Souilhol sub-dissected the 

AGM regions and assisted in extraction of the RNA for sequencing. Dr Florian 

Halbritter provided part of the code for the display of principle component analysis. 

Dr Jonathan Manning provided part of the code for testing association of principle 

components with categorical traits, and differential gene set analysis. Dr Duncan 

Godwin provided assistance with the JAVA coding portion of the interactive data 

visualisation. 

3.2.1 RNA-sequencing of AGM subdomains reveals temporal and spatial 

transcriptional changes in the embryonic HSC niche 

In order to interrogate the expression changes which underlie the differences 

in functionality of AGM subdomains and developmental changes, the AGM regions 

of E9.5 and E10.5 embryos were sub-dissected into dorsal (AoD) and ventral (AoV) 

domains of the dorsal aorta, as well as the urogenital ridges (UGR) at E10.5 (Figure 

3-1). This is in accordance with regions which have previously been functionally 

characterised in reaggregate cultures (Rybtsov et al., 2014, 2016; Souilhol et al., 

2016; Taoudi and Medvinsky, 2007). Pools of these tissues from between 15 to 34 

embryos yielded more than 5 μg of RNA from each sample (Table 4), which is 

sufficient to generate libraries for RNA-sequencing without the need for pre-

amplification (dissection and RNA extraction was with the assistance of Dr Stanislav 

Rybtsov and Dr Celine Souilhol).  
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Figure 3-1: Aorta Gonad Mesonephros dissection strategy for RNA-sequencing 

Schematic for subdissection of the aorta-gonad-mesonephros (AGM) region for RNA-

extraction and sequencing. The dorsal aorta and urogenital ridges were isolated from E9.5 

and E10.5 embryos. At E10.5 the urogenital ridges (UGRs) were separated from the dorsal 

aorta, while at E9.5 they are not sufficiently distinct to allow separation. The dorsal aorta 

was dissected into dorsal (AoD) and ventral (AoV) sides. These subdomains were pooled 

from multiple embryos for RNA extraction and sequencing.  

 

Table 4 AGM region sample information for RNA-sequencing 

Columns indicate the abbreviated sample names (used in subsequent figures); embryonic 

stage; subdissected tissue: dorsal half of the dorsal aorta (AoD), ventral side of the dorsal 

aorta (AoV) and urogenital ridges (UGR); “Number of embryos” indicates the number of 

embryos of the same stage from which tissues were dissected and pooled; “NanoDrop RNA 

conc” is the concentration of RNA estimated by spectrophotometry; “Bioanalyser RNA 

conc” is the concentration of RNA measured by the Agilent Bioanalyser; “RIN” is the RNA 
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integrity number; the total amount of RNA was calculated from the total volume multiplied 

the RNA concertation measured by Bioanalyser. 

 

The average quality score per cycle was plotted for each sample (Figure 

3-2A). The quality score (or phred score) is the probability that a base was called 

accurately during the sequencing process (Ewing and Green, 1998). Low scores can 

indicate errors in the sequencing process, for example degradation of the sequencing 

chemistry towards the end of the run, or a short drop in quality could indicate a 

bubble or some sort of transient problem in the sequencer. Scores above 20 

throughout the reads indicated that the bases have a high probability of being called 

accurately (> 99%). Nucleotide composition per dataset displays the nucleotide 

distribution per library. The number of nucleotides of A, T, C, G would be expected 

to be equal in all libraries, so an imbalance can indicate a contaminant either with 

overrepresented sequences (for example adapter dimers) or another species, or a 

problem with the sequencing machinery. The AGM RNA-seq data showed an equal 

proportion of each nucleotide (Figure 3-2B) suggesting that there was no significant 

contamination.  

Sequenced reads were aligned using the RNA-sequencing pipeline in 

GeneProf with Bowtie (Halbritter et al., 2012; Langmead et al., 2009) (detailed in 

section 2.6.3). The percentages of reads aligning to a single position, multiple 

positons, or no positions in the genome demonstrate that the majority of reads in all 

samples can be unambiguously aligned to one position in the mouse genome (Figure 

3-2C). Of these aligned reads, approximately 50% of alignments are to a unique 

position in the genome (Figure 3-2D), suggesting they are not duplicated sequences 

arising during the PCR amplification stage of library preparation. In sum, the 

sequencing data was determined to be of good quality for further analysis. 
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Figure 3-2 Alignment and quality control of RNA-sequencing data from the AGM-

region 

These plots are based on Sequence Data and Statistics plots from GeneProf. (A) Plots the 

mean quality score of all reads in each sample for each base position. (B) Shows the number 

of counts of each nucleotide (A, T, C, G) in each sample as a measure of distribution of 

nucleotides. (C) Shows the proportion of reads which do not align to the genome, align to 

one place, or ambiguously align at more than one place in the genome. (D) Represents the 

number of distinct genomic regions to which a read aligns compared to the total number of 

aligned reads. 

3.2.2 Tissue specific gene expression signatures reflect the differential 

anatomy of the AGM region and highlight transitions in pathway 

regulation 

To assess variation between samples based on their expression profiles, the 

expression of all detected genes in the samples were compared by correlation 

analysis (Figure 3-3A). Biological replicates showed the strongest correlation 

followed by samples from the same developmental stages. This suggests that the 

known functional and phenotypic differences between these samples are indeed 
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associated with strong transcriptional differences.  Another method of determining 

differences between sample expression profiles is to plot the expression datasets 

based on their principle components. On the basis of the first two principle 

components (which account for 38% and 17.6% of variance in the data respectively), 

samples are separated on the plot first by stage then by dorsal-ventral polarity 

(Figure 3-3B). An analysis of variance (ANOVA) shows that the first two principle 

components are significantly associated with sample stage and dorso-ventral polarity 

respectively (Figure 3-3C), suggesting that the developmental progression between 

E9.5 and E10.5 elicits the strongest transcriptional shift between these samples, 

whilst the dorso-ventral polarity has a lesser, but still significant impact on the 

transcriptional differences. 

 

 

Figure 3-3 Comparing the transcriptional output of AGM region subdomains through 

clustering and principle component analysis 

 (A) Clustering of each AGM region RNA-seq sample with distance based on Spearman’s 

ranked correlation. Heat map colouring displays the correlation level between each sample. 

(B) Principle component analysis of AGM samples based on normalised expression values 

including the proportion of total variance constituted by each component, and the distance 

between each sample based on the first two components. Green = E9AoD, Red = E9AoV, 

Yellow = E10AoD, Purple = E10AoV, Blue = E10UGR. (C) P-values from ANOVA testing 

association of categorical terms, stage and dorsal-ventral position, with first two principle 

components. 

Given the strong transcriptional differences between samples it was possible 

to identify tissue-specific expression signatures by a relatively unsupervised 

clustering method. Using the most variant genes amongst the samples, genes were 
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partitioned into groups which share similar profiles across the data using 

ConsensusCluster iterative clustering methodology (Wilkerson and Hayes, 2010). 

Genes were median-centred, the differences in expression profile of each gene 

compared by Pearson correlation, then K clusters of genes with highly correlated 

expression profiles determined using hierarchical clustering. This clustering was 

iterated 50 times, and a consensus score assigned to every gene pair, signifying the 

proportion of iterations in which the two genes fall into the same cluster. The 

stability of cluster partitioning was determined with the cumulative distribution 

function, which presents the distribution of consensus values for each value of K 

(Figure 3-4). A high area under curve in the CDF plot, which plateaus at about 0.8, 

suggests that the majority of consensus values are either 1 or 0, meaning that clusters 

are non-random. A suitable number of genes, which would produce stable clusters 

was chosen by repeating this clustering approach for inputs between 1000 and 6000 

most variant genes, and examining the resultant CDF plots (Figure 3-4). As the 

number of input genes increases, the plateau is less marked, suggesting that a large 

number of genes are not stably assigned to clusters. To strike a balance between the 

production of stable clusters, and comprehensive representation of the landscape of 

transcription, and input of the 3000 most variant genes was selected for clustering. 
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Figure 3-4 Selecting the number of input genes for clustering 

Plots display the cumulative distribution function calculated for the number of genes 

displayed above each plot (between 1000 and 6000). Input genes are ranked as the genes 

with the highest coefficient of variation across the samples. Each clustering is iterated 50 

times, and performed for K clusters between 2 and 6. 

 

To determine the appropriate value of K to generate stable clusters, this 

clustering was repeated for values of K between 2 and 10 (Figure 3-5A). The relative 

change in stability of cluster partitioning for each value of K is assessed by the delta 

area under curve (Figure 3-5B and C), which measures the change in distribution of 

consensus values as the value of K increases was evaluated. A low are under the 

curve as K increases, suggests that there is no longer an increase in the proportion of 

consensus values that are 0 or 1 and therefore further division into clusters are likely 

to be arbitrary. Therefore in this clustering, the value of K=5 was selected as this is 

the value at which there were the highest proportion of consensus values equal to 

either 0 or 1, while values of K above 5 do not further increase the area under curve 

(Figure 3-5B and C). 
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Figure 3-5 Gene-wise clustering to identify tissue specific gene expression signatures 
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(A) Heat maps represent the consensus values and cluster divisions for K clusters (K=2, 

3,…,10). Each column and row represents one of the 3000 genes input. The heat map colour 

gradient represents consensus probability that two genes fall into the same cluster, while 

colour labelling above columns represents the assignment of genes into K clusters. (B) The 

cumulative distribution function (CDF) represents the cumulative proportions of the total 

possible gene-gene interactions that have consensus index values from 0 to 1. This 

distribution is displayed for each value of K clusters. (C) Displays the relative change in area 

under the CDF plot for each value of K from 2 to 10. (D) Results of one-way ANOVA 

comparing the mean gene expression profile of each clusters versus the categorical trait of 

each sample phenotype. 

 

To assess whether there was a relationship between gene-clusters (which had 

been generated in an unsupervised manner, independently of known phenotypic 

information) and the sample phenotypes, the gene-cluster expression means were 

compared between samples and significance assessed by ANOVA. Each sample 

showed a significant association with a unique AGM subdomain (Figure 3-5D), as 

indeed each cluster had a higher expression mean in one sample relative to all others 

(Figure 3-6) suggesting that the five gene-clusters can be ascribed as representative 

expression signatures of each AGM subdomain. 
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Figure 3-6 Exploration of tissue signatures through gene ontology enrichment 

Plots on the left display the profile of the mean expression of each gene cluster. On the right 

the top 10 most significantly enriched gene ontology terms in each cluster, ranked from 

lowest to highest p-values. The heat map colours represent the p-value transformed by -

log10 from weighted Fisher’s exact test.  
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The broad functional categories encompassed by genes of each cluster were 

determined through enrichment of gene ontologies (GO biological processes). 

Significant enrichment is evaluated by Fisher’s exact test which calculates the 

chance that the members of a GO term are found in a particular cluster of genes, 

given the background of the 3000 total genes represented by all 5 clusters. The top 

10 enriched terms recapitulate the known anatomy (Figure 3-6) with terms associated 

with “somite development”, “neuron fate commitment”, “forebrain development” in 

the dorsal tissues; “oocyte differentiation”, “urogenital system development”, 

“nephric duct morphogenesis” in cluster 5, and haematopoietic signatures such as 

“positive regulation of inflammatory response”, “cell chemotaxis” and “regulation of 

macrophage chemotaxis” in cluster 2 and 4 (i.e. E10.5 dorsal aorta tissues). 

 

 

Table 5 Gene ontology enrichment of E10.5 AoV 

Selected gene ontologies that are significantly enriched in cluster 4 (p < 0.05, Fisher’s exact 

test) with particular relevance to haematopoiesis, and the genes that contribute to this 

enrichment. 

 

As E10.5 AoV is the first site of HSC emergence in the mouse embryo, the 

pathways enriched in its associated gene cluster (Cluster 4) were focused on in more 

detail (Table 5). In this group, a number of terms associated with endothelial cells 

such as “positive regulation of angiogenesis” and “blood vessel endothelial cell 

migration” were enriched. This may be associated with a requirement for 
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remodelling of the endothelium as intra-aortic clusters form (Zovein et al., 2010). A 

number of pro-inflammatory signatures such as “regulation of macrophage 

chemotaxis”, “defence response to other organism” and “regulation of interferon 

gamma-production” were significantly enriched in accordance with recent 

elucidation of interferon-gamma and pro-inflammatory signalling as important 

regulators of HSC development (Espín-Palazón et al., 2014; Li et al., 2014). As well 

as this, a number of terms associated with pluripotency/germ cells were enriched 

such as “cellular response to gonadotropin stimulation”, “stem cell maintenance” and 

“male gonad development”. These terms are likely to be the gene signature of 

primordial germ cells which are known to migrate through the ventral mesenchyme 

at E10.5 en route to the urogenital ridges (Medvinsky et al., 1993; Molyneaux et al., 

2001; Yokomizo and Dzierzak, 2010). Finally a significant pathway of interest is 

“regulation of BMP signalling pathway”. This is in support of recent studies of the 

role of BMP signalling and regulation by Noggin in HSC emergence (Souilhol et al., 

2016). Thus the agreement of these signatures with published information about the 

regulation HSC development suggests that the expression signatures capture 

physiologically and functionally relevant information and therefore harnessing their 

high molecular detail is likely to enable elucidation of novel regulators of HSC 

development. 

3.2.3 Gene set enrichment analysis captures the upregulation of TGF-β 

superfamily and pro-inflammatory signalling in AoV at E10.5 

 

To gain a more focused understanding of the haematopoietic signalling 

changes during the E9.5 to E10.5 and dorsal-ventral transitions, comparative 

enrichment analysis of canonical signalling pathways was performed using Limma 

ROAST (Wu et al., 2010). In contrast to the pathway enrichment compared to a 

background (section 3.2.2), this method determines the probability that a set of genes 

is more highly expressed in one sample relative to another. The advantage of this 

method being that it is less sensitive to false positives as it does not assume 

independence between genes in terms of their expression; however it is limited to 

only pairwise comparisons between samples (Wu et al., 2010). The pathways tested 

have been previously implicated in the regulation of haematopoiesis and include: 
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inflammation, interferon and TNF (Espín-Palazón et al., 2014; Li et al., 2014), 

chemokines, cytokines, JAK/STAT,  interleukins (Robin et al., 2006; Taoudi et al., 

2008), insulin/insulin-like (Mascarenhas et al., 2009), NF-κB (González-Murillo et 

al., 2015), VEGF (Burns et al., 2009; Kabrun et al., 1997; Lugus et al., 2009), PDGF 

(Chhabra et al., 2012; Levéen et al., 1994; Soriano, 1994), Hedgehog (Durand et al., 

2007; Peeters et al., 2009; Wilkinson et al., 2009), Notch (Gama-Norton et al., 2015; 

Hadland et al., 2015), SCF/Kit (Ding et al., 2012; Rybtsov et al., 2014), Wnt (Ruiz-

Herguido et al., 2012; Sturgeon et al., 2014; Trompouki et al., 2011), TGF-β (Blank 

and Karlsson, 2015), BMP (Crisan et al., 2015; Durand et al., 2007; Souilhol et al., 

2016), Nodal (Nostro et al., 2008; Pina et al., 2015; Sturgeon et al., 2014). All 

pathways were obtained from the Molecular Signature Database (Subramanian et al., 

2005) (Table 6) and to ensure the search was comprehensive, all available 

annotations of these pathways were included from different databases such as KEGG 

(Kanehisa et al., 2016), BioCarta (Nishimura, 2001), PID (Schaefer et al., 2009), and 

Reactome (Croft et al., 2014; Fabregat et al., 2016). 
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Table 6 Gene sets selected for comparative enrichment in E10.5 AoV vs E9.5 AoV or 

E10.5 AoD 

Canonical pathways from Molecular Signatures Database selected based on previous 

association with HSC development in literature for testing enrichment in E10.5 AoV 

compared to E9.5 AoV or E10.5 AoD. 
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Focusing on E10.5 AoV, a core subset of these pathways was identified 

which significantly increase (FDR < 0.2) in E10.5 AoV with respect to both the 

spatial and temporal transitions of the niche: SCF/Kit, Jak/Stat, BMP, VEGF, NF-

κB, TGF-β, Hedgehog (Figure 3-7). Notably the enrichment of SCF/Kit in E10.5 

AoV, is consistent with the understanding that SCF (Kitl) is an essential signalling 

factor in the niche (Rybtsov et al., 2014) and suggests that key regulators of the niche 

are captured in this data. To gain more detailed insight into the mode of signalling 

active in these tissues, the genes contributing to the enrichment of each pathway 

were identified as those which significantly change in the same direction as the 

enrichment (Figure 3-7B). A key contributing gene to SCF/Kit enrichment in E10.5 

AoV is Kitl, which has previously been shown to be a supportive regulator of HSC 

development in E10.5 AoV (Souilhol et al., 2016a). The activation of hedgehog, is 

largely associated with the signal responsive elements of the pathway (i.e. Gli3), and 

notably Shh itself is  highly expressed in AoD, agreeing with previous findings that 

Shh may be responsible for the inductive capacity of AoD in co-culture with AoV 

(Souilhol et al., 2016a).  
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Figure 3-7 Comparative enrichment of haematopoiesis associated canonical pathways 

in E10.5 AoV vs E9.5 AoV or E10.5 AoD 

(A) Enrichment of haematopoiesis-associated canonical pathways from the Molecular 

Signatures Database during the E9.5 to E10.5 and AoD to AoV transition. Colour scale 

represents -log10 multiple hypothesis corrected p-values. Boxes highlight the pathways 

significantly enriched in both E9.5 to E10.5 and AoD to AoV transition. (B) Genes 

contributing to enrichment of signalling pathways which are upregulated in both E10AoV vs 

E9AoV and E10AoV vs E10AoD. Heat map colour indicates either the fold change 

expression in E10.5 vs E9.5 (rows indicated by dark grey) or fold change expression in 

E10AoV vs E10AoD (rows indicated by light grey). 

BMP and TGF-β superfamily signalling, which have previously been 

implicated in the regulation of HSC expansion and maturation (Crisan et al., 2015; 

Durand et al., 2007; Souilhol et al., 2016a), are significantly enriched, as was also 
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seen in Gene Ontology enrichment. A range of ligands such as Bmp5, Bmp6, Inhbb, 

Inhba, and Tgfb2 are enriched in E10AoV, suggesting that several branches of the 

TGF-β superfamily elicit effects in the HSC niche in addition to the canonical BMP4 

pathway. Moreover the upregulation of Smad6, Smad7, Smad9 and Noggin in 

E10AoV vs E9AoV and E10AoV vs E10AoD as well as Chordin in E10AoV vs 

E9AoV, are indicative of potential site specific inhibitory state of BMP signalling as 

the AGM region develops. 

The upregulated Jak/Stat, IL6 and NFKB pathways (Figure 3-7B) as well as 

enrichment for GO terms “macrophage chemotaxis” and “regulation of interferon-

gamma production” (Figure 3-6B) suggest a significant pro-inflammatory signature 

within the ventral side of the AGM region. Jak/Stat signalling is a key axis in a 

number of cytokine pathways such as interferon signalling in macrophage activation 

(Schindler et al., 2007; Shuai and Liu, 2003; Stark and Darnell Jr., 2012), while IL6 

and TNF are pro-inflammatory cytokines directly produced by macrophages 

(Aggarwal et al., 2012; Snick, 1990). This highlights pro-inflammatory signalling, 

potentially through activated macrophages, as a key activity within the niche and  

given the recently demonstrated effect of inflammatory signalling on HSC 

development (Espín-Palazón et al., 2014; Li et al., 2014; Sawamiphak et al., 2014) 

suggests that genes associated with these pathways may be involved in regulation of 

HSC maturation.  

Thus comparative pathway enrichment provides additional detail to the gene 

ontology enrichment analysis in the elucidation of SCF, Jak/Stat, IL6 and NFKB 

pathways. But a common signature in both of these methods is the consistent 

enrichment of pro-inflammatory signalling and BMP/regulation of BMP signalling, 

suggesting that members of these pathways may be important to pursue for 

functional testing. 

 

3.2.4 Evaluating the effect of sequencing depth on differential expression to 

guide further RNA-sequencing studies 

 

The RNA from AGM tissues was sequenced at relatively high depth (50 

million reads per sample) to ensure the transcriptional information was as complete 
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as possible. However it has been suggested that for differential expression analysis, 

such depth may not be necessary and indeed the stronger effect on sensitivity of 

identifying differentially expressed genes is the number of biological replicates (Liu 

et al., 2013). To explore this further, a lower depth of sequencing was simulated in 

silico by randomly sampling reads from the AGM RNA-seq dataset. 

 

Figure 3-8 Comparison of differentially expressed genes in simulated sequencing 

depths of 50 million reads, 25 million reads and 12.5 million reads per sample  

(A) Tables summarise the numbers of differentially expressed genes (absolute fold change ≥ 

2 and FDR ≤ 0.2) in each pairwise comparison of tissues sequenced to a depth of 50 million 

reads, 25 million reads or 12.5 million reads. (B) Plots show E9AoV versus E10AoV log2 

RPKM values overlaying all detected genes (grey), differentially expressed genes at 50 M 

reads/sample (blue), and differentially expressed genes in subsamples of 25 million 

reads/sample or 12.5 million reads per sample respectively (red).  

A sequencing depth of 25 million reads/sample and 12.5 million reads/sample 

were simulated and aligned to the genome as with the full 50 million reads/sample. 

Differentially expressed genes were identified in pairwise comparisons of all samples 
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using an absolute fold change greater than 2 and FDR less than 0.2 as threshold 

(Figure 3-8A). Comparison of these sequencing depths demonstrates that the number 

of differentially expressed genes is not directly proportional to the depth of 

sequencing as even with a quarter of the sequencing depth approximately three 

quarters of the differentially expressed genes can be identified (Figure 3-8A). 

Notably the differentially expressed genes that are missed at lower sequencing depth 

are those expressed at a lower level, and those with a smaller differential expression 

change (Figure 3-8B). 
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Figure 3-9 Comparison of the impact of sequencing depth and biological replication of 

DE genes 

(A) Table shows the number of differentially expressed (DE) genes between E9.5 AoV and 

E10.5 AoV which have an absolute fold change ≥ 2 and FDR ≤ 0.2 for simulated sequencing 

depths. The number was calculated for three simulated sequencing depths and different 

numbers of biological replicates (value shows the mean number of DE genes for all 

combinations of biological replicate comparisons). (B) Table shows, for each sequencing 

depth, the loss of DE genes, as a percentage of the total, as the number of replicates is 

reduced. (C) Shows for each number of replicates, the loss of DE genes, as a percentage of 

the total, when sequencing depth is halved. 

A comparison was then made of the impact of sequencing depth, compared to 

the impact of the number of biological replicates on the number of statistically 

significantly differentially expressed genes. In all cases the loss of one biological 

replicate resulted in fewer differentially expressed genes than the loss of half of the 

sequencing depth. For example, when the number of biological replicates was 

reduced from 3 to 2, 19.4% of the genes were lost as opposed to only 14.7% lost 

when the sequencing depth was halved. Furthermore there was a dramatic loss of 



105 

 

80% of the differentially expressed genes when the number of biological replicates 

was reduced from 2 to 1.
6
 Thus the power of differential expression analysis does not 

show a linear relationship with the number of biological replicates or the sequencing 

depth and this has been explored further in (Liu et al., 2013). Consequently, the 

conclusion drawn from these results was that to reduce costs in future RNA-

sequencing experiments, a reduction in depth would likely be less detrimental to 

statistical power than a reduction in replication consistent with the findings of (Liu et 

al., 2013). 

 

3.2.5 An RNA-seq dataset from OP9 cells reveals a major transcription 

change in reaggregate culture conditions compared to submersed flat 

culture 

 

 

Figure 3-10 Generation of RNA-seq data from OP9 cells in different culture conditions 

Transcriptome data was generated from OP9 cells cultured in two conditions: left shows flat 

submersed culture on plastic; right shows OP9 cells cultured at the air-liquid interface for 

48h after reaggregation. Cells cultured in reaggregate conditions were cultured either with or 

without IL3. 

 

                                                 
6
 Without replicates most statistical models cannot judge the significance of a change. DESeq 

can produce an FDR value with single replicate, using the mean for genes with comparable expression 

levels to estimate dispersion, however this is likely to have limited reliability. 
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Table 7 Preparation of RNA from OP9 cells for RNA sequencing 

Columns indicate: sample abbreviations, cell type (stated when from de Bruijn lab), passage 

number used, concentration of IL3 ligand if added, culture method either “Reaggregate” 

meaning aggregation of cells by centrifugation and then culture on a membrane at the air-

liquid interface for 48h, RNA volume, the estimated concentration by spectrophotometry and 

the estimated total weight of RNA produced for input in sequencing library preparation.  

The OP9 stromal cell line has been shown to support maturation of HSCs ex 

vivo when co-cultured with either sorted pre-HSCs or whole AGM tissues containing 

early precursors (Rybtsov et al., 2011, 2014; Souilhol et al., 2016). This cell line is 

derived from calvaria of new-born op/op mice which lack macrophage colony 

stimulating factor (M-CSF) (Kobayashi et al., 1996; Nakano et al., 1994). It was 

hypothesised that transcriptional profiling of this cell line may yield further key 

molecular signatures that confer support of HSC maturation. Importantly, support of 

HSC maturation is greatly enhanced when cells are cultured as a reaggregates on a 

membrane at the air-liquid interface of the culture media (Rybtsov et al., 2011; 

Taoudi et al., 2008), compared to submersed flat culture. Therefore to elucidate the 

difference between these conditions, as well as generate a transcriptional profile of 

OP9 cells, RNA was extracted and sequenced from OP9 cells that had been grown in 

flat, submersed conditions and after reaggregation followed by culture on a 

membrane for 48h. As well as this IL3, which has been shown to regulate HSC 

development, was added to some of the reaggregated cells to try and elucidate its 

stromal effect. Finally, due to known variations in cell lines between labs, a 

comparison was made between cells from Medvinsky lab stocks which are capable 

of supporting HSC maturation from pro-HSCs, Type I and Type II pre-HSCs 
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(Rybtsov et al., 2011, 2014) and from OP9 cells from the lab of Professor Marella de 

Bruijn (Figure 3-10 and Table 7). 

 

 

Figure 3-11 OP9 RNA-seq quality control and alignment results 

As in (Figure 3-2) these plots are based on Sequence Data and Statistics plots from 

GeneProf. (A) Plots the mean quality score of all reads in each samples for each base 

position. (B) Shows the number of counts of each nucleotide (A, T, C, G) in each sample as 

a measure of distribution of nucleotides. (C) Shows the proportion of reads which do not 

align to the genome, align to one place, or ambiguously align at more than one place in the 

genome. (D) Represents the number of distinct genomic regions to which a read aligns 

compared to the total number of aligned reads. 

Sequenced reads were aligned as described above with the RNA-sequencing 

pipeline in GeneProf (Halbritter et al., 2012). The nucleotide sequence quality scores 

> 20, balanced nucleotide composition and read alignment ~ 80% (Figure 3-11) 

suggest that sequencing was of good quality and ready for downstream analysis 

according the parameters described above (section 3.2.1). Comparison of the full 

transcriptional profiles of each sample by correlation and PCA (Figure 3-12) suggest 

that culture method (i.e. whether cells were cultured in flat submersed conditions or 

at the air liquid interface after reaggregation) confers the major transcriptional 
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difference between samples. With the exception of one of the flat OP9 samples, 

hierarchical clustering based on correlation distance partitions samples into two 

major clusters of either flat or reaggregated samples (Figure 3-12A). Similarly, the 

first principle component, which accounts for > 40% of the variation in the data, 

separates samples by these different culture conditions (Figure 3-12B). PCA suggests 

that there also notable differences between OP9 cells from the Medvinsky lab and 

from the de Bruijn lab as the second principle component (~20% of the variance in 

the data) separates the submersed OP9 samples by lab (Figure 3-12B). Contrastingly, 

the treatment with IL3 conferred no discernible difference in the transcriptional 

profiles. 

 

 

Figure 3-12 Comparison of transcriptional profiles of OP9 cells in different culture 

conditions and from different sources 

(A) Clustering of each OP9 RNA-seq sample with distance based on Spearman’s ranked 

correlation. Heat map colouring displays the correlation level between each sample. (B) 

Principle component analysis of OP9 samples based on normalised expression values 

including the proportion of total variance constituted by each component, and the distance 

between each sample based on the first two components. SM = OP9 cells from de Bruijn lab 

cultured in submersed conditions; S = OP9 cells from Medvinsky lab cultured in submersed 

conditions; R = OP9 cells from Medvinsky lab cultured in reaggregate conditions for 48 h; 

RL = OP9 cells from Medvinsky lab cultured in reaggregate conditions for 48 h and treated 

with IL3.  
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Focusing on the condition that gives the major functional and transcriptional 

difference, a comparison of differentially expressed genes in flat culture and 

reaggregate cultured OP9 cells was performed with DESeq with the threshold for 

absolute fold change greater than 2 and FDR less than 0.05. A large number of genes 

were significantly up-regulated (1363) and down-regulated (1706) between flat and 

reaggregate culture conditions (Figure 3-13A). The up-regulated genes show notable 

enrichment for Notch signalling and Integrin canonical pathways (Figure 3-13B). 

Although the cell-autonomous role of Notch is shown to be essential for early stages 

of pre-HSC maturation but is down-regulated in later precursors (Hadland et al., 

2004; Souilhol et al., 2016b), the signalling enrichment in OP9 cells indicates a 

potential role for Notch in inducing a supportive transcriptional program in the 

stroma. Downregulated genes encompass a number of cell cycle genes (Figure 

3-13C) which is in line with observed arrest of cell division in reaggregates in 

comparison to flat OP9 culture (data not shown).  
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Figure 3-13 Differential expression analysis between OP9 culture conditions 

(A) Shows the differentially expressed (DE) genes between OP9 cells cultured in submersed 

conditions and cultured in reaggregate conditions for 48h. DE genes are defined as having 

fold change ≥ 2 and FDR ≤ 0.05. (B) The top 20 significantly enriched pathways (calculated 

by Limma ROAST) in the genes up-regulated after reaggregation and (C) down-regulated 

after reaggregation. Pathways are from the entire Molecular Signatures Database canonical 

pathways dataset. 
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To explore the transcriptional differences between cell lines from different 

labs, the genes differentially expressed between OP9 cells (of two different passages) 

from Medvinsky lab and from de Bruijn lab were compared (Figure 3-14A). A 

number of genes show significantly increased expression (1489 genes ≥ 2-fold, FDR 

≤ 0.05) and decreased (815 genes < 0.5-fold, FDR < 0.05). The significantly 

differentially expressed genes between Medvinsky and de Bruijn labs include the 

VEGF pathway, although the enrichment analysis as limited by the low number of 

replicates. 

 

 

Figure 3-14 Differentially expressed genes in OP9 cell lines from different labs 

(A) Shows the differentially expressed (DE) genes between OP9 cells stocks from the 

Medvinsky lab compared to stocks from the de Bruijn lab. DE genes are defined as having 

fold change ≥ 2 and FDR ≤ 0.05. (B) The significantly enriched pathways in comparisons of 

the two OP9 cell lines. Pathways are from the Molecular Signatures Database canonical 

pathways (Subramanian et al., 2005). 

 

3.2.6 Comparison of the expression profiles of the in vitro and in vivo niches 

supportive of HSC development identifies a common molecular signature 

As OP9 cells provide a supportive niche for HSC maturation as well as the 

primary cells of the AGM region, the relationship between these two niches was 
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explored in further detail. Given the greater support for HSC maturation from 

reaggregated OP9 cells compared to flat cultured OP9 cells, this specific 

transcriptional profile (i.e. the 1363 significantly up-regulated genes) was compared 

to the gene-clusters representing each AGM subdomain (in section 3.2.2, Figure 

3-2). A hypergeometric test of the overlap between these signatures, demonstrated 

that only Cluster 4 (which had shown significant association with E10.5 AoV) shows 

a significant overlap (p < 0.05) with the transcriptional profile of reaggregated OP9 

cells (Figure 3-15A). This therefore suggests that reaggregated OP9 cells more 

closely resemble the supportive in vivo environment for HSC maturation at E10.5 

AoV, rather than the earlier E9.5 or E10.5 AoD environment. Thus these two 

transcriptome datasets are able to link two independent niche environments for HSC 

maturation. Moreover, this overlap signifies a common molecular program between 

OP9 cells and E10AoV (Figure 3-15B, Table 8) which includes the key 

haematopoietic transcriptional regulator, Runx1; several other molecules associated 

with lymphoid regulation: Mme (also known as acute lymphocytic leukaemia 

antigen, CD10), Egr2, Egr3 (Li et al., 2012);  a number of structural proteins: 

Col12a1, Elastin, Matn2, Thbs2; signalling molecules associated with neural 

development: Ntrk3, protocadherins, Ror1; and a modulator of BMP signalling: 

Bmper. The expression of Runx1 in OP9 cells is in-line with previous findings that 

Runx1 is found in non-haematopoietic cells layers of the AGM region (North et al., 

1999) and highlights a potential non-cell autonomous role in the regulation of HSC 

development. The upregulation of genes of the protocadherin-beta cluster (Pcdhb 6, 

7, 8, 15, 16, 21) was notable in this signature. Protocadherins have previously been 

shown to engage in homophilic interactions and regulate neuronal development 

(Chen and Maniatis, 2013), but their role in OP9 cells or the AGM region remains 

unclear. 
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Figure 3-15 Comparison of OP9 and AGM region expression profiles 

(A) Overlap of gene members of each AGM cluster, with the 1363 up-regulated genes in 

OP9 after reaggregation. Rows highlighted in pink indicate significant overlaps, with p-

values < 0.05 as determined by hypergeometric test. ‘Cluster’ refers to the AGM gene 

clusters determined in section 3.2.2, Figure 3-2; ‘Cluster size’ is the number of genes 

belonging to each cluster; ‘Overlap’ is the number of genes in the overlap between each 

cluster and the 1363 upregulated genes in RGR OP9; ‘Overlap proportion’ refers to the 

proportion of each gene cluster in overlap; ‘p-value’ is determined by hypergeometric test.  

(B) Overlap between AGM cluster 4 and the 1363 genes up-regulated in OP9 after 

reaggregation.  
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Ensembl.Gene.ID Name log2FC 10Vvs9V log2FC RGRvsFlat 

ENSMUSG00000052026 Slc6a7 3.91 2.04 

ENSMUSG00000053675 Tgm5 3.76 1.23 

ENSMUSG00000059146 Ntrk3 3.61 2.63 

ENSMUSG00000031963 Bmper 3.59 2.41 

ENSMUSG00000050587 Lrrc4c 3.41 1.55 

ENSMUSG00000051678 Pcdhb6 2.97 5.1 

ENSMUSG00000033730 Egr3 2.93 3.44 

ENSMUSG00000033715 Akr1c14 2.81 1.31 

ENSMUSG00000027875 Hmgcs2 2.76 3.19 

ENSMUSG00000032332 Col12a1 2.7 1.59 

ENSMUSG00000027820 Mme 2.52 3.18 

ENSMUSG00000028565 Nfia 2.44 1.14 

ENSMUSG00000047033 Pcdhb15 2.33 1.44 

ENSMUSG00000063687 Pcdhb5 2.13 3.01 

ENSMUSG00000026628 Atf3 2.11 3.2 

ENSMUSG00000047910 Pcdhb16 2.1 1.79 

ENSMUSG00000045876 Pcdhb8 2.02 5.03 

ENSMUSG00000023034 Nr4a1 2.01 3.28 

ENSMUSG00000045062 Pcdhb7 1.96 2.46 

ENSMUSG00000029135 Fosl2 1.94 1.1 

ENSMUSG00000038354 Ankrd35 1.83 2.4 

ENSMUSG00000037868 Egr2 1.83 1.81 

ENSMUSG00000051242 Pcdhb9 1.81 3.03 

ENSMUSG00000070867 RP23-309K20.1 1.77 1.31 

ENSMUSG00000067283 Hspa1a 1.76 2.33 

ENSMUSG00000043313 Pcdhb19 1.74 2.84 

ENSMUSG00000051486 Pcdhb11 1.7 2.59 

ENSMUSG00000044043 Pcdhb14 1.69 1.58 

ENSMUSG00000035305 Ror1 1.68 2.75 

ENSMUSG00000046387 Pcdhb17 1.63 1.45 

ENSMUSG00000029675 Eln 1.62 6.93 

ENSMUSG00000027827 Kcnab1 1.61 1.36 

ENSMUSG00000022324 Matn2 1.55 2.28 

ENSMUSG00000022952 Runx1 1.46 1.45 

ENSMUSG00000044022 Pcdhb21 1.46 1.48 

ENSMUSG00000045903 Npas4 1.46 1.58 

ENSMUSG00000023885 Thbs2 1.43 1.12 

ENSMUSG00000030711 Sult1a1 1.41 2.2 

ENSMUSG00000055435 Maf 1.41 2.41 

ENSMUSG00000075047 AC129601.1 1.34 2.72 

ENSMUSG00000051041 Olfml1 1.09 5.79 

ENSMUSG00000032179 Bmp5 1.06 4.86 

ENSMUSG00000060224 Pyroxd2 1.04 1.73 

ENSMUSG00000035184 AC154516.1 1.03 2.44 

ENSMUSG00000086514 AL591075.2 0.977 1.16 

ENSMUSG00000028214 Gem 0.976 2.27 

ENSMUSG00000020122 Egfr 0.863 1.85 

ENSMUSG00000078816 Prkcc 0.852 1.93 

ENSMUSG00000067780 Pi15 0.775 1.9 

ENSMUSG00000036545 Adamts2 0.757 1.45 

ENSMUSG00000059921 Unc5c 0.749 1.51 

ENSMUSG00000054555 Adam12 0.74 2 

ENSMUSG00000000126 Wnt9a 0.716 1.94 

ENSMUSG00000029217 Tec 0.704 2.92 

ENSMUSG00000028487 Bnc2 0.679 1.79 

ENSMUSG00000069920 B3gnt9 0.632 1.2 

ENSMUSG00000006586 Runx1t1 0.313 2.95 

ENSMUSG00000012428 Steap4 0.313 4.35 

ENSMUSG00000031125 3830403N18Rik 0.0857 1.33 

ENSMUSG00000046318 Ccbe1 0.0331 1.83 

ENSMUSG00000023341 Mx2 -0.0296 2.31 

ENSMUSG00000030717 Nupr1 -0.069 1.57 

ENSMUSG00000079484 Phyhd1 -0.284 1.18 
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Table 8 Intersection between Cluster 4 (E10AoV) and genes up-regulated in 

reaggregate conditions 

All genes in intersection between Cluster 4 (E10AoV) and genes up-regulated in reaggregate 

conditions. Ranked by log2 fold-change expression in E10 AoV vs E9 AoV, and including 

the log2 fold-change expression in OP9 between RGR and flat culture conditions. 

 

3.2.7 An interactive visualisation enables convenient browsing of the AGM 

and OP9 data resources 

3.2.7.1 The need for simple interface to RNA-seq data 

RNA-seq experiments produce vast amounts of data – as was the case for the 

data generated in this thesis – which can be challenging to handle for a variety of 

reasons. Firstly, the large volume of data has heavy computational requirements, and 

even a relatively simple action such as opening the file containing normalised read 

counts can be difficult on a low power computer. Secondly, the amount of data likely 

exceeds the functional validation that can be performed in a single project. Therefore 

it may be useful to be able to refer back to the data at a later date, and even perform 

basic comparisons based on new hypotheses. For example, in this thesis the main 

focus was selection of genes which increase in the AGM region between E9.5 and 

E10.5 (see section 4.2.2). However others may be interested in the genes highly 

expressed in E10.5 AoD compared to E10.5 AoV. If researchers with little 

bioinformatics experience and insufficient computational power wish to return to the 

data this can therefore be challenging if they are only given raw data files of FASTQ, 

SAM (Sequence Alignment/Map) or even normalised read count files. To ensure this 

data would be openly available for anyone interested in the biological system in the 

future, an interactive visualisation of the data was produced which could be accessed 

via any web browser. 
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3.2.7.2 An interactive visualisation of samples, expression data and tools for 

data-browsing 

A web-based visualisation was generated to enable researchers with little 

bioinformatics experience and potentially low computational power to easily access 

the RNA-seq data generated in this thesis. The overall design includes an image of 

the sample origins providing a quick prompt as to the experimental design; a data-

table including the normalised expression counts (RPM) values for every gene 

detected in every sample and some pre-computed fold change values between sample 

groups; a panel on the right displays the tools to enable filtering of this data table 

(Figure 3-16). The user can interact with the image, selecting one or more samples, 

and then apply actions such as a minimum expression level, selection of genes of 

specific functional characteristics, or alternatively select a pre-computed cluster of 

genes; all of which will result in a filtering of the data table. The final filtered table 

can be copied, or downloaded as an excel file. The data table can also be searched to 

find expression information on specific genes the data table was linked to two 

databases, Ensembl (Yates et al., 2016) and the Mouse Atlas Project (Richardson et 

al., 2013) enable further gene-specific information to be quickly (Figure 3-17). 
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Figure 3-16 Interactive visualisation for exploring transcriptional data 

(A) An image representing the experimental set-up which can be clicked to select one or 

more samples. (B) After a sample has been selected, the minimum expression level in that 

sample can be selected with a filter. (C) Genes in the selected sample can be selected by the 

type of protein encoded. (D) A pre-computed cluster of genes can be selected. (E) Typing 

the gene MGI symbol or Ensembl Gene ID to identify the specific gene. (F) The output of all 

selections/filtering will be displayed in the table, which can be ordered by each row. (G) 

After filtering the table can be copied to the clipboard, or exported as an excel file. 

3.2.7.3 Example use case 

The utility of this resource can be shown through a hypothetical use case. For 

example, a researcher may ask the question: which transcription factors which are 

highly expressed in E10.5 AoD compared to E10.5 AoV? They first click on sample 

AoD and it will become highlighted in yellow. They then set a minimum expression 

level with the slider to select all genes with RPM > 50. To select transcription factors 

they use the “Transcription factors” tick-box under “protein type”. The data table has 

now been filtered, but results are displayed in alphabetical order. To rank the results 

based on the differential expression between E10.5 AoD and E10.5 AoV they click 

on the column title “FC E10AoVvsE10AoD”. The first result is Pax1. Clicking on 
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the links to Ensembl and EMAGE quickly takes the user to more information on this 

gene and its previously described pattern of expression in the mouse embryo. Finally 

this smaller subset of approximately 200 genes can be copied to the clipboard, or 

downloaded as an excel file. 

This demonstrates a quick process from the initial question to the answer. 

The common situation is that a researcher may have access to a text file, containing 

the normalised read counts and possible fold change and differential expression p-

values. To follow the same example of identifying highly expressed transcription 

factors in AoD the researcher would have to open this file in Excel or a text editor, 

which requires a significant amount of memory for a file of >28,000 lines. They must 

be familiar with using filters in excel or a text editor. Then, for genes of interest, 

open a web browser and suitable database to copy individual names across and 

search for further information. The visualisation here has been designed with 

common actions in mind, to reduce the time a research needs to obtain useful, 

potentially novel, information from the RNA-seq data. 
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Figure 3-17 Linking transcriptional data with public resources 

For a gene of interest, further information can be ascertained by clicking on the buttons titled 

“Emage” or “Ensembl” in the corresponding column of the table, which will link out the 

specific information for that gene in the Mouse Atlas Project of Ensembl web pages. 
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3.3 Discussion 

The functional role of the AGM region in HSC maturation has previously 

been described in detail, demonstrating the important acquisition of an autonomous 

supportive environment between E9.5 and E10.5 as well as the key ventral polarity 

(Rybtsov et al., 2014, 2016; Souilhol et al., 2016a). Here a model of the full 

transcriptional landscape of these spatio-temporal transitions in the developing AGM 

region was produced by RNA-sequencing of precisely sub-dissected domains. Using 

these data it was possible to identify the gene signatures (i.e. those genes uniquely 

expressed) of each tissue which may underlie the functional differences in supportive 

activity.  

These transcriptional profiles verify many previous observations about the 

molecular landscape of the AGM region, such as the ventral polarisation of Runx1, 

SCF, BMP4 as well as the dorsal polarisation of Shh (Durand et al., 2007; North et 

al., 1999; Souilhol et al., 2016a). However, the depth of this type of transcriptional 

approach provided a fuller picture of the signalling environment than has previously 

been possible. For example, the ventral polarisation of BMP family ligands is not 

limited to Bmp4, but also encompasses Bmp5, Bmp6, Inhbb, Inhba, Gdf3 and Tgfb2 

as well as inhibitors of Smad6, Smad7, Smad9, Noggin, Chrdl2 and Bmper. 

Furthermore, a significant pro-inflammatory signature – encompassing IL6, TNF and 

Jak/Stat – was shown here to be unique to the E10.5 AoV environment and therefore 

their associated cytokines may potentially regulate HSC development. Pro-

inflammatory signalling has previously been described in the environment for HSC 

maturation (Espín-Palazón et al., 2014; Li et al., 2014; Sawamiphak et al., 2014), but 

it has been shown here it is specifically enriched the E10.5 murine dorsal aorta. This 

signalling characterisation suggests that the HSC precursor niche is a complex 

environment of multiple cues, and functional validation is required to clarify which 

are the crucial genes important for supporting HSC maturation. 

As well as the in vivo AGM environment, it has previously been established 

that OP9 cells can provide a high degree of support for HSC precursor maturation in 

ex vivo culture (Rybtsov et al., 2011). Thus the transcriptional profiling was extended 

to this key cell line and compared with that of the in vivo AGM region. The 

comparison of cells cultured in submersed flat conditions and those cultured as 
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reaggregates, demonstrates that the method of culture has a significant impact on the 

transcriptional output of this cell line. Moreover the reaggregate culture method used 

for HSC maturation assays bears a closer resemblance to E10.5 AGM (and 

specifically E10.5 AoV) than the conventional flat submersed culture. Indeed the 

transcriptional signature shared by reaggregated OP9 cells and E10.5 AoV includes 

the known HSC regulator, Runx1. 

As these two datasets were considered to be a useful resource for the 

community, an interactive graphical interface to the RNA-seq data was constructed 

to facilitate future use of the data for a range of questions. Links to the Ensembl 

database as well as the Edinburgh Mouse Atlas project were included to support 

further exploration  and validation of the genes identified in the dataset.  
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Chapter 4 Functional screening for candidates 

with a role in HSC development reveals Bmper as 

a novel modulator of HSC maturation 

4.1 Introduction 

To date the validation of transcriptome-wide expression studies in the 

development of haematopoietic studies has relied on mouse-knockout systems 

(Mascarenhas et al., 2009), zebrafish morpholinos (Kartalaei et al., 2015; McKinney-

Freeman et al., 2012), or culture systems measuring expansion of HSCs rather than 

maturation of early precursors (Durand et al., 2007). Such methods, while yielding 

important insights, are limited in throughput of candidates that can be tested and, in 

some cases, the functional relevance to the maturation process itself.  

The development of a culture-system in which early precursor cells can 

mature into HSCs ex vivo (Rybtsov et al., 2011, 2014; Sheridan et al., 2009; Taoudi 

et al., 2008) has facilitated analysis of regulation of HSC maturation. As with the 

explant culture system (Medvinsky and Dzierzak, 1996), cells are cultured in 

isolation from the rest of the embryo, ensuring that changes in functionality are truly 

due to changes occurring in the cells of the culture rather than migration from other 

regions. The dissociation step eliminates the variation due to slight stage differences 

between embryos as primary cells (measured in embryo equivalents) as control and 

test conditions are taken from the same pool of dissociated tissues from multiple 

embryos. The fact that tissues can be isolated and cultured from a stage in which no 

HSCs are present, ensures that the culture system is truly capturing the maturation 

process (not just expansion) therefore conclusions about the conditions supporting 

HSC maturation can be drawn from modifications of this culture. Such culture 

systems have previously been used to validate the specific precursor lineage from 

which HSCs are derived (Rybtsov et al., 2011), the role of key cytokines SCF, IL3 

and FLT3 in the maturation process (Rybtsov et al., 2014), the long-range 

interactions between neighbouring AGM tissues (Souilhol et al., 2016a), and 

rigorously quantify HSC precursors during embryonic development (Rybtsov et al., 

2016). 



123 

 

As the RNA-sequencing data here had been generated in direct relation to the 

functional understanding gained from cultures of E9.5 and E10.5 domains of AGM 

(section 3.2.1), reaggregate culture was a highly appropriate system to test the results 

of the transcriptional analysis. Here, a number of secreted candidates that were 

identified through bioinformatics analysis of AGM transcriptional data were 

functionally assessed using reaggregate culture followed by transplantation as an 

assay for maturation of HSCs from precursors. 

In this chapter I will discuss the selection of secreted protein candidates; the 

ex vivo reaggregate culture assays in which 10 candidates were tested for their 

capacity to support HSC maturation; the output of these assays in terms of CFU-C, 

repopulation of irradiated mice, and multilineage engraftment of these repopulated 

mice; and finally demonstrate that out of these candidates BMPER is reproducibly 

capable of increasing the efficiency of HSC maturation from E9.5 caudal part and 

from E11.5 AoD.   

 

4.2 Results 

This work was conducted with the assistance of Dr Stanislav Rybtsov who 

assisted in the set-up of the first reaggregate and transplantation experiment, and Dr 

Celine Souilhol who performed the final culture experiment (section 4.2.7) of E11.5 

AoV with BMPER. 

 

4.2.1 The E9.5 reaggregate culture as a novel mode of functionally validating 

candidates from bioinformatic analysis 

The transition between the early E9.5 environment, in which HSC precursors 

are detected, and the E10.5 environment, in which precursor maturation is 

autonomously supported, has been shown functionally (Rybtsov et al., 2014, 2016) 

and now transcriptionally. To identify key, novel molecular players in this process, 

an assay system was selected which could be tightly coupled to the bioinformatics 

analysis. 

In this system the caudal part of E9.5 embryos, which is known not to host 

any mature HSCs (Rybtsov et al., 2016), is dissociated, mixed with OP9 stromal 
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cells, reaggregated, and cultured at the air-liquid interface on serum media 

containing SCF, IL3 and FLT3L for 7 days. After this culture, the system will 

contain transplantable HSCs, albeit in lower numbers than would arise in vivo after 

the same time period. Candidates can therefore be added to the culture media as 

recombinant proteins and the output of transplantable HSCs used as a measure of 

their effect on the efficiency of the HSC maturation process. The advantage of this 

system is that the number of candidates that can be screened is mainly limited only 

by the number of mice that can be transplanted at the end-point, as opposed to the 

laborious generation of transgenic mice even prior to transplantation for in vivo 

studies. This system was therefore deemed a suitable approach to functionally 

validate the protein product of genes which are highly expressed in E10.5 compared 

to E9.5. 

 

 

Figure 4-1 The ex vivo culture system to assay the effect of candidates on the 

maturation of precursors from E9.5 into HSCs 

Schematic of the reaggregate culture system used to test the effect of candidates of 

maturation of E9.5 precursors. Caudal part from E9.5 embryos are dissected, dissociated, 

and reaggregated with OP9 cells. Reaggregates are cultured at the air-liquid interface of 

serum media to which candidate molecules can be tested. After 7 days, cultures are 

transplanted into irradiated mice at a dose of 0.5 or 1 ee (exact dose specified in results). 
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4.2.2 Selection of secreted molecules significantly differentially expressed in 

E10.5 AoV provides candidate regulators of HSC maturation 

A refined set of genes for functional testing was selected based on the known 

functionality of subdomains of the AGM region and the assay in which these genes 

would be tested (section 4.2.1). Since E10.5 AoV is able to support a close to 

physiological rate of maturation of pre-HSCs whilst the E9.5 AGM region does not 

(Rybtsov et al., 2014), it was hypothesised that the molecules of this niche may be 

supplemented to the E9.5 reaggregate culture and improve the efficiency of HSC 

production ex vivo. 

To identify genes which are absent or lowly expressed at E9.5 but present at 

E10.5, differentially expressed genes between E10.5 AoV and E9.5 AoV with > 2-

fold change and FDR < 0.05 were selected and ranked by fold change (Figure 4-2A). 

The genes meeting this differential expression criteria show a much lower degree of 

differential expression between the E10.5 AoD and E9.5 AoD than E10.5 AoV and 

E9.5 AoV suggesting that they represent a subset specific to the supportive AoV 

environment at E10.5. To identify genes that promote HSC maturation, the up-

regulated genes at E10.5 AoV were the particular focus. Of these 833 genes, the 119 

which have a gene ontology annotation as “extracellular space” (GO:0005615) or 

“extracellular region” (GO:0005576) (Figure 4-2B) were selected on the basis that 

secreted factors are likely to be important effectors of niche signalling. 
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Figure 4-2 Selection of genes for functional screening 

(A) Heat map shows significantly differentially expressed between E9.5 AoV and E10.5 

AoV with fold change ≥ 2 and FDR ≤ 0.05. (B) Table quantifies the number of differentially 

expressed genes in E10AoV vs E9AoV, both up and down regulated; the number of 

differentially expressed secreted factors (with gene ontology GO:0005576 “extracellular 

region” or GO:0005615 “extracellular space”); and the number not expressed in OP9 (OP9 

neg), expressed in OP9 (OP9 pos) or expressed significantly higher in OP9 upon 

reaggregation (OP9 pos RGR up) (expression threshold > 0.5 RPM). 

 

Since maturation of transplantable HSCs from E9.5 caudal part requires the 

support of OP9 co-culture (Rybtsov et al., 2014, 2016), the OP9 transcriptional data 

could be used to further refine the selection of candidates. The 119 secreted 

candidates were divided into those which are absent from OP9; those which are 

expressed in OP9; and those whose expression in OP9 increases upon reaggregation 

(Figure 4-2B). It was posited that all three categories may yield interesting 

candidates: those common to OP9 and AGM may be relevant as they are present in 

two independent supportive cell types, whilst those that are absent in OP9 may 

provide insight into the limitations of the culture system for early E9.5 precursors. 

Therefore candidates spanning all three categories were selected. 
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Due to the enrichment of pro-inflammatory signalling and BMP/regulation of 

BMP signalling in E10.5 AoV described above (sections 3.2.2 and 3.2.3), candidates 

belonging to these broad categories – but particularly those that are relatively little 

known, or have not previously been shown to affect HSC development – were 

selected. Selected members of the BMP/TGF-β/Nodal family comprised: BMP 

endothelial regulator (Bmper), which encodes a secreted protein capable of binding 

and modulating BMP ligand activity (Moser et al., 2003); Growth Differentiation 

Factor 3 (Gdf3) a regulator of cell growth in adult and embryo (Ehira et al., 2010; 

Levine and Brivanlou, 2006; Levine et al., 2009); Chordin-like 2 (Chrdl2), a paralog 

of the BMP inhibitor Chordin (Nakayama et al., 2004);  and Inhibin Beta (Inhbb), 

which encodes an inhibin subunit capable of forming homodimers (Activin A) or 

heterodimers with INHBA (Activin AB) which regulate FSH secretion (Mather et 

al., 1997; Namwanje and Brown, 2016). Pro-inflammatory cytokines consisted of: C-

X-C motif chemokine 10 (Cxcl10), also known as interferon gamma-induced protein 

10, a chemokine secreted in response to interferon-gamma induction (Luster and 

Ravetch, 1987; Luster et al., 1985); and Chemokine (C-C motif) ligand 4 (Ccl4), also 

known as macrophage inflammatory protein-1β , a chemoattractant for immune cells 

(Bystry et al., 2001; Dorner et al., 2002). Another gene of interest was Integrin 

Binding Sialoprotein (Ibsp), which encodes a protein homologous to the immune 

adhesion regulator OPN (Lund et al., 2009; Tagliabracci et al., 2012) which has 

largely associated with bone regulation (Alford and Hankenson, 2006; Bouleftour et 

al., 2014) but has been implicated HSC regulation in bone marrow (Granito et al., 

2015). Finally a number of secreted factors were considered interesting due to their 

potential roles as effectors of cell growth and differentiation: Insulin like growth 

factor binding protein 3 (Igfbp3) encodes a protein that binds and transports insulin-

like growth factor (IGF-1), a hormone that potentially regulates HSC bone marrow 

engraftment (Baxter and Martin, 1986; Caselli et al., 2013; Martin and Baxter, 1986); 

NEL-like 1 (Nell1) produces an EGF-like repeat containing protein which has been 

shown to regulate cell growth and differentiation (Bokui et al., 2008; Xue et al., 

2011; Zhang et al., 2002); and wingless-type MMTV integration site family, member 

2B (Wnt2b) a member of the conserved WNT family which has been implicated in 
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regulating a number of developmental processes (Cho and Cepko, 2006; Kawakami 

et al., 2001; Ober et al., 2006) (Table 9). 

For each of the selected candidates, the appropriate recombinant protein was 

bought and added to the culture media at two different doses. The dose was chosen 

based on the recommendations from the suppliers and the equivalent expression level 

in the dataset. The addition of two doses served as a (limited) means of titrating the 

protein. Each protein was further tested in the absence of SCF/IL3/FLT3 or OP9 

cells in the culture environment to determine whether it could supplement these 

essential factors. Functional screening of these proteins was performed in two sets of 

experiments, and consequently these experiments are kept separately in the figures 

below to enable more precise comparison to the control conditions of each 

experiment. 

 

Gene Description 

Cxcl10 A chemokine  involved in stimulation of monocytes, natural killer and T-cell 
migration, and modulation of adhesion molecule expression. Homozygous  
knockout mice are viable, fertile, and have no overt morphological or 
developmental abnormalities. Homozygous KO mice have defective T cell 
responses, including impaired proliferation and IFN-gamma secretion 
following antigenic challenge (129Sv background). 

Ccl4 A mitogen-inducible monokine with chemokinetic and inflammatory 
functions. 

Gdf3 A member of the bone morphogenetic protein (BMP) family and the TGF-β 
superfamily. Gdf3 can act as a BMP inhibitor within its normal dose range, but 
at high doses may act as a nodal agonist (Levine et al., 2009). Mice 
homozygous for a null allele exhibit prenatal lethality and resistance to diet-
induced obesity. Abnormal anterior visceral endoderm cell migration; 
abnormal primitive streak formation; absent mesoderm; rostral body 
truncation; absent anterior visceral endoderm.  

Chrdl2 Chordin-like 2; may inhibit BMPs activity by blocking their interaction with 
their receptors.  

Bmper BMP-binding endothelial regulator Gene; Inhibitor of BMP. BMPER  has been 
shown to be necessary for BMP-4 to exert its activating role in endothelial 
function and to induce Smad 1/5 activation. Vice versa, BMP-4 is necessary 
for BMPER activity (Heinke et al., 2008). Mice homozygous for a knock-out 
mutation exhibit neonatal lethality associated with abnormal lung and 
skeleton development. Mice heterozygous for a null allele exhibit abnormal 
lung development.  
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Inhbb The inhibin beta B subunit joins the alpha subunit to form a pituitary FSH 
secretion inhibitor. Furthermore, the beta B subunit forms a homodimer, 
activin B, and also joins with the beta A subunit to form a heterodimer, activin 
AB, both of which stimulate FSH secretion. 

Ibsp The protein encoded by this gene is a major structural protein of the bone 
matrix. It constitutes approximately 12% of the non-collagenous proteins in 
human bone and is synthesized by skeletal-associated cell types, including 
hypertrophic chondrocytes, osteoblasts, osteocytes, and osteoclasts. The only 
extraskeletal site of its synthesis is the trophoblast.  

Nell1 This gene encodes a cytoplasmic protein that contains epidermal growth 
factor (EGF)-like repeats. The encoded heterotrimeric protein may be 
involved in cell growth regulation and differentiation. A similar protein in 
rodents is involved in craniosynostosis. Alternative splicing results in multiple 
transcript variants. 

Igfbp3 This gene is a member of the insulin-like growth factor binding protein 
(IGFBP) family and encodes a protein with an IGFBP domain and a 
thyroglobulin type-I domain. The protein forms a ternary complex with 
insulin-like growth factor acid-labile subunit (IGFALS) and either insulin-like 
growth factor (IGF) I or II. In this form, it circulates in the plasma, prolonging 
the half-life of IGFs and altering their interaction with cell surface receptors.  

Wnt2b Ligand for members of the frizzled family of seven transmembrane receptors.  

 

Table 9 Selected genes for functional testing 

Summary of genes selected for function testing. Gene names are based on their MGI 

symbols and the descriptions and knockout phenotypes compiled from information from 

Entrez Gene Summaries (Maglott et al., 2005), and the Mouse Genome Database
7
 (Eppig et 

al., 2015, accessed November 2013). 

 

 

4.2.3 In vitro haematopoietic colony formation is not affected by addition of 

recombinant proteins  

For each of the recombinant proteins being tested, the capacity to 

differentiate into blood lineages – a hallmark of stem cells and progenitors – was 

measured by colony forming assays in methylcellulose based media. The number of  

haematopoietic colonies of granulocyte/monocyte (GM), 

granulocyte/erythrocyte/monocyte/megakaryocyte (GEMM), or proerythroblast (ER) 

                                                 
7
 http://www.informatics.jax.org 
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phenotype was not significantly altered by the culture with each of the recombinant 

proteins (Figure 4-3). 

 

 

Figure 4-3 Effect of candidates on colony forming potential 

Displays the number and type of colonies per embryo equivalent, produced from E9.5 caudal 

part cells cultured with the named recombinant protein (or in the absence of additional 

protein “-“) at the displayed concentration for seven days with serum media, OP9 cells and 

SCF, IL3 and FLT3L. Number of experiments = 2. GM = granulocyte/monocyte, GEMM = 

granulocyte/erythrocyte/monocyte/megakaryocyte and ER =  proerythroblast type colonies. 

Each methylcellulose culture was with 0.005 embryo equivalents, with 2 technical replicates 

and two biological replicates. Error bars represent the standard deviation from the mean. 

 

4.2.4 Long term repopulation shows functional enhancement of HSC 

maturation ex vivo by Bmper and potential effects of further molecules  

For each of the recombinant proteins being tested, the production of HSCs 

after seven days of culture was assayed by injection of the culture into the tail-vein 

of sub-lethally irradiated mice. Sixteen weeks after injection, the level of peripheral 

blood chimerism from the donor cells was measured as the percentage of donor cells 

in the total peripheral blood cells (including host and transplanted carrier cells). The 

efficiency of the culture for HSC production was inferred from the number of mice 

repopulated (as an indicator of whether HSCs were generated) and the level of 

repopulation (which is a semi-quantitative indicator of the number of HSCs/their 

capacity to engraft and differentiate) in comparison to the control. 
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Figure 4-4 Blood repopulation results in screen for the effect of candidates on HSC 

maturation 

Displays the percentage contribution of donor cells measured 16 weeks after injection with 

E9.5 caudal part cells cultured with the named recombinant protein at the displayed 

concentration for seven days with serum media, OP9 cells and SCF, IL3 and FLT3L 

(injected dose 1 ee or 0.5 ee as indicated). Each graph summarises the results of four 

independent experiments as indicated by the point symbols. 

 

 Two of the recombinant proteins had a noticeable effect on the donor 

contribution to peripheral blood, with CXCL10 giving a mild improvement by 

increasing the level of contribution, whilst BMPER had a more striking effect 

(Figure 4-4). Reaggregates that had been co-cultured with BMPER showed a 

significantly higher contribution to the recipient peripheral blood than untreated 

reaggregate cultures, with 8 out of 8 mice showing donor contribution above 25% 

compared to 3 out of 8 showing donor contribution above 25% from controls. 

Moreover, the donor contribution increased with dose such that 4 out of 4 

reaggregates cultured with 1 μg/ml BMPER gave greater than 70% contribution, 

compared to a mean of 17% contribution from controls. Other recombinant proteins 

showed an increase in one experiment but reverse in another.  

As BMPER had no effect on the number of haematopoietic colonies (Figure 

4-3) this suggested that it had a specific role in the maturation of HSCs rather that 

more committed haematopoietic progenitors in reaggregate culture. 
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4.2.5 Multilineage reconstitution shows normal blood repopulation from HSCs 

matured ex vivo 

To assess the differentiation potential of HSCs produced in this culture, the 

contribution of donor cells to all blood lineages was measured. The peripheral blood 

coming from donor cells (CD45.2+ cells) was analysed by flow cytometry to 

determine the proportion of myeloid (Mac1+Gr1+ and Mac1+Gr1-), B cells 

(B220+), T cells (CD3+) (Figure 4-5A and B). The proportion of each lineage was 

not significantly altered in most of the treatment conditions suggesting that HSCs 

produced in culture were true multipotent stem cells, capable of differentiating into 

all blood lineages. Multilineage analysis of mice repopulated with reaggregate 

cultures that had been treated with Ibsp had a larger fraction of B and T-cells, and 

low myeloid contribution (Figure 4-5). As these mice had been repopulated at low 

level, it suggests that the culture may not have produced mature HSCs, rather, 

reconstitution was from  progenitors.  
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Figure 4-5 Multilineage donor contribution to repopulated mice 

(A) Sorting strategy to assess percentage donor contribution from different blood lineages. 

CD45.2+ CD45.1- cells represent donor cells; Mac1 and Gr1 represent myeloid cell; and 

CD3 and B220 represent lymphoid cells. (B) Quantification of multilineage contribution 

from repopulated mice representing each treatment condition. Populations are a percentage 

of live donor cells (CD45.2+) from peripheral blood of transplanted mice: myeloid 

(Mac1+Gr1+ and Mac1+Gr1-), B cells (B220+), T cells (CD3+). 
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4.2.6 Preliminary functional studies without growth factors or cytokines 

suggest Bmper can rescue 3GF effect, and a potential role of IBSP in 

haematopoietic colony formation 

 

The assay with E9.5 caudal part, OP9 and cytokines enables the identification 

of factors which affect the efficiency of HSC maturation by detecting an increase or 

decrease in repopulation level compared to a relatively low level of control 

repopulation. A more stringent mode of assay is to test an increase in repopulation 

using conditions in which there is no repopulation from control. In the absence of the 

cytokines (SCF, IL3 and FLT3) is it known that there is no (or very little) 

repopulation from cultured E9.5 caudal part as, particularly SCF is an essential factor 

in supporting HSC maturation (Rybtsov et al., 2014). Similarly absence of OP9 

significantly impedes the maturation of HSCs from E9.5 precursors. Consequently, 

the removal of either cytokines or OP9 was used as a more stringent assay of each 

candidate’s effect on HSC maturation. 
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Figure 4-6 Colony forming and transplantation potential after culture in the absence of 

OP9 

(A) Displays the number and type of colonies per embryo equivalent, produced from E9.5 

caudal part cells cultured with the named recombinant protein for seven days with serum 

media and SCF, IL3 and FLT3L.  GM = granulocyte/monocyte, GEMM = 

granulocyte/erythrocyte/monocyte/megakaryocyte and ER = proerythroblast type colonies. 

Each methylcellulose culture was with 0.005 ee equivalent, with 2 technical replicates and 

two biological replicates. (B) Displays the percentage contribution of donor cells measured 

16 weeks after injection with E9.5 caudal part cells cultured with the named recombinant 

protein at the displayed concentration for seven days with serum media  and SCF, IL3 and 

FLT3L (injected dose 1 ee).  

 

In the absence of OP9 cells the number of CFU-Cs was similar to the number 

in the presence of OP9 cells. Most of the treatment conditions gave lower 

repopulation than when OP9 were present (Figure 4-6, Figure 4-4). More strikingly, 
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in the absence of cytokines the number of CFU-Cs was reduced about 10-fold to 

approximately 1500 CFU-C per embryo equivalent (Figure 4-7A and B) and the 

number of significantly repopulated mice in control reduced to 2 out of 16 (Figure 

4-7C and D). 

 

 

Figure 4-7 Colony forming and transplantation potential after culture in the absence of 

SCF/IL3/FLT3L 

(A) Displays the number and type of colonies per embryo equivalent, produced from E9.5 

caudal part cells cultured with the named recombinant protein for seven days with serum 

media and OP9 cells.  GM = granulocyte/monocyte, GEMM = 

granulocyte/erythrocyte/monocyte/megakaryocyte and ER = proerythroblast type colonies. 

Each methylcellulose culture was with 0.05 ee, with 2 technical replicates and two biological 

replicates. (B) Displays the percentage contribution of donor cells measured 16 weeks after 

injection with E9.5 caudal part cells cultured with the named recombinant protein at the 

displayed concentration for seven days with serum media  and OP9 cells (injected dose 1 ee). 

 

In these experiments, both the absence of OP9 and the absence of cytokines 

respectively, BMPER showed no significant effect on colony formation compared to 
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control (Figure 4-6A, Figure 4-7A), similarly to in the presence of both OP9 and 

cytokines (Figure 4-3). The repopulation level after BMPER treatment indicated a 

potentially mild rescue affect compared to control (Figure 4-6B, Figure 4-7B), 

although this would need to be repeated to verify this significance. 

Another notable result in these assays was the differing effect on CFU-Cs and 

repopulation after treatment with IBSP in the absence of cytokines or OP9 cells. 

When OP9 cells were excluded from the E9.5 culture, the addition of IBSP gave a 

reduced number of CFU-Cs to almost 0 colonies/ee (Figure 4-6A) whilst maintaining 

the repopulation level at the same level as control (Figure 4-6B). Contrastingly, when 

cytokines were removed, in the first experiment the number of CFU-Cs was 

maintained at a much higher number that in controls and in the second experiment a 

large number of proerythroblast colonies were produced (Figure 4-7A). In the same 

condition, no mice were repopulated from the culture (Figure 4-7B). This was a 

puzzling effect as IBSP had not induced any different CFU-Cs or repopulation 

compared to control when both OP9 and cytokines were present in the culture. One 

potential explanation is that IBSP has opposing effects on the OP9 stroma compared 

the stroma of SCF treated primary caudal part cells. The outcome in the presence of 

OP9 and cytokines may then be an average of these two affects, but when each 

condition is eliminated successively these opposing affects can be seen. This 

phenotype has not been followed up in this project, but could be of potential future 

interest if replicated in further experiments. 

 

4.2.7 Bmper can enhance repopulation at E11.5 

This experiment was conducted by Celine Souilhol (from Professor 

Alexander Medvinsky’s lab) as a follow up to my findings that BMPER increases 

maturation of HSCs from E9.5 culture. It is included here to strengthen the support 

for BMPER as a regulator of HSC maturation. 

As the effect of BMPER on HSC maturation was the most striking and 

consistent of all candidates tested, it was followed up in more detail. At E11.5 

approximately 1 HSC is present in the AGM region (Kumaravelu et al., 2002; 

Rybtsov et al., 2016) and this is generally restricted to the ventral side (AoV) 

(Taoudi and Medvinsky, 2007). As the AGM region also contains a number of 
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precursor cells (pre-HSCs) further HSCs can be generated from both AoV and AoD 

after a period of culture, but the autonomous generation of HSCs from AoD is at a 

very low frequency (4/20 mice repopulated from AoD versus 19/28 from AoV in 

(Souilhol et al., 2016a)), and generally requires co-culture with AoV or OP9 and 

cytokines to induce further HSC production. The effect of BMPER on HSC 

generation in isolated E11.5 AoV and AoD was determined by addition to the 4 day 

culture of these tissues at two concentrations. 

 

 

Figure 4-8 The effect of BMPER on HSC production from E11.5 AoV and AoD 

Displays the percentage contribution of donor cells measured 16 weeks after injection with 

E11.5 AoV or AoD cells cultured with the named BMPER at the displayed concentration for 

five days with in serum-free, cytokine-free media (injected dose 1 ee). 

The production of HSCs from these cultures was determined by measuring 

the peripheral blood chimerism of mice 16 weeks after they had been transplanted 

with the culture. The culture of AoV showed a slight increase in HSC production 

compared to control when the highest dose of BMPER was added with 5/8 mice 

repopulated, compared 3/8 in control (Figure 4-8). Furthermore the repopulation 

tended to be at a higher level (57 %) compared to the control (45 %). The culture of 

AoD with BMPER at its highest dose showed a significant difference to the culture 

of AoD alone. In this case 3/8 mice were repopulated at high level compared to 0/8 
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in control (Figure 4-8). Thus the results corroborate the effect seen at E9.5 

suggesting that BMPER is capable of modulating the process of HSC maturation and 

when added in high levels it increases the efficiency of this process.  

 

4.3 Discussion 

The results here show that combination of transcriptional data with the 

reaggregate culture functional assay enabled the protein product of multiple genes to 

be screened for the effect on HSC maturation. Through this type of screening, a 

novel role for the protein BMPER was identified as modulation of HSC maturation 

from precursors. Further functional testing demonstrated that BMPER can maintain 

HSC maturation from E9.5 precursors in more stringent culture conditions (i.e. the 

absence of cytokines or OP9 cells) and also can increase the efficiency of maturation 

from E11.5 AoV and AoD tissues.  

Further explored in these experiments was the role of IBSP on the production 

colony forming units. Contrasting effects were seen when cytokines were eliminated 

from the cultures, and when OP9 cells were eliminated suggesting that it was acting 

synergistically with other molecules, or signalling in an indirect effect through the 

stroma. In either case, it highlights that the functional effect measured may be the 

average outcome of opposing signalling which is not unmasked until separate aspects 

of the culture system are isolated. Indeed the significant undefined aspects of this 

culture system pose a limit on the inferences drawn from experiments, and the 

reproducibility. However as yet, this is the best known system to functionally study 

HSC maturation in vitro and achieving a more defined culture system is a long-term 

goal of molecular characterisation experiments. 

Finally these experiments reiterated the lack of correlation between CFU-C 

assays and transplantation results. This demonstrates that the repopulation assay is 

still the main barrier to high throughput studies of the conditions/genes/proteins 

affecting HSC maturation.  

Thus the validation, in reaggregate culture followed by transplantation, of 

candidates genes identified from RNA-seq of AGM domains highlighted BMPER as 

a novel regulator of HSC maturation, and possible roles of CXCL10 and IBSP which 

would require future investigation. Ultimately this suggests that the AGM region 
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transcriptome data may yield further candidates if functional screens were continued 

in the future. For the scope of this thesis, the reproducibility of the functional effect 

of BMPER prompted further investigation into its mechanism of action, which is 

discussed in detail in Chapter 5. 
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Chapter 5 Characterising the in vivo and in vitro 

role of Bmper in HSC maturation 

5.1 Introduction 

Bmper (bone morphogenetic protein [BMP]-binding endothelial cell 

precursor-derived regulator), is a secreted glycoprotein containing five cysteine-rich 

domains, a von Willebrand D domain and a trypsin inhibitor domain (frequently 

found in extracellular proteins). Originally identified in mouse through a screen of 

flk1+ cells (putative endothelial bodies) vs flk- cells from embryoid bodies it has 

been shown to bind BMP2, BMP4, BMP6, and BMP4 ligands (Moser et al., 2003). A 

number of studies in mouse, zebrafish and drosophila (where it is referred to as 

crossveinless-2 or cv2), have shown both pro-BMP (Coles et al., 2004; Conley et al., 

2000; Kamimura et al., 2004; Ralston and Blair, 2005; Rentzsch et al., 2006), and 

anti-BMP (Binnerts et al., 2004; Helbing et al., 2013; Moreno-Miralles et al., 2011; 

Moser et al., 2003)  regulatory roles of Bmper. More rigorous biochemical studies of 

Bmper have proposed that the protein regulates a biphasic response to BMP 

signalling (Kelley et al., 2009; Serpe et al., 2008). In a mouse endothelial cell line, 

low stoichiometric ratios of Bmper promoted signalling by BMP ligands, but when 

Bmper exceeded a 2:1 ratio it induces endocytic uptake of Bmper and its bound 

ligand, thereby antagonising the BMP signalling. This likely explains the 

contradictory findings of different studies of Bmper’s regulatory behaviour. More 

recently Bmper has been studied with regard to its regulation of the inflammatory 

response of endothelium where is has been shown to be a protective regulator of 

vascular inflammation (Helbing et al., 2011), constrain retinal revascularisation after 

injury (Moreno-Miralles et al., 2011), and retain epithelial integrity after damage 

(Helbing et al., 2013). 

The expression distribution of Bmper has been described by in situ 

hybridisation in mouse (Coffinier et al., 2002). From mid-gastrulation it is expressed 

by the posterior primitive streak and pre-cardiac mesoderm. At E9 it is detected in 

the ventral tail bud, and roof of the neural tube. By E10 an expression domain 

appears in the mesonephric ridge as well as the forebrain, limb bud, dorsal root 

ganglion, otic vesicle, and nasal process. In the adult, Bmper expression is most 
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highly detected in the lung tissue. Thus previous work validates the findings here in 

Chapter 3 and Chapter 4 that Bmper is expressed in the AGM region and particularly 

upregulated between E9.5 and E10.5. However the functional role of Bmper within 

the AGM region, and particularly in regard to HSC maturation, has previously never 

been studied. The reproducibly positive effect on HSC maturation, shown in Chapter 

4, prompted further investigation into the source of BMPER and its distribution in 

the AGM at both the protein and gene expression level. Furthermore, the dual 

agonistic and antagonistic role found in previous studies posed the question of 

whether Bmper’s regulatory function is executed via the enhancement or inhibition 

of BMP signalling within the AGM region. 

In this chapter I show that the protein distribution of BMPER in E10.5 AGM 

is ventrally polarised validating the gene level distribution detected by RNA-seq 

(Chapter 3); I investigate the distribution in more detail and show that the intra-aortic 

clusters and primordial germ cells show particularly strong staining for BMPER. I 

further quantify the Bmper transcript distribution in endothelial cells, haematopoietic 

cells, perivascular cells, stroma and the pre-HSC lineage by FACS and qRT-PCR 

observing a particularly high transcript enrichment in the non-endothelial CD146 

positive cells. Finally, I compare the BMPER and pSMAD1/5/8 distribution, and the 

inducibility of Bmper by BMP4 to build a model of BMP4 inhibition by BMPER via 

a negative feedback interaction. 

 

5.2 Results 

5.2.1 Immunostaining reveals BMPER protein is ventrally polarised within 

the E10.5 AGM region 

Given the findings from RNA-sequencing that Bmper is up-regulated 

between E9.5 and E10.5 and polarised in the ventral region (Chapter 3, Chapter 4) its 

distribution within the AGM region was validated at the protein level by immuno-

staining. In transverse sections BMPER could be detected at high levels on the 

ventral side of the AGM region relative to the dorsal side, particularly ventro-lateral 

to the dorsal aorta (Figure 5-1). This is in agreement with the RNA-seq data, 

suggesting that both expression and protein localisation is restricted to this ventral 
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niche. BMPER was also present in the neural tube, and the regions lateral to the 

AGM region, but these tissues are removed in the dissection of the AGM region for 

expression studies and reaggregate culture studies, so were not considered in more 

detail.  

At the level of individual cells, some brightly stained cells were detected in 

the ventral mesenchyme as well as the luminal side of the dorsal aorta, prompting 

further investigation of their identity. 

 

 

Figure 5-1 BMPER distribution in the E10.5 AGM region 

Distribution of BMPER protein in the from AoD to AoV in E10.5 AGM transverse sections 

from two independent embryos measured by immunostaining. Green = CD31, Magenta = 

BMPER, Blue = DAPI. Scale bar = 50 µm. 

 

5.2.2 The distribution of BMPER protein shows enrichment in haematopoietic 

clusters and primordial germ cells 

The cells brightly stained with BMPER had the morphology of intra-aortic 

clusters – cells budding from the endothelium into the dorsal aorta which have both 

endothelial and haematopoietic surface markers and are believed to be the source of 

pre-HSC/HSCs (Boisset et al., 2010; Garcia-Porrero et al., 1995; Jaffredo et al., 

1998; Tavian et al., 1996). Co-staining CD45 (a haematopoietic marker), CD31 (an 

endothelial marker) and BMPER, then imaging at high resolution by confocal 

microscopy, verified that these BMPER-bright cells express endothelial and 
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haematopoietic markers thus are likely to represent intra-aortic clusters (Figure 

5-2A).  

 

 

Figure 5-2 BMPER staining in intra-aorta clusters 

(A) Localised BMPER protein in the hematopoietic clusters of the dorsal aorta from three 

different embryos in sections measured by immunostaining. (B) Secondary control 

immunostaining excludes anti-BMPER primary antibody. Red = CD45, Green = CD31, 

Magenta = BMPER, Blue = DAPI. Scale bar = 50 µm. 

 

Staining of the protein was detected throughout the cytoplasm of these cells 

suggesting that either the protein is produced by these cells or is taken-up by these 

cells after secretion from another cell type. The endocytosis of BMPER when at high 

concentration has been described previously (Kelley et al., 2009) so the latter cause 

of cytoplasmic distribution is possible.   

Another type of BMPER-bright cell was detected in the ventral mesenchyme, 

closer to the gut epithelium than the dorsal aorta and in CD31-positive cells (Figure 



145 

 

5-1). Based on a literature search of CD31 (Pecam-1)-positive cells that are not in the 

endothelium, and the cell types that are present in the ventral mesenchyme it was 

hypothesised that these cells may be primordial germ cells (Medvinsky et al., 1993; 

Wakayama et al., 2003; Yokomizo and Dzierzak, 2010). Co-staining with a specific 

surface marker of primordial germ cells, SSEA-1, suggested that these are indeed 

primordial germ cells (Figure 5-3), which migrate through the ventral mesenchyme 

at E10.5 on their journey from the gut to the urogenital ridges (Molyneaux et al., 

2001). 

 

 

Figure 5-3 BMPER staining of primordial germs cells in the E10.5 ventral mesenchyme 

(A) Localised BMPER protein in primordial germ cells in the ventral mesenchyme, in 

sections measured by immunostaining. (B) Secondary control immunostaining excludes anti-

BMPER primary antibody. Red = SSEA-1, Green = CD31, Magenta = BMPER, Blue = 

DAPI. Scale bar = 50 um. 
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5.2.3 Bmper expression is enriched in the non-endothelial CD146+ 

encompassing perivascular cells, mesonephric tubules and metanephric 

mesenchyme 

The AGM region is a heterogeneous mixture of cell types. To explore in 

more detail which cells are the main source of BMPER, the AGM region was sorted 

into broad cells types known to compose this region: Lin-CD45+VC-, representing 

haematopoietic cells; Lin-CD45-VC+, endothelial cells; Lin-CD45-VC-CD146+, 

putative perivascular cells; and Lin-CD45-VC-CD146-, remaining stroma (Figure 

5-4A). The expression level of BMPER was compared between these sorted 

populations. The expression of Bmper was 5 - 25 times higher in the Lin
-
CD45

-
VC

-

CD146
+
 population than the other populations including the remaining stroma 

(Figure 5-4C), suggesting that these cells are expressing Bmper at a particularly high 

level and may be the main source of Bmper in the AGM region. 
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Figure 5-4 Expression of Bmper in sorted populations from the E10.5 AGM region 

(A) Sorting strategy for isolation of AGM stromal populations: Lin
-
CD45

+
VC

-
, representing 

haematopoietic cells; Lin
-
CD45

-
VC

+
,
 

endothelial cells; Lin
-
CD45

-
VC

-
CD146

+
, putative 

perivascular cells; and Lin
-
CD45

-
VC

-
CD146

-
, remaining stroma. Representative plots for 

three experiments. (B) Sorting strategy for isolation of AGM HSC precursor lineage 

populations: Lin-VC+CD45-CD43-CD41lo pro-HSC, Lin-VC+CD43+CD41+ Type I pre-

HSC, and Lin-VC+CD45+ Type II pre-HSC and Lin
-
CD45

-
VC

-
CD146

+
, putative 
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perivascular cells. Representative plots for two experiments. Gatings were defined by 

fluorescence-minus-one (FMO) control samples. (C) Expression level of Bmper transcript 

relative to Tbp in each sorted population, normalised to expression in the Lin
-
CD45

-
VC

-

CD146
+
population (n=3). Significance calculated by t-test ** p ≤ 0.011, *** p ≤ 0.001). (D) 

Expression level of Bmper transcript relative to Tbp in each sorted populations, normalised 

to expression in perivascular population (n=2). * p ≤ 0.05. 

 

As BMPER protein was detected in intra-aortic clusters, which are believed 

to host pre-HSCs, and the markers used above would not have captured pre-HSCs in 

an enriched level, the expression of Bmper was tested in all populations of the pre-

HSC lineage: Lin
-
VC

+
CD45

-
CD43

-
CD41

lo
 pro-HSC, Lin

-
VC

+
CD43

+
CD41

+
 Type I 

pre-HSC, and Lin
-
VC

+
CD45

+
 Type II pre-HSC and Lin

-
VC

-
CD146

+
 cells to calibrate 

between experiments (Figure 5-4B). Again the VC
-
CD146

+
 population showed the 

highest level of Bmper expression compared to other populations, although there was 

moderate expression in the earliest precursors: pro-HSCs (Figure 5-4D). This 

expression enrichment suggests that the BMPER protein enrichment in the intra-

aortic clusters is due to the uptake of BMPER into these cells rather than their own 

production. So BMPER protein is potentially acting in a non-cell autonomous 

fashion. 

To further investigate the VC
-
CD146

+
 population that appear to express 

Bmper at higher levels than any other cell type, the distribution of these cells was 

tested in the AGM region by immunostaining. As previously described, the aorta is 

surrounded by a layer of cells which do not express endothelial markers but do 

express CD146, and are thus ascribed “perivascular cells” (Crisan et al., 2008; 

Sacchetti et al., 2007). However in the transverse sections, another population of 

CD146
+
 cells, negative for endothelial markers was detected towards the urogenital 

ridges, in a more rounded structure and far from any endothelium. Sections of the 

embryos, taken along the length of the AGM region indicated two sources of non-

endothelial and non-perivascular, CD146
+
 cells towards the caudal end of the dorsal 

aorta (Figure 5-5A), and in tubule structures as the rostral end of the dorsal aorta 

(Figure 5-5B). Co-staining sections made at these two points with the nephric marker 

Pax2, suggested that these CD146
+
 populations consist of metanephric mesenchyme 
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(Figure 5-5C) and mesonephric tubules (Figure 5-5D) but not the mesonephric duct. 

The relative contribution of mesonephric tissues and perivascular cells to the 

production of BMPER in the AGM region could not be easily determined from these 

immunostainings, and indeed they may both contribute. 
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Figure 5-5 Comparison between BMPER distribution and the distribution of non-

endothelial CD146
+
 cells in the AGM region  

(A) BMPER protein in CD146
+
 cells around the dorsal aorta and urogenital ridges in the 

caudal part of AGM and (B) rostral part of AGM region measured by immunostaining. Red 

= CD146, Green = CD31, Magenta = BMPER, Blue = DAPI. Scale bar = 50 µm. * indicates 

clusters of non-endothelial, CD146
+
 cells, ventrolateral to the AGM region (C) Co-staining 

PAX2 and CD146 validates that CD146 marks metanephric mesenchyme (mm) in the caudal 

AGM region and  (D)  mesonephric tubules (mt) in the rostral AGM region but not nephric 

duct (nd). Red = CD146, Green = CD31, Grey = PAX2, Blue = DAPI. Scale bar = 50 µm. 

 

5.2.4 qRT-PCR, immunostaining and flow cytometry demonstrate that Bmper 

is expressed in OP9 cells and increases in level upon reaggregation 

As Bmper expression had been detected from RNA-seq data of OP9 cells and 

was particularly up-regulated upon reaggregate culture, this expression was validated 
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by qRT-PCR. Adding in the time points 12h, 24h and 48h after reaggregation, and 0h 

(no reaggregation), Bmper was upregulated in OP9 from as early as 12h after 

reaggregation (Figure 5-6A), verifying that it is truly responsive to the reaggregation 

and/or culture method.  

 

 

Figure 5-6 Bmper gene and protein expression OP9 cells 

(A) Bmper transcript levels measured in OP9 cells after reaggregation for 0h, 12h, 24h, and 

48h. Measured by qPCR relative to Tbp (n=4). *** p = 0.0005, ** p = 0.0055, * p = 0.0177. 

(B) BMPER positive OP9 cells measured by flow cytometry after intracellular staining with 

anti-BMPER antibody. (C) Intracellular and secreted BMPER from OP9 cells grown in 

submersed culture. (D) Secondary control immunostaining excludes anti-BMPER primary 

antibody. Magenta = BMPER, Blue = DAPI. Scale bar = 50 µm. 
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Expression of BMPER was then tested at the protein level by flow cytometry 

and by immunostaining (Figure 5-6B, C). All OP9 cells show a shift in fluorescence 

and all images showed positive BMPER staining (relative to secondary antibody-

only control), suggesting that it is homogeneously expressed throughout this cell 

population. Further inspection of immuno-stained OP9 cells shows conglomerates of 

BMPER protein outside the cells, demonstrating its secretion (Figure 5-6C).  

 

5.2.5 An anti-correlative distribution of pSMAD1/5/8 and BMPER staining 

suggests BMPER is acting as an inhibitor of BMP signalling in the intra-

aortic clusters 

Previous studies have suggested that BMPER can act as an antagonist or an 

agonist of BMP signalling depending on the context and level (Kelley et al., 2009; 

Serpe et al., 2008). Given the supportive role of BMPER in HSC maturation, the 

expression of BMP ligands in the AGM region, and the role of BMP signalling in 

HSC development it was deemed important to establish the role of BMPER in the 

AGM region.  

A downstream target of the activated BMP pathway is the SMAD family of 

proteins. Following engagement of BMP ligands with the receptors BMPR1 and 

BMPR2, SMAD proteins 1, 5 and 8 become phosphorylated by the kinase domain of 

the receptor. After phosphorylation, these SMADs translocate into the nucleus, 

where they co-activate expression of target genes. Thus SMAD1/5/8 phosphorylation 

is a good indicator of BMP signalling activation, as it represents an early response 

which is independent of time-delays due, for example, to transcription or translation. 

To establish the mechanism of BMPER on BMP signalling modulation, the 

distribution of BMPER protein was compared with the distribution of regions 

activated for BMP signalling (i.e. positive for pSMAD1/5/8). BMPER showed high 

staining in intra-aortic clusters. As has been shown previously (Souilhol et al., 

2016a) and was validated here (Figure 5-7), these intra-aortic clusters have low 

pSMAD1/5/8 staining relative the underlying endothelium. Importantly the nuclei of 

these cells are completely lacking pSMAD1/5/8 staining. 

 



153 

 

 

Figure 5-7 Co-staining intra-aortic clusters for BMPER and pSMAD1/5/8 

(A), (A’) and (A’’) show three examples of the localisation of pSMAD1/5/8 around 

CD45+CD31+ haematopoietic clusters. (B) Secondary control immunostaining excludes 

anti-pSMAD1/5/8 primary antibody. Red = CD45, Green = CD31, cyan = pSMAD1/5/8, 

Blue = DAPI. (C) Localisation of BMPER in CD45+CD31+ haematopoietic clusters. Red = 

CD45, Green = CD31, Magenta = BMPER, Blue = DAPI. Scale bar = 50 µm. 

 

 The other cells with high BMPER signal, SSEA1 positive primordial germ 

cells, show low pSMAD1/5/8 signal compared to the surrounding cells and, 

importantly, no nuclear staining (Figure 5-8). In combination this suggests that high 

BMPER acts as an inhibitor of BMP signalling in the AGM region, which is in 
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keeping with previous functional demonstration that high BMP4 signalling is 

inhibitory to HSC maturation (Souilhol et al., 2016a). 
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Figure 5-8 Co-staining primordial germ cells for BMPER and pSMAD1/5/8 

(A), (A’), (A’’) and (A’’’) Show four examples of the localisation of pSMAD1/5/8 around 

SSEA-1+CD31+ primordial germ cells. (B) Secondary control immunostaining excludes 

anti-pSMAD1/5/8 primary antibody.  Red = SSEA-1, Green = CD31, cyan = pSMAD1/5/8, 

Blue = DAPI. (C) Localisation of BMPER in SSEA-1+CD31+ primordial germ cells. Red = 

SSEA-1, Green = CD31, Magenta = BMPER, Blue = DAPI. Scale bar = 50 um. 

5.2.6 Expression analysis after AGM explant culture or OP9 culture with 

BMP4 suggests Bmper expression is induced by BMP4 activation 
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The potential model of BMPER as an inhibitor of BMP activity in the 

environment of developing HSCs prompted further investigation of whether there is 

a regulatory relationship between BMP4, which is expressed in the ventral side of the 

AGM (Durand et al., 2007; Marshall et al., 2000; Souilhol et al., 2016a) and 

BMPER. A comparison of the expression of Bmp4 and Bmper across a range of cell 

types (Figure 5-9B) revealed a positive correlation between these two genes which 

tended to be expressed in the same cell types. As Bmp4 is expressed at high levels in 

E9.5, E10.5 and E11.5 AGM regions, while Bmper is expressed only after E10.5 it 

was hypothesised that BMP4 might induce Bmper expression (Figure 5-9A). 
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Figure 5-9 A regulatory relationship between Bmper and Bmp4  

(A) Normalised expression of Bmper (purple) and Bmp4 (blue) across all 124 AGM and 

related niche cell type gene expression samples. Correlation coefficient is Spearman’s 

correlation coefficient between Bmper and Bmp4 across all datasets. Each point represents 

one embryo. (B) Expression of Bmper and Bmp4 in dissected AGM at E9.5, E10.5 and 

E11.5. Expression is normalised to Tbp. (C) Expression of Bmper in E11.5 AGM explants 

after 24h culture with BMP4 at displayed dose, IMDM without cytokines or serum (n=2). * 

p = 0.0354. (D) Expression of Bmper in OP9-BMP4 after culture with doxycycline to induce 

Bmp4 overexpression (n=2) Error bars represent the standard deviation from the mean. 

 

To test a potentially regulatory role between BMP4 and Bmper, BMP4 was 

added to an explant culture of E11.5 AGM (in the absence of serum or cytokines) 

and after 24h the expression of Bmper was upregulated approximately 3-fold (Figure 

5-9C). In another cell context, OP9 transfected with a doxycycline inducible Bmp4 

expression construct were treated with dox for 24h or 48h and the expression of 

Bmper measured (Figure 5-9D). Again Bmper expression was induced more than 

three-fold in the presence of BMP4 suggesting that there is a regulatory relationship 

between these molecules, and that Bmper expression may be induced as a 

consequence of high BMP4 levels. 
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5.3 Discussion 

The results here validate the identification of a functional molecule, BMPER, 

from RNA-sequencing but additionally explore its distribution at higher resolution. 

The BMPER protein distribution is indeed ventrally polarised, but also enriched in 

the intra-aortic clusters, placing it directly in the niche in which HSCs are believed to 

mature. An additional interesting observation was the high enrichment of BMPER in 

the PGCs of the ventral mesenchyme, highlighting further potential parallels between 

these two stem cell systems, which are already known to share a dependence on SCF 

signalling,(Broudy, 1997; Dolci et al., 1991; Medvinsky et al., 1993; Rybtsov et al., 

2014). The primary source of Bmper in the AGM region still remains unclear, but is 

apparently from a VC-CD146+ population which includes cells perivascular to the 

dorsal aorta, or from the ventro-lateral mesonephric tubules and metanephric 

mesenchyme, or both.  

The distribution of BMPER at the transcript and protein level shows some 

discrepancy, as pre-HSC populations express very low levels of the transcript while 

the protein is relatively enriched in the intra-aortic clusters (putative pre-HSCs). This 

could be interpreted as an issue of antibody specificity, but the broad enrichment of 

anti-BMPER staining in the AoV relative to the AoD as well as the detection of 

protein secreted from OP9 cells is in agreement with transcriptional data. Given that 

BMPER is a secreted protein, the distribution of transcript and protein may be 

expected to differ and indeed BMPER has previously been shown in vitro to be 

selectively accumulated by certain cell types (Kelley et al., 2009). 

The anti-correlative distribution of BMPER and pSMAD1/5/8 suggests that 

in the context of haematopoietic clusters and PGCs, BMPER is exerting an 

antagonistic affect towards BMP signalling, in agreement with the known inhibitory 

effect of high BMP4 signalling on HSC maturation (Souilhol et al., 2016a). 

Moreover the increase in expression following BMP4 treatment in OP9 and AGM 

reaggregates demonstrates that in mouse, like in zebrafish and drosophila (Rentzsch 

et al., 2006; Serpe et al., 2008), that Bmper expression is induced by BMP4.  
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Figure 5-10 Proposed model of interaction between BMP4 and BMPER in the AGM 

Represents the action of BMP4 to drive phosphorylation of pSMAD1/5/8 which then 

translocate the nucleus and promotes transcription. BMP4 also (through an unknown 

mechanism) promotes the transcription of Bmper which, in the intra-aortic clusters, inhibits 

the BMP4-driven phosphorylation of pSMAD1/5/8. 

 

In summary, from the transcriptional profiling of the AGM region (Chapter 

3), and functional validation of the capacity to support HSC maturation (Chapter 4), 

it has been possible in this chapter to investigate the potential mechanism of 

antagonism of BMP signalling by BMPER in facilitating HSC maturation. 

Furthermore, due to the induction of Bmper by BMP4, the model can be proposed 

that high BMP4 signalling just outside of the dorsal aorta endothelium promotes the 

expression of Bmper, which restricts the level of BMP signalling in the local pre-

HSC environment, facilitating their maturation (Figure 5-10). 
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Chapter 6 Discussion 

6.1 Summary 

The main goal of this project was to improve our molecular understanding of 

the niche environment in which HSCs develop. I have described how a reference for 

this type of analysis was established through the production of a transcriptome-wide 

dataset of sub-domains of the AGM region by RNA-sequencing 3.2.1. By processing 

this data and identifying sets of genes specific to each subdomain of the AGM region 

I have tried to rationalise the large amount of data gathered into an interpretable 

format (sections 3.2.2 and 3.2.7). The enrichment of gene ontologies and pathways in 

agreement with existing understanding of the AGM regions (sections 3.2.2 and 

3.2.3), suggests that this information represents a reliable reflection of the tissues. 

Building on this approach a second RNA-seq dataset was produced from the 

supportive stromal cells – OP9 – cultured in a variety of conditions (section 3.2.5). 

By comparison of these conditions I identified the major transcriptional change when 

these cells are cultured in reaggregate conditions, and found that there was a 

significant commonality between this profile, and the in vivo profile of the E10.5 

AoV (section 3.2.6). 

Drawing together this data, I selected a number of potential candidates which, 

due to their temporal and spatial positioning, may have an active role in regulation of 

HSC specification (section 4.2.2). By adding these candidates to a culture system 

which captures the transition between HSC precursors and transplantable HSCs, I 

was able to identify a novel positive regulator of HSC maturation called Bmper 

(section 4.2.4). In a slightly different culture system, but one which still captures the 

maturation of HSC precursors (in this case from later HSC precursors, predominantly 

Type II pre-HSCs), Dr Celine Souilhol independently verified this positive 

regulatory role of Bmper (section 4.2.7). 

Finally through characterisation of the gene-level and protein-level 

distribution of BMPER in the AGM region, I identified that the population 

expressing Bmper at most abundant levels is a VC-CD146+ population constituted 

by perivascular cells, metanephric mesenchyme and mesonephric tubules (section 

5.2.3). Moreover, BMPER protein appears to accumulate in the intra-aortic clusters 
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and primordial germ cells, potentially indicating the main targets of its function 

(section 5.2.2). The distribution of pSMAD1/5/8 appears to indicate that BMPER is 

exerting an antagonistic effect on BMP signalling within the developing HSC niche 

(section 5.2.5), and indeed the upregulation of Bmper in the presence of BMP4 

(section 5.2.6) suggests that this is part of an autoregulatory feedback system to 

maintain precise control of BMP signalling in the developing HSC environment 

(Figure 5-10). 

6.2 Elucidating the signalling environment of the HSC niche 

6.2.1 Expression profiling of the AGM region captures key signalling and 

cellular compositions of different functional domains 

Transcriptional profiling was able to capture many dynamic changes within 

the AGM region during development. The signatures of spatially polarised tissues 

such as the neural tube (in AoD), nephric system (in UGR), and transient cell 

contributions such as PGCs (in E10.5 AoV) were evident from the tissue specific 

gene clusters (section 3.2.2). This provided a validation of the relevance of this 

dataset, and the potential to be used for discovery of previously unknown molecular 

changes in the AGM region. 

 Perhaps more importantly for the focus of this thesis was the identification of 

a number of signalling pathways that increase between E9.5 and E10.5 and have a 

degree of ventral polarisation: SCF signalling, the TGF-β superfamily family and a 

pro-inflammatory signalling family. These are in keeping with previous studies 

proposing their functional roles (Li et al., 2014; Rybtsov et al., 2014; Souilhol et al., 

2016a), but also provide potential candidate ligands for functional analysis. In the 

case of the TGF-β superfamily, it was possible to verify the utility of this dataset in 

identifying of novel regulators of HSC development through the functional increase 

in HSCs driven by BMPER. Importantly, this highlighted a potential inhibitory 

branch of this pathway in the AGM region (discussed further in 6.5). Moreover some 

pro-inflammatory pathway members such as CXCL10 and CCL4 showed promising 

potential regulatory roles, but require further replication. As such, other members of 

the TGF-β superfamily, expressed in E10.5 AoV, such as BMP5, INHBA, and 

TGFB2 may be of interest for follow up studies. 
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Notably some signalling pathways, which are known to regulate HSC 

development, did not appear in this analysis. Although being able to promote HSC 

expansion in reaggregate culture (Taoudi et al., 2008), Il3 expression was not 

detected in the AGM region and its receptor Il3ra was not differentially expressed in 

any condition. Similarly Flt3l was not detected, while its receptor, Flt3 is expressed 

at a very low level and is ventrally polarised (Figure 8-2B and C). These could be 

expressed in very small numbers of cells which couldn’t be captured amongst the 

large numbers of cells of the AGM region. Alternatively these signals may be found 

in the blood/serum and therefore wouldn’t have been captured by the tissue 

dissection. 

The role of Notch signalling, which is required for early stages of HSC 

specification but must be reduced to facilitate progression from Type I pre-HSCs to 

Type II pre-HSCs (Souilhol et al., 2016b), was also not apparent from this 

transcriptional data. Although the pathway is likely to be blocked at E10.5 to 

facilitate pre-HSC progression, none of the pathway molecules (except Dll1) were 

differentially expressed between E9.5 and E10.5 (Figure 8-2A). This may relate to 

the nature of Notch signalling as ligands are presented through direct cell-cell 

interactions so regulation may be very localised and therefore would not be apparent 

in analysis of the bulk population. Moreover any protein level regulation would not 

be detectable here. Interestingly, the Notch pathway was apparently up-regulated in 

OP9 cells after reaggregation, particularly due to upregulation of the receptors Notch 

1-4 (Figure 3 13). This may indicate a role in non-cell autonomous regulation via the 

stroma although further investigation is required (discussed further in 6.3).  

Similarly, the retinoic acid pathway did not show significant differential 

expression despite having been shown previously to regulate HSC maturation 

(Chanda et al., 2013). Such results highlight the limitation of this reverse genetic 

approach to identify regulators that change in correlation with functional changes. To 

identify regulators whose dynamics don’t necessary match the functional changes, 

but are still essential, a forward screen would be necessary, whereby phenotypes of 

impaired haematopoiesis at E10.5 were traced to their genetic aberrations. This has, 

to some extent, been performed at the level of individual genes (discussed in section 

1.5.1), but a transcriptome-wide functional screen will be challenging in vivo in 
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mouse. The development of CRISPR/Cas9 technology for efficient genetic 

modification may hold the potential to do this in the future (Chen et al., 2015).  

Therefore the transcriptional data produced here (Chapter 3) was able to 

capture important signalling changes in the developing HSC environment, and novel 

pathway members which may be executing this function. Indeed, the ability to 

identify novel pathway members gave insight into the controversy of BMP’s role in 

the AGM region suggesting that a number of BMP inhibitors are expressed in the 

ventral region at E10.5. While limitations in this approach mean that some signalling 

pathways were missed, this data is likely to yield further insightful signalling 

mechanisms upon additional functional screening. 

 

6.2.2 Technology frontiers and the potential for future insight into HSC 

development 

Matching the transcriptional profiling to the exact tissues which have been 

functionally assayed was an important way to define meaningful comparisons of 

expression and ultimately find functionally relevant molecules. However the AGM 

region is a complex mixture of cells types, and some information is lost in 

sequencing a bulk population (for example whether a signalling pathway is restricted 

to particular cell types, or diffuse across a whole region). An interesting, and 

potentially informative next step would be to deconvolute these bulk expression 

signatures i.e. partition the expression signature into subgroups based on cell type of 

origin. Deconvolution may facilitate insight into molecules that act together as a 

signalling pathway, and how transcriptional networks can be regulated by external 

signals. This is theoretically possible computationally, and to some extent the 

differential enrichment of gene sets or gene ontologies helps partition genes into 

groups which potentially act together (section 3.2.2). A more quantitative 

deconvolution is possible if marker profiles of the constituent cell types are known, 

or the relative proportions of cell mixtures are known (Gaujoux and Seoighe, 2012, 

2013; Kuhn et al., 2011; Shen-Orr et al., 2010). In the case of the AGM region this is 

likely obscured by its poorly characterised composition by a mixture of cell types in 

unknown proportions. An alternative approach would be to derive full expression 

profiles of the constituent cell types of the AGM region and use these in 
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deconvolution of the average expression domains. Again this may be restricted by a 

limited understanding of the cellular constituents of the niche. 

A more unbiased approach would be single-cell expression profiling of the 

entire niche, in which cell types could be defined by clustering their expression 

profiles. The feasibility of this is currently limited by throughput of single cell 

technology. Libraries still require a degree of manual preparation, so most current 

single-cell RNA-seq studies have measured cell numbers in the order of 100-1000 

cells (Paul et al., 2015; Proserpio et al., 2016; Scialdone et al., 2016; Wilson et al., 

2015). Since the AGM region is composed of approximately 50,000 cells, but within 

that has approximately 1 HSC and 50 pre-HSCs, a representative single-cell 

transcriptional profile may not be met by current technology. A new frontier in large 

scale library preparation on single cells is the use of nanoliter droplets in 

combination with DNA-barcoded beads which are able to prepare tens of thousands 

of libraries (Klein et al., 2015; Macosko et al., 2015). Hence single cell sequencing 

may be a promising future methodology in characterising the developing HSC niche. 

An alternative means of deconvoluting the bulk expression profiles is to 

characterise the spatial compartmentalisation of gene expression. The AGM region, 

like most developmental structures, is a precisely spatially defined tissue. If 

expression information can be measured on a large scale, while retaining positional 

information, the local environment(s) in which HSC precursors reside may be 

observed as well as the communication between the many constituent cells that 

orchestrate this environment. Some approaches which may enable spatially resolved 

transcriptional profiling include laser-capture microdissection (Espina et al., 2006; 

Morton et al., 2014) and in situ sequencing (Crosetto et al., 2015; Ke et al., 2013; 

Lee et al., 2014). 

A final limitation on the high resolution profiling of the HSC niche is the 

biological limitation of defining HSCs by phenotype. The use of FACS index sorting 

combined with single cell sequencing and functional study has recently provided an 

effective way to combine phenotypic information and functional assay (Wilson et al., 

2015). If this could be combined with retention of spatial information, it might be 

key to resolving the precise location of the HSC niche. 
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6.3 The OP9 expression profile 

The identification of a significant transcriptional shift in OP9 cells after 

reaggregation was notable, particularly as a number of regulators of HSC 

development were included in this, such as Runx1, Bmper and Notch receptors. From 

this study it was not possible to ascertain which aspect of the culture induces these 

transcriptional changes. Two possibilities are: the culture at the air-liquid interface, a 

common procedure for explants and reaggregates, compared to culture submersed in 

media; or the process of reaggregation in which cells undergo a degree of 

compressive forces. As Notch signalling is known to be induced by direct cell-cell 

interactions (Artavanis-Tsakonas et al., 1999), the latter could provide an 

explanation, as compression of cells into reaggregate may increase the number of 

cell-cell interactions.  

A second striking aspect of the expression signature of OP9 cells was that the 

genes upregulated after reaggregation showed a significant overlap with the 

transcriptional signature of E10.5 AoV. This was not expected, as the two tissues/cell 

types have very different origins. A possible explanation, given the observation that 

Runx1 was upregulated, and that Runx1 can be induced by Notch signalling (Burns et 

al., 2005; Nakagawa et al., 2006; Richard et al., 2013), is that the activation of Notch 

pathway caused increased expression of Runx1 which could elicit a haematopoietic-

supportive transcriptional program similar to that of the AGM region, where Runx1 

is expressed in the ventral stroma (North et al., 2002). To what extent the common 

transcriptional program is necessary for the supportive function of OP9 would need 

to be interrogated further through knockouts/knockdowns of these genes. Moreover, 

whether the common transcriptional program is predominantly initiated by Runx1 

would be interesting to ascertain, as well as the contribution of Bmper, which was 

also upregulated in after reaggregation. 

 

6.4 Screening secreted factors in reaggregate and assay limitations 

In this study the use of reaggregate cultures followed by transplantation 

allowed the testing of a number of candidates for their role in HSC maturation. This 

culture system has been used before to demonstrate the functional role of secreted 
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regulators in the AGM region such as SCF, BMP4, Noggin and Shh (Rybtsov et al., 

2014; Souilhol et al., 2016a), however the approach in this thesis differed in that it 

used a more data-driven selection of candidates for functional screening. Although 

this enabled the identification of Bmper as a regulator of HSC development, a 

number of other candidates such as Cxcl10 showed potential effects on HSC 

development, but would need further replication to assess significance as there was a 

high degree of variation in the system. Hence, this reaggregate culture system is a 

useful, tractable assay for study of molecular regulator, but has a number of 

undefined aspects which introduce unaccountable variations that limit the 

conclusions that can be drawn. The requirement for foetal calf serum to support 

maturation from early precursors represents one of these undefined elements. A 

further investigation of the characteristics of serums that support this culture may 

yield significant insight, as well as clarify the currently unknown interactions 

between the recombinant proteins being tested and serum proteins. 

A further limitation of this screening approach is that the application of high 

levels of a recombinant protein may not be representative of the physiological 

situation. To robustly define the essential physiological regulators of HSC 

maturation, a knockout/knockdown approach could be used with OP9 cells (although 

the heterogeneity of the OP9 population would have to be captured). On the other 

hand, if the goal of the study is to find the minimal requirements to support the 

maturation of HSCs in vitro, the physiological relevance of the conditions may be 

considered a secondary issue.  

Ultimately the transplantation assay poses the most significant limitation to 

the throughput of screens of HSC maturation. In the absence of phenotypic 

characteristics that can truly correlate with transplantation output, the study of 

molecular regulators remains, time-consuming, costly, and inherently variable. 

 

6.5 The functional role of Bmper in HSC maturation 

This study showed a positive role on HSC maturation by Bmper in two 

culture systems: 7-day culture of E9.5 caudal part with serum, OP9 and 

SCF/IL3/FLT3L; and 5-day culture of E11.5 AoD in the absence of serum, OP9 or 

cytokines. However as both of these cultures likely support a multi-step process of 
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maturation (Rybtsov et al., 2011, 2014, 2016; Taoudi et al., 2008), it is not possible 

to infer from these experiments, which aspect of HSC maturation is modulated by 

Bmper. This would be interesting to follow up with timed addition of the protein, to 

establish whether regulation is in an early or late stage of HSC maturation. 

The production of HSCs from E11.5 AoD in the presence of BMPER (Figure 

4-8), is a notably similar phenotype to the increase in production of HSCs from 

E11.5 AoD when cultured with E11.5 AoV (Souilhol et al., 2016a Figure 2C) or 

when E11.5 AoD is cultured with Noggin (Souilhol et al., 2016a Figure 7D). This 

suggests that Bmper may be one of the mediators of support of HSC maturation from 

AoV at E11.5, although it may have some functional redundancy with other proteins 

such as Noggin. Whether this is acting through proliferation of early precursors, 

induction of maturation of precursors, or relief of a repressive signalling environment 

is not clear from these experiments. This could be addressed to some extent by a 

newly established limiting dilution assay, in which the number of pre-HSCs can be 

compared with the number of HSCs (Rybtsov et al., 2016). If the number of pre-

HSCs is increasing as well as the number of HSCs, then the mechanism may be 

increasing the de novo specification of pre-HSCs or increasing their proliferation. If 

the number of pre-HSCs remains the same, but HSC numbers are increased, then the 

mechanism is either inducing the final maturation step, de-repression or proliferation 

of HSCs. This may be an important step in understanding the regulation of the 

multistep maturation process. 

 

6.6 Bmper as a modulator of BMP signalling 

In this study, the regulatory effect of BMPER during HSC maturation appears 

to be via antagonism of BMP signalling, particularly in the intra-aortic clusters, as 

part of a feedback mechanism to BMP4 signalling (Figure 5-10). These findings 

support the argument that BMP4 antagonises HSC development, and the similarity to 

the action of Noggin in supporting HSC maturation from E11.5 AoD (Souilhol et al., 

2016a) suggests that BMP antagonism is an important process regulated by multiple 

molecules. The antagonistic role of BMPER could in future be supported with 

functional experiments, to test whether BMPER is able to rescue the inhibitory effect 

of addition of BMP4 to cultures of E10.5 and E11.5 AGM region. 
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The likely antagonistic effect of BMPER in BMP signalling in the intra-aortic 

clusters does not exclude the possibility that it could be eliciting a biphasic role in 

regulating BMP signalling within the AGM region. This biphasic control of BMP 

signalling has been modelled as an important way of producing a sharp boundary 

between cells that receive a very high and very low levels of a signal (Kelley et al., 

2009; Serpe et al., 2008; Umulis et al., 2006). In the AGM region, this may be both a 

temporal and a spatial boundary (Figure 6-1). For example, between E9.5 and E10.5 

there may be a rapid switch from pro-BMP to anti-BMP signalling (particularly in 

the pre-HSC environment) (Figure 6-1A). As well as this, in the E10.5 AGM region, 

there may be a spatial boundary between the intra-aortic clusters and the underlying 

mesenchyme. BMPER could act to enhance the BMP signalling response in the 

ventral sub-aortic mesenchyme, where BMP4 is high, but towards the luminal 

budding intra-aortic clusters the differing BMP4-BMPER stoichiometry may induce 

endocytosis of BMP4, abrogating its effect (Figure 6-1B). However a lack of clarity 

of the spatial distribution of pre-HSCs precludes a full understanding of the 

importance of the spatial boundary. 

 

Figure 6-1 The interaction between BMP4 and BMPER creates temporal and spatial 

boundaries between BMP signalling environments 

(A) Schematic representation of the increasing ventral expression of BMP antagonists 

Bmper, Noggin, Chrdl2 in the AoV between E9.5 and E11.5, while the expression of Bmp4 

remains relatively constant. The balance of BMP agonists and antagonists therefore shifts to 
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create an anti-BMP environment (particularly in the intra-aortic clusters) between E9.5 and 

E10.5. Therefore the HSC precursor lineage experiences a transition to anti-BMP signalling 

environment as they progress developmentally. (B) The distribution of BMPER and BMP4 

in the E10.5 AoV also creates spatially restricted zones of pro-BMP signalling (in the sub-

aortic mesenchyme) and anti-BMP signalling (in the intra-aortic clusters). 

 If pre-HSCs rapidly transition between an area of high BMP signalling to 

low BMP signalling, this could reconcile the apparently contradictory findings that 

HSCs in the AGM region have a history of BMP activation (Crisan et al., 2015), but 

high BMP4 inhibits HSC maturation (Souilhol et al., 2016a). A possible early 

requirement for BMP signalling in the AGM region may be explained by the 

capacity of BMP4 to regulate Scl and Runx1 expression (Mead et al., 1998; Pimanda 

et al., 2007), which could initiate the haematopoietic program. BMP4 has also been 

shown to regulate the essential HSC growth factor SCF (Dudley et al., 2007).  

Functional experiments, for example chimeric embryos with a mixture of Smad or 

Bmp receptor knockout cells could help distinguish between a necessary or 

incidental role for BMP signalling in the AGM region. 

The effect, seen in adult, that antagonism of BMP signalling leads to 

increased HSC homing via induction of Cxcl12 (Khurana et al., 2014), could also 

explain the importance of BMP inhibition in the AGM region, particularly as a 

mechanism in the latter stages of HSC maturation. Indeed the antagonism of BMP 

signalling may be the mechanism by which pre-HSCs embedded in the endothelium 

acquire the capacity to home to the adult niche. In agreement with this, expression 

data from this thesis shows that Cxcl12 expression dramatically increases between 

E9.5 and E10.5 concomitant with the increase in Bmper expression (Figure 8-2). 

At a broader level, the relative contribution of BMPER to haematopoiesis in 

vivo remains unclear. Previous studies of homozygous knockout mice show lethality 

immediately after birth (Ikeya et al., 2006), suggesting that BMPER is not essential 

to haematopoietic development as embryos survive beyond the stage of initiation of 

definitive haematopoiesis. Likely, the modulation of BMP signalling by BMPER is 

co-regulated by multiple molecules (e.g. Noggin, Chordin or other BMP modulators) 

which can provide some functional redundancy. Therefore the in vivo understanding 
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of the requirement for BMPER, or indeed BMP antagonism, to permit HSC 

maturation may require combinatorial knockouts of several genes. 

 

6.7 Prospects for directed differentiation 

Given the capacity of BMPER to increase the efficiency of maturation of 

transplantable HSCs, it may be a suitable molecule to test in protocols for the 

directed differentiation of ES cells towards HSCs. BMP4 has previously been 

applied to embryoid body culture to produce haematopoietic cells (Chadwick et al., 

2003). In the light of the study here and recent work (Souilhol et al., 2016a), the role 

of BMP signalling in HSC maturation appears to be complex. The application of 

BMP may be transiently required but must be followed by inhibition at the final 

stages, thus it may be appropriate to apply BMPER at the latter stages of the 

differentiation protocol. 

Other molecules from the expression data produced in this study may also be 

effective molecules in directing differentiation towards the HSC fate. However due 

to the complex nature of signalling within the AGM region stroma and pre-HSC 

lineage, it will be important to first establish signalling mechanisms that have a direct 

functional effect on HSC precursor maturation. 

 

6.8 Summary and perspectives 

The study of HSC ontogeny faces a number of challenges, namely the rarity 

of HSCs and the requirement for their assay by transplantation; the complexity of the 

AGM environment with regard to both the cell constituents and signalling landscape; 

the multistep process of lineage progression; and a lack of a fully defined culture 

system to capture this process. Yet the constant developments in methods for 

molecular, biochemical, cellular and bioinformatic approaches to the study of 

developmental haematopoiesis are facilitating continuous progress in our 

understanding.  

This thesis provides a more comprehensive characterisation of the functional 

aspects of the AGM region and OP9 cells than has been previously performed, which 

should provide a useful reference for future research into the signalling that drives 
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HSC maturation. Although the technology used here was not able to capture the full 

heterogeneity of the niche, the application of more recent technological 

developments (discussed in section 6.2.2) which facilitate more precise, high-

resolution, profiling will be an important advance of this work to refine the 

transcriptional signatures generated from the AGM region subdomains. 

In this thesis, I have demonstrated the capacity to identify novel regulators of 

HSC development, such as BMPER, by combining transcriptional profiling and a 

targeted functional assay. Although limited in its throughput and subject to inherent 

variation, continued screening of candidates from transcriptional profiles is likely to 

identify further novel regulators that can improve HSC maturation in ex vivo 

reaggregate culture and may be applicable to protocols for differentiation of ES cells 

towards an HSC fate. In this manner, the goals of deriving HSCs from alternative 

sources in vitro to improve clinical studies and potential therapeutic interventions 

into haematopoietic diseases may hopefully be attainable in the not too distant future. 
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Chapter 8 Appendix 

8.1 Interactive visualisation code 

The code for the interactive data visualisation is included as an electronic 

supplementary file in the attached CD. This includes the input SVG and TXT files; 

the JAVA files and classes; the JavaScript file encoding the interactive components 

(main.js); the CSS attributes of the visualisation (main.css); all additional plug-ins; 

and a build (build.xml) and jar (VisualisationDemo.jar) to enable deployment. 

8.2 Induction of Bmp4 after doxycycline treatment 

Control demonstrates the induced high level of expression of Bmp4 in OP9-

BMP4 cell line in response to doxycycline treatment. 

 

Figure 8-1 Control expression of Bmp4 after induction of OP9-BMP4 cells with 

doxycycline 

Expression of Bmp4 detected by qRT-PCR in OP9 cells which had been transfected with an 

expression construct containing inducible expression of Bmp4 (described in section 2.4.4), 

and treated with 1µg/ml doxycycline in reaggregate conditions. Expression normalised to 

Tbp relative to expression at 0 h. n=2. Error bar represents standard deviation of the mean. 

 

8.3 Expression of genes of interest in the AGM RNA-seq dataset 

The expression of a small number of genes of interest mentioned in Chapter 6 

are displayed below. 
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Figure 8-2 Expression of genes of interest in AGM RNA-seq dataset 
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Expression intensity in RPM of genes of interest in the AGM RNA-seq dataset (A) Notch 

receptors and ligands (B) Il3 ligand and its receptor Il3ra (C) Flt3l ligand and its receptor 

Flt3 (D) and Cxcl12. * indicates where there is a significant difference between E9.5 AoV 

and E10.5 AoV (absolute fold change > 2, FDR ≤ 0.05 from DESeq). Expression of Il3 

ligand and Flt3l was not detected in the AGM RNA-seq dataset. 

8.4 Additional outputs: publication in preparation and external 

meetings 

 

Manuscript in preparation: 

 McGarvey, A., Rybtsov, S., Souilhol, C., Godwin, D., Tomlinson, S.R., 

Medvinsky, A., A   molecular roadmap of the spatio-temporal transitions in 

the developing HSC niche reveals regulation of HSC maturation by BMPER. 

Manuscript under review. 

 

External meetings: 

 Talk: “A genome-wide approach to characterising the developing HSC 

niche” (2016). Copenhagen Bioscience Conference: Stem Cell Niche - 

Development & Disease. Reviewed in: 

Kirkeby, A., Perlmann, T., and Pereira, C.-F. (2016). The stem cell niche 

finds its true north. Development 143, 2877–2881. 

 Poster: “A spatio-temporal molecular framework of the developing 

haematopoietic stem cell niche” (2016). ISSCR Annual Meeting, San 

Francisco. 

 Poster: “Global gene expression analysis in elucidating the molecular 

characteristics of emerging hematopoietic stem cells” (2013). Hydra IX – The 

European Summer School on Stem Cells & Regenerative Medicine, Hydra, 

Greece. 
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