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Introduction 

Overview.  This is a case study of a period in the development of the 2011-12 

Official Scientific Inquiry/Engineering Design Scoring Guides for the state of 

Oregon.  During the period of time under study there were several events relating 

to the development of the scoring guides that were of particular interest. The 

primary event understudy in this research was the work done by several panels 

of experienced in-service teachers which were gathered to evaluate an early 

draft version of the 2011-12 Official Scientific Inquiry/Engineering Design Scoring 

Guides, henceforth referred to as the SI/ED Scoring Guides, and to report back 

to the Oregon Department of Education (ODE) the panels' feedback and 

recommendations for changes for the SI/ED Scoring Guides.   

 This study conducted a detailed line by line analysis of the feedback the 

Teacher Evaluation Panels offered to ODE and the changes observed in several 

draft revisions of the SI/ED Scoring Guides. These analyses were conducted to 

answer the two research questions that guided this study. 

1. What types of feedback did the panels of experienced teachers  
    offer ODE for the revision of the SI/ED scoring guides?  

 2. How did ODE utilize the feedback the teachers offered to revise  
     the SI/ED Scoring Guides?    

 The SI/ED scoring guides were designed to score evidence of a student's 

proficiency as demonstrated through a work sample performance assessment of 

Scientific Inquiry or Engineering Design. The results of this study showed that the 

feedback offered by the Teacher Evaluation Panels was focused on 

recommending changes that clarified or refined the fundamental functions of the 
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scoring guides and that the feedback was used to make changes to the scoring 

guides likewise clarifying and refining the fundamental functions of the scoring 

guides and arguably improving the scoring guides.   

 Background. In 2009, Oregon adopted a new set of Science Content 

Standards.  Included in these updated standards was an overhaul of the 

Scientific Inquiry (SI) standards, originally implemented in 2002, and the addition 

of new Engineering Design (ED) standards. The content standards for SI and ED 

are intended to incorporate a conceptual understanding of the nature of science 

and processes of engineering with the commonly canonized science curriculum 

subject areas: Physical Science, Life Science, and Earth and Space Sciences 

(Kleckner, 2009).   

 There were two main components to the Oregon science assessment 

strategy to assess student learning with respect to the science content standards 

revised in 2009.  The first was the long standing and updated standardized 

multiple choice exam called the Oregon Assessment of Knowledge and Skills, 

commonly referred to as OAKS (Vanderwall, 2011).  The second method was 

relatively new and was still in the process of being implemented, that was a local 

performance assessment of Scientific Inquiry and soon to be added Engineering 

Design.   

In June of 2008, it became Oregon law to include the requirement that 

Oregon public schools use local performance assessments to evaluate their 

students’ progress.  For grades 3rd through 8th, at least one performance 

assessment in Science Inquiry, or Engineering Design, was to be required per 
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Table 1: Comparison of rubric design methods between Mertler and Reddy. 

Mertler (2001) Reddy (2011) 

1. Examine the learning objectives of 
the task.  

1. Identify the learning objectives to 
be served by the use of the 
assessment method and which lead 
to the identification of qualities 
(criteria) that need to be .displayed 
in a student’s work to demonstrate 
proficient performance 

2. Specify observable attributes that 
will demonstrate their proficiency.  

3. Brainstorm characteristics that 
describe the above attributes.  

2. Identify levels of performance for 
each of the criteria. 

4. Write a thorough description for 
excellent and poor work for each 
attribute.  

3. Develop separate descriptive 
scoring schemes for each evaluation 
level and criteria. 

5. Describe other levels of 
proficiency on the scale.  

4. Obtain feedback on the rubrics 
developed. 

6. Collect student work samples that 
are exemplary of the scale levels.  

5. Revise the rubrics based on 
feedback from primary stakeholders. 

7. Revise as necessary.   
6. Test the reliability and validity of 
the rubrics. 

 
7. Pilot test of the rubrics. 

 
8. Use the results of the pilot test to 
improve the rubrics. 

  

 Steps 1 and 2 in Mertler's method were merged into the first step in 

Reddy's method but these methods both agree that the first steps are to identify 

the objectives the rubric is to measure and then to collect 'attributes' or 'criteria' 

that provide evidence regarding how well the student met the desired objective.  

These steps will be notable again in the methods and results section below.   

 Where Mertler and Reddy differ, starting at Reddy's step 4, is Reddy's 

recommendation to obtain feedback on the rubric from primary stake holders and 

then to revise the rubric on the basis of that feedback (Reddy, 2011).  These are 



 14 
 

the very steps captured in this case study.   The results of the analysis herein will 

report on the types of feedback that were collected from the stake holders, in this 

case in-service teachers that are expected to be using the scoring guides within 

the following year.  And then through the analysis, conclusions will be drawn 

describing the impact the teachers' feedback had on the scoring guides. 

Teachers and Policy Initiatives 

 Teacher Involvement. In this study, teachers were asked to participate in 

the development process of a state assessment tool.  Very little research was 

found that reported on teachers providing feedback to policy makers, especially 

regarding teacher feedback to a state department of education.  The lack of 

research literature in this area was also reported by Reddy (2011). However, 

several anecdotal accounts were found where teacher input was received and 

accepted by policy makers.  One example was in the state of Montana during the 

development of a state-wide policy initiative. The Office of Public Instruction 

acquired feedback through multiple means from education professionals, 

including in-service teachers.  Based on the non-academic article, the feedback 

appeared to have been utilized by the state as it continued to develop its policies 

(Barlow, 2009). 

 Another example was found in an article recently published anonymously 

in the magazine American Teacher. In this case, in-service teachers took the 

initiative to review a draft of proposed Mathematics and Language Arts 
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Standards and then offered feedback to the Council of Chief State School 

Officers.  In the teachers' feedback, they noted several omissions of content 

details that were immediately apparent to them as active practitioners, but seem 

to have been missed by the policy makers who had not likely been in a 

classroom for many years (anonymous, 2009). 

 Research literature was found from several additional sources where it 

was recommended that in-service teachers should be included in the process of 

developing wide scale assessments.  In a scathing peer reviewed editorial 

concerning the state of the industry of high stakes standardized assessments, 

Gallagher (2002) questioned the validity of any assessment that was developed 

in secret by "remote experts".   He went on to ridicule the spectacle of some 

industrial assessment developers for recruiting teachers to participate in the 

development of assessments, but in the end these teachers were brought in 

effectively as a public relations ruse.  On the contrary, Gallagher (2002) 

recommended that teachers be recognized as professional assessors of student 

work and that assessments should enable the teachers to do the work of 

assessing their students within the context of the classrooms.  Researchers 

evaluating another statewide assessment tool recommended that panels of 

teachers be recruited to evaluate the SI items in the exam with the lab 

experiences the students received in the classroom to better align the exam to 

the instructional experiences the students were getting in the classroom (Day & 

Matthews, 2008). 
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 Teacher affect and morale. Further, regardless of the reported benefit lost 

by not including teachers in the development of these assessment tools, there 

are other costs to excluding teachers from the process. The new policy of the 

local science performance assessment, and the accompanying SI/ED Scoring 

Guides represent, are education reforms that were generated by the ODE and 

the state legislature.   

 Despite good intentions, when high stakes top-down education reform 

occurs, it has been shown there are can be profound and sometimes very 

counterproductive consequences in the classroom and beyond.   Valli and Buese 

(2007) conducted a longitudinal study of the impact of the implementation of a 

series of assessment initiatives on elementary teachers.  The study concluded 

that in the midst of the assessment reforms the teachers had difficulty reconciling 

their practice to the increased roles the teachers were expected to fill as a result 

of the reform, and the teachers experienced a deterioration of professional 

wellbeing.  In addition to the teachers' morale, a deterioration of pedagogical 

practices and relationships with the students were also identified in the study.  

These latter effects were noted more frequently in high needs, title-1 schools 

(Valli & Buese, 2007).   

 Similar deteriorations in teacher morale in the face of education reform 

were identified in a study of teacher beliefs (Lumpe, Hanley, & Czerniak, 2000).  

The result of reduced morale was a lower probability that the reform would be 

adopted by the affected teachers.   Another study looking at the negative impact 



 17 
 

top down reforms had on teachers and the adoption of reforms found that in 

addition to a low rate of teachers adopting the new reforms into their practice, 

there can also be a heavy toll taken on the culture of the school and district with 

a high turn-over rate for the leadership and teachers that were open to the reform 

as a result of being pushed out of the school by disaffected teachers (Olsen & 

Sexton, 2009). 

  The research offered some suggestions to remedy or to avoid these 

observed negative consequences that can occur with top down education reform.  

The implementation of the reform should be carried out while maintaining respect 

for the teachers that would be affected by the reform (Olsen & Sexton, 2009).   

Before and during the implementation of a reform it was recommended that the 

attitudes of the affected teachers be assessed and that professional development 

opportunities be offered to address issues that might threaten the success of the 

reform (Lumpe et al., 2000).  Including the teachers in the policy decision making 

or development process, as well as being aware of the amount of time the 

different reforms may take before the teachers are comfortably ready for the next 

phase of reform, was strongly recommended by Valli & Buese (2007). 

 Several of the concerns and recommended practices from the above 

studies appear to have been taken into consideration and acted upon by ODE 

while it continues to develop and improve the standards-based educational 

system for the state.  As ODE continues to refine the standards-based policies, 

changes to the policies have been scheduled in a methodical and forecasted 
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manner (ODE Science Standards Adoption, 2009) so as to inform practitioners 

as well as other stake holders of what policy changes are expected and when to 

expect them.  Further, and more specifically to the context of this study, through 

professional development workshops scheduled prior to the official release of the 

SI/ED Scoring Guides, ODE had an opportunity collect data about teachers' 

attitudes and to address teachers’ knowledge and beliefs about the 2010 SI/ED 

Scoring Guides. Finally, by including teachers in the process of developing this 

state wide assessment tool, that is by supporting the Teacher Evaluation Panels 

in order to collect in-service teachers' feedback concerning the new scoring 

guides, ODE is clearly answering the call to include teachers in the education 

reform process. 

  This case study looks at the effect several panels of experienced teachers 

had on the development of the SI/ED Scoring Guides.  The teachers' feedback 

was analyzed in detail as were the draft versions of the scoring guides as they 

progressed from early versions to late versions.  The results show strong 

evidence of the contribution teachers made working toward the end product.  
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Methods 

Overview 

This thesis research was a case study of the development of the 2011 Oregon 

Science Inquiry and Engineering Design Scoring Guides which were developed 

to score the local performance assessment of elementary through secondary 

student work samples targeted to demonstrate proficiency in Science Inquiry (SI) 

or Engineering Design (ED) process knowledge and skills.  Specifically, this 

study focused on the how the scoring guides changed during the development 

process following the input of 6 panels of experienced in-service teachers.  This 

case study set out to answer the following questions:  

1. What types of feedback and recommended changes did the panels of   
    experienced teachers offer the ODE?   
2. How did ODE use this feedback during the continued development of    
    the scoring guides? 
 

 To answer these questions a mixed method case study approach was 

taken.  Borrowing from the typology of Thomas (2011) this case study was a 

single key case study describing the diachronic development of the scoring 

guides through several iterations to explore the impact, and possible value of, the 

input offered by experienced teachers toward the development of those scoring 

guides.   

Case Under Study. 

In April of 2010, six panels of experienced in-service teachers were convened to 

review and remark upon draft versions of the 2010 Oregon Science Inquiry and 

Engineering Design Scoring Guides.  The six panels were organized by grade 

level and the panelists' interest in science inquiry or engineering design. Each 
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panel worked with the corresponding scoring guide. See Table 2.  The panels 

were convened all day Friday April 20th, 2010 and for a half day on Saturday 

April 21st, 2010.  This study collected data from these panels and the 

subsequent changes made to the scoring guides. 

 The diagram in Figure 1 below shows the sequence of several events and 

processes through which data were collected for this case study.  The data 

collected came from two types of events:  The first type of event is the primary 

event that was structured by the researchers to provide the opportunity for the 

teacher panels, the participants, to evaluate and provide feedback for the 

development of the SI and ED Scoring Guides.  This event was designed by the 

researchers in order to facilitate 1) the work of the panels and 2) data collection 

for this study.   As denoted in the diagram below, there were several secondary 

events from which data was collected for this study.  These events and 

processes were conducted by ODE independently of the researchers and were 

external to the control of the researchers. However, these events were important 

sources of data, which pertained directly to the questions this study set out to 

answer and provided further insight into data collected from the Teacher 

Evaluation Panels in the primary data collection event.    
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Figure 1: Diagram of Study 
 

 Primary Events. The first primary data collection event was organized by 

the researchers to provide a focused atmosphere for the Teacher Evaluation 

Panels to consider and discuss the scoring guides in detail.   The explicit goal of 

for the panels was for each panel to generate a report reflecting the opinions 

and/or recommendations for changes to the scoring guide that panel evaluated.  

These feedback reports were requested by ODE for the ODE Science Content 

and Assessment Panels to consider in their continued revision of the scoring 

guides. 
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 The second primary event was a telephone interview of a primary member 

of the ODE Science Content and Assessment staff member who was party to the 

meetings of the ODE Science Content and Assessment Panels and the internal 

processes within ODE.  The interview was conducted on August 30th, 2010, after 

ODE had received the feedback of the Teacher Evaluation Panels and released 

a new draft version of the scoring guides.  It is notable here that the interview 

occurred after the professional development events, discussed below, were 

conducted and a second collection of teacher feedback was gathered and SI/ED 

Scoring Guide draft V1.8 had been released. 

 Secondary Events.  These events were outside the control of the 

researchers.  For the most part these events were conducted by ODE.  The first 

event shown in Figure 1 was a secondary event, however it was the catalyst for 

this study. This was the development and release of an early draft version (V1.5) 

of the SI and ED Scoring Guides by the authoring ODE Science Content and 

Assessment Panels.  These draft versions of the scoring guides along with some 

supporting documents were then provided to the Teacher Evaluation Panels.  

 Throughout the remainder of the year, the ODE Science Content and 

Assessment Panels released several subsequent draft versions of the scoring 

guides.  During analysis a short hand tag, for example V1.6, was ascribed to 

each draft version.  This tag was based on a draft version-tracking scheme that 

ODE partially employed during the development of the scoring guides.   These 

draft versions, V1.6 through V1.9, corresponded in timing with several events 

which occurred over the summer.  These events provided a context with which 
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the revisions of the developing scoring guides could be scrutinized.   Table 2 

shows an overview of these revisions and the corresponding events.   

Table 2: Scoring Guide Draft Revisions 

Draft 
Name 

Draft Release 
Date 

Event 

V1.5 April 2010 Draft offered to Teacher Evaluation Panels for 
review and feedback. 

V1.6 5/12/2010 Draft following feedback from Teacher Evaluation 
Panels 

V1.7 6/1/2010 Draft used for Summertime Professional 
Development events 

V1.8 8/25/2010 Draft following Summertime Professional 
Development events during which additional 
feedback was collected from participating teachers. 

V1.9 12/16/2010 Draft recommended for school districts to Beta test 
scoring guides 

 

 It is worth noting here that the scoring guides are organized into 

benchmark levels for clusters of grade levels.  The scoring guides included in this 

study were for three benchmarks: benchmark 2 (B2) includes upper elementary 

school, benchmark 3 (B3) includes middle school, and the high school 

benchmark (HS). See Table 3 for exact grade levels.  Any given release of a 

draft version of the scoring guide included scoring guides for each benchmark.  

For example, draft version V1.6 was frozen on May 12th.  This draft version 

included each of the six scoring guides included in this study: SI and ED scoring 

guides for benchmarks B2, B3, and HS.   

 During the summer there were several professional development (PD) 

meetings conducted around the state.  From information gathered through the 

interview with the ODE staff member it was learned that Draft V1.7 was the 
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released by the ODE Science Content and Assessment Panels prior to the PD 

events and was the draft version used during these PD events.  During the 

summertime PD events, ODE introduced the scoring guides to teachers around 

the state and collected additional feedback on the scoring guides from attending 

teachers as well as through a survey that was posted online.  How the feedback 

was prompted and collected was outside the purview of this study.  However, 

based on the interview with the ODE staff member, that feedback resulted in the 

next draft of the scoring guides, V1.8.  This draft version provided additional data 

on how the scoring guides were potentially affected by teacher feedback.   

 The final versions of the scoring guides were released in December, 2010.  

These versions of the scoring guides were intended to be used for beta testing 

around the state according to the interview with the ODE staff member.  Though 

not consistently labeled as such by ODE, this final draft was denoted in the 

analysis section as V1.9. 

 Data Sources: The central data collected in this study were the feedback 

documents submitted by the Teacher Evaluation Panels and the 5 draft versions 

of the SI and ED Scoring Guides created by the ODE Science Content and 

Assessment Panels.    

 To gain additional insight into the participants' perspective and 

background, a survey was collected. Audio recordings of discussions the 

panelists had while they wrote the panels' feedback reports provide additional 

insight into the processes and opinions of the teacher panels. Finally, an 
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interview with the principle member of ODE discussing the development of the 

scoring guides provided one more perspective to the data collected for this study.   

 Participants.  In April of 2010, six panels of experienced in-service 

teachers were convened to review and remark on draft versions of the 2011 

Oregon Science Inquiry and Engineering Design Scoring Guides.  The costs 

incurred for substitute teacher time for the attending teachers were shared as 

part of the partnership between Portland State University (PSU) and ODE.  The 

participants of this study were the members of the Teacher Evaluation Panels, 

which were convened in April 2010 and a principle representative of ODE who 

was interviewed separately.   

 The in-service teachers were identified and then recruited to participate in 

this study by Teachers On Special Assignment (TOSAs) who were also working 

with the Center for Science Education (CSE) at PSU as part of the TOSAs' 

special assignment. The TOSAs had roles, which were funded as fractions of Full 

Time Equivalent (FTE) as follows: 0.25FTE funded through CSE of PSU, 

0.25FTE funded through the teachers' home districts.  These 0.5FTE equivalent 

roles were assigned to work on partner projects between PSU and the TOSA's 

school districts.  The remaining 0.5FTE roles for most TOSAs were most 

commonly working as classroom teachers or as teacher mentors in their home 

districts. 

 The primary criteria for identifying a potential panelist was the prospective 

panelists' professional teaching experience using performance assessments of 

Science Inquiry work samples and the 2002 Science Inquiry scoring guides 
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and/or their knowledge and interest in teaching Engineering Design.  The 

panelists who participated in this study were selected for recruitment based 

primarily on a TOSA's professional experience working with, and knowledge of, 

the recruited teachers' work experience. 

 There were six panels, one for each scoring guide included within this 

study.  Each panel was designated as either Science Inquiry (SI) or Engineering 

Design (ED), three panels each.  Each group of SI or ED panels was delineated 

by the benchmark grade levels the scoring guides were to be used.  The teacher 

participants worked in panels within the benchmark at which teachers taught: 

Elementary, Middle School, or High School.   Table 3 below provides a key to the 

short-hand nomenclature used to identify each panel. After the in-service 

teachers agreed to participate in the study, the teacher panelists were given the 

choice of which panel, for their grade level, they would prefer to participate: SI or 

ED.   

Table 3: Organization of six panels by grade level and interest. 

Grade Level 
Science Inquiry              

(SI) 

Engineering 
Design          
(ED) 

Elementary   
Benchmark 2   
Grades 3, 4, 5 

B2-SI B2-ED 

Middle School    
Benchmark 3       
Grades 6, 7, 8 

B3-SI B3-ED 

High School                   
Grades 9, 10, 11, 

12 
HS-SI HS-ED 
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 The original hope was to recruit a sufficient number of teachers for each 

panel such that there would be four teachers per panel.  However, due to time 

constraints before the panels were to be convened and immediate access to 

teachers who were available or interested in participating in the panels, the 

number of teachers per panel was not evenly distributed.  The actual distribution 

of panelists among the panels was recorded in Table 4. 

Table 4: Number of panelists per panel. 

 B2-SI B2-ED B3-SI B3-ED HS-SI HS-ED 

Number of Panelists 3 3 5 5 5 3 

 

 The Panelists: There were 24 panelists involved in the study.  Of those 24, 

23 completed and returned the demographic survey. See Table 5. 

Table 5: Panelist Demographic Data 
Category

Gender 78 Female 22 Male

Ethnicity 87 Caucasian 9 Hispanic 4
Amer-

Indian

Years 

Teaching
26 9-11 years 22 > 15 years 22 6-8 years 17 3-5 years

Highest 

Degree 

Attained

57 MA or MS 26
Multiple 

MA or MS
13 BA or BS 4 Ph.D. or Ed.D

Under-

graduate 

Majors

56 Science 22
Other 

Disciplines
13

Science 

Education 

& Science

9
Elementary 

Education

Graduate 

Majors
25

Middle 

School 

Education

21
Elementary 

Education
17

Science 

Education 

& Science

13
Science 

Education
8 Science 4

Other 

Disciplines

Participants (%)

 
  

 While 83% of the teachers had more than 5 years of teaching experience 

at the high school level, none of the panelists had less than 3 years of teaching 

experience.  One of the teachers counted in the '3-5 years of teaching 
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type of work samples the scoring guides were intended to score.  The teachers 

were first instructed to review the student work samples and make a general 

assessment without the aid of a scoring guide of whether, in their opinion, the 

work sample demonstrated proficiency in SI or ED for the grade levels at which 

they taught.  Once the panelists had completed their initial assessments they 

were offered the then current draft version of the scoring guide (V1.5) in a slightly 

modified format. 

 In the format provided by ODE, the scoring guide documents included 

both SI and ED scoring guides on the same page, side by side. For an example 

see Appendix C. The documents issued to the panelists for this event were 

modified to include only one scoring guide, SI or ED.  See Appendix E.  In lieu of 

a second scoring guide on the page, space was provided for the panelists to take 

notes as they evaluated the scoring guides and formulated the feedback they 

would suggest their panel recommend to ODE.  The decision to limit the scoring 

guides to only SI or ED was made to help insure the panels focused only on the 

scoring guide their panel was designated to evaluate.   

 With the scoring guides in hand the panelists were asked to score the 

student work samples and to discuss the work samples, scores, and scoring 

guides.  This placed the scoring guides in the context in which they were 

intended to be used.  Before and after this activity, the panels were guided to 

reflect in writing on the scoring guides. 

 The following morning the panelists reconvened.  The panels retained the 

same panelists and continued to focus on the scoring guide they had worked with 
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the previous day.  The panels were instructed to come to a consensus within 

their panel for feedback, recommended changes, and rationales concerning the 

scoring guides they would like to offer ODE.  The audio recordings from this 

session were captured and considered as data for this study. 

Data Analysis 

The data collected in this study were analyzed through multiple methods ranging 

from document analysis to theme analysis.   This study set out to answer two 

questions:  

1. What types of feedback did the panels of experienced teachers  
    offer ODE for the revision of the SI/ED scoring guides?  

 2. How did ODE utilize the feedback the teachers offered to revise  
     the SI/ED Scoring Guides?    

To answer these questions, the feedback documents and all the changes made 

in the several draft versions of the scoring guides needed to be identified, 

analyzed, and compared.  The format in which the data was received shaped 

some of the analysis methods used to answer these questions.  

 Formatting for Analysis.  All the scoring guides followed a similar format.  

Each scoring guide was comprised of four sub-sections.  The titles for the four 

sub-sections of V1.5 of the high school scoring guides are provided in Table 6 as 

an example.   Following the title was a brief description of the subsection.   
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Table 6: Titles of Scoring Guide Subsections 

Science 
Inquiry 

Forming a 
Question or 
Hypothesis 

Designing an 
Investigation 

Collecting 
and 

Presenting 
Data 

Analyzing 
data, 

interpreting 
results, and 

communicating 
knowledge 

Engineering 
Design 

Forming a 
Question or 
Hypothesis 

Generate 
possible 
solutions 

Testing 
Solution(s) 

and 
Collecting 

Data 

Analyzing 
data, 

interpreting 
results, and 

communicating 
findings. 

  

 All of the scoring guides in V1.5 had 6 scale degrees, or possible scores, 

indicating different levels of proficiency for each subsection within the scoring 

guide.  Within each scale degree there were several sentences separated by 

bullet points which defined the required level of demonstrated understanding or 

ability for that score.  Typically for any given scale degree, or score, there were 

three bullet points with a few exceptions in the elementary school scoring guides 

containing one or two bullet points 

 To facilitate analysis comparing the feedback documents to the scoring 

guide draft versions, these documents were migrated into a set of spreadsheets.  

Each scoring guide draft version and set of recommended changes from the 

teacher panel feedback documents were placed in a column of a spreadsheet 

with additional columns inserted as necessary to hold codes and notes for the 

researcher.  Each block of text in the scoring guide was aligned in rows so that 

the blocks of text in every cell along that row were the from the same subsection, 
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the same scale degree, and the same bullet point of any scoring guide or 

feedback item in the spreadsheet.  During the coding process there were 6 

spreadsheets, one for each panel.     

 As additional draft versions of the scoring guides were released, the next 

revision of the scoring guide was placed in a new column of the appropriate 

spreadsheet.  In the end each spreadsheet had 6 columns containing draft 

version V1.5, the feedback from the Teacher Evaluation Panels, and scoring 

guides V1.6 through V1.9.  Intermingled among these columns containing the 

documents which would be analyzed, there were several additional columns to 

be used by the researcher for notes and codes.  After the coding process 

described below was completed, the six spreadsheets were migrated again to 

into a flat file data structure to enable further comparisons and analyses of the 

data for all of the scoring guides in aggregate.  See Appendix H. 

 Units of Analysis. All panels chose to use the scoring guide document 

provided to them in their packet as a template to draft their recommendations 

and feedback on the scoring guides.  The panels used the templates in different 

ways with variations in format and method.  However, an artifact of this choice 

was that most of the feedback was formatted by the panels to match up with the 

scoring guides bullet for bullet.  Each bullet point, description, and subsection title 

formed a unique block of text that could be tracked and compared between the 

scoring guides and the Teacher Evaluation Panels' feedback.   Not all of the 

feedback was pre-aligned with the blocks of text which the feedback addressed. 

Some of the feedback was very general and did not pertain to any specific 
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block(s) of text.  Some of the feedback did address specific block(s) of text.  In 

the latter case, there was a column in the spreadsheets dedicated to additional 

notes from the Teacher Evaluation Panels.  In the former case, the general 

feedback was left as a note at the bottom of the spreadsheets used for coding 

feedback.   

 The initial analysis was a comparative analysis that looked at the feedback 

and scoring guide draft versions V1.5 and V1.6.    The changes made between 

V1.5 and V1.6 were identified using a function in Excel that compared one text 

string, or block of text, character by character and would flag a row if there was 

any difference between the two blocks of text.   

 Once changes were identified a series of Boolean comparisons were 

made comparing instances of change in the scoring guides to instances of 

feedback.  This analysis produced results that identified and tabulated instances 

when there was feedback and a possibly correlative change to the scoring 

guides.  However, it was noted early on that the content of some changes did not 

necessarily match some, or in many cases any part, of the content within the 

corresponding feedback. See example further below.  

 A unit of analysis with a finer resolution than the blocks of text mentioned 

above would be needed in order to answer the research questions.  A method 

needed to be developed that could capture the content of the changes made and 

the content of the feedback in order to allow for meaningful comparisons.  In 

addition to differences of content, within many blocks of text there were several 

distinct changes, or recommended changes that could be identified.  Each 
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identified change or subject of recommended change became a distinct item that 

could be compared between the feedback and the scoring guide draft revisions.  

These distinct items became the units of analysis for this study. 

 Each distinct item was given its own row within the formatted spreadsheet. 

The text of the row was duplicated for as many distinct items as were identified.  

This enabled the researcher to keep track of each instance of change or 

feedback and maintain the context in which these changes or recommendations 

for change occurred.  For example in the feedback from the elementary school SI 

panel regarding the description for the subsection "Analyzing and Interpreting 

Results" there were three distinct recommended changes, items, identified.    

 Draft V1.5: 

Summarize, analyze and interpret data from investigations that 

address the identified question. 

 

Feedback: 

Summarize, analyze and interpret patterns in data from an 

investigation or experiment that address the identified question or 

hypothesis.   

 

Draft V1.6:  

Summarize, analyze and interpret data from an investigation that 

address the identified question or hypothesis. 

  

The three distinct items in the feedback were the identified in italics above: the 

addition of "patterns in", the addition of "or experiment" and the addition of "or 

hypothesis".  However, only one item of change between V1.5 and V1.6 was 

identified: "or hypothesis" -- marked with an underline in the above example.  The 

row of the spreadsheet containing this block of text, the description for the 
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"Analyzing and Interpreting Results" subsection, was duplicated so that there 

were three rows with identical blocks of text for each row and a separate code to 

account each distinct item.   

 Matching items.  One of the most important steps during analysis was to 

relate feedback items with change items in order to gather evidence that the 

feedback was used by ODE to make changes to the scoring guides.  An example 

of a matching change was also included in the example above.  Among the three 

items that were identified in the feedback, one of the three was identified as 

having a positive correlation with a change item, again noted with the underlined 

segment.  These instances where the feedback and the change match in content 

are discussed as a 'match' in this study.   

Developing the Categorization Matrix   

After all the change items were identified and formatted for individual analysis, 

the feedback and draft versions of the scoring guides were analyzed again.  This 

round of analysis focused on common themes to identify general types of 

changes and feedback.  There were four general types of feedback and changes 

identified during this process.  The themes that became apparent were 

categorized as Other, Structural, Evidence for Proficiency Score, and 

Performance Objective.   Within these four categories three subcategories, or 

types, became apparent.  To account for these subcategories the instrument 

being used to guide the coding process became a 2-dimensional Categorization 

Matrix.  See Appendix A.   
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 A coding scheme was developed based on this matrix.  The main 

categories were identified by a letter: a, b, c, or d. The types within a category 

were identified by a number: 1, 2, or 3. Table 7 provides an overview for each 

code in the matrix.  

Table 7: Overview of Coding Categories and Subcategories. 

Category Code Subcategory Description 

Other 

a1 
Grammatical 
change 

Grammatical change that did not 
affect the meaning of the statement. 

a2 Unclear 
Category is unclear from text of 
feedback document. 

a3 Redefined 
Item is redefined and no longer 
comparable with previous scoring 
guide. 

Structural 

b1 
Number of 
bullets 

Adds or deletes the number of bullets 
describing a score. 

b2 Scale degree 
Decreases the number of scale 
degrees of the scoring system. 

b3 
Order of 
bullets 

Changed the order of the bullets 
within a score description. 

Evidence for 
Proficiency 
Score 

c1 Clarified 
Clarified the degree of evidence 
needed for proficiency score. 

c2 
Reduced 
degree of 
evidence 

Omitted degree of evidence needed 
for proficiency score but did not 
change the performance objective. 

c3 
Increased 
degree of 
evidence 

Added degree of evidence needed for 
proficiency score but did not change 
the performance objective. 

Performance 
Objective 

d1 Clarified 
Clarified the performance objective to 
be scored for proficiency. 

d2 
Reduced 
requirement 

Omitted requirement for performance 
objective to be scored for proficiency. 

d3 
Increased 
requirement 

Added requirement for performance 
objective to be scored for proficiency. 
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 All the feedback and changes to the rubrics were coded using the 

Categorization Matrix.  In addition to coding the items, a short note describing the 

coded item was added to the adjacent column to aid the researcher as further 

comparative analysis was performed.   

 Once the coding process was complete, the whole data set was audited to 

confirm a uniform application of the coding criteria was applied.  The next step 

was to perform a frequency analysis for each coded item in the data set. Each 

instance of a code was counted and cross tabulated to construct an image of 

what types of feedback the different panels offered ODE and a better picture of 

the changes that took place in the scoring guides. 

 Total versus uniquely coded items.  There were two ways to count the 

feedback or change items:  1) to count all of coded items including repeated 

items or 2) to count only the instances of uniquely coded items.  Unless 

otherwise stated all the frequency data analysis was computed using uniquely 

coded items. 

 A uniquely coded item was the first time an item was coded in a given 

context.  The most common example of shared context for a repeated item to 

occur was when a coded item had the same content as an item previously coded 

in that subsection of the scoring guide.   However, if an item was repeated in a 

different context, then it was still coded as a unique item.  

 An exception to this rule was with 'Structural' items in which case the 

context for the item was the whole document.  For example, a 'b2' type feedback 

to omit the 5th scale degree from the scoring guide was offered.  Since the 
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feedback item was universal for the whole document, that is, the 5th scale 

degree was to be removed from all four subsections of the document, there was 

a total of four 'b2' codes for this set of items. However, the feedback items were 

counted such that there was a uniquely coded item only for the first subsection in 

which the scale degree was to be omitted.    The three remaining coded items 

with the same content were coded as repeated items since the context for the 

feedback items was the same.  The same process was used when coding and 

counting structural change items in the scoring guides. 

 The next step in the process of analysis was to compare the codes 

between the lines of the feedback and V1.6 of the scoring guides.  When the 

codes matched, the text blocks were flagged for follow up analysis to confirm 

whether the content of the change reflected the content of the feedback.  If the 

content of the feedback and the change matched exactly the flag marking the 

match was left in place.  If the content of the change only partially matched the 

content of the feedback, the flag was modified to indicate a partial match.   If the 

content of the change did not match the content of the feedback, the flag was 

deleted meaning the feedback code and the change code matched coincidentally 

and there was no evidence for that feedback item affected the revision of the 

scoring guides.   

 The last step in analyzing the scoring guide documents was to code 

changes made to the following drafts of the scoring guides, V1.7 through V1.8.  

These changes were compared to the feedback and to V1.5 and V1.6 with an 
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a repeated item within the document.  When the same item was identified in the 

following draft of the scoring guides, the first instance in the new document, draft 

V1.6, was again coded as a unique item with subsequent items coded as repeats 

of the first instance. 

Panel Draft V1.5 Code Researcher Note Feedback 

B3-SI 

Designs a 
scientific 
investigation that 
uses appropriate 
tools and 
techniques to 
collect data 
relevant to the 
question or 
hypothesis. 

d1 
tools' --> 
'resources/materials' 

Designs a scientific 
investigation that 
uses appropriate 
resources/materials 
and techniques to 
collect data relevant 
to the question or 
hypothesis. 

  

 Performance Objective - 'd2' and 'd3'.  Similar to the 'c' category, items 

coded with a 'd2' or 'd3' respectively omitted or added a requirement.  However, 

for the 'd' category, the requirement affected the performance objective on the 

whole rather than simply the evidence required to achieve a particular score.  

The examples below either omitted or added a requirement that changed the 

performance objective of which the students were expected to demonstrate 

proficiency.  There were 56 unique 'd2' items and 41 unique 'd3' items identified 

in this study. 

Panel Draft V1.5 Code 
Researcher 
Note 

Feedback 

B2-SI 

Design a scientific 
investigation to answer 
questions or test 
hypotheses using 
appropriate tools and 

d2 
'questions'  
--> 
'question' 

Design a scientific 
investigation to answer 
a question or test a 
hypothesis using 
appropriate tools and 
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procedures. procedures. 

HS-SI 

Thoroughly identifies 
relevant variables and 
defines a systematic 
investigative process 
that is clearly defined 
and adaptable if 
necessary. 

d3 

add 
'controls 
and 
monitors' 

Thoroughly 
identifies  relevant 
variables and defines a 
systematic investigative 
process that is clearly 
defined and adaptable if 
necessary.  

 

 Text Block with Multiple Codes.  Many, if not most, of the text blocks which 

had items of feedback or changes identified had more than one item identified for 

the same block of text.  The example below was typical.  Though there was only 

one block of text in either the draft V1.5 or the feedback showing the 

recommended changes, there were 3 distinct ideas represented in the feedback 

from this panel.  In order to capture all the types of feedback, and changes 

observed, it was necessary to split the instance of a changed block of text into 

separate items to capture the different ideas represented.  Mechanically, this was 

done by duplicating the row within the coding data structure, see Appendix H.  

When the data was migrated to the analysis data structure, see Appendix I, the 

rows were again duplicated.  This allowed for these items to be counted 

individually as well as cross referenced individually with change items coded in 

downstream scoring guide draft versions. 
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Panel Draft V1.5 Code 
Researcher 
Note 

Feedback 

B3-SI 

Provides 
comprehensive 
background science 
principles and 
observations to 
establish a detailed 
context for this 
investigation. 

c3 
adds 
appropriate 

Background research 
based on scientific 
principles and 
observations is 
appropriate and used 
to accurately 
establish a detailed 
context for the 
investigation. 

Provides 
comprehensive 
background science 
principles and 
observations to 
establish a detailed 
context for this 
investigation. 

c3 
clarifies bg 
knowledge 

Background research 
based on scientific 
principles and 
observations is 
appropriate and used 
to accurately 
establish a detailed 
context for the 
investigation. 

Provides 
comprehensive 
background science 
principles and 
observations to 
establish a detailed 
context for this 
investigation. 

c2 
omits 
comprehensive 

Background research 
based on scientific 
principles and 
observations is 
appropriate and used 
to accurately 
establish a detailed 
context for the 
investigation. 

 

Results of Feedback Analysis 

 Following the process of coding the feedback items using the 

Categorization Matrix was a process of counting instances of feedback items and 

comparing these results to identify patterns in the data.  Table 8 provides an 
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overview of the frequency of coded feedback items.  The instances of each 

individual code were tabulated along with aggregated sums for each category, 

both for the total number of instances -- including repeated codes and uniquely 

coded items.  Distinguishing unique versus repeated items had the greatest 

impact in the Structural and the Performance Objective categories 'b' and 'd' 

respectively.  Due to the nature of these categories there was a higher likelihood 

for repeated items as content of these types of were often carried forward to 

each level of the scoring guide.  Unless otherwise noted, results in the graphs 

and tables below were analyzed using uniquely coded items. 

Table 8: Number of unique feedback items by category and type. 

Category Code Total Unique 

Other 

a1 

32 

5 

18 

5 

a2 2 2 

a3 25 11 

Structural 

b1 

30 

10 

15 

10 

b2 20 5 

b3 0 0 

Evidence for 
Proficiency 

Score 

c1 

87 

26 

71 

21 

c2 33 28 

c3 28 22 

Performance 
Objective 

d1 

145 

63 

62 

25 

d2 55 22 

d3 27 15 

 

 Types of Feedback offered by the Panels.  When the feedback the 

Teacher Evaluation Panels offered to ODE was looked at in terms of 

proportionality, 80% of that feedback pertained to the fundamental functionality of 
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the scoring guides: distinguishing between scoring guide levels, category 'c', or 

defining the performance objective, category 'd'.  See Figure 2.   

 
Figure 2: Feedback items by general category 

  This result was corroborated by the audio recordings of the Teacher 

Evaluation Panels' as they drafted the feedback they would offer ODE.  

Discussions of grammatical issues, type 'a1'  and structural items, category 'b', 

were rare compared to discussions concerning the language of the scoring guide 

that addressed the performance requirements -- categories 'c' - Evidence  and 'd' 

- Performance Objective, specified in the scoring guides.  

 A more refined look at the frequency data in Figure 3 shows the overall 

distribution of uniquely coded feedback items analyzed by individual codes.  As 

shown in Figure 2, most of the feedback items were coded in categories 'c' - 

Evidence and 'd' - Performance Objective.  Of these    'd3' - add requirement for 

performance objective had notably the fewer instances than other codes in the 'c' 

and 'd' categories, however, there were substantially still more instances of 'd3'  
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than any coded item in the 'a' - Other or 'b' - Structural categories.  Except for 

item type 'b3' - change order of bullet points, there were feedback items of all 

types within the Category Matrix.   

 
Figure 3: Distribution of coded feedback items by type. 
  
 The middle school Engineering Design panel (B3-ED) was the only panel 

to offer feedback that was coded 'a3', Other - Redefined or 'b1', Structural - 

Number of Bullets.  Feedback of these types represented a large proportion of 

the total feedback offered by the middle school ED panel.  See Figure 4. 
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Figure 4: Distribution of coded feedback items from Panel B3-ED by type. 

 Changes resulting in V1.6. Based on the interview with the principle staff 

member of the ODE Science and Assessment Panels, it was known that the 

ODE Science Content and Assessment Panels made modifications to the scoring 

guides after they had received the feedback from the Teacher Evaluation Panels, 

and the feedback from the Teacher Evaluation Panels was utilized when making 

modifications to the scoring guides. The changes made during this revision cycle 

were released in draft V1.6.  The same method and categorization matrix was 

used to analyze the changes to the scoring guides as was used to analyze the 

feedback offered by the Teacher Evaluation Panels. Like the feedback analysis, 

distinguishing between unique and repeated items had the most impact when 

looking at change items of the type 'b2' - Scale Degree and category 'd' - 

Performance Objective. 
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Table 9: Coded changes in scoring guide drafts V1.6 by type. 

Category Code total unique 

Other 

a1 

12 

12 

12 

12 

a2 0 0 

a3 0 0 

Structural 

b1 

51 

0 

12 

0 

b2 51 12 

b3 0 0 

Evidence for 
Proficiency 

Score 

c1 

49 

15 

49 

15 

c2 20 20 

c3 14 14 

Performance 
Objective 

d1 

71 

14 

40 

8 

d2 37 21 

d3 20 11 

 

 Figure 5 shows a detailed look at the frequency data for the overall 

distribution of uniquely coded change items in draft V1.6 by type.   There were 

fewer types of changes observed in draft V1.6 compared to the feedback.  The  

 
Figure 5: Distribution of coded changes in V1.6 by type. 
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most infrequent change observed were clarifications to the performance 

objective, type 'd1'.  However, as shown in Figure 6, change items were 

predominantly in the categories 'c' - Evidence  and 'd' - Performance Objective. 

The proportionality of change items by category compares very closely to the 

proportionality of feedback items.  See Figure 2.  Roughly 20% of the changes 

were type 'a' and 'b' changes and roughly 80% were of either 'c' or 'd' type 

changes. 

 

Figure 6: Proportionality of change items by category. 

 Comparing Feedback to Changes in V1.6. A closer comparison of the 

quantity and the content of the feedback and change items is considered, the 

similarity between the proportions of feedback items and change items in V1.6 

becomes less meaningful.  This similarity between Figure 2 and Figure 6 may 

only indicate that the Teacher Evaluation Panels and the ODE Science Content 
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and Assessment Panels were concerned with similar categories of issues within 

the scoring guides.   

 In general, there were far fewer change items identified in V1.6 compared 

to feedback items offered by the Teacher Evaluation Panels.  See Figure 7 and 

Figure 8. 

 

Figure 7: Total number of unique feedback items by scoring guide. 
 

 
Figure 8: Total number of unique change items in V1.6 by Scoring Guide.  
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items of feedback than the other panels, with the elementary ED panel offering 

the fewest, 5, uniquely coded items.   The middle school panels offered the most 

uniquely coded items of all the grade levels and there was close parity between 

the SI and ED panels teaching at the middle school level.   The high school 

panels offered fewer unique feedback items than the middle school panels and 

more than the elementary school panels.  The high school panels were also 

relatively even between SI and ED.   

 Further there were notable variations in the quantities of feedback items 

and the change items for the panels at different grade levels. For example, B2-

ED and B2-SI both had fewer items of feedback than there were changes in draft 

V1.6.  The middle school panels offered considerably more feedback than either 

the elementary school or the high school panels, yet the number of changes 

made to the scoring guides in draft V1.6 was relatively even across grade levels. 

 However, despite these differences, there was strong evidence in the 

interview with the ODE member that the ODE Science Content and Assessment 

Panels used the Teacher Evaluation Panels' feedback when drafting V1.6.  When 

asked how the feedback was utilized the ODE member responded "in fact that 

was the feedback we used to proceed to the (V)1.6 work.  I believe that out of 

that work, one of the largest changes that resulted from the Portland State 

meetings we had was the movement to a 4 level scoring guide that included the 

flexibility of being a 6 point scale."   Identifying the changes that had the same 

content, that matched, the feedback was the next step in the analysis. 
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 Changes Matching Feedback. Of the 166 unique feedback items offered 

by the Teacher Evaluation Panels, there were 42 unique change items in draft 

V1.6 that matched feedback items.  If matches are interpreted as the adoption of 

feedback by ODE, then this is approximately a 25% adoption rate.  There were 

113 unique changes identified in V1.6.  Given the same interpretation of 

adoption, then the ratio of change items to change items matching feedback 

items, 113:42 yields an interpretation that approximately 37% of the changes 

were a result of teachers' feedback.   

 The frequency of matching changes varied significantly from panel to 

panel. See Figure 9.  The elementary ED panel had only one feedback item that 

matched a change item in draft V1.6. 

 
Figure 9: Number of changes in V1.6 matching feedback. 
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the correspondence rate of feedback matching changes as 25% or greater for all 

panels except for the middles school ED panel.  The relatively low 

correspondence rate for the middle school ED panel may be explained by the 

fact that this panel offered the most feedback items, see Figure 7, and a large 

proportion, approximately 41%, of the middle school ED panel's feedback items 

were of the more extreme feedback types, 'a3' and 'b1', see Figure 3.  No change 

items were identified in any scoring guide that matched these types of feedback.   

 
Figure 10: Feedback items matching change items as a percentage by 
panel. 

 The frequency of feedback items with matching changes in draft V1.6 

showed a wide range of frequency and variation by type amongst the different 

panels.  See Figure 11.  A wide variety of coded items from the 'c' - Evidence  

and 'd' - Performance Objective categories had matching changes, however, the 

only feedback items that also had matching changes from the 'a' or 'b' categories 

were of the 'b2' type, Structural - Scale Degree. 
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Figure 11: Types of feedback with matching changes in V1.6. 
 

 The number of changes coded 'c2' and 'd2' were more frequent than any 

other change item.  The highest incidence of these codes occurred for the SI 

scoring guides.  In the case of items coded 'c2', half of the items were for the 

middle school scoring guide. In the case of items coded 'd2', nearly half of the 

items were from the elementary school scoring guide.  Both of these codes 

denoted a reduction of requirements.  In the case of middle school, it was a 

reduction of evidence for specific scores within the scoring guide.  In the case of 

elementary school, it was a reduction of the requirements the students would be 

expected to perform. 

 Though the number of unique feedback items between the SI and ED 

scoring guides were roughly equal, there was a clear difference in the 

proportionality of matching changes between the two types of scoring guides.  
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The changes in the SI scoring guides matched the feedback much more 

frequently than the ED scoring guides.  See Figure 12.  

 
Figure 12: Proportion of change items matching feedback by Science 

Inquiry or Engineering Design. 

 The types of feedback items that did not have matching changes in draft 

V1.6 were predominantly from the categories 'c' - Evidence for Proficiency and 'd' 

-- Performance Objective. See Figure 13.  There were relatively few feedback 

items in the 'a' - Other and 'b' -  Structural  categories.  Feedback   in   categories  
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'a' and 'b' were proportionately more often matched with changes in draft V1.6.  

These two categories were roughly equal in terms of feedback offered, see 

Figure 2.  However, there was a clear disproportionality when looking at items 

with matching changes. 

 Finally, when comparing the score levels at which changes occurred, 

there was a marked similarity in all draft versions of the scoring guides and the 

feedback from the Teacher Evaluation Panels.  See Figure 14 and Figure 15.  

Depending on the document - set of feedback or draft versions, the total number 

of coded items varies.   However, a large proportion of coded items were located 

at score levels 3 to 6.  Of the feedback items located at score level 5, half of 

those were 'b2' - Change scale degree items.  Almost all feedback items at score 

level 1 were 'b2' items.  All of the change items at score levels 1 and 5 were 'b2' 

changes.  Very few items were identified in the subsection titles or descriptions. 

 

Figure 14: Proportions of feedback items by score level. 
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Figure 15: Proportion of change items from all scoring guide versions by 
score level. 

 The change items in V1.6 were fairly well distributed among the remaining 

4 scale degrees with approximately 20% each.  The feedback was distributed a 

less uniformly with a higher emphasis at the top score level, 6, and the least 

emphasis at the new low score level, 2.   The feedback also showed slightly 

more attention given to the titles and descriptions in the scoring guide than the 

change items. 

 Evolution of the Scoring Guides.  By the end of 2010, there were three 

more draft versions of the scoring guides released beyond V1.6.  The total 

numbers of unique changes for all draft versions of the revised scoring guides 

were charted in Figure 16.  There is a clear difference in the number of change 

items in V1.6 and V1.8 compared to V1.7 and V1.9.  Drafts V1.6 and V1.8 both 

followed the collection of detailed teacher feedback concerning the scoring 
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guides and these two draft versions have a much higher frequency of unique 

change items. 

 
Figure 16: Total number of uniquely coded items by scoring guide draft. 
 

 The unique changes made to the versions of the scoring guides after V1.6 

are shown in Figure 17.    

 
Figure 17: Unique change items in scoring guide drafts V1.7 through V1.9 
by type. 
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 However, since there was a second round of teacher feedback processed 

during the revision of draft V1.8, a more useful breakdown of this data is to look 

at V1.8, see Figure 19, separately from drafts V1.7 and V1.9.  See Figure 18. 

Draft V1.9 showed a striking similarity to draft V1.7 in both quantity and types of 

unique change items.  However, there was a dramatically different pattern in both 

the quantity and types of changes made to scoring guide drafts V1.7 and V1.9 

compared to V1.6.  In both V1.7 and V1.9 the number of change items was 

considerably fewer than V1.6.  The changes that were identified were far more 

often to be of the grammatical type change, 'a1', than the feedback that was 

offered by the Teacher Evaluation Panels or changes made in V1.6. 

 

 

Figure 18: Unique change items in scoring guide drafts V1.7 and V1.9 by 
category and panel. 
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Figure 19: Unique change items in scoring guide draft V1.8 by category and 
panel. 

 The changes identified in draft V1.8 had many similarities with the 

changes identified in V1.6. See Figure 5. In both drafts V1.6 and V1.8 the 

number of unique change items was considerably greater than unique change 

items identified in V1.7 and V1.9.   

 There was only one structural change made during this period of the 

scoring guide development.  This change was in V1.8, following feedback from 

the summertime PD meetings, and was the only instance in this study of an item 

coded 'b3', Structural - Order of Bullet Points.  

 Another clear contrast between V1.8 and the set V1.7 and V1.9 can be 

observed in Figure 20 and Figure 21. The types of change items identified in 
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distribution to the types of changes which were identified in V1.6 and the 
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feedback items from the Teacher Evaluation Panels.  See Figure 5 and Figure 3 

respectively.    

  

 

Figure 20: Changes in V1.8 by category. 

 

 

Figure 21: Changes to V1.7 and V1.9 by category. 
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made during these revisions to the scoring guides.  However, there is a clear 

contrast between V1.7 and V1.9 compared to V1.8 in both the proportionality of 

the changes in the 'c' and 'd' categories as well as the quantity of changes made 

in general. 

 The similarity between V1.6 and V1.8 is not as striking as V1.6 to the 

feedback.  However, the both the quantity of changes identified in these drafts of 

the scoring guide and the concentration on the foundational and functional 

categories of change, categories 'c' - Evidence and 'd' - Performance Objective 

shows that V1.8 and V1.6 are much more similar than V1.8 compared to either 

V1.7 or V1.9.  The context for the revisions of the scoring guides resulting in V1.6 

and V1.8 was the receipt and inclusion of feedback from in-service teachers 

during the revision process for these drafts.  
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Discussion 

This case study set out to answer the following questions:  

1. What types of feedback did the panels of experienced teachers  
    offer ODE for the revision of the SI/ED scoring guides?  

 2. How did ODE utilize the feedback the teachers offered to revise  
     the SI/ED Scoring Guides?    

Conclusions: 

 Answering the First Question. Through a process of careful text analysis, 

a Categorization Matrix was developed containing 12 codes defining different 

types of feedback items, and change items that were observed during this case 

study.  This Categorization Matrix was used to code each item of feedback that 

the Teacher Evaluation Panels offered to ODE.  Once all the feedback items 

were coded, several analyses were conducted to look deeper into the feedback 

and draw conclusions about the types of feedback the Teacher Evaluation 

Panels offered ODE.   

 The results showed the teacher evaluation panels feedback focused 

primarily on what the scoring guides were intended to measure.  The most 

frequent feedback items were fairly evenly distributed among two categories of 

types: 1) clarifying or modifying the objective the students would be expected to 

perform and 2) clarifying or modifying the amount of evidence needed to 

determine the students' proficiency levels achieving the performance objective.  

Feedback of these types made up 80% of the total feedback offered by the 

Teacher Evaluation Panels.  The remaining feedback was split evenly at 10% 

each for feedback items related to structural changes to the scoring guides or 

other items such as grammatical fixes.  That is, the teachers' feedback primarily 
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addressed evidence for proficiency scores and the performance objectives rather 

than grammatical or other ancillary issues. 

 There were some clear differences between the feedback items offered by 

some of the Teacher Evaluation Panels.  The middle school panels offered the 

most feedback overall.  The middle school ED panel was the only panel to offer 

some types of feedback.  The elementary ED panel offered considerably fewer 

items of feedback compared to the other panels.  However, despite these 

variations, the panels were generally consistent with the types of feedback they 

offered, focusing on the scoring functions and the objectives of the scoring 

guides, denoted as categories 'c' - Evidence  and 'd' - Performance Objective in 

the Categorization Matrix.  These types of items were noted in the literature to be 

the first types of ideas to be considered when developing scoring guides, or 

rubrics (Mertler, 2001; Reddy, 2011).   

 Reddy (2011) and Mertler (2001) agreed on several steps they 

recommended to develop a scoring guide. Both researchers included a 'last' step 

in their lists, which was to work reiteratively with the scoring guide by looping 

through the recommended steps multiple times until the author(s) of the scoring 

guide was satisfied with the results.  The revisions observed and analyzed in this 

case study exemplify this reiterative process and was a key feature of the case 

under study herein. 

 The literature also showed agreement on the first several steps in scoring 

guide development.  The first of which is to define the objectives the students 

would be expected to perform, and which the scoring guides would be used to 
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measure. Next, closely related in importance, is to define the criteria, or 

evidence, needed to differentiate student scores.  Based on these steps 

recommended by Reddy (2011) and Mertler 2001), the feedback items offered by 

the Teacher Evaluation Panels were foundational types addressing the basic 

functionality and usage of the scoring guides. 

 Reddy (2011) and Mertler (2001) also agreed on the importance of 

determining to what scale degree the students' performances would be 

assessed.  Only two panels of six, the middle school ED and high school ED 

panels, recommended changes to the scale degree of the scoring guides, 

namely changing the scale degree from a 6 point scoring guide to a 4 point 

scoring guide.   

 Looking at the types of the feedback offered, 83% of the 166 unique 

feedback items identified in this study were of the types that directly paralleled 

the first steps in a development cycle as recommended by Mertler (2001) and 

Reddy (2011).  This implies that the feedback offered by the Teacher Evaluation 

Panels was, at minimum, of the high quality type.  How the ODE Science Content 

and Assessment Panels used the teachers' feedback was the next question in 

this study. 

 Answering the Second Question. Changes in the scoring guide draft 

versions were identified through a line by line comparison of blocks of text of 

each scoring guide with the blocks of text in prior draft version of the scoring 

guide.  Then the identified changes were coded using the same method as was 

used to analyze and identify the types of feedback offered by the Teacher 
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Appendix A 

 
Category Matrix 

  Other Structure 
Evidence for 

Proficiency Score 
Performance 

Objective 

  a b c  d 

1 

Grammatical 
change that does 

not affect the 
meaning of the 

statement. 

Adds or deletes 
number of bullets 

describing a 
score. 

Clarifies the 
degree of 

evidence for 
proficiency 

score. 

Clarifies 
performance 

objective. 

2 
Category is 

unclear from text 
in document. 

Changes scale 
degree of scoring 

system. 

Omits degree of 
evidence for 
proficiency 

score, but does 
not change 

performance 
objective. 

Omits 
requirement for 

performance 
objective. 

3 
redefined 

category/objective 
(incommensurate) 

changes order of 
bullets within 

score 

Adds degree of 
evidence for 
proficiency 

score, but does 
not change 

performance 
objective. 

Adds 
requirement for 

performance 
objective. 
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Appendix B 
 

Demographic Survey Instrument 

Name:___________________ 

ODE SI/ED Scoring Guide Teacher Survey 

Please take a few minutes to respond to the following survey questions.  If you do not find an 

appropriate response for a question, please write one in. 

 

1)  Please indicate your gender. 

                Female                  Male 

 

2)  Please indicate your ethnicity/race.  (Indicate all that apply) 

                American Indian or Alaska Native 

                Asian 

                Black or African American 

                Hispanic or Latino/a 

                Native Hawaiian or Other Pacific Islander 

                White 

 

3)  How many years have you taught science prior to this year? 

                Less than 1 year 

                1-2 years 

                3-5 years 

                6-8 years 

                9-11 years 

                12-15 years 

                More than 15 years 

 

4)  What is the highest degree you hold? 

                Does not apply 

                BA or BS 

                MA or MS 

                Multiple MA or MS 

                Ph.D. or Ed.D. 

                Other (Specify) 

 

5)  What was your major field of study for the bachelor's degree? 

                Elementary Education 

                Middle School Education 

                Science Education 

                Science 
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                Science Education and Science 

                Other Disciplines (includes Education fields, Math, History, English, Foreign  

                   Languages, etc.) 

 

6)  If applicable, what was your major field of study for the highest degree you hold 

beyond a bachelor's degree? 

                Elementary Education 

                Middle School Education 

                Science Education 

                Science 

                Science Education and Science 

                Other Disciplines (includes Education fields, Math, History, English, Foreign  

                   Languages, etc.) 

 

 

7)  What type(s) of state certification do you currently have? (Indicate all that apply) 

                Emergency, provisional or temporary 

                Elementary/Early Childhood Certification 

                Middle School Certification 

                Secondary Certification, in a field other than science 

                Secondary Science Certification 

                National Board Certification 

 

8)  Please briefly describe your current teaching assignment. 

                

_______________________________________________________________________________ 

_______________________________________________________________________________ 

_______________________________________________________________________________

_______________________________________________________________________________ 

 

9)  How long have you used scoring rubrics to score student science work? 

                Less than 1 year                           6-8 years 

                1-2 years      9-11 years 

                3-5 years      12-15 years 

                More than 15 years 
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10)  For your first science course of the day, how frequently do you use scoring 

rubrics to: 

 Never Rarely Often Always 

Communicate expectations to students     

Assess student achievement to guide my instruction     

Assess student knowledge and skills following instruction     

 

11)  For your first science course of the day, how frequently do you ask students to: 

 Never Rarel

y 

Ofte

n 

Always 

Make educated guesses, predictions, or hypotheses     

Define a problem and/or specify criteria for a solution     

Follow step-by-step directions     

Collect data     

Change a variable in an experiment to test a hypothesis     

Organize information in tables or graphs     

Analyze and interpret data     

Design their own investigation or experiment to answer a scientific 

question 
    

Design, build, and test an engineering solution     

Make observations or classifications     

Make a written report of results from a laboratory activity, 

investigation, experiment, or a research project 
    

Make a presentation of results from a laboratory activity, 

investigation, experiment, or a research project 
    

12)  Please briefly state and explain your opinion about using scoring rubrics to 

assess student science work. 

 

_______________________________________________________________________________ 
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_______________________________________________________________________________ 

_______________________________________________________________________________

_______________________________________________________________________________ 

13)  Please use the following space to state any additional information you would like 

to include with this survey. 

_______________________________________________________________________________ 

_______________________________________________________________________________ 

_______________________________________________________________________________

_______________________________________________________________________________ 

 

Thank you! 
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Appendix F 
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Appendix F 

Human Subjects Approval 
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Appendix G 

Semi-Structured Interview Guide 

 

Interview conducted August 30, 2010. 

The following questions concentrate on the development of the scoring guide’s 

drafts V1.5 and V1.6 including the utilization or non-utilization of in-service 

teacher written recommendations based on V1.5 from the evaluation panels held 

April 2010. 

1. Can you please describe your role in the development of the SI/ED 

scoring guides?  Did you attend all the committee meetings. 

2. How was teacher input utilized when drafting versions leading up to 1.5? 

a. As I understand it, there were a few teachers in some of the draft 

committees, what role did those teachers, or other teachers, have 

leading up to draft 1.5? 

3. The teachers in the April evaluation panels offered ODE structured 

feedback on version 1.5 of the SI and ED scoring guides.  Can you 

characterize the process of how the feedback was utilized to revise the 

scoring guides? 

4. The most noticeable change between drafts 1.5 and 1.6 was the transition 

from a 6 level scale to a 4 level scale.  How influential was teacher 

feedback when making that change?   

a. In particular, how influential was the feedback from the April 

evaluation panels in making this change? 

5. What were the constraints or expectations ODE had for the development 

of the scoring guides? 

6. What additional input or edits do you expect will come before the scoring 

guides are made official? 

7. When is the board expected to vote to approve the scoring guides? 

8. Looking back on the development of these documents, is there anything 

you would you do differently?   

a. Was there anything that worked especially well and you would try to 

do again? 

9. Are there any additional comments that you would like to offer about the 

development of the scoring guides or teacher input or feedback? 
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