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ABSTRACT

This dissertation examines how small lowa communities respond to sudden events
that significantly impact the local economy (economic shocks). | focusalysss on two
specific types of economic shocks: 1.) internally generated and positivardseg the
local economy and 2.) externally generated and negative in regards to thedocahgc As
these economic shocks occur, some communities may retain their local quisigywbiere
others do not. | focus on social capital as a pivotal concept in explaining why some
communities are better able to retain their quality of life. The litexauggests that quality
of life may be affected differently in communities depending on the type of shaoiq the
amount of social capital within the community. Utilizing longitudinal surveg datl over
600 key informant interviews | found that social capital offered a gregpéaretion of
quality of life in 2004 and the percent change in quality of life from 1994 - 2004 in small

lowa towns than the cumulative effects of either type of economic shocks.



INTRODUCTION

In the 1990’s the rural population of the United States increased by 5.2 million
people, over 10% (Whitener, 2005; Johnson, 2003). The growth was not limited to
population; jobs in rural areas also grew faster than in metropolitan am#as tthis period
(Johnson and Beale, 1998). The growth in rural population and jobs during the 1990s has
been termed “the rural rebound” (Johnson, 2003; Johnson and Beale, 1998). The rural
rebound marked a change from the decline rural areas had been experiencingtpgior to t
1990s. As is often the case, the rising tide did not lift all boats. Thus, rural conesdiuiti
not equally share in population and job growth during the 1990’s. Rural areas that grew in
population and jobs during the early 1990’s were generally located near metropadia or
possessed natural resources (Johnson and Beale, 1994).

Amenities are qualities of a location that make it an attractive placestarid work
(Goe and Green, 2005). Over the years, the economy has become more service oriente
(Chevan and Stokes, 2000; Bluestone and Harrison, 1982). While many rural towns are
losing manufacturing jobs, it is argued that amenities allow them to s&ctearism and
better capitalize on service oriented economic development. Also, it is angli@aenity
rich areas attract high quality workers, which attract more busin@dsesla, 2002). Thus,
in the early 1990s rural towns in high amenity regions such as the Mountain Wegiptre U
Great Lakes, the Ozarks, parts of the South, and the rural Northeast sasesdn
populations and jobs (Johnson, 2003).

Despite a rural rebound, many rural towns were left out. Towns that weralgene
not lifted by the rural rebound were located in the Corn Belt, Mississip@, &t Great

Plains (including lowa). On average, these towns saw declines in both population and



employment opportunities (Whitener, 2005; Johnson 2003). Examples of firms downsizing
or closing in small lowa communities are easy to find. For example in lowrg, Gty lost

a Pella Windows factory, displacing 244 workers in March of 2008. Charles City lost
Winnebago Industries displacing 270 workers in August of 2008. Also, Marshalltown
endured a mass lay off displacing 250 workers when Lennox Incorporated downsized in
August of 2008. The loss of large employers often leads to negative consequences for the
community (Broadway and Stull, 2006; Uchitelle, 2006; Knapp and Harms, 2002; llles,1996;
Dudley, 1994; Perucci, 1988; Bluestone and Harrison, 1982). As a consequence of declining
employment opportunities and a lack of desirable natural resource amenaresof the

rural communities in the heartland lost their “best and brightest,” the younghigloist

educated, and most skilled of its population (Lichter, 1995: 254).

Not all rural communities in the Corn Belt, Mississippi Delta, and GreatdPhere
affected the same way. Rural communities in these areas which possessedtoral
amenities saw growth compared to rural communities in the same regiolz kiealt
amenities (Krannich and Petrzelka, 2003). Often, amenities are one of theveevweges
for rural areas (Eudes-Beuret and Kovacshazy, 2005). On that note, many rurahdtoesm
have become proactive and developed amenities in order to retain or increase their
populations and economic opportunities. While not every lowa community can be located
next to a metropolitan area or natural amenity (such as the Mississippi, Bexesral have
developed man made amenities such as aquatic centers, golf courses, and/oahgktng tr
realize amenity benefits. These man made amenities may draw ped@etonmunity to

use recreation facilities (Marcouiller and Clendenning, 2005).



Despite opportunities, there are also threats to the community associ&tedneitity
development (Flora and Flora, 2008; Fruedenberg and Grambling, 1992). The population
growth, additional income, and higher home values associated with amenity deveglopme
often benefits the local economy (English, Marcouiller, and Cordell, 2000). However, the
impact on community quality of life is mixed. Newcomers may have diffesgraatations
for community life and may weaken community ties and values (Salamon, 2003).
Additionally the influx of strangers into the community may lower trust in the aamtyn
Thus, these changes may lower the quality of life of long term community residemt
purposes of this analysis, | use Shuessler and Fisher’s (1985) definition for gful#e
which is the level of satisfaction associated with life in one’s comntunity

Both amenity development and firm closings may be types of economic shocks.
Economic shocks are defined as sudden events which have a significant impact on the local
economy. By this definition, a multitude of events may be considered economis.shock
They can include: firm openings, firm closings, firm expansions, firm adidre, natural
disasters, school expansions, school consolidations, school closings, and amenity
development. The shock itself may not be economic in nature (such as a flood), however, by
definition it must have significant economic consequences (positive or ngdatitiee
community. A firm closing is one type of shock that generally has negative conses|fi@n
the community’s economy (Broadway and Stull, 2006; Uchitelle, 2006; Knapp and Harms,
2002). Conversely, amenity development may make the town a tourist destination ahd attrac
new residents or increase the quality of life for current residents. Commantpers

worked together to bring the amenity to fruition. As a result, community cohessvand

! Individual responses will be aggregated to theroamity level of analysis.



overall community vitality may increase. Thus, economic shocks differ in fieiteon the
community. Some shocks are corrosive and fragment the community. Othersasgasus
shocks which bring the community together.

The trend in quality of life has been downward for small lowa communities¢Bes
Agnitsch, and Friestad, 2005). However, some communities are bettair@nhgetiuality of
life following an economic shock compared to matched communities. This dissertat
examines why some communities possess higher levels of quality of life in 2004 or
experienced increases or smaller declines in the percent change gf afudbtbetween
1994 and 2004 compared with other shocked and non-shocked communities.

In this analysis a community’s ability to maintain or enhance its qualitfecdfter
experiencing an economic shock is defined as community resilience. &bcifiis “a
measure of the robustness and buffering capacity of a community in a cheysjeg”
(Varghese et al, 2006). In order to gain a better understanding of comnesiignce, |
will focus my dissertation on characteristics which allow communities totana their
quality of life in spite of economic shocks. | maintain that assessing conymesidents’
perception of quality of life and changes in perceptions of quality of life eftanomic
shocks provide a good overall assessment of community resilience.

Since | am concerned with the community level of analysis, a conceptualidefofit
community is needed. | define community as, 1) A geographic locality yleerge live, 2)
a set of organizations and institutions that enable local people to meet thlsir arek 3) the
interrelated actions through which local people attend their common int@hékisison,
1991). Using this definition allows me to more aptly capture Wilkinson’s “community

field”. A territory where people live and meet their daily needs togethenefbine, people



who live outside the city limits are included in this definition. The terms aamtgnand
town are not synonymous. Unlike a town which has a political boundary (the city;lianits
community’s boundary is less rigid. Therefore a person who resides outside tiealpolit
boundary of the town but still needs local organizations and interactions to meet hidyher dai
needs is considered part of the community.

Although economic shocks may appear to have an impact on community quality of
life, the underlying social structure of a community can explain how the conymesjtonds
to the shock (Miller and Rivera, 2007; Dudley, 1994). This provides a way to see whether
the shock will have a corrosive or consensus building effect on the community. Whereas
corrosive shocks fragment the community, consensus shocks bring the commurtigrtoget
The literature suggests that social capital is a resource allowinguoities to maintain
their quality of life following an economic shock. Social capital is definedeagures of
social organization such as networks, norms of reciprocity, and social trustdhtgté the
coordination and cooperation for mutual benefit” (Putnam, 1993, 167). Although Wall,
Ferrazzi, and Schryer (1998) warn against social capital becoming aé&adioa the ills of
modern society”, many academics highlight its benefits. Communities with social
capital are better able to act collectively to solve local problemadRyt2000; Putnam,
1993), have higher educational achievement (Coleman, 1988), offer greater economic
prosperity for immigrants (Portes and Sensenbrenner, 1993), have more successigl hous
programs (Briggs de Souza, 1998, Lang and Hornburg, 1998), enjoy greater regional
economic development (Fedderke et al 1999; Putnam, 1993), have lower homicide rates
(Rosenfeld, Messner, and Baumer, 2001), enjoy greater economic stability alitgt equa

(Casey and Christ, 2005), and enjoy higher levels of volunteerism (Liu and Besser, 2003;



Wilson and Musick, 1997). This dissertation focuses on the role of social capital mghelpi
to create resilient communities. | argued that by examining thal ®agital within a
community, we gain a better understanding of the impact of economic shocks on changes i

quality of life and level of quality of life following the economic shock.

The significance of this research

This research will contribute to previous literature in several ways. Althtegé t
are veins of research which address the consequences of economic shocks for cespmuniti
they tend to focus primarily on large disruptions involving one type of shock, focus on a
limited sample size, and are conducted only after the shock has occurred. dsxacipte
studies that examined boomtowns (Brown, Dorius, and Krannich, 2005; Smith, Krannich,
and Hunter, 2001; Greider, Krannich and Berry, 1991), factory closings (Broadwajufind S
2006; Uchitelle, 2006; Broadway and Stull, 2006; Knapp and Harms, 2002), and natural
disasters (Erickson, 1994; Drabeck, 1986; Erikson, 1976). In contrast, | utilia¢i\aehg
large sample of communities and examine the consequences of several echomkiypes
and the cumulative effect of multiple economic shocks across 99 small lowa coramunit
Furthermore, Murphy (2007) points out that disaster resilience literaturemsrissing pre-
disaster data. This dissertation employs longitudinal data about comr@atitses gathered
before and after the economic shocks. Having longitudinal data provides a améhomre
comprehensive community analysis. Finally, | am able to compare comesumitich
experienced different types of economic shocks with each other as well asoc&res

communities.



This study advances social capital theory by incorporating it into ancoity
resilience framework. Adding a social capital element allows policy ma&detter
understand resilient communities. Being able to predict the extent an ecahackowill
affect a community and how social capital will fit in that relationship a&litw leaders to
formulate policies grounded in theory and research, rather than being produced ad hoc

Also, I focus on small communities which are often under researched ardfésftt
for themselves (Swanson, 2001). Many small Midwestern communities are in need of
revival (Johnson 2003). Therefore, resilience research on small lowa conesamaty be
particularly helpful in addressing revitalization for communitiestlsas/ed by past research.
From a research standpoint, | believe studying small communities stalgeabdvantageous
because they are less complex than metropolitan areas. Just ascstemestiprefer to
study a fruit fly due to its simpler genetic code, studying smallernoamties may provide a
better research site since the effects of economic shocks and socidlacepitare easily
observable. For these reasons, this dissertation advances knowledge ancslaboiat

capital and resilience theories.



RESEARCH GOALSAND QUESTIONS

The main purpose of this research is to gain an understanding of resilienwdlin s
lowa communities. In addressing the overarching question | will exahenelationship
between social capital, economic shocks, and quality of life. This will includggiisgating
economic shocks into two types of shocks: 1. those which are internally generatedeand hav
a positive effect on the local economy and 2. Those which are externally geecteave

a negative effect on the local economy.

Overarching question:
What makes a community resilient?
Specific research questions:

1. To what extent are negative and externally generated economic shocks related to
community resilience in small lowa communities?

2. To what extent are internally generated and positive economic shocks related to
community resilience in small lowa communities?

3. To what extent is social capital related to community resilience in small lowa
communities?

4. To what extent does social capital mediate the relationship between negative and
externally generated economic shocks and community resilience in small lowa
communities?

5. To what extent do positive and internal economic shocks mediate the relationship
between social capital and community resilience?

Organization of chapters
This dissertation consists of five chapters. The preceding chapter éCbagj is the

introduction section. Chapter two reviews the theoretical literature. Tipsechall refine

key concepts (social capital, community resilience, and economic shocks),tentegra,



and explain their theoretical implications. At the end of this chapter testgpbtheses will
be put forth. Chapter three focuses on methodology. In this chapter | will ex@alata
collection procedure and how variables were operationalized. Chapter four putsyforth m
findings and offers an explanation of them. Chapter five discusses the poliayaiiopls

and conclusions of my findings. This chapter explains the findings in more detail and
explains their theoretical and practical use, sums up the analysis higigigéti points to
take away, provides insight to application for policy makers, and provides sontedifec

future research.
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ECONOMIC SHOCKS, RESILIENCE, AND SOCIAL CAPITAL

Economic shocks

As | have discussed, several types of events are considered economsc dlthekle
shocks into two categories based on their community impact: Corrosive shocks which
fragment the community and consensus shocks which bring the community togetiier. |

discuss each in turn.

Corrosive shocks

A corrosive shock is a type of economic shock which is divisive for communities.
Corrosive economic shocks are divisive because they sever ties between fraggtuzors,
and family (Freudenburg, 1997). The corrosive community may then experienasiorr
social cycles” where the social disruptions are prolonged and sociadmelaps continue to
breakdown (PicouMarshall, and Gill2004; Freudenburg, 1997). Boomtowns often
exemplify corrosive shocks. Boomtowns are places which experience rapid economic
growth. Sudden and significant economic growth may have negative social conssdaoenc
a community, at least temporarily (Brown et al, 2005; Smith, Krannich, and HR00r).
Social disruption theory posits that rapid growth may lead to significant cartym
disruption. The community disruptions may then contribute to social problems (Greider,
Krannich and Berry, 1991; England and Albrecht, 1984).

Wilkinson et al (1982) refined the approach to studying social disruptions caused by
boomtowns when they critiqued the research done on energy related growth in srehWes
communities. Although these boomtown studies were conducted before the early 1980’s

they were criticized for questionable methodologies and exaggerated findijaga et
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al, 1982). The contribution Wilkinson et al (1982) made was to spearhead reorganmzation i
the way social disruptions were studied. Heeding Wilkinson et al's (1988yetiEngland

and Albrecht (1984) found that energy boomtowns in intermountain areas experienced a
decline in almost all community services (with the exception to the econortoc)sec
Furthermore, rapid community growth was inversely related to commungfassibn,
attachment, and social integration (Brown, Geertsen, Krannich, 1989). Rapid population
growth and economic changes were related to increased crime (Freudembdoges,

1991; Sampson and Groves, 1989) and fear and perceptions of crime (Hunter, Krannich, and
Smith, 2002; Krannich, Berry, and Greider, 1989). The central hypothesis here is that the
boom preceded increases in social problems within the community. Although the economic
boom may create social disruption, that disruption may not be permanent. Brdwn et a
(2005) suggests a post-boom rebound where social disruption is reduced over time.

Most of the boomtown studies focused on the impacts stemming from expanding
energy industries in rural Western towns. Boomtowns have risen around other indsistries a
well. These include radioactive waste facilities (Albrect, Amey, amif AL996),
meatpacking plants (Broadway and Stull, 2006), and the tourism industry (Park and
Stokowski, 2009). In each of these instances support for social disruption theory has been
found. Several parallels exist between tourism based boomtowns and Westeyn energ
boomtowns. Park and Stokowski (2009) examined rural Colorado communities which
differed in tourism growth. They found that high tourism growth was related to sesrea
crime, particularly property crime. This finding supported the earlier studiydudenburg
and Jones (1991) which examined crime in energy boomtowns. Social disruptions

consequences have also been documented in boomtowns built around the casino/gaming
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industry in rural South Dakota and Colorado towns (Long, 1996). Residents in those
communities reported economic gains via jobs and income but also social disruptioas suc
increased perceptions of crime, noise, and traffic congestion (Long 1996).

Interestingly, the relationship between attitudes towards gambling arepgiens of
quality of life was negative in non-gambling communities and positive in gagnblin
communities (Perdue, Long, and Kang, 1999). Perhaps this means that communities becom
desensitized to the social effects of casinos. If this is true, it lends sup@nwm (et al,

2005) who suggested the social disruption is temporary and residents may adjust tialthe soc
changes. Individuals also had differing opinions of the social disruptions causesinmgca
depending upon their gambling habits. Stitt, Nichols, and Giacopassi (2005) found that
individuals who gambled perceived less of a social disruption in their commumtpdina
gamblers.

Boomtown research points out that residents weigh the economic benefits from
growth (e.g. jobs) against potential changes to local quality of life. LoghNalotch
(1987) assert that commodities have a social context affixed to how they aradised a
exchanged. Use and exchange values are applicable concepts because they highlight how
finite community resources will be employed. Thus, some community membeitsemay
unwilling to sacrifice low levels of crime, noise, and traffic congestiorfonomic gains.

Social disruption theory is predicated on the idea that economic growth is not the only
determinant for quality of life. Perdue, Long, and Kang (1999) studied casmiofg based
tourism boomtowns and concluded that community characteristics (community satzal
environment, and community involvement) had the largest impact on resident qualigy of lif

in small Colorado and South Dakota towns. The perception of the disruption was much
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greater in communities which have not had a casino located there previously atwuttus

not have adjusted to the new industry (Perdue, Long, and Kang, 1999). The changek in socia
factors explained more in terms of community quality of life than increasedpportunities

and demographic characteristics (Perdue, Long, and Kang, 1999). This finding led t

authors to conclude “both communities and businesses must take a broader perspective,
providing opportunities and support for programs that focus on community social
environments” (Perdue, Long, and Kang, 1999: 174).

Broadway and Stull (2006) highlighted the experience of Garden City, KS. rGarde
City represents a fairly typical boomtown. In 1980 a large beef procqdaimgopened
there. Three years later another beef processing plant opened. From 1980 — 1984 the
population of Garden City grew by 33% (Broadway and Stull, 2006). Consistent with social
disruption theory, crime increased, the number of mental illness casessearand
community services were strained (Broadway and Stull, 2006). Additionalipugh the
meat packing plants brought new jobs, those jobs did not pay well (compared to the energy
boomtown jobs) and poverty levels increased (Broadway and Stull, 2006).

What distinguished the Garden City, KS story from other boomtowns is what
happened next. Another economic shock occurred. A fire destroyed the Con-Agrkbeef
and overnight 2,300 workers were out of work (Broadway and Stull, 2006). The economic
and social effects on the community were significant. In Garden City gtapubeclined,
unemployment tripled, crime rose, charitable dependency rose, and poverty again ros
(Broadway and Stull, 2006). Garden City is interesting for two reasons 1.)dseeps a
different type of boomtown spurred by the meat packing industry and 2.) it shoingotiet

of a specific type of economic shock — a firm closure.
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Like a boomtown, communities that experience the loss of an employer will likely
experience economic and social disruptions. Much scholarly attention has foculsed on t
negative effects of firms closing (Uchitelle, 2006; Broadway and Stull, 206y iKand
Harms, 2002; llles,1996; Dudley, 1994; Perucci, 1988; Buss and Redburn, 1983; Bluestone
and Harrison, 1982). Early researchers such as Bluestone and Harrison (1982) amd Buss
Redburn (1983) disaggregate the effects of plant closings by into economic and social
consequences. They assert that plant closings have a ripple effect whidhrgogis the
community. Economic effects included rising unemployment, loss of income anaenef
and loss of corporate taxes (Buss and Redburn, 1983; Bluestone and Harrison, 1982). This
creates a second group of impacts which include decreased retail saleslares in
businesses that supply goods and services to the closed employer (Bluestoneisma, Ha
1982). This secondary impact contributes to a “tertiary effect” whichasesedemand for
public assistance, demand in social services, and increases in unemploymemtseabting
(Bluestone and Harrison, 1982: 67). The social changes which resulted when a steel plant
closed in Youngstown, Ohio included increased crime, temporary drops in charvaide g
and strained family relationships (Buss and Redburn, 1983). Other studies have donfirme
relationships between worker dislocation and social issues such as: declhreeguality of
parent/child relationships (Perucci et al, 1994); changes in perceptions of indigmisabf
control (Legerski, Cornwall, and O’Neil, 2006); and changes in mental health (blamil
al, 1990).

Workers displaced by the closure of a Zenith plant experienced decreasas in the
standard of living (Knapp and Harms, 2002). The average worker took a 10.2% pay cut and

significantly fewer benefits when re-employed (Knapp and Harms, 2002). Thiseffea
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plant closing are not felt equally by all individuals. Education has a sigmifi;mpact on the
job loss experience. College educated people were much more likely to thplogezin
quicker compared with non-college educated workers (Knapp and Harms, 2002, Kletze
1998). Additionally, after being re-employed people with greater amounts ofiforma
education were more likely than uneducated people to earn more income than in their
previous job (Nord and Ting, 1991). Non-high school graduates also perceived higher levels
of anxiety following a plant closing compared to graduates (Hamilton et al, 189@)is
also a significant factor. Younger workers were likely to be re-emplaye#tey than older
workers (Knapp and Harms, 2002).

Although factors such as education and age seem like individual charaxstetity
have community implications. Florida (2002) argued that the composition of workforce in
the community will have an impact on the type of employers drawn to the community.
Dudley (1994) explained that when the Chrysler plant closed in Kenosha, Wisconsin, over
half of the 7,600 workers were over age 40 and most lived in Kenosha. Considering the age
of the workforce, their blue collar skills, and union membership, companies watantto
locate in Kenosha. This lends support to the conclusions Collins and Quark (2006) draw
from examining the garment industry in Wisconsin. As plant closures occur conas ang
unevenly effected (Collins and Quark, 2006). Furthermore, manufacturing jobseare of
replaced with service jobs that are lower paying and less secure (Coticauark, 2006).

By definition, economic shocks occur relatively quickly. The quickness of the loss of
a major employer has implications for displaced workers. Nord and Ting (1201) &m
inverse relationship between advanced notification of workers about a plant closing and

losses in re-employment earning as well as experiencing one or more afeek
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unemployment following the closure. This finding suggests that when comrsuamitie
workers are given more warning, the shock is partially mitigated.

Dudley (1994) recounts how community culture effects the response to plant closings
She points out that the identity of many workers was tied to a cultural systemtvad been
built up for generations around the blue collar auto industry. Thus, many in the community
fought to save the Chrysler plant from closure to preserve the culture eregeimdgreir jobs
and social life (Dudley, 1994). However, the plant closed and the community network which
had strengthened around a common cultural system and perceived threat veasetiacti
Underlying rifts in the community surfaced as blame for the plant closurdaleds out.

Thus, the shock ultimately had a corrosive effect on Kenosha, Wisconsin.

Consensus shocks

Not every economic shock is corrosive. Consensus shocks bring the community
closer together. An event which creates social cohesion from a possiblestteezaed a
“consensus crisis” (Drabeck, 1986). Consensus crises may increase comoligatitysas
community members come together to fight a threat (Couch and Kroll-Smith, 108dh
and Kroll-Smith (1994) examined the conflict surrounding a proposed landfill site in one
rural Pennsylvania community and perceptions of exposure to poison gases stexmming f
old coal mines in another community. The fervor surrounding where the landfill would be
located actually brought the community together and allowed them to mecé\efly fight
a perceived threat (Couch and Kroll-Smith, 1994).

Just as Portes and Sensenbrenner (1993) argued external pressure exerted on an

immigrant community increases their communal identity, consensus aresesonomic
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shocks which strengthen social cohesion enabling them to better addressatieNfatural
disasters are generally one common types of consensus crises becatrsetieayly
increase the sense of community in spite of the disaster (Erickson, 1994; Drabeck, 1986)
Drabeck cites seven reasons why natural disasters may not lead td eoilflicstead bring
the community together. First, the threat is external, no one in the commaitigctit.
Second, the disaster can be perceived and specified. Third, there is a high consensus on
priorities. Fourth, disasters create community wide problems that need takly qaived.
Fifth, disasters cause a focusing of attention on the present. Sixth, théredakng of
social distinctions. Seventh, disasters strengthen community iderdifi¢Brabeck, 1986).
Gunter, Aronoff, and Joel (1999) concur by asserting that natural disastebsinta
community members together because the natural disaster is “swift, unaogignd
attributed by their victims as acts of God” (Gunter, Aronoff, and Joel, 1999: 624).
Additionally, once the worst is past, residents often rally with friends, neighbofsuailies
to rebuild the community, thus further helping residents recover (Gunter, Aronoff, and Joel
1999).

Natural disasters are not always consensus shocks, in fact, some naaistalslimay
be very corrosive for the community. The aftermath of Hurricane Katritdighted many
issues which hindered a quick social and economic rebound. Hurricane Katrina did not bring
about Drabeck’s (1986) conditions which would bring a community together following the
shock. The hurricane itself acted as a triggering mechanism while en@ath
demonstrated retrospectively how unprepared and exposed to risk New Orleans was

(Comfort, 2006). This contributed to significant attitudinal differences betvesgal groups
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concerning perceptions of blame in regards to the Katrina response (Dache@rasa
Hong, 2006).

The probabilities of a shock being corrosive or consensus has as much to do with the
underlying social structure of a community as it does with the shock itsel.afigument
adds a predictive element to how economic shocks will effect communities rether t
simply viewing the effects of a shock in retrospect. Hurricane Kaifedfto achieve a
common consensus in New Orleans because it did not level the social distinctioes. Mill
and Rivera (2007) argued that Hurricane Katrina dispelled the belief thetlrdisasters
effect everyone equally because poor blacks (arguably the group most in negq wiehel
disproportionately left out of recovery efforts. Thus there was perceiegdality in the
response and priorities were not put in place to help those most in need of help. Hurricane
Katrina did not create the racial and class rifts, but rather highlightedetfexisting rifts
and intensified them (Miller and Rivera, 2007).

Some communities have attempted to increase their resilience bygreatsensus
shocks through amenity development (Green, 2001). Amenities have the abilityde chan
community well being and create economic development and bring about higher afualit
life for residents and tourists (Goe and Green, 2005). In addition, there aid pegsible
economic benefits which are created via amenity development. Florida (2002¢l énat
communities with amenities are better able to attract a well eduaateskilled labor force
(he calls this group the creative class). Attracting the creative aditves economic
development because businesses will want to locate where the best and brightestamerke
Though Florida focuses on metropolitan areas, McGranahan and Wojan’s (200 ¢hresear

demonstrates that rural areas can successfully attract the codasis¢hrough amenity
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development. Previous studies have linked high amenity rural counties with population
growth and tourism (McGranahan, 1999; Beale and Johnson, 1998), which was related to
higher per capita income levels (English, Marcouiller, and Cordell, 2000). Inoaddit
relationships exist between amenities and regional economic growthr(€edle 2001).
McGranahan (1999) found that over the past 25 years high amenity counties ergderienc
three times the job growth compared to low amenity counties. It is importantéonizser
that this will only be consensus shock if it brings the community together. dhtbaity
creates conflict and fragments the community’s social structure dag@sive shock, not a
consensus shock.

It has been argued that economic shocks can have a corrosive or consensus building
effect on communities. These two effects will have differing effects omamity quality
of life. Consensus shocks may increase a community’s quality of life wheneasive
shocks may diminish it. Though it is unclear what the effect will be simply by lg@kithe
type of shock. Just because a shock is perceived to increase quality of lifes(satiral
disasters according to Drabeck, 1986) that outcome is not guaranteed (Miller arad Rive
2007; Dach-Gruschow and Hong, 2006). So what makes a community more resilient to a

corrosive shock thereby allowing the community to retain its quality ¢&f life

Resilience

The resilience framework was originally developed in the ecology diseipli
(Holling, 1973). Resilience theory focuses on the source and role of change in adaptive
systems (Holling, Gunderson, and Ludwig, 2002). Pimm (1991) used resilience to connote

the speed of recovery for a system experiencing a disruption. Howeuemncescan also
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focus on the amount of disruption a system can endure (Holling, 1973). In line witli¢he lat
focus, resilience is defined as the capacity of a system to undergo a disgtlabdmaintain

its function and controls: essentially resilience refers to the amountwfdiste a system

can tolerate and still persist (Gunderson and Holling, 2002).

The resilience literature recognizes an integration of ecologictrs and social
systems (Berkes and Folke, 1998). However, Adger (2000) pointed out that “the adncept
resilience has not effectively been brought across the disciplinary dovedeamine the
meaning of resilience of a community or a society as a whole” (348). He piddapase
social resilience is related to ecological resilience. Socialaesd is defined as “the ability
of communities to withstand external shocks to their social infrastructudgjefA2000:

361). A resilient community is able to maintain its social norms which prosoactal

benefits when faced with external stress (Adger, 2000). The focus on resthemegh

human and environmental systems (as opposed to treating each system independently)
increases the ability of people to cope with changes associated with futursesugpidl

unforeseen risks (Tompkins and Adger, 2004) and to better understand community responses
to shocks.

Using a resilience framework is advantageous for understanding community
dynamics for several reasons. Resilience helps us understand thassipescfrom several
types of shocks holistically (Berkes, 2007). Second, resilience focuses ostdm’'sy
ability to deal with the hazards. It allows for increased understanding ofhieosystem
absorbs the disturbance, adapts to the disturbance, or reorganizes following the impact
(Berkes, 2007). Third, resilience is forward looking and helps explore policy options

associated with uncertainty and change (Berkes, 2007).
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Sources of community resilience

Drawing on Berkes and Folke (1998) and Machlis and Force (1990), Varghese et al
(2006) defined community resiliency as the ability of a community to “maintmew, or
organize social system functions and ecological functions; it is a medgsheerobustness
and buffering capacity of a community in a changing system” (Vargitede2006). For
Varghese et al (2006), community capacity contributes to communitgnesil Community
capacity is defined as “The collective ability of a group to combine various forcapital
within institutional and relational contexts to produce desired results or outc{iBeekley
et al, 2001: 7). Community capacity relates to resiliency becaus@stdatount for a
community’s ability to respond to changes (Nadeau, Shindler, and Kakoyannis, 1999).

Beckley et al (2008) argued that community capitals underlie community tsapaci
economic (physical capital and infrastructure), social (trust, norms andrikej, natural
(natural resources) and human (formal education and informal learning). Community
changes were conceptualized as “catalysts for action” (Beckbdy2008: 63). They may
be positive or negative for the community and may therefore provide opportunities to
develop or threats to diminish community resilience (Beckley et al, 2008). The model
proposed by Beckley et al (2008) is similar to that proposed by Flora and Flora (2008). |
asserts that challenges and changes in the community marshal coyroapitéls to achieve
desired outcomes in motion. Thus, a community capitals framework is linked with
community capacity which helps create community resilience.

Flora (2001) highlighted the productivity of capital when she assertedtiest
“resources are used to create new resources they are called capiteld@ (2001) argued

that human and social capital are necessary to mobilize action which enhancegethef t
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capital (such as natural capital). The capitals framework presentddrbyakRd Flora (2008)
and Flora (2001) is important to understanding the concepts of community capacity and
community resilience. Building off Flora (2001), conceptual distinctions must e ma
between the “foundational assets” and “mobilizing assets” in a commurmbho@due and
Sturtevant, 2007: 909). Foundational assets are resources present in the community —
including physical infrastructure, natural resources, and economic capiailizihg assets
are the social processes and interaction which make-up collective actmoalyyincluding
social, human, and political capftg§Donoghue and Sturtevant, 2007). More specifically,
mobilizing assets mobilize foundational assets into productive uses to achiegd desi
outcomes (Donoghue and Sturtevant, 2007).

Donoghue and Sturtevant, (2007), Flora and Flora (2004), and Flora (2001) would
argue that capitals are important community resources for resilientwaties. Miller and
Rivera (2007) pointed out the social divisions highlighted by Katrina existed bleéore t
hurricane hit land. Inclusivity and connectedness plays a significant roleating resilient
(or non-resilient) communities (Berke and Campanella, 2006). As economic shoaks occu
the social fabric of a community is important (Berke and Campanella, 2006;n¢ale a
Campanella, 2005). Rifts in community social structure may fail to spur comnagtity
in the face of a natural disaster (Flora, 2001). Comfort (2006) assertegsihant
communities have inclusive models of civic engagement which includes all sefcioes
population. As a result of inclusivity, resilient communities have strong infmma

infrastructure that allows information to be exchanged quickly between individuhls a

2 political capital consists of: “organization, cettions, voice, and power...[it] is the ability ofj@up to
influence the distribution of resources within &iabunit” (Flora and Flora, 2008, 144).
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public, private, and non-profit groups (Comfort, 2005). When certain groups are excluded,
the planning process is generally dominated by technical experts (top downy, (B20B).
These experts do not understand or have access to local knowledge or informatitwejrthus t
plans may be inconsistent with local values, needs, and customs (Burby, 2003)es¥aigh
al (2006) concluded that communities which have greater inclusion of the community were
more resilient as a result. As inclusivity increases among ownetalnipuses (across
employees, managers, and community members) the greater the support for conatnsinity
community programs, and the overall business viability (Varghese et al, 2006)

Economic shocks are theorized to impact communities by increasing community
consensus or creating corrosive communities. Some communities will be sibeatréo
the corrosive impacts of economics shocks. The underlying social structuibutestto
community resilience (Miller and Rivera, 2007; Varghese et al, 2006) Whensddriése
guestion, “Do communities act?” Charles Tilly concluded that “Some commurctiesrae
of the time” (Tilly, 212: 1973). He argued that the propensity towards commutidy &
linked with social elements (Tilly, 1973). Flora (2001) pointed out that human and social
capital can mobilize other types of capital to benefit the community. Lieeldonoghue
and Sturtevant (2007) listed social capital and human capital as mobilizing\&kszt can
activate foundational community capitals (e.g. physical, financialyaatapitals) to bring
about community change.

Social capital may offer the best explanation for the mobilization and equitable
distribution of foundational community assets because it focuses on the connectiams withi
the community and the strength of those connections. If a community is steeped in human

capital (the other mobilizing asset according to Donoghue and Sturtevant, 2007) but no one
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in the community will work together, then the community will not be effectivelsirs

problems. On the other hand, networks, norms of reciprocity and trust (socid) ematde
collective action (Putnam, 2000). As this collective action creates a “halobpéation” it
establishes a community culture where taking action in response to communityngrable

the norm (Marwell, Oliver, and Prahl, 1988).

Social capital

| focus on social capital as a pivotal concept in explaining community resilienc
Social capital is a concept that is employed by a variety of disciplinkesling sociology,
economics, and political science. Drawing from a wide variety of discgénd theoretical
underpinnings inhibits the formulation of a consistent definition. Portes (1998) warhed tha
excessive extensions of the concept may weaken its heuristic value. Howeveythwst a
agree with Coleman’s (1990) basic formulation that social capital involvesme) slement
of social structure and 2.) social action. Coleman’s (1990) formulation is too broad to be
operationalized into research. As a result, there is an “impressive and growyngf bod
context specific social capital definitions and applications in social sciesearch” (Adam
and Roncevic, 2003: 160). The definition adopted by a study will generally depend upon the
discipline of the authors and the level of analysis (Robison, Schmid, and Siles, 2002). For
purposes of this analysis, | define social capital as: “Features of asa@aization such as
networks, norms, and social trust that facilitate the coordination and cooperatiautdal m
benefit” (Putnam, 1993, 167).

Despite the various uses across various theories and disciplines, Baron and Hannan

(1994) note problems with combining the terms “social” and “capital’. Theygtrivte
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indiscriminate importation of economic concepts into sociology. This raises theques
can something social be a capital? Like other forms of capital, socitdlazgm be

productive (Flora, 2001). Often productivity is manifest via collective action afgg
(Putnam, 2000) or network ties to resources for personal benefit (Burt, 1992). Addjitionall
social capital can be appropriated (Coleman, 1988) or exchanged (Bourdieu, 19@6)Xsimi
economic capital. Moreover, social capital can substitute for (Adler and Kwon, 2002;
Bourdieu, 1986) or compliment other types of capital, such as facilitating economic
investments by reducing transaction costs (Fukuyama, 1995). These coiosisiéedt Adler
and Kwon (2002) to state “Social capital falls squarely within the broad hetemge

family of resources commonly called capitals” (Adler and Kwon, 2002: 22).

Although social capital fits into the definition of capital (Adler and Kwon, 2002), it is
distinct from other types of capitals. One difference between sociadlcapit other types of
capital is where social capital is located. “Whereas economic capitgdépple’s bank
accounts and human capital is inside their heads and bodies, social capital inheres in the
structure of their relationships” (Portes, 1998: 7). Social capital is tboatelationships.

No one person owns social capital (Warren, Thompson, and Saegert, 2001). Person A can
end the relationship with person B depleting the social capital for both indisidualike
financial capital, social capital does not diminish with use, but rather by notussdg

(Adler and Kwon, 2002). Actors must continually maintain relationships to retamhanee

their levels of social capital.
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Social capital’'s beginnings and development

The term social capital emerged around the beginning of theet@ury. The first
known use of social capital is often attributed to a West Virginia statevssqefor rural
schools named Lyda Judson Hanifan (Putham, 2000). Hanifan used social capitalito expla
the relationship between community involvement and successful schools (Hanifan, 1916)
As individuals build connections with neighbors, social capital is created whpoves the
individual’'s position and the living conditions for the whole community (Hanifan, 1916).
The basic elements of Hanifan’s conceptualization are still present tadagi, 2000).

After Hanifan (1916) social capital’s conceptualization was used sporgdicaill
the 1980s. Prior to the 1980s, scholars examined the elements of social capital whe
studying suburban culture (Seeley, Sim, and Loosley, 1956) and city life (J&86k3. In
his study of income differences among various racial groups Loury (1977) ndtedytha
income families were more socially connected than low-income familieury concluded
by stating that human capital (investments in individuals — typically eduta@smprovided
a rationale for inequalities, such as explaining the economic costs from droppioig
school (Loury, 1977). However, he argued that human capital fell short in explaingng wh
similar per capita expenditures in low income areas yields a lowetygedlication
compared to affluent communities in the same district (Loury, 1977). Loury (1977)
recommended employing the concept of social capital to “represent the congsqafenc
social position in facilitating the acquisition of the standard human capital tdrésics”
(176). In the 1980s social capital was examined more rigorously. Prior to 1981, 20 journal
articles listed social capital as a key term (Baum, 2000). From 1981 — 1995, that number

rose to 109 and from 1996 — March, 1999 the number reached 1003 (Baum, 2000).
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Individual level resources

Social capital theorists are generally placed into two camps (Agnitsch, 2008). O
camp recognizes the resources embedded within individual networks (BurtCi#8&ian,
1988; Bourdieu, 1986). The other camp focuses on group or community action (Fukuyama,
1995; Putnam, 1993; Portes and Sensenbrenner 1993). | will discuss each camp in turn.

Table 1 indicates several definitions of social capital within the individualires camp.

Table 1: Resource based social capital definitions.

Author Definition

Bourdieu “The aggregate of the actual or potential resources which
are linked to possession of a durable network of more jor
less institutionalized relationships of mutual
acquaintanceship or recognition” (Bourdieu, 1986: 248).

Coleman “Social capital is defined by its function. It is not a single
entity but, but a variety of different entities having two
characteristics in common: They all consist of some
aspect of social structure, and they facilitate certain
actions of individuals who are in that structure” (Coleman,
1990: 302).

Burt “Friends, colleagues, and more general contacts through
whom you receive opportunities to use your financial and
human capital” (Burt, 1992: 9).

For Bourdieu (1986), relationships represent social investments which dictate
probabilities for individual success by granting or hindering individual€ssto other types
of capitals (e.g. economic or cultural) (Bourdieu, 1986). He defined socialcapithe
aggregate of the actual or potential resources which are linked to possessiorabfex dur
network or less institutionalized relationship of acquaintance and recognitionkein ot
words, to membership in a group, which provides each of its membership with the backing of

collectively owned capital” (Bourdieu, 1986, 248-249). Bourdieu focused on resources
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embedded in social networks. To him the volume of social capital possessed by an
individual depended on the size of the network he/she can mobilize effectively and the
amount of capital (economic, cultural, or symbolic) connected to that network. Therefore
social capital and other forms of capital are not equally available to individuals

For Coleman the individual is motivated by economic personal gain and sedinter
Coleman defined social capital by its function (Coleman, 1990). To him sapigdlic
possesses two fundamental characteristics: First, a social structueeand, productivity
which facilitates certain action that would otherwise not have occur@dr{@n, 1990;
Coleman, 1988). Coleman demonstrated how social capital assists in the crelatioaof
capital or more specifically the educational attainment of children. Hsuded that where
social capital was more prevalent high school drop out rates are lower andadicati
attainment is higher (Coleman, 1988). By defining social capital by itsidan€oleman’s
definition is criticized for being vague and opening the door for social capital to be
tautological (Lin, 1999; Portes, 1998).

Coleman (1990) highlighted the importance of network structure and its relftagions
with the enforceability of norms and type of trust produced. He discussed how open and
closed networks can facilitate specific forms of social capital (Gate 1993; Coleman,
1990). Coleman argued that closed networks are advantageous because they can more
adequately enforce norms. For instance, if a network of parents and school childresdis clos
to outsiders (all the parents and all the children are members of the same netiwack w
outside ties) then the group can more efficiently monitor and guide behavior @@glem
1988). The closure of the network means that the group is better able to sanction group

individual members who do not comply.
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Unlike Coleman who examined how closed networks benefit the individual or groups,
Granovetter (1973) highlighted how ties to distant acquaintances help individualsggsa a
to more resources and new information. He studied job hunting and found that most job
seekers heard about their current job from acquaintances (what he caketibg)e@ther
than family or close friends (what he called strong ties). The strongftezsleads to
information redundancy due to group homogeneity and access to similar information. |
other words, homogeneous group members often have access to the same information. A
individual with a diverse network has greater access to new resources anddherssgial
and economic mobility (Granovetter, 1995; Granovetter, 1973).

Burt (1992) argued that diverse ties spanned “structural holes” and led tseattrea
career success for individuals. The structural holes Burt referred toparengeccess to
information or resources which have highly homogonous networks would often miss.
Therefore, the individual with a diverse network will have access to more etiorm
Florida (2002) argued that strong ties not only promote conformity, but may also reduce
innovativeness for the individual. He argued that weak ties led to greatentelarad
inclusivity which ultimately spurs innovation. Past research has also foutidirelhaps
between diverse networks and having good ideas (Burt, 2004), increased creagibe(W

and Donahue, 2001) and better and faster problem solving skills (Page, 2007).

Underlying motivations of individuals
Social capital may be both a resource for individuals and groups, however, the
underlying motivations for actions differ greatly. Portes (1998) distingdilsbveen

instrumental motives and consummatory motives to explain differences in human volition
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Consistent with the conceptualization of social capital from the individual leasladysis,
instrumental motives promote economic self-interest (e.g. Coleman, 1994). ThuBurhe
(1997) and Granovetter (1973) argued it is beneficial to network, they argued it Wwas in t
individual's best interest to do so. Portes (1998) would refer to this as instrumental
motivations for action.

Consummatory motives refer to individuals who act with a community or group
orientation (e.g. pay their debts, give to charity, and obey traffic lawse@ 1998). An
example of this would be a person who hires another from his community because he/she
thinks that is what a good neighbor is supposed to do. Putnam highlighted consummatory
motives in his discussion of generalized norms of reciprocity. General normgobcéey
mimic “the golden rule” by looking out for the overall community well beingeagtof
individual self-interest (Putnam, 2000). Thus, the community member’s volition has a
community orientation rather than a self interested orientation. Likelésg¢on (2007)
focused on the idea of generalized trust. Specifically, she examined how cotnectivi
amongst volunteer associations was related with the creation of gestbtaligt. Yuki,
Maddux, Brewer, and Takemura, (2005) referred to generalized trust as thgheed
trust”. Like Putnam’s conceptualization of generalized norms of recipyolcisy
conceptualization of generalized trust carries a community oriented coondtest opposed

to an individually specific one).

Social capital as a community resource
Consummatory motives connote acting in a group’s or community’s interest. The

other social capital camp examines social capital as a group or comnesioitlyae. Unlike
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the resource focused camp, their definitions of social capital tend to be grounded in
consummatory motives. Table 2 offers common definitions with a group or community

orientation.

Table 2: Group or community social capital definitions.

Author Definition

Portes and Sensenbrenner, “Those expectations for action within a collebavit
affect the economic goals and goal seeking behavior af its
members, even if these expectations are not oriented
towards the economic sphere” (Portes and Sensenbrenner
1993: 1323).

Putnam “Features of social organization such as networks, norms,
and social trust that facilitate the coordination and
cooperation for mutual benefit” (Putnam, 1993, 167).

Fukuyama “The ability of people to work together for common
purposes in groups and organizations” (Fukuyama, 1995:
10).

Portes and Sensenbrenner (1993) note that group structure plays an influential role in
the type and amount of social capital available to the group (see also Coleman, 1993;
Coleman, 1990). This is accomplished through the group’s open or closed network. In
research examining immigrant communities, Potes and Sensenbrenner (1993) dahelude
closed networks produce greater amounts of enforceable trust which incheagesip’s
cohesion. The immigrant group has both a mechanism to reward people within the group
who conform to group expectations and punish people within the group who deviate. If the
individual is acting against the group, the group may deny resources and beribéts t
deviating individuals. In a group where the network is more open, there is lesgaireot
which can be exerted on the individual because the individual may have ties to outside

resources and the group’s importance is diminished.
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Closed networks may provide resources and opportunities to group members (Portes
and Sensenbrenner, 1993) while denying resources and opportunities to non-groups members
(Bourdieu, 1986). The discussion of closed social networks harkens back to Ferdinand
Tonnies’s idea of geminschaft. Gemeinschatt is the German word for comiitontyies,

1957). Gemeinschaft type groups are tight knit and rely heavily upon sentiment, mind, and
heart (Tonnies, 1957). This creates a very strong bond between community m@ontders

as the immigrant communities studied by Portes and Sensenbrenner (1993).

Types of community social capital
It is important to note that social capital can be disaggregated into diffgpest t
bonding and bridging. Each type will have a different effect on the communityl | wil

discuss each in turn.

Bonding social capital

Portes and Sensenbrenner (1993) are referencing a specific type of gotall ca
bonding social capital. Bonding social capital is exclusive, meaning that beneft®stly
realized by group members and not by outsiders (Putnam, 2000). Portes and Sensenbrenner
(1993) found that a tight knit group (utilizing bonding social ca}isttengthens solidarity
amongst immigrants. This solidarity is a source of social and finangpbst for group
members (Portes and Sensenbrenner, 1993). “The in/out group distinction strengthens in-

group solidarity and bonding social capital while increasing ethnocentriamrigm, 2007,

3 Although Portes and Sensenbrenner (1993) do fettetheir type of immigrant networks as bondiugial
capital, the structure they describe connotes labsdeial capital.
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144). Thus the community may be less able to come together to address community
problems.

The fact that a person or group has bonding social capital does not necessarily
translate into positive benefits for a community (Paxton, 1999). In fact, bonding social
capital may have negative effects for the community when possessealipyg guch as the
KKK, Hells Angels, or the mafia (Paxton, 1999; Portes and Landolt, 1996). Speaking
colloquially, Putnam (2000) describes bonding social capital as sociologicadisiepevhich
creates strong in-group loyalty and possible strong out—group antagonissharfp$ (2006)
echoes this concern by pointing out that clubs can reify the polarization betwesigtbap
and out-group. Furthermore, dominant groups may use social capital as a resource to
preserve their social position (Bourdieu, 1986) or stifle individual choices byireggnoup
conformity (Portes and Landolt, 1996).

Shulman and Anderson (1999) highlight the dark side of social capital when they
studied the embeddedness of social and economic relationships in southern mill towns. They
demonstrate how social capital may be used to dominate community and work rellasions
by one faction of the town (Shulman and Anderson, 1999).

Loury had noted earlier that “whites might find it in their economic interesistt

collectively against blacks” (Loury, 1977, 156). Duncan (1999) demonstrated how strong
bonding social capital hindered community vitality. She concluded that commuritties w
inclusive networks are more viable than communities possessing only bonding qutahl ca
Putnam (2000) also pointed out that bonding social capital has contributed to several social

problems such as racial discrimination and segregation in the 1950'’s.
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Bridging social capital

Inclusive networks may ameliorate the negative consequences of bonding socia
capital. Paxton (1999) argued that the propensity for negative community socill isapit
decreased as positive and trusting ties are established between variousitgmraups.
Bridging social capital is inclusive and connects the individual, group, or comntainity
outside resources — between groups (Putnam, 2000). The benefits of bridging sdeial capi
have become widely accepted at the community level (Putnam, 2000; Warren et al, 1999;
Narayan, 1999; Gittell and Videl, 1998). Bridging social capital ties differenipg
together increasing community inclusivity. Inclusive networks are opfonabllective
benefit (Wilson, 1996; Flora et al, 1997; Wilson, 1987). Johnson and Farrell (1997) found a
positive relationship between racially diverse personal networks and individaaienc
Narayan (1999) found that “cross cutting ties”, that is ties which conneatediffgroups to
each other, led to increased economic opportunities. The common theme between these
researchers is that connections to people/groups different from onesglfidepdater
community benefits.

Flora and Flora (1993) advance social capital theory by introducing the concept of
entrepreneurial social infrastructure. Entrepreneurial social infcaiste includes three
main components: 1) Legitimacy of alternatives, 2.) mobilization of resqunces3.)
network quality. They argued that communities with an inclusive network which is not
dismissive of alternatives proposed by certain groups (e.g. the growth maciposed by
Logan and Molotch, 1987) in the community and that can marshal community resodirces wi
be more viable. Flora (1998) argued that communities with greater storesef t

components will have a greater propensity towards collective action. Entrepaksecial
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infrastructure is advantageous because it focuses on the inclusivity of aioysn
network.

Uniting diverse groups within the community may be easier said than done. Coffe
(2009) and Coffe and Geys (2006) concluded that heterogeneity was negativety/teetae
creation of bridging social capital. Newton and Delhey (2005) found that countiines wit
greater ethnic diversity had lower levels of trust. Putnam (2007) observethtiiaaky
diverse neighborhoods tended to have lower levels of trust, friendships, and community
cooperation (Putnam, 2007). However, he argued that the successful immigetid@ssoc
have overcome fragmentation and developed solidarity encompassing all idéRtitressm,
2007). When a diverse community can come together, the community rewards & grea
for the community (Putnam, 2000; Warren et al, 1999; Narayan, 1999; Gittell and Videl,

1998; Johnson and Farrell, 1997; Flora et al, 1997; Wilson, 1996; Wilson, 1987).

Social capital and the community

Putnam (2000) argued that acting with a community orientation led to greatétsbene
at the community level and the individual level. Communities with higher levels af soci
capital have increased neighborhood stability (Temkin and Rohe, 1998), higher levels of
volunteerism (Wilson and Musick, 1997), higher levels of elderly participation in cortymuni
improvement projects (Liu and Besser, 2003), more effective governments (Knack, 2002;
Rice, 2001; Putnam, 2000; Putnam, 1993), and lower levels of crime (Sampson, 2001;
Sampson, Raudenbush, and Earls, 1997) compared with communities with lower levels of
social capital. Social capital is also related to community economefitee Regions with

higher levels of social capital tend to have greater economic prospeepo(i[iNah, and
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Reimer, 2004; Putnam, 2000; Narayan, 1999; Putnam, 1993; Stiglitz, 1996), more economic
equality and stability (Casey and Christ, 2005), successful businessesr (B699;
Kilkenny, Nalbarte, and Besser, 1998) as well as more socially responsibledses
(Besser, 1998).
The connections between social capital and community benefits are plentiful, though

differences in measurement have led to different empirical conclusionsn(LiBesser,
2003). For example Putnam (1995) concluded that social capital was decliningricaddme
whereas Paxton (1999) concluded the opposite, that social capital was actungly Tise
measurement of social capital is important. Portes (1998) raiseduoribger Putham’s
(1993) tautological measurement of social capital. Portes states:

“as a property of communities and nations, social capital is

simultaneously a cause and effect. It leads to positive

outcomes such as economic development and less crime. And

its existence is inferred from the same outcomes. Cities that

are well governed and moving ahead economically do so

because they have high social capital; poorer cities lack this

civic virtue” (Portes, 1998: 19).
Portes (1998) concedes that there is “nothing intrinsically wrong with defiooigl sapital
as a structural property of large aggregates” (21) however Putnam (1998) thfferentiate
components of social capital from the effects of social capital.

More recent studies have addressed the tautology concern. Paxton (1999) suggested a

definition of social capital with two components. First, an “objective associatiom&et
individuals” (Paxton, 1999: 93). In other words, a network that links individuals together.

Second, a subjective type (e.qg. trusting and reciprocal) (Paxton, 1999). By dosttgthis

helps refine the sources of social capital. Paxton (1999), Stolle and Rochon (1998), and
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Knack and Keefer (1997) disaggregated social capital empirically andptaatly. This

helped correct the use of “overly aggregated heterogeneous indexes” (Knack, 2002: 772)
Drawing off Newton (1997) and Paxton (1999) who note distinctions between social capital
and its products, Stone (2001) distinguished between proximal and distal outcomes.
Proximal indicators of social capital are directly related to its congponents of networks,
trust, and norms of reciprocity. Distal indicators are related to the producisiaifapital
(Stone, 2001). Therefore, when Putnam (2000) used voting patterns to connote social
capital, he was using a distal indicator. Additionally, early social ¢apgaarch often used
secondary analysis employing indicators not designed to measure sodal(&ipne,

2001). Later studies utilized instruments created specifically forunegghe dimensions

of social capital. Using primary data collection with specific saragital indicators adds

sophistication and precision to data collection (Stone, 2001).

Social capital and resilience

Although social capital is related to many positive community attributes,itdoelp
create more resilient communities? Several authors have recognizedtibaskip
between social capital and community resilience (Murphy, 2007; Tomkins, 2005t&ollet
and Cullen, 2002). Just as it is important to differentiate effects of socitdldamin its
sources (Portes, 1998), it is also important to recognize that social capitahamdimity
resilience are not synonymous. Resilient communities rely on all forswcia capital
(Colletta and Cullen, 2002Bonding social capital protects and serves in times of crisis and
bridging social capital brings diverse groups together and leads to urtited(&wlletta and

Cullen, 2002).While examining towns that experienced power blackouts and water borne e.
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coli outbreaks, Murphy (2007) found that social capital improved a community’s resilien
to risks and hazards.

Researchers generally agree that having elements of both bonding antylsatgal
capital is optimal for the community (Stone and Hughes, 2002; Saegart, Thompson, and
Warren, 2001; Warren et al, 2001; Woolcock, 1998; Flora, 1998). Past research on small
towns demonstrated that communities with higher levels of bonding and bridging social
capital have higher levels of community action compared to other towns high in only one
type of social capital or low in both (Agnitsch, Flora, and Ryan, 2006; Flora 1998) aswell
increased economic development (Flora, 1998; Woolcock, 1998). Additionally, households
in communities with high levels of social capital are better able to endurensicosttocks
(Carter and Maluccio, 2003). For Carter economic shocks included individual level events
such as: death or injury of a family member, loss of job, crop failures, and loss otyroper
Positive shocks included getting a new job and gaining inheritances. My stutfgrsndi
than Carter and Maluccio’s (2003) because of its context and level of analigisis bn
small lowa communities rather than South African households.

Previous studies have established that economic shocks impact community social
capital and quality of life (Besser, Recker, and Agnitsch, 2008). This dissertgtimmds on
that research by focusing in on the relationship between social capital and t¥fio s
of economic shocks (negative and externally generated as well as positive aradlynte
generated) and their relationship with quality of life. | focus on these tves tfpshocks
because of their potentially differing consensus building or corrosive effedtse
community. In addition, this analysis focuses on how social capital is reldarequality of

life and changes in quality of life.
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Summary of my argument

Economic shocks impact communities differently. Some economic shocks create
corrosive communities (Freudenburg, 1997). Other economic shocks are consensus crises
which strengthen the community (Drabeck, 1986). Simply because a shock prsatiee
economic benefits does not mean that the community be strengthened. This is evident
through the boomtown research (Brown et al, 2005; Smith, Krannich, and Hunter, 2001,
Greider, Krannich and Berry, 1991; England and Albrecht, 1984).

Drabeck argued that the reasons why natural disasters tend to bring the dymmuni
together are sevenfold. Essentially the community comes togethes, déstéictions and
fights an external threat. When this is done, the community comes out of the sbogkrstr
than before. However, Dach-Gruschow and Hong, 2006 and Miller and Rivera (2007) point
to Hurricane Katrina as an example of how preexisting social rifts ifiegh#e disaster and
further divided the community.

Examining the social capital in a community adds a predictive element to how
communities will respond to an economic shock. | examine the role of social aapital i
creating resilient communities. Bonding social capital may help enclamggesan
economic shock by utilizing close knit relationships within a community (Portes and
Sensenbrenner, 1993). Though, bonding social capital may also exacerbate economic shocks
by increasing out—group antagonism (Fafchamps, 2006). This may be miayiféestiing
other groups for the shock (Dudley, 1994). Bridging social capital reduces the profmnsit
negative corrosive outcomes by bringing the community together before the shork oc
(Putnam, 2000; Paxton 1999). Communities with higher levels of bridging social ealbita

be more able to come together and collectively act to fight the negative cons=qoieaic
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economic shock (Flora, 1998). Furthermore, the inclusive nature of bridging sodial capi
suggests that even if the shock is negative, the community will not become mosgvedoy

fighting over community resources or blaming other groups within the community.
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HYPOTHESES

The overarching goal of this study is to examine what makes a commsiignte
In doing so, | examine social capital as a component of community resiliocal capital
has been shown to be a useful concept when clearly defined and measured. Although most
studies use the term bonding and bridging social capital, Paxton (1999) used sheiteim
group social capital to connote bonding social capital and between group soc@ltoapit
connote bridging social capital. For my analysis, | will use Paxton’sstertibelieve that
within and between group social capital are conceptually more clear faitiprecs,
individuals outside the disciple of sociology, and others outside of academia inl.genera
Thus, | believe that employing theses terms will allow for easier uaneéisg and
adaptation of my findings. Readers should understand that | am using within group and
between group social capital interchangeably with bonding and bridgind Gaygitzl
(respectively). | examine two specific types of economic shocks, exyegealerated and
negative as well as internally generated and positive. | selected tmexaese types of
economic shocks because of their differing impacts on community quality of &fgue
that negative and external economic shocks will have a corrosive effect on cai@snuni
decreasing quality of life. Conversely, | argue that positive and interoiabesc shocks
will have a consensus building effect. Based on the literature, | hypothesize:
1. Within and between group social capital will be positively related to qualitie in
small lowa communities.
2. Positive and internal economic shocks will be positively related to qualitieonli
small lowa communities.
3. Negative and external economic shocks will be negatively related to cefdify in
small lowa communities.

4. Between group social capital will be more strongly related to qualitfeahlsmall
lowa communities compared to economic shocks.
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Figure 1: Social capital and community resilience.
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Second, | ask what is social capital’s role in mediating between negadiextmnally
generated economic shocks and quality of life? Based on past findings which link&deneg
economic shocks within declines in social capital and community quality ¢Bkfsser,

Recker, and Agnitsch, 2008; Miller and Rivera, 2007; Broadway and Stull, 2006; Knapp and
Harms, 2002; Dudley, 1994) and social capital’s positive effect on communitgmesili
(Murphy, 2007; Tomkins, 2005; Colletta and Cullen, 2002) | hypothesize:

5. Negative and external economic shocks will have a negative relationship on

community within and between group social capital.

6. Between group social capital will mediate the relationship betweeniveega
economic shocks and quality of life in small lowa communities.
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Figure 2: Social capital, negative and external economic shocks, and quiléy of
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Third, | ask to what extent is social capital related to the formationeyhiity generated
and positive economic shocks and to what extent do internally generated and positive
economic shocks related to community quality of life in small lowa comms@itBased on
past findings which linked social capital with economic development (Putham, 2000;
Fedderke et al, 1999; Putnam, 1993) and social capital’s relationship with community
resilience (Murphy, 2007; Tomkins, 2005; Colletta and Cullen, 2002). | hypothesize:

7. Between group social capital will be positively related with positive anchaite

economic shocks.

8. Positive and internal economic shocks will mediate the relationship betweah soci
capital and quality of life in small lowa communities.
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Figure 3: Social capital, positive and internal economic shocks, and quality. of li
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RESEARCH DESIGN

This chapter describes the sources of data, the selection of communities and

individual respondents, and the operationalization of variables used in this analysis.

Community selection

This data resulted from a project initiated in 1994 called the Rural Development
Initiative. The purpose of that study was to analyze small lowa commuoiigag
specifically at social capital and quality of life issues. In 2004 the studyephsated using
the same communities to examine community change between 1994 and 2004. In 1994 one
small town was selected randomly from each of lowa’s 99 counties. A cotymas
operationally defined as those households listed in the telephone exchange area of an
incorporated municipality. This definition is appropriate because it rexedythat
community membership is not confined to city limits and community members do ireside
non-incorporated areas surrounding the town. Thus, this operational definition better
captures the true community field (Wilkinson, 1991). Since the focus of this studinper
to small lowa towns, a small town was defined as having a total population bé&@@and
10,000 people as of 1994nd not contiguous with a metropolitan area (50,000 people or
larger). Those towns with populations below 500 people were eliminated in order to comply
with Wilkinson’s (1991) definition. It was assumed that these communities with popslat
under 500 people would lack basic services and facilities beyond those directly prgvided b
local government. Those communities with populations above 10,000 people were omitted

because the focus of this study was on small communities.

#1994 is the year when the first leg of the longjital data collection was completed.
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Data sour ces
Data used in this analysis came from two primary sources; longitudinal/ slatse

and key informant interviews. | will discuss each source in turn.

Survey

In order to collect social capital and quality of life measures, a surveyamnt was
employed. Surveys of individual residents are often used to collect comraveitylata
(Stone, 2001). Community level social capital is calculated by aggregatidgttheollected
by individual survey responses to the community level (Stone, 2001). In order to select the
individual households within each community, a random number designated the starting
point in the telephone listings and then a systematic random sample was empleject to s
165 households (150 respondent households and 15 replacements). Survey distribution
utilized a modified version of the Dillman total design method (Dillman, 1978). Thisoche
included sending out the original survey, reminder post cards asking non-respondents to
complete their surveys, and a duplicate survey for those people who had not alwwady re
their survey and may have discarded the original. For this analysis, a tb#a850 surveys
were sent out to residents in 99 small lowa communities. The process resalted i
cooperation rate of 67% in 2004 and 73% in 1994.

Table 3: Response rates for survey component.

1994 2004
Number of towns 99 99
Number of respondents 10,798 9,962
Response rate 72% 67%
Range of town responses 62% — 83% 47% - 81%

® Numbers are rounded to the nearest percent.
® Numbers are rounded to the nearest percent.
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Key informant interviews

In order to collect the economic shock data, key informant interviews were conducted
in 2005. The local county extension education director or city clerk identifiatriegidents
with knowledge of the local economy. Five to eight of these individuals in each copmunit
were interviewed by telephone. In total, 636 interviews were conducted for a ¢mopera
rate of 90.86%. Key informants identified economic shocks which occurred between 1990
and 2004, provided the month and year when the shocks occurred, indicated whether the
shocks originated inside the community or outside of it, explained whether the shock had a
positive or negative effect on the community’s economy, and assigned a signifiatimge

to the economic shock on a scale of 1 thru 5 (1 = least severe and 5 = most severe).

Operationalization of variables

Individual responses to survey questions were reverse coded where needed and then
factor scaled to create multi-dimensional measures. The factor swoesgli individual
component are listed in Table 4 in the findings section. The Cronbach’s alpha and the
percent variance explained for each factored variable is listed in thmnsas well as
displayed in Table 4.
Quiality of life

In this analysis, community quality of life in 2004 and the percent change ityqual
of life from 1994 - 2004 are the dependent variables. In this analysis commaitignoe is
operationalized as quality of life in 2004 and percent change in quality of life from-1994
2004. Past research has relied on two types of measures to determine a comquatity’s

of life, objective and subjective measures. Research using objective indicatoeidthon
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measures such as a community’s educational assets, health assetgyndaoddies,
economic assets, and demographic data (Lieske, 1990; Berger et al, 1987; Flax, 1976).
Subjective indicators focus on attitudes or feelings towards the communitye(elg. of
satisfactions with the community). Quality of life can be divided into two itapor
dimensions: 1.) the level of satisfaction for community resources and 2.) timutt of
this satisfaction across community residents (Shin, 1980).

For purposes of this analysis, | used the subjective quality of life measures
Subjective indicators for quality of life are commonly used in social sciesearch (Sirgy
and Cornwell 2001; Sirgy et al. 2000; Argyle 1996; Andrews and Withey 1976).
Respondents rated the overall services/facilities provided by local gosetrimtheir
community after they rated specific local government servicesgfotection, police
protection, emergency services, and the condition of parks and streets). Indisdoabkes
ranged from very good, good, neutral, fair, and poor for the above questions. lfaa simi
manner, respondents then provided an overall rating of non-governmental services in their
community. Again respondent’s ratings for the overall non-governmemntates#facilities
followed their rating specific non-governmental services (shopping, emphbyme
opportunities, medical services, child care, and youth and senior programs). dlaadhir
final measure for community quality of life asked respondents to ratetins ¢hey agreed
with the following statement: “Overall, <<Community>> has more things going than
other communities of similar size.” The individual response categories rangedtfongly
agree, agree, neutral, disagree, and strongly disagree. Please sdefGiabéeh question’s
factor loading. Quality of life in 2004 featured a Cronbach’s alpha of .84 andredE%

of the variance. Both the Cronbach’s alpha and the percent variance explainedtipotual
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life in 2004 are at acceptable levels (Kim and Mueller, 1978). The percenednangplity
of life from 1994 — 2004 was calculated by subtracting the sum of 1994 quality of life
measure from the sum of 2004 quality of life measures then dividing that value by the sum of

1994 quality of life measures.

Within group social capital

For this analysis, | used the 1994 levels of social capital. Social capital in 1994 was
used because it was the social structure before the shock which influencedaodliédit |
examined two types of social capital — within group and between group. Both within and
between group social capital have structural and subjective elementstui@irelements of
social capital refer to relationships within the community. Subjective eksmésocial
capital refer to the attitudes of trust and norms of reciprocity within thencomty. In order
to decide which items to include in the indices measuring each construct otcapdial and
| relied on face validity and factor loadings. Questions that were not tivatiyeconsistent
with each construct or did not have high factor loadings (above .5) were excluded from
further analysis. A detailed factor analysis examining several gasstom the survey
instrument can be viewed in the appendix (using principal component analysis as the
extraction method). In order to operationalize structural within group sopighicree
items were used to create and index: 1.) About what proportion of adults living in
<<community>> would you say you know by name? Response categories rangedfi®m
or very few, less than half, about half of them, most of them. 2.) About what proportion of
your close personal adult friends live in <<community>>? Response catagoges from

| have no close personal friends, none of them live here, less than one-half livbbatre, a
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one-half of them live here, most of them live here. 3.) About what proportion of adult
relatives and in-laws live in <<community>>? Response categories rangetihave no
living relatives or in-laws, none of them live here, less than one-half live Ihenat, @ne-half
of them live here, most of them live here. The scaled variable for stiuetthven group
social capital had a Cronbach’s alpha of .75 and explained 69.1% of the variance. Both the
Cronbach’s alpha and the percent variance explained by these variablescaeptable
levels (Kim and Mueller, 1978).

The subjective within group social capital questions were selected 83 dsse
cohesion within homogeneous groups in each community. Three indicators comprised the
factored scaled variable for within-group subjective social capital. shpnelents rated their
community as friendly or not friendly on a semantic differential scala ft -7 where 1 =
friendly and 7 = unfriendly. 2.) Agree or disagree with the following statenf8eing a
resident of Community is like living with close friends”. Response categoriearagpen a
five point Likert scale where 1 = strongly agree and 5 = strongly disa@reeigree or
disagree with the following statement: “Our neighborhood is closely knit”. Respons
categories appeared on a five point Likert scale where 1 = strongly agd 5 = strongly
disagree. The factor scaled variable for subjective within group sagdal had a
Cronbach’s alpha of .84 and explained 78.99% of the variance. The Cronbach’s alpha and
the percent variance explained by structural and subjective Within-groupcautal
variables are at acceptable levels (Kim and Mueller, 1978).
Between group social capital

In order to operationalize the structural between group social capital & ssedd

alone indicator which asked respondents how many local groups they belong to. The
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community mean for local organization membership was used as the community level
indicator. As the mean number of local group/organization membership riseassumed
that there is increased overlap between the groups and thus, more connections to various
groups within the community.

The subjective between group social capital items were selecte@$s #ss extent
of generalized trust and generalized norms of reciprocity that support a commuoibk out
instead of an individual self-interested outlook. The subjective between groupcapdial
variable was created by factoring four individual measures together.iridlege: 1.) a
semantic differential scale where respondents were asked to rate <soiym on a scale
from 1 -7 where: 1 = trusting and 7 = not trusting. For the three remaining questions
respondents were asked to agree or disagree with the following statementSiuBg ahd
organizations are interested in what is best for all residents.”
3.) “Residents in <<community>> are receptive to new residents takingdbaule
positions.” And 4.) “I think every person for themselves is a good description of how people
in <<community>> act” (reverse coded). For each of the previous three indjcasponse
categories appeared as a five point Likert scale where 1 = strargh/and 5 = strongly
disagree. The factor scaled variable for subjective between groupcagstal had a
Cronbach’s alpha of .75 and explained 69.1% of the variance. Both the Cronbach’s alpha
and the percent variance explained by the subjective between group sotahiveaiaible
are acceptable (Kim and Mueller, 1978).
Economic shocks

The key informants from each community identified events that fit into the definiti

of an economic shock. They did not pick events from a previously generated list or have
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access to events identified by other key informants. In order to be retainedHter &tudy,

the event must have been nominated by at least two key informants and had an average
significant rating of at least two (on a scale between one and fike}.purposes of this
analysis two specific types of economic shock variables were examinedtefnglly

generated and positive shocks and 2.) externally generated and negative shockse To crea
community level economic shock variables, the sum of average significanuesitofe and

internally generated shocks and negative and externally generated shacksedr

" Therefore if five key informants were interviewieda community and two gave the economic shock a
significance rating of five while the remainingekrkey informants did not mention the event, tr@emic
shock received a total significance of 2 (10/5).
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FINDINGS

The descriptive findings are displayed in the charts below. This research was
conducted at the community level of analysis, therefore, the descriptivacgtatis
displayed at the community level (N = 99 communities). The population of the conasunit
ranged from 506 people to 8,539 people with a mean population of 1,803 people in 1994.
Their distances from a metropolitan area ranged from 8 miles to 131 miles walna m
distance of 57.7 miles. Each multiple regression model and path analysis chdroiies
log of 1990 population. In the log of population was used to create a normal distribution.
The multiple regression models also controlled for the distance to a mean@vka.

Table 5 lists the minimum value, maximum value, average value, standard deviation
for the economic shock variables. In total, 2,333 different events were idenyifiey b
informants. From those nominations 152 events in 74 of the 99 communities met the criteria
to be considered an economic shock. 25 communities in this analysis did not experience an
economic shock. Furthermore, 41 of the 99 communities had multiple economic shocks
between 1990 and 2003. The communities in this analysis experienced 0 to 5 economic
shocks. In order to gain a better understanding of the total magnitude of the economic
shocks, the average significances for each type of shock were summed together.
Communities experienced 0 to 4 positive and internally generated economic shbocksmwit
of the average significances ratings ranging from 0 to 13.5. The number obéxztst
negative economic shocks ranged from 0 to 2 with sum of the average significargiag r

from O to 6.5.
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Table 4: Descriptive findings for quality of life and social capital 4Bl

Std. Factor Component Scoreps
Control variables Minimum [Maximun Mean |Deviation (when applicable)
1990 population 506 8539 | 1803.27| 1852.39
Miles to a metropolitan area 8 131 57.7 28.61
Structural within group Cronbach’s alpha =.75
social capital - 1994 % Variance explained = 69.1
About what proportion of...
Adults do you know by name in 74
<<community>> where 1 = very feyw 1.6 3.6 2.72 .39
and 4 = most of them.
Your close personal friends live|in .87
<<community>> where 1 = very feyy 2.8 4.3 3.67 .34
and 4 = most of them.
Adult relatives and in-laws live in . 88
<<community>> where 1 =veryfg 2.1 3.5 2.97 .26
and 4 = most of them.
Subj ective within group Cronbach’s alpha =.84
social capital - 1994 % Variance explained = 79
Rate <<community>> on a scale
from 1 -7 where 1 = friendly and =
unfriendly 1.8 3.0 2.43 .25 .93
Being in <<community>> is like .90
living with a group of close friends
where 1 = strongly agree and 5 = 2.0 3.1 2.47 .24
strongly disagree.
Our neighborhood is close knit
where 1 = strongly agree and 5 = .87
strongly disagree 2.3 3.1 2.69 .18
Subj ective between group Cronbach’s alpha =.82
social capital - 1994 % Variance explained = 66.4
Rate <<community>> on a scale
from 1 -7 where: 1 = trusting and 7|=
not trusting 2.0 3.5 2.84 .30 .88
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Clubs and organizations are
interested in what is best for all
residents where 1 = strongly agree
and 5 = strongly disagree.

1.9

2.6

2.27

17

.85

Residents in <<community>> a
receptive to new residents taking
leadership positions where 1 =
strongly agree and 5 = strongly
disagree.

2.3

3.1

2.72

17

74

| think every person for
themselves is a good description 0
how people in <<community>> act
where 1 = strongly agree and 5 =
strongly disagree (reverse coded).

f

2.1

2.9

2.44

.18

a7

Quality of life measuresin 2004

Cronbach’s alpha =.84
% Variance explained = 7

Overall, <<Community>> has
more things going for it than other
communities of similar size where
= strongly agree and 5 = strongly
disagree

2.01

3.83

2.93

.34

.76

Please rate the overall quality o
local services/facilities available in
<<Community>> where 1 = very
good and 4 = poor.

f

2.04

3.5

2.7

31

.83

Please rate the overall quality o
government services available in
<<Community>> where 1 = very
good and 4 = poor.

f

1.72

2.86

2.19

21

.79

Percent change in quality of life
from 1994 — 2004.

-1.03

-.87

-.99

.02
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Table 5: Descriptive findings for economic shocks (N =99)

Std.

Economic shocks Minimum| Maximum | Mean | Deviation
Total number of shocks per

community 0 5 1.72 1.39
The number of positive and

internally generated economic shofks 0 4 1.58 .97
The number of negative and

externally generated economic shqcks 0 2 1.13 43

The sum of significances of
positive and internally generated
economic shocks 0 13.8 4.29 3.07

The sum of significances of
negative and externally generated
economic shocks 0 6.5 3.18 1.44

The correlation matrix displayed in Table 6 shows the direction and strength of
the relationships between the variables in this analysis. | indicadatmnms which
were significant at the .1 level of significance given the relativebllgfh Structural
within group social capital is significantly correlated with the dependeiahblas quality
of life in 2004 and percent change in quality of life. Structural and subjective measures
of between group social capital are both significantly correlated withtyjoélife in
2004 and the percent change in quality of life from 1994 - 2004. Positive and internally
generated economic shocks are negatively correlated with quality of life in 2004 a
percent change in quality of life. Population is positively correlaiddtive dependent
variables quality of life in 2004 and the percent change in quality of life from 1994 -
2004. There is a significant negative correlation between population and subjective
within group social capital, subjective between group social capital, and paesitve
internally generated economic shocks. Miles to a metropolitan area fEcsigity

related with structural between group social capital. The initial etioak lend support
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to my hypothesis the economic shocks and social capital are significaatgdred

quality of life in 2004 and percent change in quality of life from 1994 - 2004. Howeve
the direction of the relationship between positive and internal economic shocks and the
dependent variables is negative, contrary to my hypothesis. This is coottlagy t
assumption that positive economic growth intrinsically leads to an increasdity glia

life. Additionally, the correlation matrix provides a good initial assessofgmitential
multicollinearity issues. Prima face there does not appear to be mingeoily issues in

the correlation matrix, though to be certain | ran multicollinearityrthagcs in SPSS.
Multicollinearity is evident when VIF statistics are above 10 and/or toleistatistics

are below .1 (DeMaris, 2004; Myers 1986). Based on these values, multicollirearity

not problematic in this analysis. Please see the correlation matrix bedble @).



Table 6: Correlation matrix for quality of life, social capital, economic steouksontrol variables.

(N =99) 1. 2. 3. 4, 5. 6. 7. 8. 9.
1. Population (log) 1990
1
2. Miles to a metro area
.026 1

3. Subjective within group

social capital in 1994 -.526*F 111 1
4. Structural within group

social capital in 1994 .033 401 A2 1
5. Subjective between group

social capital in 1994 -.326*F .029 7581 . 227* 1
6. Structural between group

social capital in 1994 .403* .430*1 .165 .657* | .213* 1

7. Sum of significances for
positive and internal economic
shocks -212* -.035 .076 .136 -.017  -.013 1

8. Sum of significances for
negative and external economic
shocks 140 -.040 -118 .011 -.143 .050 -011 1

9. Quality of life in 2004
.500** .100 .056 A798 .349% 463*  -.239% -.026 1

10. Percent change in quality of
life from 1994 — 2004 455** 114 126 221*  .382t*478* | -244* | -058| .913*

** = significant at the .01 level
* = significant at the .05 level
A = significant at the .1 level

8S
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Social capital in 1994 and percent change in quality of life from 1994-2004

| employ a hierarchical regression model (ordinary least squaressemn) to gain a
better understanding of the relationships between the multiple independebiegaaiad
quality of life in 2004 and the percent change in quality of life from 1994 - 2004 (with
population and miles to metropolitan areas controlled for). As shown in Table 7, each form
of social capital is significantly related to percent change in qualiifedfetween 1994 and
2004 in models one through four. In Model 5, subjective and structural between group social
capital and population is significantly related to percent change in qualitg.oStructural
between group social capital is related to percent change in quality ddtriectural and
subjective within group social capital are no longer significantly rbkat¢he percent change
in quality of life when placed into a combined model (Model 5). In Model 5, the adjuSted R
is .41. This means that 41% of the variance in the percent change in qualitysf life i

explained by variables in this model.
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Table 7: Social capital and the percent change in quality of life from 1994 — 2004.

Dependent variable: Percent change in quality of life from 1994 - 2004 N=99

Standardized Coefficients (twvalues) Ordinary Least Squares Regression
Model (W) 141 A2 L3 A4 i

[Fopulation (log) 1990 S5E45)** 39-.21)* S1(6.14)**  2B(2.55)** 353.46)**

NIiles to metro A2(1.33)  .05(52) A41.77) 05(-53) .03(28)

Subjective within group .37(3.66)** A7(1.16)

m 1994

Structural within group L23(2.33) .00(03)

m 1994 )

Subjective between group S1(6.18)** S4421)

m 1994

Structural between group A34.22)%* 28(2.12)*

m 1994 )

Adjusted R* 24 17 38 27 A1

F-score 11.03** 7.87* 20,79 12.76%* 12.5%*

** = gignificant at the .01 level

* = significant at the .05 level

A = significant at the .1 level

As subjective between group social capital, structural between groupcaguial,

and population increases so does the percent change in quality of life. This nding i
consistent with my hypothesis that social capital will be positivelyaehat quality of life in
small lowa communities. Additionally, these variables explain a considerabnpef the
variance in percent change in quality of life (41%). The trend has been thatocsunsllhave
experienced a decline in quality of life between 1994 and 2004. However, Table Temdica
that quality of life in small lowa towns has declined less in certain com@sinitarger
towns and towns with more structural and subjective between group social capital had
smaller declines in their quality of life between 1994 — 2004 compared to commtlraties

lacked those types of social capital. It is noteworthy to mention that deadsoodels which
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included a lag variable for 1994 quality of life. In those models the 1994 quality of life
offered the greatest explanation of percent change in quality of life andyapfdife in

2004. Social capital variables and economic shock variables were no longer significant.
This relationship was expected. Towns that had high levels of quality of life in 1994
experienced less of a decline in quality of life from 1994 — 2004 and higher qualityiaf life

2004 compared with towns that had lower quality of life in 1994.

Social capital in 1994 and quality of life in 2004

A community may have experienced a decline in quality of life over the 10 yea
period, but still has a higher quality of life compared with other communities. éwlality,
a community may have had high quality of life in 1994 but had little or no change over the
ten year period. Therefore | examined the impact of the independeniespnalthe level
quality of life in 2004. Table 8 demonstrates that subjective between group spdial,
subjective within group social capital and structural between group social eapita
positively related to levels of quality of life in 2004 (see Table 8). Populatesas
positively related to the quality of life in 2004. Structural within group social ¢apita
changed from being significant in Model 2 to not significant in the combined model (Mode
5). Thus, subjective and structural between group social capital, subjectivegrdup
social capital, and population offer a greater ability to predict town qualitie @h 2004
than does structural within group social capital. The adjusfefdr®odel 5 is .46 meaning

that 46% of the variance in 2004 quality of life is explained by variables in thid.mode
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Table 8: Social capital and quality of life in 2004.

Dependent variable: Quality of life in 2004 . N=99

Standardized Coefficients (t-values) Ordinary Least 3quares Regression
Model (3 111 Ji%i 13 14 Jii]

[Population (log) 1990 B1L6.22)* 47(5.21)%%  S9T.38)** 33(3.66)** 43(441)**

M Iiles to metro A1(1.32) .06(.612) A3(1.75) - 04d(-4) 04.48)

Subjective within group  .33(3.34)** 2417y

m 1994

Structural within group 20(200* 01012

m 1994 )

Subjective between group 2063y BO(4.7T)**

m 1994

Structural between group SOE 84 230182

m 1994 )

A djusted R® 28 25 A3 3 A6

F-score 13.46** 10.44** 25.61%* 15.01** 14 96+

** = gignificant at the .01 level
* = significant at the .05 level
A = significant at the .1 level
Larger communities, communities with higher within and between group norms of
reciprocity and trust, and communities whose residents belonged to more loo&#aiigas
had higher quality of life in 2004 compared to communities that lacked those chatiasteri
This finding is consistent with my hypothesis that social capital will beipelsitelated to

quality of life in small lowa communities. Additionally, these variablgdar a

considerable percent of the variance for quality of life in 2004 (46%).
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Economic shocks and percent change in quality of life from 1994-2004

Table 9 shows that positive and internally generated economic shocks are
significantly related to the percent change in quality of life. Populationasaggificantly
related to the percent change in quality of life from 1994 - 2004. The percent garianc
explained (adjusted4Rin Model 3 is significantly lower than the combined models
examining the relationship between social capital and quality of life in 2004 apdrtient

change in quality of life from 1994 — 2004 (Models 5 in Tables 7 and 8).

Table 9: Economic shocks and the percent change in quality of life from 1994 — 2004.

Dependent variable: Percent change in quality of life from 1994 - 2004 N=59

Standardized Coefficients d-values) Ordinary Least Squares Eegression
Model (M) M1 M2 M3

Population (log)1990 34(3.65)**  39(4.08)* 36(3.74)**

Miles to metro 14(147) 14151 13(144)

Sum of positive and internal
economic shocks -18(-1.92)" -18(-1921)

Sum of negative and external

economic shocks -.1(1.02) -1(-1.01)
A djusted R 16 14 16
F-score T.19%* 6.15** S5.65%*

** = gignificant at the .01 level
* = significant at the .05 level
A = significant at the .1 level
As population increases so does the percent change in quality of life witHin sma

lowa communities. Surprisingly it also suggests that smaller commuexfpesiencing the

most sum of positive and internally generated economic shocks had greatexsdiecli
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quality of life compared with other communities. The latter finding is ansistent with my
hypothesis since it suggests that positive economic shocks which were gewngtatethe
communities are related with a greater decline in quality of life betd884 — 2004. There

will be more said about this anomalous finding in the conclusion section.

Economic shocks and quality of life in 2004

Table 10 contains the relationships between economic shocks and quality of life in
2004. Positive and internal economic shocks are negatively related to qualityroRli@4.
Population is also positively related to 2004 quality of life. The adjustéd Rodel 3 is .22
meaning that 22% of the variance in the level of 2004 quality of life is explaineariayples

in this model.
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Table 10: Economic shocks and quality of life in 2004.

Cependent variable: Quality of life in 2004 _ N=5%
Standardized Coetficients t-values) Ordinary Least Squares Regression
Model (M) M1 M2 M3
Population (log) 1990 A3+ Ty 4607y A= T

Miles to metro 13(145) .14(L.5) 13(1.42)

Suin of positive and internal
economic shocks -16(-1.78)" - 16(-1.77)"

S of negative and external

econommic shocks -07(.8) -.07(8)
Adjusted R 2 20 22
F-score 1008 o0 7.7

** = gignificant at the .01 level
* = significant at the .05 level
A = significant at the .1 level

As the sum of positive and internally generated economic shocks increase, é&me perc

change in quality of life in small lowa communities decreases. Laogemanities had
higher levels of quality of life in 2004. Therefore, smaller communities anchcoities

which experienced more significant positive and internally generatedmemshocks had

lower perceptions of quality of life in 2004. This finding does not support my hypothesis

that positive and internal economic shocks would be positively related to quality iof lif
small lowa communities. This finding suggests that positive economic shockswsdrie
generated within the communities are related with a greater decline iry ghdifié between

1994 — 2004.
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Combined model: Social capital in 1994, economic shocks, and percent change in quality of
life between 1994-2004

Table 11 displays the relationships between social capital variables, ecamok
variables, and control variables with the percent change in quality of life dretl®®4 and
2004. By combining these variables into one model, we gain a more comprehensive
understanding of the relationship between social capital, economic shocks, and percent
change in quality of life. In Table 11, between group social capital and popdetion
positively related to the percent change in quality of life. The staldietween group social
capital, structural and subjective within group social capital, and economic streakst
significantly related in this combined model. The adjusteis 50 meaning that 50% of the

variance in percent change in quality of life is explained by variabl&éswhis model.



67

Table 11: Social capital, economic shocks, and the percent change in qualityrofrife
1994 — 2004.

Dependent variable: Percent change in quality of life from 1994 - 2004
Ordinary Least Squares Eegression

Standardized Coefficients t-values) =92
Model (W3 k1

FPopulation (log) 1990 S3(4.85) %

Miles to metro 02(.18)

Subjective withm group m 1994 02(.12)

Structural within group i 1994 00(-.02)

Subjective between group in 1994 S24.3T7)

Structural between group i 1994 A3(1.19)

Surn of positive and internal
econoinic shocks -12{-1.6)

Sum of negative and external

econoinic shocks -.07(-94)
Adjusted R® S0
[F-score 13.21**

** = gignificant at the .01 level
* = significant at the .05 level
A = significant at the .1 level
As subjective between group social capital and population increases so does the
percent change in quality of life in small lowa communities. This findirgpnsistent with

my hypothesis. Residents of larger communities and communities withsoigestive

between group social capital experienced smaller declines in theiryafdife
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between1994 and 2004 compared to other communities. Additionally, these variables
explain a substantial percent of the variance in percent change in qualigy(600b). |

chose to examine two specific types of economic shock variables given tfezindif

hypothesized impact on quality of life. In doing so, | omitted other types of economic

shocks. | ran a series of models which looked at the other types of economic shocks,
specifically negative and internal and positive and external. Controlling for tiyymese of

shocks did not change the relationships between the independent and dependent variables in

tables 11 and 12.

Combined model: Social capital in 1994, economic shocks, and quality of life in 2004
Table 12 displays the relationships between social capital variables, ecahockc

variables, and control variables with quality of life in 2004. Subjective between groap s

capital in 1994 and 1990 population are both significantly related to quality ah [¥004.

Similar to the previous model structural between group social capital usaiuanbd

subjective within group social capital, and economic shocks are not significhat in t

combined model. The adjusted iR this model is .53 meaning that 53% of the variance of

quality of life in 2004 is explained by variables within this model.
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Table 12: Social capital, economic shocks, and quality of life in 2004.
Dependent variable: Cuality of life 1n 2004
Ordinary Least Squares Eegression

Standardized Coefficients t-values) N=29
Model (WD 11
Population (log) 1990 SEE 4L
Miles to metro 03.32)
subjective withim groupin 1994 1(.69)
Structural withm groupin 1994 01(.03)
Subjective between groupm 1994 SNH.95)**
structural between groupin 1994 A2(.96)

Sumn of positive and internal
economic shocks 1¢1.33)

sSwmn of negative and external

economic shocks -0H-.6)
Adjusted R? 53
[F-score 14.54**

** = gignificant at the .01 level
* = significant at the .05 level
A = significant at the .1 level
As subjective between group social capital and population increases so does the
percent change in quality of life in small lowa communities. Resd&rarger

communities and communities with more between group social capital had higher

perceptions of quality of life in 2004 compared to other communities. This finding is
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consistent with my hypothesis. The adjusted iRlarge meaning that variables in this
model explain a substantial percent of the variance in percent change in qudttynof
small lowa communities. The subjective between group social capitahsiared! co-
efficient and t-value is slightly larger than the population co-efficiedttavalue in this
model suggesting that population may explain more of the quality of life in 2004 withi

small lowa communities. This is contrary to the previous model where the teppasitrue.

Social capital, economic shocks, and percent change in quality of life from 1994 — 2004

For my final analysis, | employed structural equation modeling softi@d©S) to
conduct a path analysis. The path analysis examines the relationships betwedimpppula
economic shocks, and subjective measures of between group social caitaQ0#itguality
of life and percent change in quality of life from 1994 — 2004 in small lowa commuriies.
path analysis is useful to determine mediating effects between vanableanalysis. Path
analysis adds conceptual clarity to the causal logic | use in my anaBishough there |
rely on causal logic, the path analysis does not indicate causation.

| included subjective between group social capital because it providecktiesy
explanatory power for quality of life in 2004 and percent change in qualitfie dfdm the
social capital variables in the ordinary least squares regression mddeglalsd theoretically
interesting to look at between group social capital because the litesaggests that it is the
form of social capital which will have the most positive impact on the commufutypdm,
2000; Narayan, 1999). | use population because it offered the greatest explanation of 2004

guality of life and percent change in quality of life in small lowa commaswithin the
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control variables. Both types of economic shocks were included in this path sibalyaguse
of their different hypothesized relationships with social capital and quélite.

Figure 4 illustrates that between group subjective social capgakisvely related to
percent change in quality of life from 1994 — 2004 in small lowa communities. @éwuialiiy,
between group subjective social capital is negatively related with positd/enternal
economic shocks. Negative and external economic shocks are related to perceninchang
quality of life. Population is negatively related with positive and interral@uic shocks as
well as subjective between group social capital. Population is positileigdevith
negative and external economic shocks and percent change in quality of ldse e

Figure 4 below.
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Figure 4. Subjective between group social capital, economic shocks, ana gbargge in
quality of life from 1994 — 2004.
.00

)
Population (log)
1990

97

Behjveen group subjec
social capital

1994
] .01

.02

Sum off significances for positive

- ) Sum of |significances for negative
and internal economic shocks

and external economic ghocks

-.05

Percent change in quality

of lite from 1994 - 2004 44 @
‘h-\_.______\_'

** = gignificant at the .01 level
* = significant at the .05 level
A = significant at the .1 level

The path analysis displayed in Figure 4 reveals mixed support for my hypotheses

| hypothesized, an increase in between group subjective social capitaldd telan
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increased percent change of quality of life. Additionally, negative and elxéearaomic
shocks are related to a decrease in percent change in quality of lifevédpletween group
social capital was negatively related with positive and internal economiksshdhe

opposite was hypothesized. Also, larger communities were less likely to lgaee sum of
positive and internally generated economic shocks or greater amounts of between group
subjective social capital. Larger communities had greater sums divieegiad external
economic shocks. Towns with greater amounts of subjective between group gotabl ca
had smaller declines in perceptions of quality of life from 1994 — 2004. In this pathignalys
| am reporting only the standardized regression estimates. Often sclsdhgypath analysis
report the Root Mean Square Error of Approximation (RMSEA). This statisticaitedi the
goodness of fit for the model. In this case, both path analyses are saturatedg rtiegni

each variable in the analyses is connected by a path to each other. Thus, RMSHE&rand ot

goodness of fit statistics are not applicable.

Social capital, economic shocks, and 2004 quality of life

In Figure 5 subjective between group social capital is shown to be posigleaiyc
to quality of life in 2004. Neither sum of positive and internal economic shocks naiveega
and external economic shocks are significantly related to quality o 1#804 in this model.
Population is positively related to quality of life in 2004. Furthermore, popuoléi
negatively related with between group subjective social capital and positivetamdily
generated economic shocks. Population is positively related with sum of negdtive a

external economic shocks.
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Figure 5. Subjective between group social capital, economic shocks, and quigktynof

2004.
.00

0
Population (log)
1990

97

Between group subjed
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** = significant at the .01 level
* = significant at the .05 level
A = significant at the .1 level

Figure 5 displays mixed results for my hypothesis as well. As hypotHesize

increase in between group subjective social capital is related to arsenaneguality of life
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in 2004. Negative and external economic shocks and positive and internal economic shocks
have no relationship with quality of life in 2004 within this model. Again, between group
social capital was negatively related with the sum of positive and intemabmic shocks
contradicting my hypothesis. Similar to Figure 4, large towns had lower&upositive

and internally generated economic shocks, less between group subjectiveagniaband

greater sums of negative and external economic shocks. Larger comnandtibese with
greater amounts of subjective between group social capital did have highepfeuedity

of life in 2004.

Miles to a metropolitan area was not controlled for in the path analysis becaase it
not significantly related in the multiple regression models. In additionnprelry path
analyses were run which included miles to a metropolitan area. In the prejimatia
analyses miles to a metropolitan area as not significantly relatekdetovatriables, thus it

was excluded.
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DISCUSSION, POLICY IMPLICATIONS, AND CONCLUSIONS

In this chapter, | revisit my research questions and discuss the impliaaitieash
guestion in turn. Following the discussion of my findings, | will discuss the policy
implications and limitations of this research before offering some concludirayks.
Research questions:

To what extent are negative and externally generated economic shocks related to community
resilience in small lowa communities?

To what extent are internally generated and positive economic shocks related to community
resilience in small lowa communities?

| argued that the economic shocks will have differing effects on communiinessum
of internal and positive economic shocks will be related with increased quality iof |
small lowa towns and the sums of negative and external economic shocks will luk relate
with decreased quality of life in small lowa towns. | argued that sceypétat will be related
impact the effect of the economic shocks on community quality of life. Although &rabe
(1986) points out that shocks such as natural disasters generally bring a commgettiigrio
there are notable exceptions which are explained by underlying sosiah tifte community
(Miller and Rivera, 2007; Dach-Gruschow and Hong, 2006). Thus, | hypothesized that social
capital (particularly between group) will offer the most explanatiomdonmunity resilience.
In this analysis community resilience was operationalized as qualife affier a shock(s) in
2004 and percent change in quality of life from 1994 — 2004.

In the combined ordinary least squares regression models (Tables 11 and 12), the sum of
negative and external economic shocks were not significantly relatedwatall quality of

life in 2004 and the percent change in quality of life between 1994 and 2004 in small lowa
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communities. However, the path analysis revealed that the sum of negatiwtesindl e
economic shocks were negatively related with the percent change in qbéfgy(Figure 4).
This supports my hypothesis that the sum of negative and external economic shocks i
negatively related with the percent change in quality of life for small l@wvawinities.
Residents in communities which experienced negative and external economic socks s
greater declines in perceptions of quality of life compared with other comesinikhe sum

of positive and internal economic shocks was negatively related to quality iof 2894 and

the percent change in quality of life in Tables 9 and 10 also. This suggests thiftaeve
economic shock is perceived to be economically positive and created within the communit
it does not translate into higher perceptions of quality of life for communitjergs.

However, the positive and internally generated economic shocks are not related to the
dependent variables when the social capital variables are controlled e T4 and 12).
Thus, it is the 1994 level of social capital which is providing a greater explanatpmldiy

of life in 2004 and the percent change in quality of life from 1994 — 2004 than whether or not

the community was shocked.

To what extent is social capital related to community resilience in small lowawoitres?

What is evident from this analysis is the strong relationship between caitzl and
quality of life in 2004 and changes in quality of life between 1994 and 2004. In the
combined ordinary least squares regression models (Tables 11 and 12), subjectiee betwe
group social capital is related with quality of life in 2004 and percent changalityapd life

from 1994 and 2004. It was hypothesized that both within and between group social capital
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would be positively related to quality of life in 2004 and percent change in quality of life
from 1994 — 2004. Subjective within group social capital and structural between group
social capital are positively related with quality of life in 2004 (Tabland) subjective and
structural between group social capital are significantly relatddpeitcent change in quality
of life (Table 8). However, in the combined ordinary least squares regressitatsnirables
11 and 12) subjective between group social capital was the only social capablesezlated
with quality of life in 2004 and percent change in quality of life from 1994 — 2004. Thus,
residents in larger communities and communities with more between gustprid norms

of reciprocity had higher perceptions of quality of life in 2004 and less oflael@cthe
percent of quality of life between 1994 and 2004 compared with other communities.

For the sake of parsimony | carried subjective between group squiial @ver to the
path analyses from the ordinary least squares regression models. Subjectiee petwp
social capital was selected because it offered the greatest explanafi@iityfof life in
2004 and changes in quality of life from 1994 — 2004 of all the social capital variables. The
path analyses confirmed the relationship with subjective between groapcamtal and
quality of life in 2004 and percent change in quality of life. Each path an&dysid a
positive relationship among between group social capital and quality of life in 2004 and
percent change in quality of life from 1994 — 2004 (Figures 4 and 5). The hypothesis that
social capital would offer a greater explanation in terms of communitieresl compared
to economic shocks was also affirmed in this analysis. These findings deateotisit
community social capital is important, even more so than positive and internalgatidae

and external economic shocks when explaining quality of life in 2004 and the percent change
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in quality of life from 1994 - 2004. This is evident in the combined model ordinary least
squares regressions (Tables 11 and 12) and the path analyses (Figures 4 and 5).
These findings advance social capital theory in several ways. This ahalysis
evidence that between group social capital offered more of an explanation of gl in
2004 and percent change in quality of life from 1994 - 2004 compared to within social
capital. Moreover, this analysis found that it was the subjective measures (@form
reciprocity and trust) that explained more variation in quality of life in 2004 aicemte
change in quality of life from 1994 — 2004 than structural measures (networks).
Additionally, this analysis affirms previous findings which connected soamtat with

community resilience (Murphy, 2007; Tomkins, 2005; Colletta and Cullen, 2002).

To what extent does social capital mediate the relationship between negative and
externally generated economic shocks and community resilience in small lowa
communities?

It was hypothesized that negative and external economic shocks would have a negative
effect on quality of life in 2004 and the percent change in quality of life between 1994 and
2004 in small lowa communities. Figure 4 indicates that there is a negaétienship
between negative and external economic shocks and percent change in qudity of |
However, there is no relationship between negative and external economic shocks and
subjective between group social capital. Increases in the sum of negdteamal
economic shocks correspond with larger decreases in the percent changeyirofjlifalit

between 1994 — 2004. However, communities with subjective between group social capital

had smaller declines in the percent change in quality of life between 1994 — 2004. This
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finding leads me to believe there is some mediation taking place. However, there is
relationship between the sum of negative and external economic shocks and getwpen
subjective social capital. Thus, despite the negative affects of eventsdiurahn @osures
(Broadway and Stull, 2006; Uchitelle, 2006; Knapp and Harms, 2002; llles,1996; Dudley,
1994; Perucci, 1988; Bluestone and Harrison, 1982), social capital is shown to offerra greate

explanation of quality of life in 2004 and percent change in quality of life from 1994 — 2004.

To what extent do positive and internal economic shocks mediate the relationship between
social capital and community resilience?

It was hypothesized that positive and internal economic shocks would be positively
related with community resilience. However, there is no relationship eetpasitive and
internal economic shocks and quality of life in 2004 or the percent change in quafiy of |
(demonstrated in Figures 4 and 5). Additionally, social capital was thaugtddte positive
and internal economic shocks. However, subjective between group social capital wa
negatively related with positive and internal economic shocks. Communities with more
subjective between group social capital had fewer positive and intermaineimoshocks.

This analysis revealed no evidence to support the notion that positive and internal economic
shocks mediates the relationship between subjective between group sotaabcabguality

of life in 2004 or percent change in quality of life from 1994 - 2004. Thus, this analysis
failed to confirm pervious theoretical and empirical connections between ecogramwit

ant social capital (Putnam, 2000; Fedderke et al, 1999; Putnam, 1993). The lack of a
relationship between social capital and positive and internally generated ecshooks is

consistent with the findings put forth by Casey and Christ (2005) who found no relationship
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with social capital and economic growth. Casey and Christ (2005) did however find a
relationship between social capital and economic equality, something beyondgbeftc
this analysis.

Social capital was found to offer more of an explanation of quality of life in 2004 and
percent change in quality of life from 1994 — 2004 than internally generated andepositi
economic shocks. This is interesting because many communities attempt to irhpnove t
quality of life by promoting internal growth such as creating or developimgities (Eudes-
Beuret and Kovacshazy, 2005; Marcouiller and Clendenning, 2005; Krannich and Petrzelka,
2003), however, this analysis suggests social capital provides a greater texplana

quality of life in 2004 and percent change in quality of life from 1994 - 2004.

Policy implications
Several elements of this research have public policy implications. Thysiana
demonstrates the importance of social capital in a community. Though sonyenpaitiers
may favor economic growth as a way to increase quality of life, thissasagmonstrates
that the sum of internally generated and positive economic shocks had no relatratishi
quality of life in 2004 and the percent change in quality of life from 1994 - 2004. The path
analysis demonstrates that external and negative economic shocks do have aimggmtive
on the percent change in quality of life, though between group social capital andipopulat
offers a greater explanation on the percent change in quality of life from 1994 — 2004.
This research found a positive relationship between social capital and qtiafiy
in 2004 and the percent change in quality of life from 1994 - 2004. Policy makers would be

wise to notice that if the end goal of development is higher community qualitg,of |
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pursuing economic growth (even positive and internally generated growth) megsdon

the community than building and strengthening social capital. Specifida#iyartalysis

found between group norms of reciprocity and trust offered the grespésbation of

quality of life in 2004 and percent change in quality of life. Based off thesareh, policy
makers should adapt policies which include all factions of a community. In termditf qua
of life, this finding is consistent with Putnam’s (2000) observation that bridgitiglapital
is better for getting ahead, rather than bonding social capital whiches toetjust getting

by.

Scholars have demonstrated effective techniques pragmatically inmpiege
inclusivity by building between group social capital within the communityhofaes such as
Aigner, Raymond, and Smidt (2002) and Kretzmann and McKnight (1993) employ an asset
based “whole community organizing” approach. Both of these studies offer las$beas
practical ways social capital can lead to sustainable development. Thecotnotrainity
organizing approach stresses grass roots participation from all elem#érmscofnmunity. It
stresses real participation in community decision making (Aignéy 20@2). Burby (2003)
pointed out that the top down experts may not understand the local context as well as the
local population. Aigner et (2002) argued that the inclusion of all residents buildsahe loc
capacity of the community. Recall that community capacity is a key sotiresilience
according to Beckley et al (2008).

Another interesting finding is the relationship between population and social capital
As population gets larger, there is a decrease in between group social dapitgl.be
logical to assume that as population grows, diversity will increasaislisttrue, it lends

support to the findings put forth by Coffe (2009) and Coffe and Geys (2006) that
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heterogeneity is negatively related to the formulation of bridging scagétiat. Further

support for this finding is supported by Putnam (2007) who observed that ethnically diverse
neighborhoods tend to have lower levels of trust, friendships, and community cooperation
(Putnam, 2007). However, Putnam (2007) argued that successful societies have@vercom
divisions and developed inclusivity. Consistent with that argument, the small lowa
communities with higher levels of subjective between group social capitgleeinigher

levels of quality of life and greater percent changes in quality of bfea 994 - 2004.

Limitations

There are limitations of this research. First, this analysis foausssall lowa
communities, therefore the findings should only be generalized to communitiesnilr si
features as the ones in this analysis. Although this is a limitation, much of thlecepdal
research is highly contextual. By focusing on small lowa communitieevéehis
analysis helps refine the concept of social capital and apply it to rurah@ories which are
often under researched (Swanson, 2001). Thus, while | recognize the limitagtinyé
there is a greater contribution being made here.

Second, this research analyzes economic shocks which occurred between 1990 and
2004. Brown et al (2005) concluded that time often heals the wounds created by an
economic disruption. The time lag may downplay the relationships between economic
shocks, social capital, and quality of life. While, this is a limitation | beliteigeacceptable
considering the broad scope of the study (examining the economic shocks occurring in 99
lowa communities). | suggest future research which examines certaks shuitatively to

ascertain the timeframe of social recovery in economically shockeldommunities.
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Though outside the scope of this particular analysis, | believe a qualtatiygonent would
provide a more comprehensive understanding of the relationships between economjc shocks
social capital, and quality of life in small lowa communities.

Third, | use subjective indicators for quality of life. While subjective irtdisaare
commonly used to assess community quality of life (Sirgy and Cornwell 200¢;eSiady
2000; Argyle 1996; Andrews and Withey 1976), future research may wish to examine
objective measures. It would be interesting to see how residents’ attitudedsauality of
life relates to objective measures. However, for purposes of this stulisvebesidents
have a better vantage point to assess the quality of life in their community than outside
observers. Finally, this analysis does not examine the interaction effegezbdhe
independent variables. Future research could examine how the combination of certain

independent variables is related to the dependent variables.

Conclusions

This research provides insight to the relationships between economic shoe{s, soci
capital, quality of life in 2004, and the percent change of quality of life from 1994 —12004 i
small lowa communities. The conclusions provide partial support for theoretical
expectations surrounding economic shocks and social capital. However, this afsdysis a
raises several interesting questions which can be addressed by fututehresea

The rising tide of the rural rebound did not lift all boats and some communities were
left out. However, communities in the Midwest and Great Plain states did not allelevol
into hinterland. On the contrary, many small communities in the Midwest antlRaea

States with more subjective between group social capital saw smalieleden their quality
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of life compared with other communities. The overarching question put forth at the
beginning of this dissertation is what makes communities resilient? richeds of this
research suggest that social capital has much to do with the creationi@htresinmunities.
Specifically, between group norms or reciprocity and trust provide a goodatiplaof
what contributes to making a community resilient.

Social capital is a resource which promises great potential. Studidisisikeslp to
refine the concept and flesh out the underlying elements of social capitalcahitiave
positive community outcomes. It will be through the continued study of sociallcapita
testing various forms across a multitude of contexts — which will helprobsga discover
more theoretical and practical benefits of the concept. This researchtsuaggesreased
understanding of social capital will help academics and practitioners geeatarg
understanding of what contributes to community resilience in a time wheresmall

communities are struggling to retain their quality of life.
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APPENDIX

Table 13: Factor analysis of Subjective Social Capital

Question

Factor compone
scores

Nt

Most everyone in (Community is allowed to
contribute to local governmental affairs if they want to
where 1 = strongly agree and 5 = strongly disagree.

735

Being a resident of (Communityj is like living with a
group of close friends where 1 = strongly agree and 5 1
strongly disagree.

.819

When something needs to get done in (Community),
the whole community usually gets behind it where 1 =
strongly agree and 5 = strongly disagree.

.785

If you do not look out for yourself, no one else in
(Community will where 1 = strongly agree and 5 =
strongly disagree.

.830

| am trusted by the people in (Community who
know me where 1 = strongly agree and 5 = strongly
disagree.

.550

Community clubs and organizations are interested in
what is best for all residents where 1 = strongly agree
and 5 = strongly disagree.

674

Residents in (Community are receptive to new
residents taking leadership positions where 1 = strongly
agree and 5 = strongly disagree.

.810

If I had an emergency, even people | don’t know
would help out where 1 = strongly agree and 5 =
strongly disagree.

715

People living in (Community are willing to accept
people from different racial and ethnic groups where 1
= strongly agree and 5 = strongly disagree.

.833

I think that “every person for themselves” is a good
description of how people in (Community act where 1
= strongly agree and 5 = strongly disagree.

.780

Differences of opinion on public issues are avoided
at all costs in (Community where 1 = strongly agree an
5 = strongly disagree.

(76

If | called a city office here with a complaint, | would
likely get a quick response where 1 = strongly agree an
5 = strongly disagree.

57

Overall, (Community has more things going for it
than other communities of similar size where 1 =
strongly agree and 5 = strongly disagree.

704
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Table 13: (Continued)

Our neighborhood is close knit where 1 = siipn
agree and 5 = strongly disagree

754
About what proportion of the adults living in
(Community would you say you know by name where 1
= very few and 4 = most of them. 753
About what proportion of all your close personal
adult friends_live in (Community where 1 = very few
and 4 = most of ther. 874
About what proportion of your adult relatives and in-
laws (other than very distantly related persons) live in
(Community where 1 = very few and 4 = most of
?
them: 777
Ratg(Community on a scale from 1 -7 where: 1 =
friendly and 7 = unfriendly
.831
Ratg(Community on a scale from 1 -7 where: 1 =
supportive and 7 = indifferent
.853
Ratg(Community on a scale from 1 -7 where: 1 =
prejudges and 7 = tolerant
.894
Ratg(Community on a scale from 1 -7 where: 1 =
rejecting of new ideas and 7 = accepting of nevasde
.738

Rateg(Community on a scale from 1 -7 where: 1 =
trusting and 7 = not trusting

(22
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