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1. Introduction

Low participation rate of students in national survey assessments isciieapotential
for nonparticipation bias, a product of nonparticipation rate and the difference of
characteristics between participating and nonparticipating students, andrtisi$o
lower data credibility (e.g., Smith, 1983). Nonparticipation (or nonresponse) Bias ha
become more important in the National Assessment of Educational Progres8)(NAE
where participation rates of the 12th graders’ assessment have notdibkycdiecrecent
years.

The final student participation rates over the last two decades at thgrd@¢h
have been 10% to 35% lower than rates at grades 4 and 8. In 1990, the first year with the
participation rate data available for Mathematics NAEP at grade 1@yénall
participation rate was 66%, in comparison to 78% at grade 8 and 82% at grade 4 (See
Figure A-1 in Appendix). The participation rate at grade 12 has continued to decline to
60% in 2000 while the participation rates at the two other lower grades during tags per
remained around the similar rate in 1990. The next five years, the paiticipates at
lower grades increased by about 10%; in contrast, the participation gatela 12
declined by about 5%. In 2005, the participation rate for tHegt@de Mathematics
NAEP dropped to 56%, a decline of 10 percentage points from 1990. During the same
period, the participation rate for the™grade Reading NAEP dropped by a similar
magnitude to 55% (See Figure A-2 in Appendix). The further decline of patiticipa

rate among 12 graders may seriously affect validity of NAEP data. Statistical



Standardsenforced by National Center for Education Statistics (NCES) recommends,
“In cases where prior experience suggests the potential fmreaiall unit nonresponse of
less than 50 percent, the decision to proceed with data collection must be made in
consultation with the Associate Commissioner, Chief Statistician, and Coiomeis%

What pattern of twelfth graders’ mathematics performance is obseorad 90
to 2005 when the patrticipation rates had gradually declined? Because ofscimange
assessment content and administration, the results of NAEP student perfoion 20605
could not be directly compared to those from previous years. Mathematics ass@tsme
grade 12 was not carried out in 2003. Twelfth graders’ performance data in Makemat
are thus comparable just for the period from 1990 to 2000. As the Nation’s Report Card
2000 indicated (NCES, 2000), twelfth graders’ performance showed overall gams fr
1990 to 1996 by 10 points on the Mathematics scale score of 0 to 500. thisipgriod,
the participation rate was declined by 3 percentage points. In contrast, the aoenag
for high school seniors was lower in 2000 (301) than in 1996 (304). During this period,
the participation rate was further declined by 3 percentage points. It i©held t
whether and the extent to which participation rate is associated with studennpace
as measured by Mathematics NAEP. Thus it requires a critical look into phemome
nonparticipation in NAEP rather than parsimoniously attempting to relatettdent
performance on the surface level.

The research issues facing this dissertation are multifold. How se&sious
nonparticipation in NAEP? What underlying process is behind student nonpaditipati

in education assessment? What micro- and macro-factors influence theiogap@n

! See U.S. Department of Education Institute ofdation Sciences (2003). NCES Statistical Stangards
Standard 2-2-5, page 40.



of 12" graders in NAEP? Would social isolation theory be a useful navigator to help
identify a set of micro- and macro-factors affecting nonparticipatido® closely is
nonparticipation rate associated with a potential nonparticipationrbl&EP estimates?
How different are the characteristics of participants and nonparticiipaN&EP on key
measures of assessment interest? What technical interventions wedgibke to

reduce nonparticipation itself or adjust for potential nonparticipation bias?

The purpose of this dissertation is to investigate student- and school-factors
affecting nonpatrticipation of 12th graders in NAEP by applying socialtisoltheory as
guidelines and using a measurement and analysis model of nonresponse developed by
Groves and Couper (1998). The dissertation research is also designed to evaluate the
statistical impact of nonparticipation bias on estimates of educationalmarfoe in
NAEP, using an approach used by Abraham, Maitland and Bianchi (2006). As Groves
and Couper (2006) suggested, keen attention in this research is applied to investigating
how strongly correlated the NAEP survey variables of interest are withp@icipation
propensity, the likelihood of (non)participation. Such a research attention figglibti
recent studies that demonstrated little empirical support to associatepomsesates
with nonresponse bias (Merkele and Edelman 2002; Groves, 2006). The empirical
findings might haveractical implications about measures of interventions to adjust for
nonparticipation bias and reduce nonparticipation itself in NAEP, by diaglpotential
sources of nonparticipation.

What is nonparticipation? Nonparticipation in education assessments is a
complex social process involving various individual and school factors as vibetas

societal influences about schooling. In school assessment settings of NAERCulgra



it is essential to understand student- and school-level of influences on nonpasticipati
Students themselves are the agents of decisions about nonparticipation in NAEP. T
background including their personal attitudes usually matters; school cultuteoot sc

climate does affect student behavior like nonparticipation in NAEP. What is atitalore
navigator that helps understand a complex nonparticipation process in student assessment
like NAEP?

Chapter 2 addresses a theoretical question by using a social isolation tomstruc
explain student nonparticipation in NAEP. Chapter 2 examines studies of
nonparticipation in various research realms, in an effort to develop a rich candext
conceptual and analytical framework for the current study 8rgi&de nonparticipation
in NAEP. Nonparticipation in this dissertation is used interchangeably withspamse,

a term more frequently used in survey research literature. Chapter 2 reéhveeowg)ins

and complex process of nonresponse, explains nonresponse bias by using deterministic
and stochastic models, and explains approaches to assessing nonresponse bias in NAEP
in particular. Chapter 3 turns to explaining research methods including data sources,
sample design, and key variables and their relevance to social isotatgtruct used for

the dissertation research. Chapter 3 presents an overview of a compleis quhatys

from bivariate analysis to multiple logistic analysis to response propengdgls for
nonresponse adjustment. Chapter 3 is where one can envision the analytical value of
merging NAEP student data with the school administrative data from the EhgiolS
Transcript Studies (HSTS). Because the transcripts for the 2000 HST Slecgeddirom

all students in the same NAEP sample of schools regardless of individual student’s

participation status in NAEP, the data merged between NAEP and HSTS include key



correlates of nonresponse and makes robust assessment of nonresponse bias possible.
Chapter 4, | present findings from both bivariate analysis and multivariatadogist
analysis to construct response propensity models. Chapter 4 demonstrates how
alternative nonresponse weighing adjustment generated from respgpsesitsomodels
affect NAEP estimates in Mathematics and Science. | evaluate-theighted estimates

in comparison with the current practice of NAEP adjustment for nonresponse which
relies just on a few sampling frame variables. Chapter 4 is where | dem@agipating

the final response propensity model to estimate two related propensitysmoaeontact
model and a cooperation model conditional on contact -- and to investigate in turn the
underlying mechanism of how social isolation variables of my choice would be robust
enough to explain two sequential outcomes in NAEP: contact and cooperation. In
Chapter 5, | conclude the dissertation by elaborating sociological irfisdor
understanding individual and contextual factors affecting nonparticipation ifPINA&el
unravel statistical impacts of nonresponse bias on NAEP estimates of eduicationa
performance. The implications of the findings are further discusskdling

interventions to improve adjustment for nonresponse bias and to reduce nonparticipation
itself by tracing potential sources of nonparticipation in NAEP (e.g., statbsenteeism,

student refusal, and parental refusal on behalf of their children).



2. Theoretical Framework and Review of the Literature

| argue, according to social isolation theory of nonpatrticipation (e.g., Goyde
1987; Groves, 1989, Groves and Couper, 1998), that students perceiving or experiencing
"social isolation” (e.g., those feeling not supported in family, disengagedbitivated in
classrooms, or feeling insecure/unsafe in schools) are less likely topadetion an
education survey assessment, “a temporary social event” where studensesseds
about knowledge gained from established social institutions. For exampldeatswith
little motivation in classrooms is more likely to skip a class. If studenksless
motivation or poor performance in classroom are also less likely to paiampa NAEP
assessment, student acheivement in NAEP is likely to be overestimataaieAts
feeling insecure at schools troubled with gang activities is more liaebftise
participating in an assessment at school. Atissue is how strongly corrblated t
assessment variables of interest are with nonparticipation propensity, tinet&eof
nonparticipation in NAEP. | attempt to ground most key variables of interesti@t soc
isolation theory, as will be shown in the following sections.

Studies suggest that correlates of social isolation include demographic
background factors, personal characteristics, and societal factors daguMachielse
and Meeuwesen, 2006). Populations that are found to have high likelihoods of becoming
social isolates include: the elderly, the sick and those with disability, pedhlewer
incomes, lower educational levels, lower SES levels, and singles (e.g.aiktes
Warning, 1978; Fisher, 1982). Personality characteristics that lead to beswuiaity
isolated include shyness, introversion, lack of social skills and the unwills¢méske

social risks (Peplau and Perlman, 1982). Societal factors often associatbatvit



social isolation include low participation in employment, club life, religious
organizations, cultural activities, and volunteer work (House et al., 1982).

In order to test social isolation hypotheses in assessment survey corgext, | u
strategies that provide us with data on key characteristics of respondents-and non
respondents in NAEP by using the 2000 High School Transcript Study (HSTS) where
characteristics of both participants and nonparticipants in the 2000 NAEP are abntaine
Because the transcripts for HSTS are collected abrstudents in the same sample of
schools in which the NAEP 12th grade assessments are given, all studentsHn NA
assessmercluding nonparticipating studentan be linked to the HSTS sample where
characteristics of nonparticipants in NAEP can be studied along with thatioipzents
from the social isolation perspective.

Participation in an assessment is an inherently tentative social proeztecffy
personal and social factors as shown in Chart A-1 in Appendix. Thus | expect that full
understanding of the process of assessment participation requires insighy iletceke
of influences simultaneously. | begin by exploring student- and schoolderrelates of
nonparticipation in NAEP by exploring variables that are justified by the cahsti
social isolation and evidenced in the literature. Next, | analyze thesedfidoey
variables (i.e., student-level correlates and school-level corretates)nparticipation to
evaluate their impacts in comparison with the current practice of NAEPyn@velving
some variables from the sampling frame.. Finally, | model them simultdpeausss
levels to understand the impact of a complete set of factors on nonparticipatio&ih NA

When | turn to assessing the impact of nonparticipation bias on NAEP estimates,

use the final multivariate model of nonpatrticipation propensity to adjust survglte/e



in order to account for differences in the probability of participation associdted w
student- and school-level correlates, which are grounded in social isolatiorucbonbkt
apply an approach Abraham, Maitland and Bianchi (2006) used for nonresponse bias
analysis, so | evaluate NAEP estimates calculated using weighisdbgiorate my own
nonresponse adjustment based on a multivariate propensity model, in comparison with

NAEP estimates calculated using NAEP final weights with a nonresponsaaghiis

2.1. Literature Review

Nonresponse or nonparticipation has long been recognized by social scientistg as a ke
measure of survey quality, due to its potentially adverse effect on thg abitaw
conclusions about a target population from a representative sample. The majority of
nonresponse studies to date have been limited to bivariate analyses; consequently,
theoretical frameworks that propose multiple influences have remainely langested
(Groves, Singer, and Corning, 2000). In order to develop methods to moderate the
effects of nonresponse, recent studies have considered possible underlymgnaicr
macro mechanisms driving nonparticipation and in turn attempted to evaluate
nonresponse bias. This literature review examines studies of nonparticipationus va
research realms, in an effort to develop a rich context and conceptual and dnalytica
framework for the current study on thé™grade nonparticipation in the National

Assessment of Educational Progress (NAEP).

Nonresponse: 1ts Origins and Process



Nonresponse is the failure to obtain observations on some sample elements (Kish,
1965). Nonresponse rate, the percentage of the sample not observed, is often used
mistakenly as a measure of quality of survey statistics, perhaps dueasyits e
documentation on many surveys. Nonresponse rates by themselves, however, take a
number of different forms, depending on sources of nonresponse such as noncontact,
refusal, and physical or mental incapacity (AAPOR, 2008; Groves, 1989; Kish, 1965).
Understanding the origins of nonresponse is helpful for its control and reduction with
proper intervention and for estimation of their distinctive effects on surveyagss of
interest. Efforts to reduce noncontact can be distinguished from those to reduds.refusa
When estimating nonresponse bias as referenced in the next section, knowledge about the
underlying nonresponse mechanism helps to isolate factors that account for reinconta
and refusal, respectively. In most telephone and face-to-face survegshitees
essential sources of nonresponse are readily distinguishable by intesvidwarail and
web surveys, however, they are generally indistinguishable from one another, as
nonresponse is usually evidenced only by nonreturn of the questionnaire by mail or web.

Noncontact occurs when a sample person is not contacted by interviewers and
hence never makes a decision about participation in a survey. Both refusals and the
inability of the sample person to provide responses to the survey are generatly aew
requiring “contact” with the sample unit. Establishing contact with a saompl is
usually the first step in obtaining response. “Contactability” is a concefol tse
understand the propensity for a sample unit to be contacted by an interviemer at a
given moment in time (e.g., Groves and Couper, 1998; Stoop, 2005). In household

surveys, Groves and Couper and Stoop both empirically tested and confirmed that



contactability is a function of the three primary factors: physical dnpents to
accessing a sample unit, at-home patterns of a sample unit, and the timing and number of
interviewer visits to the sample unit. In telephone surveys, Kish (1965) concetualize
that not-at-homes depends on the respondent attributes (e.g., farmers aneaitadrie a
at home than urban workers, and housewives more than male employees) and the time of
calls (e.g., daytime are bad for finding employed members of households,gsvand
weekends being favorable interviewing hours). Empirical data Kish wished to suppor
his argument related to at-home patterns have been steadily collected in a slumbe
studies in subsequent years (e.g., Campanelli, Sturgis and Purdon, 1997; Groves, 1989;
Groves and Couper, 1998; Stoop, 2005).

Refusals result from the direct denial given by the selected respondent, or from
the denial of the interview by proxy (e.g., a mother refusing the intervieweleeted
teen child). Refusals are mostly considered permanent; Kish (1965) ethsisém as
unobtainable denoting a denial rather than a deferment of the observation, whether by
interview, telephone, or mail. Kish’s notion of “refusals” remains true todsyitege
various causes of refusals by survey mode of data collection that now includes web and
mixed modes. Groves (1989) insightfully distinguishes refusal nonresponse fram othe
sources of nonresponse, especially nhoncontact nonresponse and the respondeny's inabili
to answer the survey. In household survey Groves has studied, he finds that some
sample persons in households are not measured because they cannot be contacted,
because they are physically or mentally unable to respond, or because thetorefuse
cooperate with the interview request. Separating the effect on nonresporiasaif re

from that of noncontact has guided research in subsequent decades. Historical trends

10



indicate that the refusal component of nonresponse is increasing. (Brehm 1993; Groves
and Couper 1998; de Leeuw and de Heer, 2002). In the re-analysis of nonresponse in the
National Health Interveiw Survey (NHIS), a monthly cross-sectional pdrsdesiew
survey, Groves (1989) reveals that the refusal rate is increasing althougdtethe ot
nonresponse categories are decreasing to reach a stable response r&®&5rto 1985.
He discovered that the proportion of the total nonresponse associated with refusals in the
later 1960s is about 0.25, but it increases to the 0.60 range in the mid-1980s. The NHIS
is a fine example of acquiring stable response rates despite losing tésrdfasa more
typical of the full population. The Current Population Survey is another example that
shows a steady increase of the refusal nonresponse component between 1965 and 1985
while the total nonresponse rate has been shown to be stable during this period (Groves,
1989). Breham (1993) reports that refusal rates for the National Election Sugdy ha
climbed from well under 8 percent at inception in the early 1950s to the refusataate
25 percent in 1986. De Leeuw and de Heer (2002) further demonstrate that factors
accounting for refusal are different from those for noncontact on the basisysisiodl
nonresponse of time series for 16 countries and 10 various surveys.

Incapacity is when the physical or mental inability prevents the sampl&ami
providing answer to the survey. A respondent suffering from learning disability,
illiterate, blind, or deaf would not be able to participate in a survey depending on mode of
data collection. The survey capability is usually associated with thglsaespondent’s
age and health. In the National Election Studies, Brehm (1993) shows that capability
declines with age such that sample person over 65 years old are the leasi liecly

capable of being interviewed. The elderly are generally more likely éoiv@tiections

11



compared to the young; thus the election forecasting model, which is leswvedasiti
including the elderly, may mislead its biased estimates. Cohen and Duffy &@02)n
health surveys that the prevalence of common sources of ill-health in the over 75
population is likely to be underestimated as these old elderly are incapable of
participating in health surveys. When the causes of incapability-based nonremgonse
associated with survey estimates of interest, due attention is required td@djus
associated survey errors.

Groves and Couper (1998) were among the first researchers to demonstrate that
nonresponse or nonparticipation is inherently a complex social process influenced by
noncontact, refusal, and incapacity of the respondent. They investigated nonresponse in
householdnterview surveys by analyzing several theorized influences on
nonparticipation, including survey design, attributes of interviewers and pantgipa
social interactions between interviewers and participants, and the socedtaornwhich
the interview was initiated. Groves and Couper wove these constructs together to
proposesocial isolationhypothesis, which maintains that those social isolates feeling out
of touch with the mainstream culture of a society or those feeling chealader
society because of their membership in a group tend to ignore the norms of the large
society. Thus, those who are alienated or isolated from the broader saciessar
likely to comply with survey requests that represent such interests asduatyicof
participating in voluntary surveys. Their tests of social isolation hypotredsad on
proxy indicators that are socio-demographic such as race/ethnicitgragender.

While acknowledging limitations of all these socio-demographic proxy mesastire

social isolation, Groves and Couper (1998) measured combined effects of these
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demographic variables along with proxy measures of social isolation at household level
(e.q., single-person household, presence of children, household mobility, and type of
housing structure) in multiple logistic regression models.

Relevance of social isolation or social integration to honcontact is sormewha
elusive, considering that contactability is primarily a function of gfaysmpediments to
accessing a sample unit, at-home patterns of a sample unit, and the timing andafiumber
calls or interviewer visits to the sample unit. Despite such a limitatepkdwski and
Couper (2002) used the same set of social integration variables (e.g., maunisal sta
summary measures of contacts with friends, relatives, and others) to motehl@oa
comparable to contact in panel surveys) and cooperation propensity in panel surveys.
They showed various forms of social integration to be well associated with botbrdocati
and cooperation in panel surveys of National Election Studies and Americans’ Changin
Lives survey. Other studies relate social isolation to individuals’ living @mwient with
a premise that the spatial environment can support or discourage social contacts
(Hortulanus, Machielse and Meeuwesen, 2006). For example, a neighborhood in which
most people are at work during the day offer few possibilities for socialatpalte@nces
of social contact are minimized when people no longer feel safe in their neighborhood
due to high crime rates.

Groves, Cialdini, and Couper (1992) give attention primarily to the interaction
between the respondent and the interviewer in their investigation of thegadidic
process. The decision to participate in a survey in interviewer-admidisi@neeys is
primarily affected by the initial conversation between the intervi@andrthe respondent.

They conceptualize that such an interaction process working towards compliance is
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influenced by several influences grounded on a peripheral persuasion approach.
Whereas “central persuasion cues” refer to ideas and supporting data thatdodigr di
upon the quality of the arguments in the message, “peripheral persuasion cuek&’ incl
such factors as the attractiveness and expertise of the source, the meneaftingbe
arguments presented, and the positive or negative stimuli that form the comiaxt wi
which the message was presented Those peripheral influences on compédr)ce a
reciprocation that favor requests from those who have previously given sometiimg t
(e.g., survey incentives), 2) commitment and consistency that drives to behave in a
similar way over situations that resemble one another (e.g., foot-oetireeffect), 3)
social validation that invokes behavior in ways similar to those like us (e.g., “all you
neighbors participated in this survey.”, 4) liking that complies with requests f
attractive requestors (e.g., interviewers liked by respondents), 5) authatitgvokes
compliance with requests endorsed by those in positions of legitimate powea (e.g
survey sponsored by the federal government), and 6) scarcity that values rarenaypor
(e.q., your reply representing hundreds of other samples).

Groves, Singer, and Corning (2000) extended the principles of survey compliance
by Groves, Cialdini, and Couper (1992) and the framework of Groves and Couper (1998)
by developing the “leverage-saliency theory” of survey participation. thbmy
postulates that the effect of any particular stimulus on a sample persditpa@on is a
joint function of its centrality to the person (leverage) and its saliendesecia other
stimuli in the survey introduction. For example, in a survey about community issues, the
survey questions have high leverage for a sample person with high community

involvement. Such attributes of the survey topic can positively affect response
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propensity if the community aspect is made salient in the request to pagticipathe

other hand, making it salient would not increase response propensity by a sample person
with low community involvement. Leverage-salience theory has been used tatgene
hypotheses about how survey design features such as mode of data collection, topic
interest, and monetary incentives influence participation decision or responsesfisope

Until recently, few studies have examined nonpatrticipation in the context of
education research. Employing Groves and Couper’s (1998) approach to analyzing
nonparticipation using the social isolation theory as a model, Chun and Scott (2003)
sought to illuminate nonparticipation behavior of teachers in Schools and Staffing
Surveys, based on a similar theoretical framework. The authors emphasizftbtisat
to reduce nonresponse errors in teacher surveys require an understanding of tee compl
social situation in education surveys.

Recently, the educational research community has begun to focus on nonparticipation in
education surveys and assessments. The 1999 International Conference on Survey
Nonresponse included a few papers addressing nonresponse errors in school-oriented
surveys. Furthermore, in 2004, the National Assessment Governing Board cameassi
studies exploring motivation and nonparticipation df geaders in NAEP.

When examining student nonparticipation in education assessments, it is
important to take into account both the broad social context in which this behavior takes
place and the individual context where nonparticipation takes place. The current
dissertation proposes that student nonparticipation in NAEP is influenced by satabol-le
influences as well as student characteristics. Thus understanding the ceffguesxof

all these factors across levels is as important as dissecting infliexaehdevel of
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characteristics on nonparticipation. School factors may include: type of splbbt(
versus private), urbanicity, school size, percentage of minorities, school region,
percentage free or reduced lunch (in public schools), teacher-to-studentn@schaol
climate. Student characteristics may include: grade, race/ethigeitger, SD/LEP,
absenteeism, academic performance, level and quality of course-taldruypwesehold
variables. This framework for examining both individual and school influences @& base
on a growing body of research that demonstrates that macro- and micr@attoes
influence the public’s willingness to participate in surveys. (See Chart 1 in Agdendi

a nonparticipation model | propose for NAEP.)

When further exploring studies that investigate the impact of broad societal
influence on participation in survey, a few studies stand out. For example, Schleifer
(1986) points out that public goodwill must be a priority for the survey research
community because the success of survey research depends on the publicisesdliiog
participate in its surveys. For this reason, Walker Research has condbetedial
Industry Image Study since 1974, a study that examines the public’s attitudes ttosva
survey research industry. Schleifer summarized the findings of the 1984 Incuesgey
Study, which measured “participation levels in survey, attitudes towardttreiew
experience, and feelings about the survey research industry.”  Chanley, Rudolph, and
Rahn (2000) developed a measure of trust in the U.S. government from 1980 to 1997, and
conducted the first multivariate time series appraisal of public trust in gogatnmhese
results provided further evidence of the influence of public concern about crime, and
provided new evidence of how declining levels of trust in government may influence

elections and domestic policy-making. This information provides insight intathent
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study because parents of assessment participants are informed thatsNakEP i
assessment for the Department of Education, a well-known government agency. It is
therefore likely that public trust in government may be an influence on the decision of

whether parents allow their children to participate in NAEP.
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Nonresponse Bias
Studies of nonresponse bias have been informed by studies of sources and process of
nonresponse as discussed above. The magnitude of nonresponse bias is a function of
both nonresponse rate and the extent to which nonrespondents are different from
responondents on statistics of interest(Groves, 1989; Groves and Couper, 1998). That is,
in cases of a sample of fixed size, the bias of the respondent mean is approximately
B(Y;) =nr/N (Y, =Yn)

Where

B(Y,) = Bias of respondent mean;

nr = Nonresponse size

N = Sample size

Y= Respondent population mean

Y nr = Nonrespondent population mean
or
Bias (Respondent Mean) = (Nonresponse Rate in Population) x

(Difference in Respondent and Nonrespondent

Population Mean).

This formula indicates that the higher the nonresponse rate, the gredti@astbé
the respondent mean, and the greater the difference between nonrespondents and
respondents, the larger the bias of the respondent mean. Best practices in surveys have
been to reduce nonresponse rate in order to reduce nonresponse bias without paying due

attention to the second essential component of nonresponse bias, the extent to which
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nonrespondents are different from respondents on statistics of interest. Arnedditi
notion of linking high nonresponse rate to high response bias, however, has been recently
challenged by several studies (Curtin, Presser, and Singer 2000; Kextte?2@d0;
Merkele and Edelman 2002) that individually demonstrated no strong relationship
between nonresponse rates and nonrespnse bias. Groves (2006) further demonstrated by
meta-analyzing 235 estimates from 30 studies that there is little emhguport to tie
nonresponse rates to nonresponse bias. He persuasively showed that the central questi
is rather to investigate how strongly correlated the survey variable p#shte with
response propensity, the likelihood of responding. With this perspective, the bias of the
respondent mean approximates:

B(Y;) =Cov (Y, /R

Where

B(Y,) = Bias of respondent mean;

Y= Respondent population mean

r= Response propensity
R = Mean propensity in the target population
or
Bias (Respondent Mean) = (Covariance between survey variable, y, and

response propensity, r) /

(Mean propensity, R, in the target population)

Studies in the same special issue of Public Opinion Quarterly (Abrahamnpijatla

Bianchi, 2006; Groves et al., 2006) were motivated by the same concern about the
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presence of covariance between response propensity and the survey variabdeestf i
Furthermore, the study by Abraham, Matland, Bianchi (2006) demonstrated how a theory
of “social integration” can guide selection of key variables in the logsgiession
model that was eventually used for recalculating weights that accouhffésences in
response propensities. This study, which elaborated a construct of socialtiotelgy
Lepkowski and Couper (2002), stands out as most studies of nonresponse or
nonparticipation are grounded on no theory as Goyder (1987) and Brehm (1993) called
for. Groves et al. (2006) empirically discovered that the common influences on response
propensity and the survey variable of interests are reactions to the survey Spoersst
in the survey topic, and the use of incentives. Abraham, Helms, and Presser
(forthcoming) demonstrated how the strong association between the chuses
volunteering and the causes of survey participation was likely to overestimats of
volunteering in the American Time Use Survey, thus showing the signififaot ef the
covariance term. Further in a meta-analysis of 959 estimates from 59 skeslgased to
estimate the magnitude of nonresponse bias, Groves and Peytcheva (2008) concluded that
high response rates are not necessarily likely to reduce the risks whigilaghe cause of
participation is highly correlated with the survey variables. Theyglyorcommended
exploring how each survey variable relates to causes of survey paiditipeorder to
predict what survey estimates are most susceptible to nonresponse bias.

Methods for assessing nonresponse bias are as diverse as causes and
consequences of nonresponse (Groves, 1989; Groves and Couper, 1998; Groves and
Peytcheva, 2008). | order these methods by the strength that they are repolitedly va

and reliable when measuring nonresponse bias. The latest innovation to study
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nonresponse bias is to conduct experiments that attempt to produce variation in response
rates across groups known to vary on statistics of interest (Groves, PaessBipko,

2004; Groves et al., 2006). Experimental studies are most desirable to understand the
specific conditions under which statistics of interest and response propeeasity ar
associated with each other. However, it is still difficult to separateffiect of

nonresponse bias from measurement error as Groves et al. (2006) acknowledge. It is
often not feasible to create experimental tests of various individual andfactoas that

affect nonresponse. It is premature to evaluate experimental benefits edparse bias
assessment due to mere lack of case studies at the moment.

A common approach to studying nonresponse, as Groves has repeatedly
acknowledged over two decades (1989, 1998, and 2006), is the use of sampling frame or
supplemental matched data available for both respondents and nonrespondents. In cases
where records are available as a sampling frame or for matchingReegser, 1981, Lin
and Schaeffer, 1995; Abraham, Maitland, and Bianchi, 2006; Abraham, Helms, and
Presser, forthcoming), estimates of nonresponse bias are constructedamengrf
externally matched variables. The utility of this method is limited bystteneto which
variables available in the frame or matched data are variables of &msirfor a given
survey. The accuracy of the data on the records is also subject to measureargent e
missing values, and other sources of survey errors.

Nonresponse follow-up studies are frequently conducted to compare estimates of
respondents across key phases of data collection based on the assumption thut relucta
respondents are proxies for final nonrespondents (e.g., Dunkelberg and Day, 1973; Smith,

1984; Groves and Wissoker, 1999). In a culture that values high response rate,
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nonresponse follow-ups have been routinized in most surveys; it is thus convenient and
easy to identify studies of various interests. The value of this approach is, however,
constrained by the empirically unconfirmed notion of a continuum of nonresponse
ranging from the cooperative respondent through the reluctant respondent didhk-dif
to-contact, to the hardcore nonrespondent. Studies (e.g., Curtin, Presser, and Singer,
2000; Guadagnoli and Cunningham, 1989) have failed to find evidence that converted
nonrespondents substantially change survey estimates. The method does notreddress t
characteristics of refusals.

Comparing response rates across key subgroups, usually derived from a sampling
frame, is the most frequently used, yet the least valid method of nonresponseaghias (e.
Brick et al., 2003; Westat, 2003a and 2003b). Perhaps Groves (2006) listed it as the first
method for assessing nonresponse bias to address the survey practiticgregisat its
misuse. It is easy to show the distribution of response rates across keypbadkg
variables such as gender, race/ethnicity, age, socio-economic statoenanslregion as
they are available from a sampling frame. However, it is prematuméetcabout
nonresponse bias based on mere comparisons of response rates by subgroups. Subgroup
variables used for such an analysis are not necessarily the only paensies that affect
both response propensity and survey variables of interests.

Each of the methods of nonresponse bias analysis has strengths and weaknesses;
thus, using multiple methods simultaneously would complement each other as long as the
focus is maintained on evaluating the covariance between response propehthty a
survey variables of interests. Groves and Peytcheva (2008) is the latest conygehens

attempt to identify the circumstances that produce a relationship betveesponse
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rates and nonresponse bias by combining most of methods as discussed above. The 59
studies, from which 959 estimates of nonresponse bias were extensively dnabyear

to include only a single study conducted by National Center for EducatiostiS¢atiThe
database of nonresponse bias is concentrated in the biomedical field reportedisheue t

availability of matched records.

Assessing Nonresponse Biasin NAEP

Nonparticipation in the National Assessment of Educational Progressasatig
the consequence of: 1) refusal by a sample student to complete the assessallemng 2)
of the sample student to be present on the day of the assessment session (ab8gnce), or
other reasons including the sample student’s incapability to take assessment due to
disability or limited English proficiency. According to the NAEP disposition dunds
Assessment Administrators use on the day of NAEP assessment, there &@ over
disposition codes of participation outcomes (See Chart A-3 in Appendix). In NAEP,
being assessed refers to those assessed in original or makeup sessiorbigittatesa
Refusal occurs when T2yrader or their parents (on behalf of their children) refuse to
participate in the assessment. 12th graders’ absence in NAEP assésgpens for
various reasons: temporary (less than two weeks) or long-term illnesslulitgiisa-
school suspension, and scheduling conflicts with a sporting event usually bigsthlet
Other reasons of nonparticipation, according to NAEP disposition codes, are usdally tie

to ineligibility such as withdrawal from school or disability.
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In accordance with NCES Standards 4-4-1 and 4-4-2, NAEP carries out the
nonresponse bias analysis, when response rates fail to meet the required&0&S s
of 85%, by using base weights for each survey stage. The existing nonrespsnse bia
method in NAEP relies on a few school-level variables in NAEP such as type of
reporting group (public vs. private school), school location (urbanicity), cergios re
and school size measured by student enrollment. The student-level varialstesl $ete
nonresponse bias are usually restricted to gender, age, race/ethnicitygp>anch@asure
of socio-economic status measured by student’s eligibility for the nasoheol lunch
program. The NAEP method for assessing nonresponse bias minimally satisfies

statistical standards of the National Center for Education Stat{20©3) as follows:

“Any survey stage of data collection with a unit response rate less than 85 percent
must be evaluated for the potential magnitude of nonresponse bias before the data
or any analysis using the data may be released. Estimates of surveyecisics

for nonrespondents and respondents are required to assess the potential
nonresponse bias. The level of effort required is guided by the magnitude of the

nonresponse.”

There have been two types of nonresponse bias analysis conducted by NAEP: 1)
comparison of respondents and nonrespondents across subgroups available from the
sample frame, and 2) multivariate modeling to compare the proportional distribéit
characteristics of respondents and nonrespondents to determine if nonrespongstbias e

and, if so, to estimate the magnitude of the bias. The former approach is constrained b
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limited utility and number of frame variables which are not necessaritgdeia

response propensity as well as variables of interest in NAEP. Assertavipdeoce of
nonresponse bias on the basis of similar distribution by subgroups is misleading. When
this method finds certain variables associated with response, findingparted

without evaluating the direct impacts on NAEP estimates of potential nonrespaise bia
The latter approach, while designed to identify the characteristics pfesataast likely

to respond, is limited by the extent to which predictors of interest exist omyWWNWAEP
sampling frame. For example, Westat (2003a) used limited NAEP sampling fr
variables to conduct logistic regression analysis for predicting prigateosnonresponse

for the grade 4 and grade 8 assessments in Reading and Mathematics in the 2003 NAEP
Westat (2003b) modeled in logistic regression analysis response outcome d®a ainc
NAEP reporting group, type of school location, census region and size of school, which
are all available from the sampling frame.

There have been no data available for evaluating the direct effect on NAEP
achievement estimates of nonresponse bias. Nonresponse bias analysis repoes pre
by NAEP have not conjectured as to the likely magnitude of any nonresponse bias in the
NAEP student achievement results. Technical comments have been extiamedlyin
the widely used Nation’s Report Cards on the perceived degree of success thahhas be
attained in controlling NAEP nonresponse bias through the use of nonresponse
adjustments. It is an untenable assumption that the sampling frame-badel@ varia
currently selected for assessing NAEP nonresponse bias are the only poboemtnein

causes affecting response propensity and NAEP statistics of interest.
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3. Research Methodology

| begin this chapter by describing the data sources and charactefithessample | use
for the study. [ identify key variables selected for analysis and #lewrance to social
isolation construct applied to my research. | complete this chapterdldea plan of
bivariate and multivariate analysis to identify correlates of nonpatticipen NAEP and
of comparing alternative nonresponse weighting adjustments in NAEP to sturdy the

impacts on NAEP estimates.

3.1. Data Sources and Sample Design

The data | use for this dissertation come from two sources collected by tbeaNat

Center for Education Statistics: 1) the 2000 NAEP survey assessment of 12tk gratle
survey of their teachers and principals, and 2) about 20,000 12th graders in the 2000 High
School Transcript Study (HSTS) linked to the 2000 NAEP. Because the transmripts f

the 2000 HSTS are collected frath students in the same NAEP sample of schools
regardless of individual student’s participation status in NAEP, rich analystsrelates

of nonresponse and robust assessment of nonresponse bias is possible. The subject areas
that are assessed change across assessment cycle (See Chafippehdix). In 2000,
mathematics and science were assessed at all three grades (4, 8, anddt®rfal main
assessments of NAEP. As the 2000 HSTS collected transcript data justffematics

and science, the joint NAEP and HSTS data used for nonresponse analysis focus on these

two subjects.

The National Assessment of Educational Progress

The National Assessment of Educational Progress (NAEP) is the only nigtional
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representative and continuing assessment of what America's students know dadca
various subject areas. NAEP provides a common yardstick for measuring thspaigre
student performance for the nation at grades 4, 8 and 12, states currertieatggand
8, and in some cases, selected urban districts. For national assessments igdéing
12, students in public and private schools are assessed, but at the state level,ragsessme
carried out in public schools only currently just for grades 4 and 8. Assessments are
conducted periodically in mathematics, reading, science, writing, the arts, civi
economics, geography, and U.S. history. NAEP subjects change acrosmeassegsle
as summarized in Chart A-2 in Appendix. NAEP is based on representative samples of
students at grades 4, 8, and 12 forrttaen assessments every two years, or samples of
students at ages 9, 13, or 17 years fotdhg-termtrend assessments every four years
that allows the performance of today’s students to be compared with those from more
than 30 years ago. These grades and ages were chosen because thay capcase
junctures in academic achievement. For the 2000 NAEP linked to HSTS, the focus data
of this dissertation research, the main assessments of mathematicenoe aere both
conducted at grade 12.

NAEP provides results on subject-matter achievement on a scale of 0-300 or O-
500 points, instructional experiences, and school environment for populations of students
(e.g., all 12th-graders) and groups within those populations (e.g., femaletsiude
Hispanic students, Black-White performance gap). NAEP can not provide fmores
individual students or schooéssessed. Because NAEP is a large-group assessment, each
student takes only a small part of the overall assessment. In most schools$ sasipial

of the total grade enroliment is selected to take the assessment, and these staglent
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not reliably or validly represent the total school population. Only when the stmtaes

are aggregated at the state or national level are the data considered ableeaed valid
estimates of what students know and can do in the content area; consequently, school- or
student-level results are never reported.

NAEP score scales are created via Item Response Theory (IRT, Lord, 2880) a
scale score distributions are estimated for groups of students. IRTosealpre of test
analysis that assumes a mathematical model for the probability thaaramer will
respond correctly to a specific test question, given the examinee's pegfatmance
and characteristics of the questions on the test. NAEP score scales sensindent
performance for the collection of assessment items representingatlerac content
specified in the NAEP frameworks specific to assessment subject. Foubgatt area
(e.g., mathematics, science, reading), the framework determines the rmiffbEr
scales. Each framework, developed by the National Assessment Governing Board,
provides: the theoretical basis for the assessment, the direction for wésbtyfems
should be included in the assessment, how the items should be designed, and how the
items should be scored. IRT models are used to describe the relationships between the
item responses provided by students and the underlying score scales. IRT @ovides
common scale on which the performance of students receiving different block®sf it
can be placed.

When the score scales are created, the parameters describingntresgense
characteristics are estimated (Mislevy and Bock, 1982; Muraki and Bock, 189BP
does not produce individual test scores but does produce estimates of scale score

distributions for groups of students classified by key background variablesesitheng
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scale score distributions describing student performance are transforenBi\ &P

scale, and summary statistics of the scale scores are estimatstic8t&tsts are used to
make inferences about the comparisons of results for different groups of students or f
different assessment years of NAEP.

Because NAEP scales are developed independently for each subject and each
grade, scores should not be compared across subjects or grades. To provide acontext f
interpreting student performance, NAEP results are also reported as apgeseaoit
students performing below tlgasiclevel, at or above thBasicandProficientlevels,

and at theAdvancedevel.

The High School Transcript Study and its Linkage to NAEP

NCES has conducted a number of transcript studies of 12th graders since 1982
initially in conjunction with the first follow-up survey of the High School and Beyond
Study. HSTS focuses on high school graduates' course-taking patterns, inttteding
courses they took in different subject areas and the grades they received for those
courses, whereas NAEP measures educational achievement in variousssebgbbr
12th-grade students. That is why the data linked at the student level arecairoehfer
examining the relationship between student course-taking patterns andasdhicati
achievement in select course subjects, as measured by NAEP. Beginhitigevti®90
transcript study, HSTS has been conducted in conjunction with NAEP, including in 1994,
1998, 2000, and 2005. Among all these data files, the 2000 NAEP-HSTS linking data of
mathematics and science are the one used for this dissertationlreaedrthey contain

transcript data including course-taking patterns linked to NAEP achievelat and
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various student and school variables. NCES provided about 80 disposition codes of
student patrticipation outcome for this 2000 linking data as shown in Chart A-3 in
Appendix. Thus the 2000 joint NAEP-HSTS are a rich data resource that provides us
with measures of individual characteristics including achievement fatdrs
absenteeism and school characteristics for nonparticipating students as we
participating students in NAEP assessments.

Eligible schools participating in NAEP were informed about the HSTS 2000
when they received information about NAEP. Schools were provided with information
about participating in the HSTS, including procedures that would be used to ensure
confidentiality of the data, and the amount and nature of school staff time required for
participating in the HSTS. For schools that agree to cooperate, studentsdsénpl
NAEP were all included in the HSTS sample. Transcripts were reduestall students
who were assessed, and for sampled students who were absent or refusedAltiing
assessment. In order for a transcript to become part of the "linked" datablase, bot
completed NAEP assessment and a completed usable transcript from HSTS must be
obtained for a student. This link enables one to identify the correlates of ncppéidn
beyond NAEP variables, and assess the impact on NAEP estimates of nonresgonse bia
It is noted that the linked database is to some extent limited by its own nonresponse. |
the 2000 HSTS, there were 287 NAEP participating schools that were included in the
HSTS study. Transcripts were collected from 261 NAEP schools. Thus theatgeight
school response rate equaled 93.3 percent while their weighted student resporase rate w

99.4 percent. The overall response rate for the 2000 transcript study’s NAEP students
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equaled 92.7 percent. As a result, there is about 7.3 percent of nonresponse among

NAEP students in the 2000 HSTS sample | use for the study.

Sample Design

The HSTS 2000 is based on a sample of the schools and students included in the
NAEP 2000. The 12grade sample for the 2000 NAEP linked to the 2000 HSTS was a
multistage probability-based sample of students. This was a national samplehn whi
counties or groups of counties were the first-stage sampling units, andsseleoelthe
second stage units. The third stage of sampling consisted of the assignmenbof sess
type and sample type to sampled schools. The session type refers to the subijjegt(s) be
assessed (i.e., mathematics and science), while the sample typeortferspecific
criteria for inclusion which were applied to the session. The fourth stage idvolve
selection of students within schools and their assignment to session types. AQ9dtal of
primary sampling units (PSUs) were included in the NAEP sample, and a sample of 248
schools actually linked to the 2000 HSTS (223 public schools and 25 private schools).
Over 20,000 student data were linked between NAEP and HSTS including18,513
students from public schools and 1,034 students from private schools. The overall
participation rate of 12graders in 2000 NAEP assessments ranged from 62% to 64%
depending on subjects (mathematics and science) and sample type relateditmpbvis

accommodations to students with disability.

3.2 Key Variables and Their Relevance to Social Isolation Theory
The outcome variables of NAEP interest are: 1) assessed, 2) absenteeism, 3)

refusal that includes student and parental refusal on behalf of their childdef) ather
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reasons of nonparticipation. | use over 80 official disposition codes of NAER@asses

to classify them into these major categories of participation outcome inccoseltation
with NCES and the NAEP participation guidelines (See Chart A-3 in Appendix). When
there is a question about any classification, the NAEP experts of NE€ESresulted and

it is determined to make a reasonable classification together. For examgase of a
student left in the middle of the assessment, it is determined it is like a responde
refusing in the middle of a survey and incomplete data are not usable. It isemateahs
the student showed up yet refused in the middle of the assessment session.

In NAEP, being assessed refers to those assessed in original or makeup sessi
with usable data. 12th graders’ absence in NAEP assessment happensudsr var
reasons. Absence may be temporary (less than two weeks) or long-term depending on
the nature of illness or disability. Students may be absent because of in-schenkgrs
due to disruptive school behavior. Members of an athletic team may often be absent
because of scheduling conflicts with a sporting event. Some teachers melpase r
students from their classes for whatever reason. According to the NAddH s,
refusal occurs when a f@yrader refuses to participate in the assessment before being
given a NAEP assessment booklet. Parents may refuse on behalf theindbyldre
notifying school of their unwillingness to allow their children to participate AER
assessment for whatever reason. Other reasons of nonparticipation, accokuNEdPt
disposition codes, are usually related to ineligibility such as withdrawalgohool. The
initial sample size is 23,522 students who were included in the 2000 HSTS. The NAEP-
linked HSTS sample is 20,549 after dropping 1,512 students not linked to NAEP and

ineligibles. The eligible sample of 20,549 used for this study consists of theifglow
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15,220 students who participated, 3,320 students who were absent, and 2,009 students
who refused or whose parents refused patrticipating in NAEP assessment onfbehalf
their children. Thus the weighted participation rate only at student levelefddAEP-

linked HSTS sample is 75.1 percent as it is shown later in Table 2. The reader is
reminded the HSTS student sample is obtained from NAEP schools that agreed to
cooperate. If the school-level response rate is accounted for, the overall school and
student combined response rate for the 2000 NAEP-linked HSTS sample would be
comparable to or somewhat lower than the overall response rates of 55-60 percent in
2000 as reported in Figures A-1 and A-2.

To test social isolation hypotheses about NAEP nonpatrticipation, the HSTS-
NAEP linking variables | extract for analysis are proposed below inclstutent
correlates, school correlates, and social psychological school climate eaii@be Table
1). All of these explanatory variables are proxy measures of socetiasoéxcept a
couple of control variables such as student gender and census region of school lbcation.
include a category with missing values, where applicable, to keep all caseslfgsis. |
continue to include them all in subsequent multivariate analysis so that lex@umthally
develop response propensity based weights for all individual valid cases and use all of
them in turn to re-estimate NAEP scale scores.

Ideally I wish to include personality measures of social isolation, asildous,
Machielse and Meeuwesen (2006) suggested, for making a close link between social
isolation and participation in NAEP. Such a social psychological measure alif soci
isolation could include the scale of shyness, introversion, and lack of solifal dkis

also my wish to measure school-level factors of social isolation/ini@gtag tapping
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students’ involvement in study groups, after-school activities, religiousiaageons, and
volunteer activities in order to associate the scope of these voluntary estvitin
participation in NAEP. However, the secondary analysis of the NAEP and &£83S

has constrained explanatory variables to the list presented below.
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Table 1. Sample distribution by social isolation p

participation outcome in NAEP Mathematics and Scien
school correlates, 2000

roxy predictors of
ce: by student and

Unweighted Unweighted Weighted
N Percent Percent
Overall 20549 100 100
Student Correlates
Race/ethnicity White 11382 55.4 67.7
Black 3823 18.6 135
Hispanic 3877 18.9 13.2
Other race/ethnicity” 1467 7.1 5.6
Taking Advanced No 16949 82.5 83.6
Mathematics Yes 1577 7.7 8.5
No records 2023 9.8 7.9
Taking Advanced No 16955 82.5 84.0
Science Yes 1571 7.6 8.1
No records 2023 9.8 7.9
Carnegie Credits <24 4543 22.1 21.6
24-28 10344 50.3 51.8
> 28 3599 175 18.5
No records 2063 10.0 8.1
GPA <=2.00 3006 14.6 12.4
2.01-3.00 9373 45.6 43.7
3.01-4.00 7947 38.7 42.5
Others 223 1.1 14
Eligibility for Ineligible 11760 57.2 61.2
National School Eligible 4066 19.8 14.1
Lunch Program
Unknown 4723 23.0 24.7
School Correlates
School Location Urban 6868 334 25.7
Suburban 9525 46.4 51.2
Rural 4156 20.2 23.1
School Type Public 19508 94.9 91.6
Private 1041 5.1 8.4
School Enrollment < 500 2095 10.2 15.1
500 - 900 2583 12.6 13.6
> 900 14166 68.9 63.4
No records 1705 8.3 8.0




Continued - Table 1. Sample distribution by social isolation p roxy predictors
of participation outcome in NAEP Mathematics and Sc  ience: by student and
school correlates, 2000

Unweighted Unweighted | Weighted
N Percent Percent
Social psychological school climate
variables
Problem with gang  Serious or moderate 1639 8.0 4.4
activities
Minor or not a problem 17193 83.7 88.0
No records 1717 8.4 7.6
Teacher Serious or moderate 4450 21.7 19.6
absenteeism Minor or not a problem 14161 68.9 71.8
No records 1938 9.4 8.6
Parental support Very or somewhat positive 16908 82.3 84.7
of student Somewhat or very 2028 9.9 8.6
achievement negative
No records 1613 7.8 6.8
Other Control Variables
Student gender Male 9849 48.0 47.6
Female 10663 52.0 52.4
Census Region of  Northeast 11382 55.4 175
school Midwest 3823 18.6 24.1
South 3877 18.9 38.9
West 1467 7.1 19.5
NAEP Mathematics 9163 44.6 44.6
Assessment Science 11386 55.4 55.4
Student
Completed

NOTE: N is 20549. Totals are not 100 percent due to rounding. All correlates except
student gender, census region of school and assessment subject are proxy
measures of social isolation. Carnegie Credits refer to the number of credits a
student received for a course taken every day, one period per day, for a full school
year; a factor used to standardize all credits indicated on transcripts across the
study. To compute GPA, points are assigned to each letter grade as follows: A=4
points; B=3 points; C=2 points; D= 1 point; F= 0 points. The points are weighted by
the number of Carnegie credits earned, so that a course with 120 hours of instruction
counts twice as much as one with 60 hours. The average of the points earned for all
the courses taken is the grade point average. Courses in which a graduate did not
receive a grade, such as pass/fail and audited courses, do not factor into the GPA
calculation. 1. Other race/ethnicity includes Asian-Pacific American and American
Indian.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National
Center for Education Statistics, High School Transcript Study (HSTS), 2000
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Student-level correlates of nonparticipation | plan to assess in the consexiaif
isolation hypotheses are as follows: race/ethnicity, student eligitati national school
lunch program, takers of advanced mathematics or science courses (yesGBA)0)
Carnegie credits and other individual variables that are found to be significgatdrto
nonparticipation or student’s academic performance as evidenced in literature

Studies have shown that ethnic minority students such as Blacks and Hispanics
tend to feel more isolated or insecure at schools. For example, there is an added
psychological strain experienced by Black students (or Hispanic studémt®nter a
school environment dominated by White students (Roach, 2001). Roach continues that
the alienation and estrangement felt by minority students can affect nostjwahich in
turn affects self-esteem and the sense of academic confidence requiredetbado w
schools. Students of color are often shut out of more important networks, such as study
groups. Isolation, whether it is intended or unintended, denies minority studentstacces
the benefit of high achieving study group. As a result, some students of color teryd to sta
adrift either studying alone or not coming to schools at all. It is not a seipriearn that
minorities constitute the majority of high school students who failed to graduate
(Swanson, 2006).

Twelfth graders who are eligible for free or reduced school luncharogsually

come from socioeconomically disadvantaged familiém National School Lunch

Program(NSLP) is a federally-assisted meal program that provides nutritionally

balanced, low-cost or free lunches to children each schooNddipnal income

guidelinesdetermine the eligibility of students based on their families' household size and

income. Children from families with incomes at or below 130 percent ¢idderal
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Poverty Guideline$FPG) are eligible for free meals. Those with incomes between 130

percent and 185 percent of the FPG are eligible for reduced-price ealnajority of
students eligible for NSLP are ethnic minorities. Such disadvantaged 12trsgettie
less socioeconomic support tend to feel isolated or academically disaddasitaghool.
Studies support that children from families with low socioeconomic status umpake
disproportionate number of those mastiskfor school failure (Knapp and Shields,
1990). Research consistently shows that living in concentrated poverty decreases
schooling opportunity, academic achievement and quality of life (Lee and Smith, 2001).
They confirm that students with higher SES were more academically engiadje
successful than students with lower SES. Among high school students, low SES
increases a psychological strain, resulting in further alienation andgestnant which in
turn deflates self-esteem and damages academic motivation to corntphgieexs with
high SES.

Students with poor academic performance, usually measured by GPA (or
standardized Carnegie credits), are more likely to be intimidated or sttdbfrdtying at
schools where academic achievers tend to be liked by peers. Student engagdment
achievement studies suggest a fine link between academic achievement and school
engagement behavior (e.g., Mcevoy and Welker, 2000; Newman, 1992). Research
consistently demonstrates that student engagement has a strong posaivaneffe
academic performance (Appleton, Christenson, and Furlong, 2008). Student engagement
refers to “students’ willingness to participate in routine school activitiesh as attending
class, submitting required work, and following teachers' directions in clakap@an,

2003). That includes participating in the activities offered as part of the schoamrogr
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perhaps including participation in NAEP. The opposite of engagemdinaffection

(Skinner, Belmont, 1993). Disaffected students are passive and give lyprets face of
challenges; they tend to withdraw from learning opportunities.

School-level correlates of nonparticipation | suggest include school location
(urban, suburban, and rural), school type (public vs. private), and school enrollment size
(0-500, 501-900, and 901 or more). From nonresponse research (e.g., House and Wolf,
1978; Brehm, 1993), it is well established that residents of inner-city areageof la
metropolitan area exhibit the lowest level of cooperation, while those in raes have
the highest rate of cooperation. As Groves and Couper (1998) pointed out, effects of
urbanicity found in the literature may be explained in terms of greater populatiotydens
higher crime rates, and social disorganization that are often associatditeviitiharge
urban areas. | argue it is proper to apply this line of hypothesis to student
nonparticipation in NAEP and expect that students in urban schools are more susceptible
to negative facts discouraging their participation in NAEP. Students in pabtols, in
comparison with those in private schools, tend to come from economically less
disadvantaged families and are likely to feel less engaged in schools.

To test social isolation hypotheses, | also use schoolsaidal psychological
correlates of nonparticipation such as perception of problem activities at schcloérte
absenteeism, and parental support of student achievement. As supported byrntie resea
of school climate, students feeling insecure at schools troubled with gérities are
less likely to attend schools or more likely to skip classes (Gottfredson, H6@@]l and
Lynch, 2000). Individual gang participation — and rates of gang partiaipatiechools —

is strongly associated with fear (or perceptions that the school envirormmentsafe),
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drug involvement, and other forms of deviant behavior. The association of perceptions
that the school is unsafe with gang participation rate is especiallgstron

Schools with a high proportion of teacher absenteeism, and poor parental support
of student achievement are less likely to motivate students to engage in stintigsac
(Miller,1980; Neuman et. al, 1995). Studies report a negative relationship between
teacher absences and student achievement or other academic a(@iaiteesl, 2003;
Cantrell, 2003;). When a regularly assigned teacher is absent, instrugttenalty may
be seriously reduced and regular routines of instruction may be disrupted. Uow skil
levels of substitute teachers may contribute to further reduction, not improyement
instructional focus. Studiesdicate that parental involvement is associated with higher
student achievement outconm(&pstein, 2001)These findings emerged consistently
whether the outcome measures were grades, standardized test scoresety af wdiner
academic measures including student engagement

| consider other control variables such as student gender (male and female) and
census region of school location (northeast, midwest, south, and west) as potential

influences on participation in NAEP.
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4. Analysis Plan

The current study of theT'2yrade nonparticipation in NAEP begins with the
constructs of nonresponse Groves and Couper (1998) proposed in order to explore and
isolate student- and school-level correlates of nonparticipation in NAEP.| baxtluct
bivariate analysis to understand how strongly each identified varialdsdsiated with
participation outcome in NAEP. | turn to multivariate analysis to explorextent to
which a set of level-specific variables of social isolation affect nowmgzation.
Multivariate analysis is further expanded so as to combine a model of schoolarglafat
social isolation with student-level indicators of social isolation and urashetsthich
variables are more essential to understanding nonparticipation in NAEP.

The final nonparticipation propensity model | find most fitting to the data i$ wha
| use for evaluating the impact of nonresponse bias on NAEP estimates. Applying a
model of nonresponse bias analysis by Abraham, Maitland and Bianchi (2006), teevalua
NAEP estimates reweighted using my new weights that incorporate ponses
adjustment based on propensity model in comparison with NAEP estimatestedIcula
using the current NAEP final weights with a nonresponse adjustment.

All analyses are performed using SAS and SPSS, and weights are properly
accounted for the complex multi-stage clustered NAEP sample desigrstiRatig
NAEP scale scores with alternative nonresponse adjustment is carriedusinidpy

WesVar that properly handles the complex NAEP sample design and variamzgiesti
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4.1 Identifying Determinants of Nonparticipation in NAEP

The analysis follows the approach by Abraham, Maitland, and Bianchi (2006) who
examined correlates of different outcomes and the extent to which key s adfact
key survey estimates. In NAEP context, the analysis is focused on threeootagmes:
1) response referring to being assessed; 2) noncontact being parallenoealasnd 3)
refusal referring to refusal by students or parents on behalf of their chittltake NAEP

assessments.

Bivariate Analysis

The test of social isolation theory begins vibttaariate analysisat student- and

school-level to understand the relationship between each variable and nonpianticipat
rate. The outcome variables of analysis are: 1) assessed, 2) absenteeBnefusal
that includes student and parental refusal on behalf of their children.

At student level, the analysis of participation outcome is performed by proxy
student-level measures of social isolation as proposed in literature (e.g., @ndves
Couper, 1998), including student’s race/ethnicity, eligibility for national schodhlunc
program (NSLP), and student achievement. At school level, participation outa@mes a
analyzed by school variables including urbanicity of school location, school typec(publi
vs. private), school enrollment size, and by school climate measures such as pibhle
gang activities, teacher absenteeism, and parental support of studerdraehie
Control variables are also included for analysis such as gender and cermusfegi

school location.
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Multiple Logistic Analyses

Next | conduct logistic analysis with proxy measures of social isolatibdfAEP
at each of two levels: student-level, and school level including social psychological
school climate variables. The dependent variable is participation versustioypgizon
that combines absence and refusal. Multivariate analysis is conductedutate viad
effects of key variables while holding constant for other variables. Forpdatine
effect of race/ethnicity on participation outcome in NAEP can be measureziivatding
constant for a set of other student- and school-level variables, thus increasing the
explanatory power of a key variable in the model.

At student level, | have two models to test. In the initial model of the current
NCES practice (Basic Model), | examine the impact of race/ethniaityest gender,
student eligibility for national school lunch program (i.e., a proxy measure of soci
economic status), school type (public vs. private), and Census classificasicimoof
location. | expand this model by adding student achievement variables suchegie€ar
credits, GPA, taking advanced mathematics, and taking advanced scienacal@eixpa
Model) to evaluate the impact of student achievement variables on nonparticipation
propensity beyond what an initial set of NAEP frame variables accounts for

Finally in the fully expanded model (Full Model), | conduct analysis of
multivariate logistic models that combine student- and school-level varialdesiaf
isolation and observe changes in statistical significance and size ofclogggession

coefficients from one model to another. Acknowledging the limitations of me=astir
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social isolation in explaining nonparticipation at each level of analystnbine in
logistic regression model both student-level proxy measures of socialasaatl
school-level indicators in order to assess the extent to which major schablesri
explain away the impacts of student-level proxy indicators of social isolatid of
student achievement variables on nonpatrticipation. In the final full madel docial
psychological school climate measures of social isolation (e.g., school psolitm
gang activities, teacher absenteeism, and parental support of studevdraehig. It is a
model that also includes proxy measures of school-level social isolation such as
urbanicity of school location, and school enroliment size. This final full model is
intended to assess the extent to which key school climate variables explaithavyaagt
impacts on nonpatrticipation of student- and school-level indicators of social isolition.
is also a model intended to evaluate the effect on NAEP nonparticipatiadenst
achievement variables (e.g., Carnegie credit and GPA), which are asdoudidt NAEP
performance measures, while controlling for a set of other student and school proxy
measures of social isolation.

| develop the three models as described above initially with lgiaders who
are sampled to participate in NAEP Mathematics or Science and linkedhi&Ehgol
Transcript Study. | replicate the logistic analysis in turn to estinhat effects on NAEP
nonparticipation of the same set of student- and school-level variables in NAEP
Mathematics and Science, respectively. The eventual goal of logiseéssem analysis
is to create response propensity scores specific to each NAEP subjecp ddtezhative
nonresponse weights also specific to each subject, and apply them to re-ddfiERte

scale scores in Mathematics and Science. Thus it is required to develop spdpeat-
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logistic regression models. As Little and Vartivarian (2003) suggestede lusad
unweighted rather than weighted logistic regression models as the bamaresponse
weight adjustment. For consistency throughout this research, | have retained the

unweighted coefficients in all logistic regression models.

Multivariate Analysis Accounting for Sources of Nonresponse

Using the final full model that would most comprehensively incorporate key
explanatory variables at both student- and school-level including schoatelvariables,
| estimate two related logistic regression models — a contact model aopeaatmn
model conditional on contact. The dependent variable in the contact model indicates that
the sampled ®grader was contacted in the pre-assessment phase and in turn explicitly
refused or participated in the assessment phase, or was not contacted (abgent). T
dependent variable in the cooperation model indicates that the contacted student
participated in or refused NAEP assessment, thus excluding non-contacted absent
students from analysis. By comparing the extent to which a set of student- and school-
level variables affects the outcome variable of contact or cooperatigoliprethe
underlying mechanism of how social isolation variables of my choice would be robust
enough to explain nonparticipation phenomena in NAEP.

| develop both contact and cooperation models as described above initially with
all 12" graders who are sampled to participate in NAEP Mathematics or Sciehce a
linked to High School Transcript Study. | replicate the logistic analygisn to

estimate the effects on NAEP contact and cooperation of the same set of stndent
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school-level variables in NAEP Mathematics and Science, respectivglanMysis is
designed such that it is possible to evaluate how the same set of student- and eehool-le
measures of social isolation affects"iftaders’ participation in NAEP globally and then

their participation in subject-specific NAEP.

Marginal Effects on NAEP Participation

For all logistic regression models, | provide coefficients, standandseand odds
ratio. Coefficients are useful to compare the effects on NAEP partanpatiicome of a
set of explanatory variables at student- and school-level. A coefficiens ttatistically
significant and positive (negative) indicates that having the charac®rstuestion
raises (lowers) the probability of the modeled NAEP participation outcomeMveowt
is difficult to interpret the size of the effect of each explanatory bariaTo help
interpret the impacts of explanatory variables on the modeled outcome, | add adds rati
to tables. An odds ratio that is statistically significant and gréaaerl indicates that the
odds of the outcome variable (e.g., being assessed, contact, cooperatiasgincre
multiplicatively by exponentialed coefficient for a target grouphay tre for a reference
group; an odds ratio of less than 1 indicates that the odds of the NAEP outcome variable
decrease by a factor of 1 minus the exponentialed coefficient estimateafget group
as they are for a reference group. For example, in a study of investigairigattack
(dependent variable), let's suppose gender, race/ethnicity, age, and historyhyof fami

illness with heart attack are key predictors among othehns. o@ids ratio of 1.07 for male,
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for example, would suggest that males are about 7 percent more likely tdreuffer
heart attack as compared to the reference group of females, while augpfiailall other
factors in a model.

To assist further in interpreting the logistic regression resul&cllate the
implied change in the probability of the NAEP patrticipation outcome associated with
having versus not having each characteristic as referenced by each exyhsaébte,
evaluated at the average probability of observing the outcome for the samplaas.a
These marginal probability estimates are easy to understand as coropaggstic
regression coefficients or odds ratio. The statistical significand¢eeaharginal effects is
determined based on the magnitude and standard errors of the corresponding logistic
regression coefficients.

For actual calculation, | use Excel spread sheets such that each logressiean
coefficient associated with each given characteristic is convertedlalplity for
student with the given characteristic. When this probability is subtractecdtire
average probability of observing the outcome for the NAEP sample as a whaokstile
is change in probability associated with having each explanatory chatactetaive to
student with average probability of the modeled NAEP participation outcome. | @®mput
marginal effects on NAEP participation outcome such as being assessed, emta
cooperation conditional contact, initially with the HSTS-linked NAEP sample for bot
Mathematics and Science. | repeat calculating marginal effeetchfexplanatory
variable at student- and school-level for Mathematics and Science, redgebinesing

sets of original logistic regression coefficients specific to each&ubje
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4.2. Comparison of Alternative Nonresponse Weighting Adjustments in NAEP

The next analysis is to assess whether and the extent to which reweilgéating t
NAEP estimates of educational performance accounting for differencegiaigadion
propensities as modeled in this research makes any substantive changestovkates
of NAEP (e.g., scale scores overall and by key background variables, acmégamby
key variables such as gender and race/ethnicity). NAEP scale ssalte peovide a
numeric summary of what students know and can do in a particular subject and are
presented for student groups such as gender, race/ethnicity, and school locediosusy
region. Achievement gap describes student achievement in terms ofrgayarfple,
between black and white students, between Hispanic and white students, and between
male and female students. Evaluating achievement gap by key backgrounesasiabl
essence of the No Child Left Behind mandates. These reporting metricsebgcsural
and achievement gap greatly facilitate performance comparisona wighibject from
one group of students to another in the same grade.

| use the participation propensities generated from the subject-spgefi
logistic regression model (Full Model) to calculate nonpatrticipation adg@rdtfactors
equal to the inverse of the estimated response propensity for each panticiyti
grader in NAEP. Using the propensity-score-based weight adjustmerd|dulate
NAEP estimates of scale score in the 2000 NAEP Mathematics and Sciepedtively,
and compare recalculated NAEP estimates with estimates produced esufficial
NAEP estimation weights in the 2000 NAEP Mathematics and Science. Forcspecifi
steps of nonresponse bias analysis, | apply the approach by Abraham, Maitland, and

Bianchi (2006), who assess nonresponse bias by developing a theory-based propensity
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model that allowed them to better account for nonresponse in estimating time use in the
American Time Use Survey. With due attention to the potential association betwee
NAEP variables of educational performance and nonparticipation propensigythieus
final logistic model (Full model) that estimates logistic regressiorfictefts for each
major predictor in NAEP. The dependent variable is participation versus norgzditici
that combines absence and refusal. Standard errors for the estimates fregnetbsgans
are estimated using the stratified Jacknife replication variance methedglki and Rao
1981),assuming two PSUs per stratum, which account for a complex sample design with
multiple stages of sampling, unequal selection probabilities, and complextwwgig
procedures. Replicate weights are provided by NCES (Roey, S., et al., 2005).

The official HSTS-linked NAEP estimates reported by NCES are céclissing
a set of eight weights that incorporate school and student nonresponse: NAEP-linked
student base weight, school trimming adjustment factor, school nonrespnse adjustment
factor, school substitution adjustment factor, year-round school adjustment factentst
nonresponse adjustment factor, student trimming adjustment factor, and posticatifi

adjustment factor. Below are brief descriptions of each component of seight

- NAEP-linked student base weighteflects a student’s overall probability of
being selected for the HSTS 2000.
- School trimming adjustment factor is a weighting adjustment procedure that

involves detecting and reducing extremely large school weights. Unukargk

weights can seriously inflate the variance of survey estimatésas weighted means.
- School nonrespnse adjustment factonflates the weights of schools that

participated in the HSTS 2000 to account for eligible schools that did ricigete.
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School nonresponse leads to the loss of sample data that must be compeniated fo
the weights. Similar to the school trimming procedure, the purpose of the
nonresponse adjustment procedure is to reduce the mean square error of survey
estimates.

School substitution adjustment factoradjusts for the difference in grade
enrollment prior to sampling between the participating substitute sahdots
corresponding original school that it replaced.

Year-round school adjustment factorapplies only to students in year-round
schools, where only a portion of the total student body was in school at any give
point in time. The year-round adjustment factor inflated the weightctouat for
students who were on break at the time of student sampling.

Student nonresponse adjustment factoinflates the weights of “responding”
students to account for “nonresponding” eligible students.

Student trimming adjustment factor is done to detect and trim extremely large
weights at the student level. Large student weights generallyeg$tdm
compounding nonresponse adjustments at the school and student levels coupled with
low to moderate probabilities of selection at the various stages pfisgnmAs with
school trimming weights, the purpose of the trimming student weightsowaduce
the effect of unusually large weights on survey estimates. Trimmaygintroduce a
small bias but is designed to reduce the mean square error of sampdesstim
Post-stratification adjustment factor is a weighting procedure that adjusts the
weights of sample cases so that the weighted sample distributiensigrtie as some
known population distribution, the Current Population Survey in case of the HSTS

study.
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My analysis includes all weighting components except the last two to make
analysis comparable and less susceptible to errors. Student trimming aedfustinch
is designed to reduce mean square error of sample estimates, in fact irstiepOiase
according to the HSTS Technical Report. In HSTS-linked NAEP, student trimming
affects weights of just a few samples whose effect on mean square erobnecessarily
positive. Poststratification adjustment is a procedure to adjust the wefgaisple
cases such that the weighted sample distribution is the same as some knowropopulat
distribution. The control total is based on the Current Population Survey data. NCES has
stopped using this adjustment as it is not possible to derive reliable countsgrdars
from the CPS data. Thus weights in my research are based on the remaining six
weighting components. My weights substitute student nonresponse adjustnoent fact
with the response propensity based weight that is derived from multivariegiclog
regression models guided by constructs and proxy measures of sociainsbiabry.

| perform analysis with WesVar to properly account for the complex niatjes
clustered NAEP sample design, which cannot be handled by standard statiskagkega
such as SAS or SPSS. Chart A-4 in Appendix illustrates WesVar steps | kawvéotae-
estimate NAEP scale scores for the 2000 mathematics and sciencejvelsp&ath
alternative nonresponse adjustment weights | develop based on response propensity. As
described in Chapter on research methodology, WesVar allows us to generdte NAE
scale scores based on Item Response Theory and scale score distributistns atede

for a group of students by key background variables such as gender and raxg/ethni
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5. Results

My analysis begins with bivariate analysis to understand the extent th adub
social isolation variable is associated with nonparticipation in NAEP. | th@arexhe
extent to which a set of variables of social isolation is likely to affadicipation in
NAEP in order to identify a model that is robust enough to predict participation owtcome
in NAEP. Lastly I evaluate the impact on NAEP estimates of alteenaonresponse
adjustment weighting that is developed from the final nonparticipation propemsuel

| find to be most fitting to the NAEP data.

5.1. Bivariate Analyses

Bivariate analyses are the first step to testing participation hgpes based on
social isolation theory. At student level, the analysis of participation outcome i
performed by proxy student-level measures of social isolation as fokbtweent’s
race/ethnicity, eligibility for national school lunch program (NSLP), andestu
achievement variables as measured by experience of taking advancenatather
science courses, the number of Carnegie credits, and GPA. At school levepaiantici
outcomes are analyzed by school-level proxy measures of social isotafalowas:
urbanicity of school location, school type (public vs. private), school size mddsure
school enrollment, and school climate measures that include problem with gang
activities, teacher absenteeism, and parental support of student achievemenmu. Cont
variables are also included for analysis such as gender, census region of seitioal, loc

and NAEP assessment students complete.
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In Table 2, | present participation outcome rates for the 2000 NAEP atijfzade
The table shows rates of being assessed, absence, and refusal by studéoeiodnd sc
variables. The table indicates that the overall rates of participatiobé€ireg, assessed)
offer support confirming the social isolation hypothesis. Race/ethmsdibyind to be a
factor for determining the rate of participation in NAEP; black 12tdeysaare, overall,
less likely to participate in NAEP. The most notable pattern is the higher student
performance of 12graders as measured by GPA and Carnegie credits, the more likely
their participation in NAEP.

It is notable that students attending urban schools are about 19 percentage points
less likely to participate in NAEP than students attending rural schoolsftigedders
attending large (i.e., school enrollment > 900) public schools located in urbanrareas a
less likely to participate in NAEP. Students attending private schools are about 20
percentage points more likely to participate than students attending public schexds. H
are consistent patterns of participation difference evaluatedelagures of school culture.
Students attending schools suffering from problems with gang activitidgeactter

absenteeism are less likely to participate in NAEP.
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Table 2. Weighted Proportion o f student participation status in the
linked to the

2000 NAEP grade 12 mathematics and science samples
chool variables

2000 high school transcript study, by student and s

Assessed Refusal | Absent
Overall 75.1% 9.6% 15.3%
Student Correlates
Race/ethnicity White 76.0% 9.5% 14.6%
Black 69.8% 12.4% 17.8%
Hispanic 75.9% 7.2% 16.9%
Other race 75.9% 10.4% 13.7%
Taking Advanced No 76.3% 9.6% 14.1%
Mathematics Yes 81.7% 6.0% | 12.2%
No records 55.5% 13.3% 31.3%
Taking Advanced Science No 76.5% 9.5% 13.9%
Yes 79.6% 6.9% 13.5%
No records 55.5% 13.3% 31.3%
Carnegie Credits <24 68.3% 14.9% 16.8%
24-28 78.6% 7.8% 13.6%
> 28 81.9% 7.0% 11.1%
No records 55.5% 13.4% 31.1%
GPA <=2.00 60.1% 12.9% 27.0%
2.01-3.00 74.7% 9.6% 15.7%
3.01-4.00 79.6% 8.7% 11.7%
Others 86.7% 7.2% 6.1%
Eligibility for National School  Ineligible 75.8% 10.1% 14.1%
Lunch Program Eligible 76.5% 8.8% | 14.7%
Unknown 72.7% 8.9% 18.4%
School Correlates
School Location Urban 67.4% 13.6% 19.0%
Suburban 74.1% 9.7% 16.3%
Rural 86.1% 5.0% 8.9%
School Type Public 73.4% 10.4% 16.2%
Private 93.8% .8% 5.4%
School Enroliment <500 88.5% 3.3% 8.3%
500 - 900 89.0% 4.4% 6.5%
> 900 70.7% 11.8% 17.5%
No records 61.1% 13.4% 25.6%
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Continued - Table 2. Weighted Proportion o f student participation

status in the 2000 NAEP grade 12 mathematics and sc

linked to the 2000 high school transcript study, by

ience samples

student and school

variables
Assessed Refusal Absent
Social psychological school climate
variables
Problem with gang activities Serious or 65.6% 14.5% 19.9%
moderate
Minor or not a 76.9% 9.0% 14.2%
problem
No records 60.6% 14.1% 25.3%
Teacher absenteeism Serious or 72.0% 12.3% 15.8%
moderate
Minor or not a 77.7% 8.5% 13.8%
problem
No records 61.2% 12.8% 26.0%
Parental support of student Very or 76.4% 9.0% 14.6%
achievement somewhat
positive
Somewhat or 75.5% 10.5% 14.0%
very negative
No records 58.8% 15.7% 25.5%
Other Control Variables
Student gender Male 74.5% 10.2% 15.3%
Female 75.7% 9.1% 15.2%
Census Region of school Northeast 77.5% 6.9% 15.6%
Midwest 77.8% 8.6% 13.5%
South 77.8% 8.4% 13.8%
West 64.3% 15.7% 20.0%
NAEP Assessment Student Mathematics 76.6% 8.5% 15.0%
Completed
Science 74.0% 10.5% 15.5%

NOTE: N is 20549. Except for rounding error, the numbers in each row
sum to 100.0 percertther race/ethnicity includes Asian-Pacific

American and American Indian.
SOURCE: U.S. Department of Education, National Center for Education
Statistics, High School Transcript Study (HSTS), 2000; U.S. Department of
Education, National Center for Education Statistics, National Assessment of
Educational Progress (NAEP) 2000 Science Assessment; U.S. Department
of Education, National Center for Education Statistics, National Assessment
of Educational Progress (NAEP) 2000 Mathematics Assessment.
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A notable exception is that the proportion at a school of students in National
School Lunch Program, a proxy measure of socio-economic status, is found not to be
associated with NAEP participation by 12th graders. Another notable excepthat
the participation rate of Hispanic and Asian/Pacific students is comp#oahigt of
White students. Gender does not appear to be associated with NAEP participation.
Twelfth graders attending schools in the West region of census arelelysta
participate in NAEP.

When one turns to the two important sequential components of nonparticipation
in NAEP, he finds that contribution of student absence (i.e., noncontact) to
nonparticipation is serious by a factor of about 3 to 2, compared to refusal (i.e.,v55.3%
9.6%). As explained in a previous sectior" §Paders’ absence in NAEP assessment
happens for various reasons including temporary (less than two weeks) or long-term
depending on the nature of illness; and refusal occurs wiegrader refuse to
participate in the assessment before being given a NAEP assessmentdroskien
parents refuse on behalf their children by notifying school of their unwillingonesdkw
their children to participate in NAEP. Table 2 indicates that Black 12tteggare more
likely to be absent and to refuse as well, compared to other race/ethrocipsgrThe
refusal rate by black students is about twice as high as that by Hispaupsg Overall
rates of absence and refusal provide evidence to support social isolation hypotheses
Students attending large public schools in urban area are more likely to be atisent. |
notable that students attending urban schools are about twice as likely to bgetbsent
three times as likely to refuse, compared to students attending rural sché@s.| Wrn

to measures of school culture, it seems that the contribution of absence to
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nonparticipation stands out. The rates of absence are comparable among stuaents whe
looking at school culture related to gang activities, teacher absentesid parental

support of student achievement. However, the rates of NAEP refusal among students
attending schools troubled with gang activities, and teacher absenteeiganarally

higher than those attending schools with relatively less school-wide problems.

5.2. Multivariate Logistic Analysisto Construct Response Propensity Models

An alternative nonresponse adjustment factor | develop for NAEP takes
advantage of the final multivariate logistic regression model tfmvs\us to incorporate
a set of student- and school-predictors of response. Response propensity sedi@s | us
developing alternative nonresponse adjustment are derived from the final matkivar
logistic regression model | find robust and social isolation theory driven. egderris
reminded that multivariate analysis models are constructed to evaluatiette eff
individual factors on participation outcomes in NAEP, while holding other factors

constant.

5.2.1. Multivariate Logistic Models

| begin multivariate modeling to predict (non)response by using data from
students sampled for NAEP mathematics and science in 2000, and continue estimating
models for mathematics and science, respectively.

Table 5-2-1 summarizes the estimates from each of the logistessemn models
with mathematics and science NAEP participation outcomes as dependdrieaea

assessed = 1; refusal/absent = 0), beginning with a basic model of the c@Eht N
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practice, an expanded model, and the full model. The overall model fits as megsured b
2 log likelihood in the last row indicate that an expanded model is an improvement over
the basic model and the final full model is also a significant improvement oversike ba
model as well as the expanded model.

A basic model including only NAEP frame variables including race/atiirand
gender indicates that race/ethnicity is a strong predictor of NAERipation.
Compared to White students, the odds of Black students being a participant (bg looki
at the third column for the first model) are estimated to be about 28 percent lower,
beyond and above what a set of variables in this model can account for including gender,
eligibility for national school lunch program, school type, and census region of school
location. For Hispanic students, the odds of NAEP patrticipation are about 11 percent
higher than for White students, again beyond and above what key predictors in this basic
model can account for. Students attending private schools are extremely mypte like
participate in NAEP than their counterparts attending public schools. Geodragation
of schools 19 graders attend appears to be a significant predictor of participation in
NAEP. Students attending schools in the West region are much less likely tgpatatici

than those attending schools in the Northeast region.

58



Table 5-2-1. Effects of Social Isolation indicators on Part

icipation in NAEP Mathematics and Science

assessed = 1; not assessed =0) - 2000 NAEP and Hig h School Transcripts Study, Grade 12

Basic Model with Current Practice

Expanded Model with  Student

Achievement Variables

Full Model with School Culture
and Control Variables

B S.E. Exp(B) B S.E. Exp(B) B S.E. Exp(B)
Intercept -1.031* .153 .357 - 728* 157 .483 -.861* .168 423
Female .019 .033 1.019 -.059 .034 .942 -.053 .034 .949
Race/ethnicity (ref=white)
Black -.326* .045 722 -.195* .047 .823 .043 .050 1.044
Hispanic .101* .047 1.106 .236* .049 1.266 A439* .050 1.552
Others .308* .068 1.361 .333* .069 1.396 .500* .071 1.648
National school lunch
program (ref=Ineligible)
Eligible for school lunch .077 .046 1.080 .145* .047 1.156 172* .050 1.188
Unknown -.394* .041 674 -.329% .042 .720 -.309* .044 734
Private school 1.959* 133 7.093 1.843* 134 6.314 1.734* .140 5.665
Census region (ref = NE)
Midwest 131* .059 1.140 112 .060 1.118 -.118 .063 .889
South A420* .051 1.522 .339* .052 1.404 .215* .054 1.240
West -.250* .054 779 -.224* .055 .799 -.238* .057 .788
Took advanced courses in .013 .059 1.013 .181* .060 1.198
Math or Science
Carnegie credits (ref = 24-
28)
Low # CC (16-23) -.352% .042 .703 -.223* .043 .800
High # CC (>=29) .208* .052 1.232 .149* .053 1.160
No CC records -.750* .086 AT72 -.590* .088 .554
GPA (2<ref <=3)
Low GPA <=2.0 -.180* .074 .835 -.242* .076 .785
High GPA > 3.01 .141* .041 1.152 .130* .042 1.139
GPA not reported .529* .201 1.698 .320 .206 1.377
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Continued - Table 5-2-1. Effects of Social Isolation indicators on Part icipation in NAEP Mathematics and Science
assessed = 1; not assessed =0) - 2000 NAEP and Hig h School Transcripts Study, Grade 12
Expanded Model with  Student Full Model with School Culture
Basic Model with Current Practice Achievement Variables and Control Variables
B S.E. ‘ Exp(B) B S.E. | Exp(B) B S.E. ‘ Exp(B)
Urbanicity of school
location (ref = urban)
Suburban .162* .038 1.176
Rural .824* .062 2.280
School enrollment (ref =
large enrollment > 900)1
Enroliment < =500 .438* .083 1.549
Enrolliment (501-900) .868* .071 2.382
More problem with gang .067 .064 1.069
activities®
More problem with -.274*% .043 .760
teacher absenteeism®
Less parental support of -.178* .057 .837
student achievement®
School-level information -.648* .055 .523
incomplete2
Negative 2 Log Likelihood | 22691.606 22187.609 21363.25

Note: N is 20549. * significant at p <.05. 1. Samples with item missing data are addegkferthrece group of the

majority. 2. School-level information incomplete is a dichotomous variable teat@s to capture pattern of item missing in
the following four variables: school enrollment, problem with gang actiyjiedlem with teacher absenteeism, and parental
support of student achievement. The reference group (0) is where all four vaakblealid data; the other group (1) is
where any of four variables is missing.
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In the expanded model, | add student-level proxy measures of social isolation
such as student achievement variables (Carnegie credits, GPA, anchthkanged
courses in mathematics or science), which | suspect be the covariates oAE#th N
achievement estimates and participation propensity.

The most notable finding in the expanded model is that the higher student
academic performance (as measured by the number of Carnegie credignth&
more likely the student is to participate in NAEP assessment. Compared tdstude
earned Carnegie credits of 24 -28, 12th graders who have taken at least 28&Carneg
credits are about 23 percent more likely to participate in NAEP, and students who have
taken less than 24 Carnegie credits are about 30 percent less likelydipgtarti GPA
showed a comparable power of predictability. This effect on NAEP ppeticn of
academic measures of Carnegie and GPA holds even when such student cliasaateris
gender and race/ethnicity are controlled for. Race/ethnicity sustairpxhiés of
predicting NAEP patrticipation yet at a level about 10 percentage poirgs fban it was
in the basic model. When compared to students ineligible for NSLP, studeriike d¢bgi
national school lunch program are more likely to participate, and students whose
eligibility is unknown are less likely to participate. The status of takingramed courses
in mathematics or science is not a useful predictor of participation outcome.

| have taken one more critical step of introducing into my model additional
school-level proxy measures of social isolation, such as urbanicity of schoaigcati
enrollment size, and school culture as measured by social psychological peroépti
problem with gang activities, teacher absenteeism, parental support of student

achievement. Census classification of school region is also added as a coatotd.var
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This full model also includes school-level information incompleteness, a dichotomous
variable that attempts to capture pattern of item missing in the followurg/&riables:
school enroliment, problem with gang activities, problem with teacher absentesid
parental support of student achievement. The reference group (0) is where all four
variables take valid data; the other group (1) is where one or more vatekdeanissing
values. This additional variable is created to treat concerns with muftezoily | have
observed among the four variables and to keep all eligible cases in thevihaiy
resorting to list-wise deletion of cases with missing values.

Interestingly, estimates of the full model in Table 5-2-1 demonstrate th
academic measures of Carnegie credits and GPA both sustain their pgwnesticting
participation status beyond what a set of proxy measures of student and school-level
social isolation accounts for participation outcome. School culture measueesioéit
absenteeism and parental support both are likely predictors of NAEP paditipAti
social psychological measure of problem with gang activities at school isumat fo be
a useful predictor of participation outcome. When one turns to look into the effect of
student-level variable, one finds that Hispanic ethnicity sustains its pdweedicting
NAEP participation outcome; being a Black student is no longer a factordiairarg
the outcome. Eligibility for school lunch program continue its power of predicting
participation outcome, although it is in the opposite direction of my hypothesis that
students eligible for NSLP are less likely to participate in NAEP. Irashtamong 1?2
graders whose eligibility for NSLP is unknown, they are found to be lesg tikel
participate in NAEP when compared to those ineligible for NSLP. Considerirg thes

mixed findings, one cannot properly infer how the NSLP variable affecisipation
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outcome. Further difficulty of making inferences from these mixed findings isodue
serious concerns over the years about the reliability of NSLP as ampeasure of SES.
Nevertheless, | keep this student-level variable as it is the only proxgurneeaf SES
which is available despite its measurement problem.

When one examines the effect of school-level variables in the full model,
urbanicity of school location is likely to account for participation outcome such that
compared to students attending urban schools, students attending suburban schools are
more likely to participate in NAEP, and students attending rural schools are much more
likely to participate. It appears that the effect on participation of schw(&s measured
by 12th grade enrollment) is more complex, perhaps curvilinear. Studemisi radt
small schools (less than 500 enrollment) were about 50 percent more likelydipaizrt
compared to students attending large schools (i.e., enrollment of greater tharn800).
coefficient for medium schools (i.e., enroliment of 501-900) indicates studesridiat
moderate size of schools are much more likely to participate than studemdingttarge
schools.

It is notable that the indicator of school-level information incompletenessrmistai
its power of predicting participation outcome. The reader is reminded that it
dichotomous variable that captures pattern of item missing in the following four
variables: school enroliment, problem with gang activities, problem with teacher
absenteeism, and parental support of student achievement. The reference group (0) is
where all four variables take valid data; the other group (1) is where one or more
variables take missing values. This composite variable is created tooneatns with

multicollinearity | have observed among the four variables and keepgatlelcases in
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the study without resorting to list-wise deletion of cases with missings/alliais
composite variable suggests that compared to students attending schools providing all
valid information for the four school variables, students attending schools providing
invalid data for one or more of school variables are about 48 percent less likely to
participate in NAEP.

Census region of school location is found to be a significant control variable.
Compared to students attending schools in the Northeast as classified by thé nationa
census, students attending schools in the West are about 20 percent less likely to
participate. It reminds us of the similar pattern in bivariate analyisisontrast, students
in the South are more likely to participate than students in the Northeast.

Tables 5-2-2 and 5-2-3 summarize estimates from the logistic regressiols,mode
this time with student participation in mathematics and science, respgctsel
dependent variable. These models continue including a basic model with the current
NCES practice, an expanded model, and the full model. When evaluating the final full
model for explaining participation outcome in mathematics and science, resiyecine
would find that most of the social isolation variables | have used (e.g., Gaonedits,
school culture measure, school size, urbanicity of school location, race/g)hmasie
statistically significant effects in each of these multivariaterhdtels. Interestingly, the
indicator of school-level information incompleteness sustains its power otfmegdi
subject-specific participation outcome. A notable exception in the matlesM&EP
participation model is that Carnegie credit, not GPA, sustains its power oftprgdi
mathematics participation outcome (i.e., the greater number of Carnedjies d2th

graders earned, the more likely their participation in mathematics NveitiRl be).
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In the multivariate final full model for explaining Science NAEP parétion,
there are a couple of exceptions to address: 1) students whose eligibiNi$LP are
unknown are found to be less likely to participate than those ineligible for NSLP, and
students eligible for NSLP are not significantly different from studeretggible
regarding their participation in science NAEP, and 2) GPA sustaingthear of
predicting participation outcome in science with Carnegie credits holdipgadicting

power more among poor performing students.
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Table 5-2-2. Effects of Proxy Measures of Social Isolation on Participat
(assessed = 1; not assessed =0) - 2000 NAEP and Hig h School Transcripts Study, Grade 12

ion in NAEP Mathematics

Basic Model with Current

Expanded Model with  Student

Full Model with School Culture

Practice Achievement Variables and Control Variables

B S.E. Exp(B) B S.E. Exp(B) B S.E. Exp(B)
Intercept -1.027* .230 .358 -.762* .236 467 -.825* .254 438
Female -.026 .050 .975 -.093 .051 911 -.097 .052 .908
Race/ethnicity
(ref=white)
Black -.339* .069 712 -.224* .071 .799 .032 .076 1.032
Hispanic 122 .073 1.130 .259* .075 1.296 A479* .078 1.615
Others .305* .105 1.357 .336* 107 1.399 .526* .110 1.693
National school lunch
program
(ref=Ineligible)
Eligible for school .151* .072 1.163 .232* .073 1.261 .297* .077 1.345
lunch
Unknown -.371* .063 .690 -.316* .064 729 -.280* .067 .756
Private school 2.070* .198 7.922 1.963* .200 7.123 1.789* 211 5.986
Census region (ref =
NE)
Midwest .106 .091 1.112 .078 .092 1.081 -.192* .097 .826
South A17* .078 1.517 .328* .081 1.388 .195* .084 1.215
West -.218* .082 .804 -.192* .085 .825 -.217* .088 .805
Took advanced 121 .093 1.129 .291* .096 1.338
courses in Math or
Science
Carnegie credits (ref
= 24-28)
Low # CC (16-23) -.308* .064 .735 =177 .066 .838
High # CC (>=29) 272* .080 1.313 .176* .083 1.192
No CC records -.906* 131 404 -.739* 134 478
GPA (2<ref <=3)
Low GPA <=2.0 -.083 113 .920 -.164 115 .849
High GPA > 3.01 122 .064 1.129 117 .065 1.124
GPA not reported 391 .310 1.479 .209 317 1.232
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Continued - Table 5-2-2. Effects of Proxy Measures of Social Isolation

on Participation in NAEP Mathematics

(assessed = 1; not assessed =0) - 2000 NAEP and Hig h School Transcripts Study, Grade 12

Basic Model with Current

Expanded Model with  Student

Full Model with School Culture

Practice Achievement Variables and Control Variables
B S.E. ‘ Exp(B) B S.E. Exp(B) B S.E. Exp(B)
Urbanicity of school
location (ref = urban)
Suburban .260* .059 1.297
Rural .834* .096 2.302
School enrollment (ref
= Iartlge enrollment >
900)
Enrollment < =500 446* 123 1.562
Enrollment (501-900) 1.045* 117 2.844
More problem with .039 .097 1.040
gang activities™
More problem with -.374* .065 .688
teacher absenteeism®
Less parental support -.244* .087 .783
of student
. 1
achievement
School-level -.711* .083 491
information
incomplete2
Negative 2 Log 9806.326 9562.652 9152.814
Likelihood

Note: N is 9,163. * significant at p <.05. 1. Samples with item missing data are addeckterthrece
group of the majority. 2. School-level information incomplete is a dichotomous vahablgttempts to

capture pattern of item missing in the following four variables: school event| problem with gang

activities, problem with teacher absenteeism, and parental support of studemt@emt. The reference
group (0) is where all four variables take valid data; the other group (1) ie e of four variables is

missing.

67



Table 5-2-3. Effects of Proxy Measures of Social Isolation

on Participation in NAEP  Science

(assessed = 1; not assessed =0) - 2000 NAEP and Hig h School Transcripts Study, Grade 12

Basic Model with Current

Expanded Model with  Student

Full Model with School Culture

Practice Achievement Variables and Control Variables

B S.E. Exp(B) B S.E. Exp(B) B S.E. Exp(B)
Intercept -.998* .205 .369 -.666* .210 .514 -.855* .223 425
Female .053 .043 1.054 -.036 .044 .965 -.025 .045 .975
Race/ethnicity
(ref=white)
Black -.316* .060 .729 -.174*% .062 .840 .051 .066 1.052
Hispanic .084 .062 1.088 .216* .064 1.242 .410* .066 1.507
Others .313* .089 1.367 .337* .091 1.401 .491* .093 1.633
National school
lunch program
(ref=Ineligible)
Eligible for school .023 .061 1.023 .087 .062 1.090 .086 .065 1.090
lunch
Unknown -.414* .054 .661 -.341* .055 711 -.332* .058 .718
Private school 1.842* 179 6.310 1.718* .180 5.574 1.668* .188 5.303
Census region (ref =
NE)
Midwest .148 .079 1.159 .136 .080 1.146 -.067 .083 .935
South 420 .067 1.522 .344* .068 1.411 .223* .071 1.250
West -.278* .071 757 -.253* .073 777 -.263* .076 .769
Took advanced -.058 .076 .943 .108 .078 1.115
courses in Math or
Science
Carnegie credits (ref
= 24-28)
Low # CC (16-23) -.387* .056 .679 -.258* .057 773
High # CC (>=29) .164* .067 1.179 .129 .069 1.138
No CC records -.626* 115 .535 -.467* .118 .627
GPA (2<ref<=3)
Low GPA <=2.0 -.258* .099 773 -.307* 101 .735
High GPA > 3.01 .158* .055 1.171 141 .056 1.152
GPA not reported .635* .265 1.886 410 271 1.506
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Continued - Table 5-2-3. Effects of Proxy Measures of Social Isolation on Participation in NAEP  Science
(assessed = 1; not assessed =0) - 2000 NAEP and Hig h School Transcripts Study, Grade 12

Basic Model with Current Expanded Model with  Student Full Model with School Culture
Practice Achievement Variables and Control Variables
B S.E. ‘ Exp(B) B S.E. Exp(B) B S.E. Exp(B)

Urbanicity of school
location (ref = urban)
Suburban .090 .051 1.094
Rural .833* .083 2.299
School enroliment
(ref = large
enrollment > 900)1
Enroliment < =500 410* 112 1.506
Enrollment (501- .755* .091 2.127
900)
More problem with .092 .084 1.097
gang activities
More problem with -.198* .056 .820
teacher

- 1
absenteeism
Less parental -.137 .077 .872
support of student
achievement"
School-level -.607* .073 .545
information
incomplete2
Negative 2 Log 12863.35 12593.83 12158.36
Likelihood

Note: N is 11,386. * significant at p <.05. 1. Samples with item missing data are addecteréree
group of the majority. 2. School-level information incomplete is a dichotomous \eatitblattempts to
capture pattern of item missing in the following four variables: school erent| problem with gang
activities, problem with teacher absenteeism, and parental support of studemtmemt. The reference
group (0) is where all four variables take valid data; the other group (1) ie ehgiof four variables is
missing.




5.2.2. Multivariate Analysis of Components of Response: Contactability and @boper

Rate

Tables 5-2-4a and 5-2-4b summarize two related models — a contact model and a
cooperation model conditional on contact — using the final full model that incorporates
key explanatory variables at both student- and school-level, including acadeasares
and school climate variables. The dependent variable in the contact model indi¢ates tha
the sampled ®grader was contacted in the pre-assessment phase and in turn explicitly
refused or participated in the assessment phase, or was not contacted. (dihgent)
dependent variable in the cooperation model indicates that the contacted student
participated in or refused NAEP assessment, thus excluding non-contacted abse
students from analysis. By comparing the extent to which a set of student- and school-
level variables affects the outcome variable of contact or cooperatipiprethe
underlying mechanism of how social isolation variables of my choice would be robust

enough to explain participation behavior oF‘Iﬁaders in NAEP.
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Table 5-2-4a Full Model - Effects of Proxy Measures of Social Isolation on Contact

and Cooperation in NAEP Mathematics

and Science , Grade 12

Contact Model
Contact (assessed and

Cooperation, conditional on

contact Model

refusal) = 1 Assessed = 1

B S.E. Exp(B) B S.E. Exp(B)
Intercept .256 .185 1.292 -1.061* 410 .346
Female -.111* .040 .895 .035 .050 1.036
Race/ethnicity (ref=white)
Black 127* .058 1.135 -.075 .071 .928
Hispanic .165* .057 1.179 737* .078 2.089
Others .345* .084 1.412 .615* .104 1.850
National school lunch
program (ref=Ineligible)
Eligible for school lunch .057 .058 1.059 .301* .074 1.351
Unknown -.480* .050 .619 -.026 .065 974
Private school 1.369* .150 3.930 2.755* .388 15.725
Census region (ref = NE)
Midwest -.197* .072 .822 -.023 .097 977
South .144* .063 1.154 .298* .080 1.348
West -.009 .066 .992 -.461* .084 .631
Took advanced courses in .012 .071 1.012 .360* .092 1.434
Math or Science
Carnegie credits (ref = 24-
28)
Low # CC (16-23) -.040 .051 .960 -413* .062 .662
High # CC (>=29) .130* .064 1.139 142 .081 1.153
No CC records -.442* .099 .643 -.617* .130 .540
GPA (2<ref <=3)
Low GPA <=2.0 -.281* .086 .755 -.179 112 .836
High GPA > 3.01 .295* .051 1.344 -.097 .062 .907
GPA not reported .852* .285 2.344 -.342 271 .710

71



Continued - Table 5-2-4a Full Model - Effects of Proxy Measures of Social Isolation
on Contact and Cooperation in NAEP Mathematics _ and Science , Grade 12
Contact Model Cooperation, conditional on
Contact (assessed and contact Model
refusal) = 1 Assessed = 1
B ‘ S.E. ‘ Exp(B) B S.E. | Exp(B)
Urbanicity of school location
(ref = urban)
Suburban .080 .045 1.083 .246* .055 1.279
Rural .605* .074 1.831 1.017* .099 2.764
School enrollment (ref =
large enrollment > 900)
Enroliment < =500 .293* .094 1.340 .631* .148 1.880
Enrollment (501-900) .906* .088 2.474 707* .108 2.028
More problem with gang .099 .076 1.104 .042 .088 1.043
activities
More problem with teacher -.159* .050 .853 -.369* .061 .691
absenteeism
Less parental support of -.012 .069 .988 -.348* .079 .706
student achievement
School-level information -.578* .060 .561 -.542* .081 .582
incomplete
Negative 2 Log Likelihood 16939.4 11199.86

Note: N is 20,549 for the contact model and 17,200 for the cooperation model.
* significant at p < .05.



In Table 5-2-4a, | summarize effects of social isolation variables on t@amzc
cooperation conditional on contact, respectively. This table, where pdrtinipa
mathematics or science is combined, is quite revealing in showing the corsfifgeintn
both contact and cooperation of social isolation variables which include the following:
race/ethnicity, academic indicators as measured by Carnedite nreasures of school
culture, school urbanicity and size, and incompleteness of school-level information.

Hispanics, not Blacks, are more likely to be contacted and cooperating than White
students. Students attending private schools have higher contact rates andgirerch hi
cooperation rates than those attending public schools. Students attending rural schools
have higher contact and cooperation rates than those attending urban schools. Students
attending schools more troubled with teacher absenteeism have lower contact and
cooperation rates than those less troubled with teacher absenteeism.

The two sequential outcomes of participation suggest that GPA is gemaoady
useful in predicting contactability than cooperation rate, whereas @armredit is more
helpful for predicting contact rate among high performing students andeidiciing
cooperation rate among low performing students. School culture measures including
perception of parental support of student academic achievement, and teacheesinsent
are all fine predictors of cooperation rates, whereas only teacher alsantea fine
predictor of contactability in NAEP. The indicator of school-level inforomat
incompleteness continues its power of predicting both contactability and coopesad

among 12 graders sampled for NAEP.
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Table 5-2-4b Full Model - Effects of Proxy Measures of Social Isolation on Co
(assessed = 1; refusal/absent =0) - 2000 NAEP and H

Contact Model

Mathematics

Cooperation, conditional on
contact Model

igh School Transcripts Study, Grade 12

Contact Model

ntact, and Cooperation in NAEP  Mathematics and Science

Science
Cooperation, conditional on
contact Model

B S.E. Exp(B) B S.E. Exp(B) B S.E. Exp(B) B S.E. Exp(B)
Intercept .263 .275 1.301 -2.080* 1.033 125 273 .251 1.314 -.686 .457 .503
Female -.131* .061 877 -.029 .079 971 -.100 .053 .905 .075 .065 1.078
Race/ethnicity
(ref=white)
Black .192* .089 1.212 -.186 111 .830 .074 .077 1.077 .003 .093 1.003
Hispanic .260* .089 1.297 .710* 123 2.034 .090 .075 1.094 .758* 102 2.135
Others .323* .128 1.381 .710* .168 2.033 .376* 112 1.456 .557* 132 1.746
National school lunch
program
(ref=Ineligible)
Eligible for school 217* .091 1.243 .347* 116 1.415 -.054 .076 .947 .267* .096 1.306
lunch
Unknown -.453* .076 .636 .006 .102 1.006 -.504* .066 .604 -.045 .085 .956
Private school 1.346* .218 3.843 3.996* 1.011 54.403 1.373* .207 3.947 2.232* 423 9.314
Census region (ref =
NE)
Midwest -.305* .108 737 -.007 .158 .993 -.113 .096 .893 -.031 124 .969
South 124 .096 1.132 .292* .128 1.339 .150 .083 1.162 .305* .103 1.357
West .027 101 1.028 -.484* 132 .616 -.040 .088 .960 -.457* .108 .633
Took advanced .139 113 1.149 .436* .149 1.546 -.072 .092 931 .305* 117 1.357
courses in Math or
Science
Carnegie credits (ref =
24-28)
Low # CC (16-23) -.029 .078 .972 -.357* .096 .700 -.049 .068 .952 -.452* .080 .637
High # CC (>=29) .138 .098 1.148 192 131 1.211 127 .084 1.136 113 .103 1.120
No CC records -.578* .149 .561 - 771* .207 463 -.322* .133 725 -.515* .169 .597
GPA (2<ref<=3)
Low GPA <=2.0 -.226 .130 .798 -.069 179 .934 -.332* .115 717 -.257 144 774
High GPA > 3.01 .319* .078 1.376 -174 .097 .840 .278* .067 1.320 -.047 .080 .955
GPA not reported .440 .385 1.553 -.196 484 .822 1.237* 429 3.444 -.396 331 .673
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Continued - Table 5-2-4b Full Model - Effects of Proxy Measures of Social Isolation on Co

Science (assessed = 1; refusal/absent =0) - 2000 NAEP and H
Mathematics
Cooperation, conditional on

Contact Model

contact Model

Contact Model

Science
Cooperation, conditional on

contact Model

ntact, and Cooperation in NAEP  Mathematics and
igh School Transcripts Study, Grade 12

B S.E. Exp(B) B S.E. Exp(B) B S.E. Exp(B) B S.E. Exp(B)
Urbanicity of school
location (ref = urban)
Suburban .170* .068 1.186 .335* .087 1.397 .011 .059 1.011 .185* .072 1.203
Rural .610* 111 1.840 1.087* .160 2.966 .619* .099 1.857 977* 126 2.657
School enrollment (ref
= large enroliment >
900)
Enrollment < = 500 AT73* .143 1.605 241 .207 1.273 131 126 1.140 .951* .215 2.589
Enrollment (501-900) .876* 133 2.400 1.288* .219 3.627 .928* 119 2.528 462* 126 1.588
More problem with .154 117 1.167 -.059 134 .943 .065 .099 1.067 121 118 1.129
gang activities
More problem with -.222* .076 .801 -.509* .095 .601 -.108 .066 .897 -.272% .080 .762
teacher absenteeism
Less parental support -.146 .102 .864 -.302* 125 740 .094 .096 1.099 -.391* .103 .676
of student
achievement
School-level -.632* .091 .532 -.599* 125 .549 -.543* .081 .581 -.500* .107 .607
information
incomplete
Negative 2 Log 7351.69 4588.944 9552.459 6548.946

Likelihood

Note: N is 9,163 for mathematics and 11,386 for science. * significant at p < .05.
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As was true with the full model that included participation in either subjéng |
in Table 5-2-4b that most “social isolation” variables tend to have statigtsegiiificant
effects in predicting contact or cooperation conditional on contact in matlkesraat
science, respectively. In mathematics NAEP, the significant poesliaf both
contactability and cooperation on contact include the following: student achievement
measured by Carnegie credits, school culture measure, race and etHigibiiityefor
NSLP, school type, and school urbanicity. The sequential outcomes of response sugges
that GPA is somewhat more useful in predicting contactability, whereags@ia credit
is more helpful for predicting cooperation rate in mathematics. School cultaseiras
including perception of parental support of student academic achievement, aed teach
absenteeism are all fine predictors of cooperation rates, whereas ohbr telasenteeism
is a good predictor of contactability in mathematics NAEP.

In science NAEP, the significant predictors of contactability and cooperation
include the following: race (Hispanics, not blacks, are more likely to be cedtact
cooperating), GPA (the lower the GPA, the lower cooperation rate), scpedlstyidents
attending private schools have higher contact and extremely higher coopextssotnan
those attending public schools), urbanicity (students attending rural schools have highe
contact and cooperation rates than those attending urban schools), school size (students
attending small schools have higher cooperation rates), and school-level ildormat
incomplete (students attending schools providing more incomplete information have
lower contact and cooperation rates). The sequential outcomes of participatiemde sc
suggest that Carnegie credit is more helpful for predicting cooperatiomoamontact

rate, in science. School culture measure of teacher absenteeism aral papgurt has
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found its only utility for predicting cooperation rate in science; none of the sculbote

measures is found to be helpful for predicting contactability in science.

5.2.3. Marginal Effects on NAEP Participation

In Tables 5-3a and 5-3b, | present the marginal probability effects | have
generated thus far from the multivariate logistic regressions withFNg#eticipation
outcomes as dependent variables. Changes in predicted rates assodiatestingt
versus not having the indicated characteristics are evaluated at théraverfar the full
NAEP-HSTS sample of mathematics and science, together and then individaaéy
on the final full logistic models of response propensity. Estimates irf"theldmn are
implied probability of contact and cooperation. Bold-faced estimatesgmiéicant at p
<.05. For example, the figure shown in the “Low # CC (16-23)” row of the “Assessed”
column in Table 5-3a indicates that, evaluated at the mean probability ofpadicic
(being assessed), having earned only 16-23 Carnegie credits lowersialeilgy of
participation by an estimated 4.5 percentage points. This estimate in bolixaligt
significant. This estimate, which is derived from the multivariate ficgiegression with
NAEP participation outcome as a dependent variable, is quite close to thedimpli
probability of contact and cooperation, negative 4.83.

The most striking result to emerge from the data in Table 5-3a is that social
isolation variables like academic indicators of Carnegie credit and GPA laoal sc
culture measures significantly impact participation rate (beisgsaed) by 2 to 5
percentage points. Interestingly, school size and type, and school-level tdarma

incomplete affect the probability to be assessed by up to 20 percentage pdiets. Ot

77



significant variables include race/ethnicity (Hispanics have highponsg rate) and
school urbanicity (students attending rural schools have higher response ragss. T
differences tend to be more affected by differences in cooperation ratel,isvthe
similar pattern observed among™graders who are more troubled with teacher

absenteeism, and lack of parental support of student achievement.

78



Table 5-3a. Marginal Effects on NAEP Participation
Cooperation conditional on contact, and Comparison

NAEP, Grade 12

(Being Assessed), Contact,
to Implied Probability: 2000 HSTS-

Predictor

(Mean of Probability)

Female

Race/ethnicity (ref=white)
Black

Hispanic

Others

National school lunch
program (ref=Ineligible)
Eligible for school lunch
Unknown

Private school

Census region (ref = NE)
Midwest

South

West

Took advanced courses in
Math or Science

Carnegie credits (ref = 24-
28)

Low # CC (16-23)

High # CC (>=29)

No CC records

GPA (2<ref <=3)

Low GPA <=2.0

High GPA > 3.01

GPA not reported

Assessed

74.08
-1.03

0.81
7.52
8.41

3.16
-6.36
20.10

-2.33
3.91
-4.82

3.32

-4.50
2.75
-12.77

-4.91
2.42
5.66

Contact

83.85
-1.57

1.64
2.11
4.15

0.76
-7.59
11.48

-2.84
1.85
-0.12

0.17

-0.55
1.69
-6.91

-4.18
3.61
8.56

Cooperation,
Conditional
on contact

87.61
0.38

-0.83
6.05
5.29

2.91
-0.28
11.50

-0.25
2.89
-5.92

3.41

-5.22
1.46
-8.38

-2.08
-1.09
-4.21

Implied
Probability of
Contact and
Cooperation

73.46
-1.06

0.73
7.05
8.29

3.13
-6.86
21.02

-2.69
4.10
-5.06

3.01

-4.83
2.73
-12.50

-5.32
221
3.61
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Continued - Table 5-3a. Marginal Effects on NAEP Participation
Contact, Cooperation conditional on contact, and Co
2000 HSTS-NAEP, Grade 12

(Being Assessed),

mparison to Implied Probability:

Predictor

Urbanicity of school
location (ref = urban)

Suburban
Rural

School enrollment (ref =
large enrollment > 900)

Enroliment < = 500
Enrollment (501-900)
More problem with gang
activities

More problem with teacher
absenteeism

Less parental support of
student achievement

School-level information
incomplete

Assessed

2.98
12.61

7.50

13.11

1.26

-5.60

-3.55

-14.15

Contact

1.05
6.63

3.59

8.93

1.29

-2.27

-0.17

-9.40

Cooperation,
Conditional
on contact

2.44
7.52

5.39
5.87
0.45
-4.59
-4.30

-7.17

Implied
Probability of
Contact and
Cooperation

2.99
12.62

7.86
13.27
151
-5.74
-3.74

-13.58

Note: Nis 20,549. Bold-faced estimates are significant at p < .05Changes in predicted rates
associated with having versus not having the indicated characteristics are evaluated at the overall rate for
the full NAEP-HSTS sample of mathematics and science, based on the final logistic models of response
propensity including both subjects. Estimates in the 4" column are implied probability of contact and

cooperation.
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Table 5-3b. Marginal Effects on NAEP Participation
Comparison to Implied Probability: 2000 HSTS-NAEP b

Predictor

(Mean of
Probability)

Female

Race/ethnicity (ref=white)
Black

Hispanic

Others

National school lunch
program (ref=Ineligible)
Eligible for school lunch
Unknown

Private school

Census region (ref = NE)
Midwest

South

West

Took advanced courses
in Math or Science

Carnegie credits (ref =
24-28)

Low # CC (16-23)
High # CC (>=29)

No CC records

GPA (2<ref <=3)
Low GPA <=2.0

High GPA > 3.01
GPA not reported

Assessed

75.49
-1.84

0.58
7.77
8.42

5.07
-5.55
19.36

-3.72
3.42
-4.24

4.98

-3.41
3.11
-15.96

-3.16
2.09
3.65

(Being Assessed), Contact,
y Subject, Grade 12

Mathematics

Contact

84.33
-1.81

2.37
3.14
3.81

2.66
-6.95
11.06

-4.46
1.57
0.36

1.74

-0.38
1.73
-9.22

-3.22
3.78
4.98

Cooperation,
Conditional
on contact

88.75
-0.30

-1.99
5.38
5.38

3.03
0.06
11.02

-0.07
2.60
-5.81

3.67
-4.08

1.78
10.25

-0.71
-1.86
-2.11

Implied
Probability
of Contact

and
Cooperation

74.84
-1.85

0.38
7.50
8.13

5.00
-6.12
20.33

-4.01
3.63
-4.60

4.71

-3.76
3.07
-15.88

-3.43
1.71
2.54

Assessed

72.93
-0.50

1.00
7.31
8.55

1.66
-7.02
20.53

-1.35
4.18
-5.50

2.09

-5.38
2.48
-10.13

-6.48
2.70
7.30

Contact

83.45
-1.42

1.00
1.20
4.56

-0.76
-8.16
11.77

-1.62
1.97
-0.57

-1.01

-0.69
1.68
-4.93

-5.11
3.49
11.11

Science

Cooperation,
Conditional
on contact

86.67
0.85

0.03
6.61
5.24

2.80
-0.53
11.71

-0.36
3.15
-6.22

3.15

-6.13
1.26
-7.14

-3.25
-0.55
-5.27

Coop eration conditional on contact, and

Implied
Probability
of Contact

and
Cooperation

72.33
-0.54

0.89
6.64
8.56

1.65
-7.47
21.34

-1.70
4.40
-5.65

1.71

-5.68
2.53
-9.89

-6.98
2.55
4.63
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Continued - Table 5-3b. Marginal Effects on NAEP Participation  (Being Assessed), Contact, Coop eration conditional on
contact, and Comparison to Implied Probability: 200 0 HSTS-NAEP by Subject, Grade 12

Mathematics Science
Implied Implied
Probability Probability
Cooperation, of Contact Cooperation, of Contact
) Conditional and Conditional and
Predictor Assessed Contact on contact Cooperation Assessed  Contact on contact Cooperation
Urbanicity of school
location (ref = urban)
Suburban 4.49 2.12 2.93 4.42 1.74 0.16 2.00 1.80
Rural 12.15 6.50 7.15 12.27 13.17 6.90 7.86 13.08
School enrollment (ref =
large enrollment > 900)
Enrollment < = 500 7.30 5.29 2.19 6.66 7.30 1.73 7.72 8.08
Enroliment (501-900) 14.26 8.48 7.87 14.84 12.21 9.28 4.50 12.21
More problem with gang
activities 0.72 1.93 -0.60 1.20 1.78 0.88 1.34 1.88
More problem with
teacher absenteeism -7.55 -3.16 -6.16 -7.80 -4.08 -1.55 -3.46 -4.19
Less parental support of
student achievement -4.80 -2.03 -3.38 -4.58 -2.79 1.26 -5.20 -3.32
School-level information
incomplete -15.29 -10.23 -7.50 -14.63 -13.44 -8.90 -6.89 -12.86

Note: Note: N is 9,163 for mathematics and 11,386 for scCieBietaced estimates are significant at p < .05Changes in predicted
rates associated with having versus not having the indicated characteristics are evaluated at the overall rate for the full NAEP-HSTS sample of
mathematics and science, respectively, based on the final logistic model of response propensity for each subject. Estimates in the 4™ column under
each subject are implied probability of contact and cooperation.



As | turn to each subject (See Table 5-3b), | continue finding that mosafsoci
isolation” variables tend to have statistically significant effecfsr@ulicting contact or
cooperation conditional on contact in mathematics and science, respectivbbth |
subjects, all else being the same, Hispanic 12th graders are mtyéolike contacted
and cooperating. As was true for the simple tabulations in bivariate analysis,
participation rates are significantly higher for students attendingtprs¢tools as
compared to public school students, for students attending schools in rural areas as
compared to urban schools, for students attending small schools (<500 and <900) as
compared to large schools (> 901), for students attending schools with less prablem w
teacher absenteeism and with more parental support of student achievement, and for
students attending schools providing more complete school information.

In mathematics NAEP alone, Carnegie credits are positively ddiate
participation of being assessed but not significantly related to contagtal®iPA shows
some positive effect on raising contact rate, but not cooperation rate, among high GP
earners. School culture measures, when they are negative, all deflatatoopates.

In science NAEP alone, GPA tends to be a significant predictor of contact and
cooperation rates, among both low and high GPA earners. Carnegie credits seem to have
less predictive power of contact and cooperation rates among better pegfetadents
(> 29). School culture measure of teacher absenteeism and parental support has found it
utility in predicting cooperation rate in science; none of the school culteasures was

found to be helpful in predicting contactability in science.
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5.3. Effect on NAEP Estimates of Alternative Nonresponse Weighting Adstments
| expect that alternative NAEP estimates derived from logisti@ssgn models of the
response propensity are in general likely to be lower than official essroat
mathematics and science. As presented so far, | observe that studentsipgtbetter,
as measured by Carnegie credits or GPA, are found to be more likely to bpgiamt
in NAEP beyond and above what a number of key correlates of participation at student
and school levels can account for. These correlates of proxy measure of satiahi$ol
have conceptualized include the following: race/ethnicity, eligibilitystdrool lunch
(proxy measure of SES), school size/location/type, school-level information
completeness, school characteristics as measured by school cultieck teeteacher
absenteeism, parental support of student achievement, and problem with gahgsactivi
| have carefully incorporated these factors into the alternative student noneegogist
| have developed by applying logistic regression.

| also expect that alternative gap scores | re-estimate by key bankigrariables
such as race/ethnicity and school type, where | observe evidence of nonresposase bia
far, are likely to be wider. It is due to the pattern of participation in NAEP kath t
better performing students are found to be more likely to participate and poonpegfor
students are less likely to participate, beyond and above what can be explaanset by
student factors (race/ethnicity, gender, eligibility for national schuwaH) as well as
school-level variables (school climate measures, school size, type, ushamdit
location). The participation propensity scores | have incorporated into the @herna

student nonresponse adjustment weighting factor reflect such a pattertioihataon.
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Thus | expect the NAEP achievement gap is likely to be wider in alternegtighting
method, especially where background measures are found to be significant edictor
participation of 12 graders in NAEP.

As described in the previous chapter, | calculate the estimated paiditipat
propensity for each NAEP participant based on the final full logistic reigres
coefficients. | compute the student nonresponse adjustment weight by taking tee inve
of the estimated response propensity for each participatihgra@er in NAEP. Using
the propensity-score-based weight adjustment, | recalculate NAEP testiohacale
score in the 2000 NAEP Mathematics and Science, respectively. | perfdgsisuath
WesVar to properly account for the complex multi-stage clustered NAEP esaegagn
and to re-estimate NAEP scale scores with alternative nonresponsenadjust also
adjust a set of replicate weights by a factor of alternative nonrespoitgeingto

produce proper standard errors of re-estimated NAEP scale scores.
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Table 5-4. Effects of Weights on Estimates of Mean NAEP Sc  ale Scores in Mathematics and Science,

2000 HSTS-linked NAEP at Grade 12
Mathematics
(0-500 scale)
Own Final Weight
with Alternative

Nonresponse
NAEP Final Weight Adjustment

Score SE Score SE
Overall Mean 303.1 1.1 302.3 1.0
Male 305.2 14 304.2 14
Female 301.3 11 300.6 1.0
(Male-Female) 4.0* 1.2 3.6* 1.2
White 309.1 11 308.2 11
Black 274.8 2.2 274.5 2.1
Hispanics 287.4 2.2 287.4 2.0
Others 320.2 3.7 318.5 4.0
(White - Black) 34.3* 2.2 33.7* 2.3
(White -
Hispanics) 21.7* 2.2 20.9* 2.0
(White - Others) -11.1* 3.4 -10.3* 3.8
Northeast 305.3 3.3 304.6 3.0
Midwest 308.6 1.7 308.0 1.8
South 298.2 1.9 298.0 1.7
West 303.0 2.2 300.6 2.6
(NE - Midwest) -3.4 3.7 -34 3.5
(NE - South) 7.1 3.7 6.7 3.4
(NE - West) 2.2 3.9 4.0 3.8
Public 301.6 1.2 300.6 11
Private 318.5 2.7 318.2 3.0
(Private - Public) 17.0* 3.1 17.5* 3.2

Note: * significant at p < .05.

Science
(0-300 scale)

NAEP Final
Weight

Score SE
146.6 1.0
147.6 1.3
145.6 1.1
2.0 1.3
152.9 1.1
121.5 1.8
129.9 2.0
150.5 3.7
31.5* 2.0
23.0* 1.9
2.4 3.7
149.4 2.8
150.0 1.7
142.4 1.3
147.4 2.9
-0.6 3.3
7.0* 3.1
2.1 4.0
145.1 1.0
163.5 1.5
18.4* 1.9

Own Final Weight

with Alternative

Nonresponse
Adjustment
Score SE
145.4 1.0
146.4 13
1445 11
1.9 14
152.1 11
121.0 1.7
129.4 2.1
148.8 3.1
31.1* 1.9
22.7* 2.2
3.3 3.0
148.8 2.7
149.3 1.8
141.6 1.2
143.8 2.7
-0.5 3.3
7.1* 2.9
4.9 3.8
143.8 1.0
163.3 1.6
19.5* 1.9
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Table 5-4 summarizes re-estimated NAEP scale scores by subjectgarcmn
with the official NAEP estimates produced, using the current NAEPhigedpveloped
for each the 2000 NAEP Mathematics and Science. Estimates in thenthbte INAEP
scale scores overall and by key background variables, and achievementkesgp b
variables such as gender, race/ethnicity, and school type. Standardeesimhates are
included in the second column under each set of data. NAEP scale score results ar
numeric summary of what students know and can do in a particular subject. Mathematics
are on a scale of 0 to 500; Science on a scale of 0 to 300. Achievement gap describes
student achievement in terms of the gap, for example, between Black and titdetdas
between Hispanic and White students, and between male and female students.
Evaluating achievement gap by key background variables is the es$e¢heé¢No Child
Left Behind” mandates. Key education policies at the federal level atecjhy their
impacts on reducing such an achievement gap.

The most notable pattern in this table appears to be about how closely NAEP
scale scores lie between estimation methods using NAEP final weightyamanm
alternative weight within each subject. Reweighting in mathematicsdaive™NAEP
mean estimates by 0.8 point on a scale score of 0-500. The gender gap is loveered by
mere 0.3 point. The mathematics achievement gap between White and Black 12th
graders is narrowed by 0.4 point score. Reweighting widened the mathematic
achievement gap between students attending private and public schools, by a mee 0.5
point score. The regional difference, in particular between schools in tHeshistrand
the West, gets about twice wider due to reweighting (2.2 points vs. 4.0 points).

Reweighting in science appears to lower scale scores overall ancogep @@
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found to be a little wider by key background variables including race/ethrschgol

type, and census region. The overall mean scale score in science declirfepdints

on a scale score of 0-300. Reweighting lowers science scores for both mamaled f
students, thus not affecting the gender gap much. The science scores by raitg/ethnic
are generally lower than official estimates of NAEP. Thus the acheviegap between
White and other races is not affected. The only exception is the achievement gap
widened between White and others including Asian-Pacific American andcamer
Indian students. Reweighting appeared to widen the achievement gap between student
in private and public schools, with an increase of over 1-point. As was seen in
mathematics, reweighting widened the regional gap of science scoredidulga

between schools in the Northeast and the West, getting more than twice2nidawi(its
vSs. 4.9 points). The reader is cautioned that given the size of associated standgrd er

the observed change may be small.
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6. Discussion and Conclusions

| began this dissertation research motivated by the relatively kpomse rate of
NAEP at 1 grade (i.e., about 10% to 35% lower than rates at grades 4 and 8). | was
concerned about the potential for nonresponse bias in NAEP estimates due to the
difference between participants and nonparticipants in NAEP or the extent ohnoea
between NAEP variables of interest and response propensity, as Groves and Couper
(2006) theorized. | explored from this research empirical implicationspomes
propensity models of identifying student- and school-level factors affectin
nonparticipation of 12 graders in NAEP. | examined NAEP estimates fdt gaders
by applying the approach used by Abraham, Maitland, and Bianchi (2006) to evaluate the
impact of nonresponse bias on NAEP estimates.

The analysis provides evidence on the origins and the implications NAEP
nonparticipation associated with this broad context of nonresponse research | began.
First, | have investigated nonresponse bias, using a concept of soctans(@asocial
integration) to identify a set of variables applied to developing respoogensity
models. | have analyzed to the NAEP 2000 data a social isolation construtt whic
Groves and Couper (1998) applied initially in household surveys. It can be seen as a
social integration approach to building nonresponse models proposed by Lepkowski and
Couper (2002) and by Abraham, Maitland, and Bianchi (2006). The social isolation
framework has been applied to investigate how a set of factors detertittingraders’
participation in NAEP might be useful to evaluate their effects on sequentiasprotc
participation involving contactability and cooperation. The contactability moklkes ta

into account absence (i.e., noncontact); the cooperation model, refusal gshaidnts
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or by parents on behalf of their children. | have documented that the contribution of
absence to NAEP nonparticipation is about 50% higher than for refusal by students and
their parents. The utility of the HSTS-linked NAEP data is demonstogtégsting the
social isolation hypotheses and designing approaches to improve nonresponse bias
analysis. It should be noted that this research, constrained by lack ofiteeetires of
social isolation, could include such a social psychological measure of sotadion,
using scales of shyness, introversion, and lack of social skills. It is alsmbtke$o
measure school-level factors of social isolation/integration by tappingi$sude
involvement in study groups, after-school activities, religious organizations, and
volunteer activities in order to associate the scope of these voluntary actiwitie
participation in NAEP.

Second, | find evidence of significant relationships between participatéba an
number of student- and school-level variables, but no evidence that reweighting the data
in the fashion as suggested by alternative response propensity modefediad #ie
NAEP estimates. | have found evidence confirming the covariance betwed?d NAE
variables of interest and response propensity. Namely | observed a significant
relationship of response propensity with measures of academic achieveipent (e
Carnegie credit and GPA) and contextual measures of school culture (e.g.,ipekept
problem with teacher absenteeism and parental support of student achievement),
respectively. In the mathematics NAEP, | observed higher partaipaties for 1%
graders whose academic achievement suggests better academic ped@nsahool as
measured by Carnegie credits, even after controlling for student chstazster such as

sex, race/ethnicity and school-level variables such as school type, usbanccgchool
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size. In the science NAEP, | observe student achievement as measuted piag an
essential role in predicting participation rates in the context of contydbhr a set of
student- and school-level variables as used for science NAEP.

However, when the response propensity models derived from multivariate logistic
regressions are applied to re-estimating NAEP scale scores, therevglence that
reweighing the data has a significant or meaningful effect on the NAEBragsst in both
mathematics and science. That is not a ground to rule out nonresponse bias in NAEP
estimates, since other subject-specific student- or school-level varcahliel account for
the differences between participants and nonparticipants. Reweightimmwown
alternative nonresponse adjustment has lowered the mathematics meate® stynaa
mere 1-point on a score scale of 0-500 and the science mean estimates by apglyoxim
1-point on a scale of 0-300. When comparing NAEP estimates calculated from the
official NAEP weight and my own alternative weight, the achievement gap irP™NAE
mathematics appears to be pretty close to each other by gender andnadg/eifhe
mathematics achievement gap gets a little wider when comparingvuhtegublic
achievement gap, and it gets notably wider when evaluating regional differences
particular between schools in the Northeast and West. | observe a patiiéan in
science NAEP when evaluating the impact on estimates of nonresponse bias & scienc
with a re-weighted factor.

This research extends the findings by Curtin, Presser and Singer (2000) in
demonstrating minimal damage of nonresponse bias. A traditional notion of linking high
nonresponse rate to high response bias has been also challenged by Ke¢&&O0&) a

and Merkle and Edelman (2002) who showed no strong relationship between
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nonresponse rates and nonrespnse bias. Groves (2006) further demonstrated this by
meta-analyzing 235 estimates from 30 studies that there is little eahsipport to
associate nonresponse rates to nonresponse bias. Findings from the currehtwébearc
NAEP data strengthen such an argument.

NAEP scores in 2000 mathematics and science reweighted with my response
propensity model would not affect most of statistical inferences made alboeueanent
gap by key variables in the year 2000, as the net effects on NAEP scoresnappede
large. Previous NAEP publications in mathematics and science indicatgehairee-
point of scale score can on occasion make a difference especially whahoti the
achievement gap by such key variables as gender, race/ethnicity, anttglgr
national school lunch program (a proxy measure of poverty).

Third, it might be useful to develop in the future a nonparticipation index, an
indicator of participation difficulty. This indicator may be constructed on the bési
response propensity model of student- and school-level variables. Such a
nonparticipation index may be linked specifically to the origins of nonparticipation
student refusal, parental refusal, and student absence -- so that correspondirsipconver
strategies can be effectively developed in the NAEP field of da&ectiolh. NCES
recently reported that the response rate of NAEP at grade 12 has been inordased i
2007 Writing Assessment, speculating it was perhaps due to design changeschest pra
guidelines that recently began (e.g., offering more make-up session&éf AFsessment
at school), or demographic shifts in the student population. However, it is not

empirically possible to confirm which of design changes or best practice habutaatri
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to increasing the response rate at grade 12. No experimental studies haverlaekn ca
out to test the impact of individual NAEP features on increasing response rate.

The 2009 (January to March) round of NAEP Mathematics and Science at grade
12 will not be officially released until 2010 to detect changes in responsanates
performance scores in Mathematics and Science at grade 12. Despitedhaniyc
and lack of any experimental studies of intervention, it would be desirable to continue
offering more make-up sessions of NAEP assessment at school. Twelfttsgrade
absence in NAEP assessment happens for various reasons. Empirical findings suppor
that Black 12th graders attending large public schools in urban areas arekelgr® Ibe
absent, compared to peers in other race/ethnicity groups. If students in this sitimgpol se
are more encouraged for participation by additional make-up sessions, it $uudd a

potential bias due to noncontact in particular.
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Appendix

Figure A-1. Overall school and student response rates before substitoi,
NAEP Mathematics, by grade: Various years, 1990 to 2005
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Note: The 2003 NAEP Mathematics Assessment didnotide grade 12.

Source: U.S. Department of Education, Institut€adication Sciences, National Center for
Education Statistics, National Assessment of Edoicat Progress (NAEP), 1990, 1992,
1998, 2002, 2003, and 2005 Mathematics Assessments.
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Figure A-2. Overall school and student response rates before substitoti, NAEP
Reading, by grade: Various years, 1990-2005
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Source: U.S. Department of Education, Institut€dfication Sciences, National Center for
Education Statistics, National Assessment of Edocal Progress (NAEP), 1990, 1992,
1998, 2002, 2003, and 2005 Reading Assessments.
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Chart A-1. NAEP Nonparticipation Model

* NCLB law
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* district index of
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Chart A-2. Subject areas assessed, b y assessment type: Various
years, 1969-2001

Subject areas assessed

Subject areas assessed

Assessment in NAEP national main in NAEP long-term trend Subject areas assessed in
year assessments assessments NAEP state assessments
Citizenship
Science .
1969-70 Writing Science~ §
Literature .
1970-71 Reading Reading= §
Music
1971-72 Social studies T 8
Mathematics Mathematics*
1972-73 Science Science= 8
Career and occupational
1973-74 development writing T §
The arts
Index of basic skills .
1974-75 Reading Reading= §
Citizenship/social studies .
1975-76 Mathematics® Citizenship/social studies= §
Basic life skills* L
1976-77 Science Science= 8
Consumer skills* L
197778 Mathematics Mathematics= §
The arts
Music
1978-79 Writing T §
The arts
Literature .
1979-80 Reading Reading= §
Citizenship
Mathematics .
5 Science Mathematicsz
1981-82° Social studies Science= §
Reading Reading
1984 Writing Writing §
Computer competence
Literature®
Mathematics
Reading Mathematic§1
Science Reading™
1986 U.S. history= Science 8
Civics .
Document Iiteracy; Civics®
Geography* Mathematics
U.S. history Reading
Reading Science
1988 Writing Writing §
Mathematics
Mathematics Reading
Reading Science 5
1990 Science Writing Mathematics® (gr 8 only)
Mathematics
Mathematics Reading s
Reading Science Mathematics® (gr 4 and 8)
1992 Writing Writing Reading= (gr 4 only)
Mathematics
Geography Reading
Reading Science 5
1994 U.S. history Writing Reading= (gr 4 only)
Mathematics
Mathematics Reading Mathematics (gr 4 and 8)
1996 Science Science Science (gr 8 only)
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Chart A-2. Subject areas assessed, b y assessment type: Various
years, 1969-2001

Subject areas assessed Subject areas assessed
Assessment in NAEP national main in NAEP long-term trend Subject areas assessed in
year assessments assessments NAEP state assessments
Writing
1997 The arts (grade 8 only) T t
Civics
Reading Reading (gr 4 and 8)
1998 Writing T Writing (gr 8 only)
Mathematics
Reading
1999 t Science t
Mathematics
Reading (grade 4 only) Mathematics (gr 4 and 8)
2000 Science T Science (gr 4 and 8)
Geography
2001 U.S. history T t

§ State assessments began in 1990.
'1r Not applicable; no subjects were assessed.

This assessment appears in reports as part of long-term trend. Note that the civics assessment in
1988 is the third point in trend with citizenship/social studies in 1981-82 and in 1975-76. There are
no points on the trend line for writing before 1984.

This was a small, special study administered to limited national samples at specific grades or ages
and was not part of a larger national main assessment. Note that this table includes only
assessments administered to in-school samples; not shown are several special NAEP assessments
of adults.

Explanation of format for year column: Before 1984, the national main NAEP assessments were
administered in the fall of one year through the spring of the next. Beginning with 1984, the national
main assessment was administered after the new year in winter, although the assessments to
measure long-term trend continued with their traditional administration in fall, winter, and spring.
Because the national main assessment is the largest component of NAEP, beginning with 1984 its
administration year is listed (rather than the two years over which trend continued to be
administered.) Note also that the state assessment is administered at essentially the same time as
the national main assessment.

The 1986 long-term trend reading assessment is not included on the trend line in reports because
the results for this assessment were unusual. Further information on this reading anomaly is
available in Beaton and Zwick (1990).

State assessments in 1990-94 were referred to as Trial State Assessments.

SOURCE: U.S. Department of Education, Institute of Education Sciences, National Center for
Education Statistics, National Assessment of Educational Progress (NAEP).
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Chart A-3. Reclassification of NAEP Disposition Codes into Ow Sources of
Nonparticipation: 2000 National Assessment of Educational Progress

NAEP Definition NAEP Own Types of| Number
Disposition Nonparticipation of Cases
Codes
Total
2352-
Assessed student original sessiol
In session full tim 10 P 1354(
No responses in booklet while stud
was in session full tim 11 R 1C
In session part time. Student left -
session in the middle of assessr 12 R 322
Original session incomplete due
interruption  like  fire drill  or
incompletion of a hands-on science
bookle 13 ON 32
Other (e.g. a page missing from
assessment bookl 14 ON 24

Assessed students — makeup session

In session full tim 20 P 146
No responses in booklet while stud

was in session full tim 21 R 44
In sessio part time. Student left tr

session in the middle of assessr 22 R 68
Original session incomplete due

interruption  like  fire drill  or

incompletion of a hands-on science

bookle 23 ON 11
Other (e.g. a page missing from

assessment bookl 24 ON 5

Absent studen

Temporarily not in school (less than

weeks) due to illness or disabi 40 NCA 332(
Long-term not in school (more than
weeks) due to illness or disabi 41 I 38
Chronic truant. Student attends sct
occasionally, if eve 42 I 38
Suspended or expelled including-
school suspensi: 43 I 26

In school yet did not attend session (€
student was known to be in school yet
not released by teach 44 R 24¢

Disruptive behavior. Student in schi
yet not notified of assessment because of
disruptive behavic 45 I 13

Parent refusal. Parent officially notifi
school of not allowing student to
participate in assessm 46 R 28¢

Student refusal. Student refused
participate before being given an

assessment bookl 47 R 71k
Other absence (e.g., student came
session too late 48 R 31¢€

Given wrong bookile
49 I 31
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Continued - Chart A-3. Reclassification of NAEP Disposition Codes into Ow
Sources of Nonpatrticipation: 2000 National Assessment of Educational Progses

NAEP Definition NAEP Own Types of| Number
(Dzls(ﬁ)osmon Nonparticipation of Cases
odes

Not linked to NAEP Mathematics
or Science: Ineligible due to
withdrawal, home schooled, not in
sample. yet assessed at schaqol
convenience

51-56 1512
Excluded due to extreme disability or
so limited English proficiency

60-66 124:
Assessed with accommodatior
provided for students with moderate
disability or language proficiency

70-79 P 215

NOTE. The abbreviations below are used for owresypf nonparticipation. Participation outcomes are
reclassified in consultation with NCES. P = P§pation in assessment. ON = Other nonparticipation.
NCA = Noncontact absence. R = Refusal. | = Inbl@i

SOURCE: U.S. Department of Education, National €efdr Education Statistics, High School Transcript

Study (HSTS), 2000; U.S. Department of Educatioatidthal Center for Education Statistics, National

Assessment of Educational Progress (NAEP) 2000n8eidssessment; U.S. Department of Education,
National Center for Education Statistics, Natiokesessment of Educational Progress (NAEP) 2000
Mathematics Assessment.
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Chart A-4. WesVar Procedure of Analysis of NAEP Scale Scores

Step 1. | prepare WesVar data files for mathematics and science from & SPS

data file that includes the following: 1) weights of choice (official H3ifksed NAEP
weight, and alternative final weight | have developed; 2) the variablesiémaify case
ID, final sampling weight, strata, primary sampling units; 3) variabl@stefests
including gender, race/ethnicity, census region, public vs. private, and five sets of
plausible values in the restricted-use data to estimate NAEP scoreutiigtriby key
background variables; and 4) 62 sets of replicate weights adjusted bytaiéerna

weighting factor for each assessment subject.

Step 2. | import 62 sets of replicate weights of HSTS-linked NAEP as provid
by NCES (Roey, S., et al., 2005) and another 62 sets of replicate weights adjusted
alternative weighting factor by assessment subj&¢esVar uses one of five replicatior
methods to calculate variance of survey estimates. | select atiepliceethod of my

choice, Jackknife 2, for proper NAEP analysis (NCES, 2005)

Step 3. | create a WesVar workbook and specified my analysis to generate
scale score distribution by key background variables with two weights, tiesbgc
official HSTS-linked final weight, and alternative final weight of my depeent based

on social isolation theory.

ed

by

NAE
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