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SUMMARY 

The effect of the viscoplasticity of the energetic component (HMX) on the 

mechanical, thermal, and ignition response of a two-phase (HMX and Estane) polymer 

bonded explosive (PBX) is analyzed. Specific attention is given to the high strain rate 

response of the composite during the first passage of a stress wave when impacted by a 

constant velocity piston. A methodology for computationally generating idealized 

microstructures with highly-controlled grain volume fraction and particle size distribution is 

utilized to create specimens with HMX grain fractions ranging from 0.72 to 0.90. The 

resulting microstructures are analyzed for impact loading from a constant velocity piston 

traveling at 50 to 200 m/s using a 2D cohesive finite element framework. The 

computational framework used employs an explicit and fully dynamic cohesive or fracture 

element framework to explicitly track the fracture and subsequent contact and frictional 

processes in the material. This framework accounts for finite deformation, thermo-

mechanical coupling, semi-arbitrary crack initiation and growth, friction along crack faces, 

plastic heating, and thermal diffusion.  

The initial focus of this work is to fully quantify the effect of the viscoplasticity of the 

HMX component on the behavior of the overall PBX composite. Results show that, relative 

to the case with the viscoplasticity turned off, the viscoplasticity of HMX causes a 

significant reduction in the magnitude of the von Mises equivalent stress and an increase 

in the hydrostatic stress in the HMX grains. PBX specimens with viscoplastic HMX show 

significantly less overall heating, lower peak temperatures, and lower numbers of hotspots 

or fractions of material experiencing localized heating relative to samples without 

viscoplasticity. This reduction in heating is found to be due to greatly reduced density of 
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fracture sites. Specifically, the density of intragranular fracture, debonding, and binder 

fracture are significantly reduced.  

The ignition sensitivity of the materials is evaluated to determine the effect, if any, 

of the viscoplasticity of HMX. An ignition threshold derived from chemical kinetics analysis 

is used to analyze the temperature distributions from the cohesive finite element method 

(CFEM) simulations and determine the load duration required to generate a hotspot of 

sufficient size and temperature to initiate a self-sustaining reaction or thermal runaway. 

For specimens in which ignition occurs, results show that the volume fraction of HMX has 

no significant effect on the load duration required to cause ignition. The viscoplasticity of 

HMX, however, is shown to increase the minimum loading duration required for ignition 

by as much as 25%, depending on the rate of loading. Analysis of the ignition sensitivity 

across the full range of load intensities yields a critical threshold velocity of 88 m/s required 

for ignition of a PBX due to a single pass of the stress wave. It is found that the Hugh 

James relation provides a poor fit for the results of the sensitivity analysis. Possible 

reasons for this discrepancy are discussed.  

Finally, the 2D CFEM framework is also used to study the response of composites 

with HMX grains in an aluminum binder called aluminum-bonded explosives or ABX. This 

investigation represents the first effort in the design of a new, novel material system guided 

by our computational micromechanics framework. The materials basically are formed by 

replacing the polymer in PBX with aluminum. This investigation focuses on assessing the 

advantages of such materials over PBX from a mechanical and ignition sensitivity 

standpoint. The results indicate that replacing the Estane matrix in PBX with an aluminum 

matrix can decrease the ignition sensitivity of the composite in terms of time required to 

ignition by as much as 295%.  

DISTRIBUTION A.  Approved for public release, distribution unlimited. (96TW-2015-0002) 
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CHAPTER 1: INTRODUCTION 

1.1 Motivation 

Polymer bonded explosives (PBXs) are a broad class of energetic particulate 

composites that are used in applications including being the explosive charge in munitions 

and solid rocket propellants. In general, PBXs are typically composed of two types of 

components, explosive crystals and a soft binder, although, they can also contain 

additives such as an oxidizer, like ammonium perchlorate, or an additional fuel source 

such as aluminum. Due to the nature of these materials, it is of significant concern to 

formulators to actively minimize the risk of accidental initiation during manufacture, 

transport, or handling [1].  

The binder phase in PBXs serves dual purposes: it provides structural integrity to 

the composite, and it serves to desensitize the mix as compared to granular energetic 

material systems. Common binder systems used in PBXs include flouropolymers (e.g., 

Kel-F), elastomers (e.g.,rubber, Estane, hydroxyl-terminated polybutadiene (HTPB)), 

flouroelastomers (e.g., Viton), and energetic polymers (e.g., polyglycidyl nitrate, polyvinyl 

nitrate). The formulator’s choice of binder is a complex decision dependent upon the 

mechanical, thermal, and surface properties [1]. The primary explosive material in PBXs 

is commonly HMX, RDX, TATB, or PETN and is used in the form of small, hard crystals. 

Each of these explosive materials have different mechanical properties, sensitivity, and 

energetic output that must be taken into account during formulation. The bulk mechanical 

properties of PBXs are significantly influenced by the binder, whose elastic modulus is 

several orders of magnitude lower than the energetic crystals. This compliance in the 
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binder allows for the binder to carry the majority of the deformation applied to a PBX, 

increasing the composite’s compliance and decreasing the ignition sensitivity. 

Over the life of a PBX component, it may be subjected to dynamic loads of up to 

several GPa applied for durations of nanoseconds to microseconds or more. In order to 

accommodate these loads, dissipation mechanisms acting on the grain scale lead to 

energy localization which results in small, intensely heated regions termed hotspots. At 

sufficient temperatures, these hotspots lead to the onset of highly exothermic chemical 

reactions. These hotspots are the initiation sites for both burning, called deflagration, and 

detonation phenomena in PBX composites. The dynamic loading events experienced by 

PBXs can be either shock or non-shock impact loading events. Significant work has gone 

into studying the shock initiation of explosive materials. However, initiation and eventual 

deflagration or detonation can occur in explosive materials even in the absence of shock 

[2]. Because initiation events occur across such a large spectrum of both shock and non-

shock situations, it is crucial that the mechanisms leading to energy localization are well 

understood at the critical length and time scales for all loading types. 

This work shows that plastic deformation in β-HMX particles significantly alters the 

hotspot evolution and ignition sensitivity in two-phase PBXs at impact velocities between 

50 and 200 m/s. A Lagrangian cohesive finite element (CFEM) framework is employed 

that captures the pertinent dissipation mechanisms at the grain scale. The viscoelastic 

dissipation in the binder, viscoplastic dissipation in the HMX grains, semi-arbitrary fracture 

and crack growth in grains and along boundaries, binder tearing, friction, and thermal 

conduction are explicitly accounted for in the CFEM framework. Simultaneous account for 

each of these mechanisms provides an avenue for direct delineation of the effect of each 

mechanism and its influence on the other mechanisms. Specifically, this work is the first 

effort to couple HMX viscoplasticity with the other pertinent grain-scale dissipation 

mechanisms. 
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This work consists of seven main parts, each separated into its own chapter. 

Chapter 1 lays out the motivation for the current work and outlines the remainder of this 

dissertation. The remainder of the first chapter is dedicated to summarizing the current 

state of existing research in the various fields pertaining to the research performed herein. 

Chapter 2 is focused on providing a detailed description of the 2D computational 

framework that is used in Chapters 3, 4, and 6. Included in the complete computational 

tool are the preprocessors, CFEM framework, and postprocessors. The preprocessors 

include microstructure generation and finite element meshing techniques used to prepare 

specimens for the CFEM analysis as well as a description of the microstructures used 

throughout Chapters 3, 4, and 6. The CFEM framework consists of an explicit numerical 

time integration scheme, the material models used to represent the various constituents, 

a description of cohesive finite elements, the contact algorithm, and a description of the 

loading configuration. The postprocessors discussed detail the methodology for 

determining the criticality of the individual specimens and the statistical approach used to 

consider the response of a large number of specimens.  

Chapter 3 analyzes and quantifies the effect of HMX viscoplasticity on the 

mechanical, thermal, dissipative, and damage response of a two-phase PBX. The focus 

of this chapter is to obtain a thorough understanding of the dynamic material response of 

PBXs comprised of an Estane binder and HMX grains by isolating and understanding the 

role of plasticity, fracture, and friction as well as how these mechanisms interact with one 

another. The CFEM framework is used to predict the response of a systematically varying 

set of microstructures to loading by piston velocities ranging from 50 to 200 m/s. The 

mechanical, thermal, dissipative, and damage response of each set and the effect of 

viscoplastic HMX is extensively quantified as functions of imposed piston velocity, HMX 

packing fraction, and distance from the piston.  
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Chapter 4 focuses on the calculation, characterization, and analysis of the ignition 

and ignition sensitivity response pertaining to the impact loading events discussed in 

Chapter 3. For each specimen tested at all piston velocities, the temperature field resulting 

from the CFEM calculations are analyzed to determine if the specimen has ignited. This 

process involves the application of a chemically-derived criticality condition which acts as 

a material property of the HMX grains. In this analysis, specimens containing a critical 

hotspot are said to ignite. The time required to reach criticality is used to quantify the 

relative sensitivity of specimens that have ignited. The effect of viscoplastic HMX on the 

relative sensitivity of the PBX specimens is analyzed via a threshold velocity required to 

cause ignition and by means of two critical energy criteria.  

Chapter 5 quantifies the contribution of the inherent anisotropy of the HMX grains 

to the heterogeneity of the resulting stress and temperature fields in a fully dense HMX 

polycrystal. Chapters 3 and 4 consider isotropic viscoplasticity in the HMX component of 

a PBX. This indicates that as the binder phase volume fraction decreases, the calculation 

containing the isotropic model should become more and more homogeneous in response 

to loading. However, it is known that HMX is an anisotropic crystalline solid. For high HMX 

fraction PBX compositions it is therefore advantageous to determine what the potential 

effect of the crystalline level anisotropy is on the localization response of the crystalline 

ensemble. Here, a 3D Lagrangian framework is utilized that focuses on the anisotropic 

crystalline response of HMX by accounting for both monoclinic elasticity and crystalline 

plasticity and by ignoring phenomena associated with fracture. Acknowledging that this is 

an idealization, this approach is utilized to systematically quantify the scale and extent of 

oscillations and localizations in the stress, deformation, and temperature fields in the 

materials resulting from the anisotropy of material response and microstructure 

heterogeneity. 
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Chapter 6 proposes and evaluates a hypothetical energetic composite composed 

of HMX grains suspended in an aluminum matrix. For convenience, these new composites 

are termed “aluminum bonded explosives” or “ABX. This investigation focuses not on the 

feasibility of producing and manufacturing such a composite, but rather on determining 

whether such an arrangement would be advantageous from a mechanical and ignition 

sensitivity standpoint. To that end, two ABX formulations are created using different 

aluminum alloys. The resulting microstructures are examined with the CFEM framework 

and the results are analyzed for ignition sensitivity. Finally, the increase in ignition 

sensitivity of the novel ABX formulations is quantified using a critical energy approach.  

Finally, Chapter 7 summarizes the major contributions from this work and proposes 

several avenues for future research extending from the findings presented throughout this 

thesis.  

1.2 Experimental investigation of PBXs 

Understanding the mechanical properties and behavior of PBXs has been a topic 

of major interest to experimentalists for many years, in fact, Williamson et al. [3] has 

studied the mechanical response of PBX over eleven decades of strain rate and over a 

range of temperatures. The failure stress was demonstrated to be a monotonic function of 

strain rate and temperature. The aspect ratio of the specimen was also found to influence 

the strength of the material, with smaller specimens being stronger due to a high degree 

of confinement. Depending on the regime of interest, experiments have often been run at 

strain rates including quasi-static loading [3-9] high rate impact loading [10-16]. Depending 

on the composition and intensity of the loading, some experiments were able to perform 

a post-mortem analysis of the failure mechanisms observed during testing. During tests 

which include an ignition event, however, the pertinent mechanisms are often difficult to 
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detect in situ due to the fast time scale and impossible to analyze afterwards due to 

explosion or ignition of the material. From the experiments exhibiting ignition behavior, the 

bulk material response is typically reported as well as the ignition sensitivity.  

The quasi-static response of PBX has been studied using a variety of different 

methods and diagnostic techniques. Palmer and Field [9] studied the failure modes of 

HMX single crystals using Vickers indentations, finding that at these strain rates twinning 

leading to cleavage fracture are the dominant failure modes and that plastic deformation 

plays only a minor role due to the brittle nature of the HMX crystals. Later, Palmer et al. 

[1] and Rae et al. [6] perform Brazilian tensile tests on HMX based PBXs, finding that 

debonding of the crystals and cavitation are the primary modes of failure for rubbery 

elastomer binders. Twinning was seen to cause debonding and is proposed as a potential 

nucleation site for debonding. Cleavage fracture was seen to be relatively rare in these 

experiments, occurring only when the crack growth path was impeded. Following on this 

work, they compare the low strain rate tensile behavior of three different PBX formulations 

by utilizing pre- and post-failure optical and electron microscopy as well as real-time 

imaging using an environmental scanning electron microscope. They observed various 

degrees of debonding related to the size of the particles and binder composition. Wiegand 

and Reddingius [8] studied various PBX simulants at various confinement and found that 

as the level of confinement increases, the bulk PBX response transitions from a brittle 

fracture type response at low confinement to a plastic flow dominated deformation at high 

confinement pressures. This indicates that confinement pressure may provide for a 

mechanism shift in the failure mode of PBXs at elevated loading rates and pressures. 

The high strain rate regime has probably received the most extensive attention in 

terms of experimental analysis. Experiments have been run on both single crystals and 

PBX composites. Dick et al. [16] has shock loaded single crystals of HMX. The wave 

profiles in the HMX showed characteristics of an elastic-viscoplastic material. This 
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represents a significant change from the quasi-static experiments on single crystals that 

showed that plasticity did not influence the failure. Concerning plasticity, Menikoff and 

Sewell [17] calculate that the plastic work required to raise the temperature of HMX only 

150 K (much lower than the initiation temperature) corresponds to plastic strains on the 

order of 1%. This result indicates that while plastic work may not be sufficient to generate 

hotspots when acting alone, it may still interact with other available dissipative 

mechanisms to affect the local temperature fields. The experiments on composite PBXs 

has consistently shown that the viscoelastic binder plays a vital role in the bulk mechanical 

response of PBXs. At temperatures below the glass transition temperature, the binder 

behaves as a brittle material, making the composite brittle. At temperatures above the 

glass transition temperature, the binder behaves as a ductile solid and accommodates 

significant shear deformation on the behalf of the composite. Gray et al. [11] measured 

stress-strain profiles for PBX 9501 at a strain rate of 2000 s-1 for temperatures ranging 

from -50 to 50 C. For this composition, the critical failure strain was shown to be 

independent of temperature and strain rate. However, Govier et al. [14] found that the 

strain to fracture of EDC37 exhibited significant dependence on temperature at high strain 

rates. These experiments, highlight the fact that slight variations in PBX composition can 

have significant effect on the mechanical response. As a result, it is critical that a model 

be capable of modeling the underlying mechanisms that affects these changes in behavior 

such as differences in grain morphology and constituent material behavior.  

1.3 Numerical examination of PBXs 

Numerical studies on the behavior of PBXs has been accomplished by many 

different researchers using many different approaches. Resnyansky and Gray [18] used 

a 1D viscoelastic constitutive model to describe the behavior of the bars and specimen in 
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split Hopkinson pressure bar (SHPB) experiments. The authors studied the effect of 

loading pulse on the response of the specimen. Corley et al. [19] used experimental data 

from uniaxial compression tests to obtain macroscopic material model parameters. This 

approach removes the mesoscale effects from the macroscopic model and therefore 

cannot capture the localization behaviors that drive the mechanical behavior and initiation 

phenomena in PBXs. Mas et al. [20] introduced the method of cells to provide a means of 

accounting for the grain scale features in a coarse grained simulation of SHPB tests. It 

was found that fracture plays a significant role at this scale on the deformation of the PBXs 

due to large stress gradients between different phases. However, even with this level of 

grain detail, it is still not possible to isolate specific localization sites due to the interaction 

of mesostructural organization, friction, and plasticity. Subsequent numerical 

investigations show an increasing focus on the mesoscale behavior of PBXs. A summary 

of pertinent numerical studies on the mesoscale can be found here. 

1.3.1 Research using Eulerian methods 

The Eulerian finite element method (FEM) uses a mesh that is fixed in space and 

allows the underlying material to flow from one cell to another. This is very convenient 

when there is extremely large deformation because it removes the potential numerical 

complications involved in Lagrangian FEM simulations when mesh distortion becomes 

excessive. The Eulerian FEM framework is also particularly well suited when considering 

the shock compression of highly heterogeneous materials, like PBXs, where local regions 

of high deformation can occur due to jetting and pore collapse [21-23]. However, because 

multiple material phases can be contained by a single computational cell, the material 

interfaces cannot be explicitly modeled and contact between surfaces requires the use of 

a mixture theory. 
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The use of Eulerian codes has advanced the understanding of heterogeneous mesoscale 

processes in the shock regime by studying melting, void collapse, chemical reactions, and 

material mixing in high pressure shocks of PBXs and granular composites. Baer et al. [12, 

24, 25] study the consolidation, deformation, and reaction of shocked porous HMX using 

a highly resolved mesh. Hotspots are formed by rapid deformation at material contact 

points as shock focusing and plastic work near grain boundaries cause significant energy 

localization as material flows into the intergranular regions. Imbedded chemical reactions 

cause multiple wave structures to be observed due to particle distribution effects. Benson 

and Conley [22] perform shock consolidation simulations on experimentally obtained 

microstructures of granular HMX. The authors found that material viscosity spread out the 

shock front and reduced the temperature extremes. Hotspots were found to form on 

particle boundaries and were generated by inelastic deformation due to the compaction of 

the HMX. Austin et al. [26] use the framework of Benson and Conley to study the shock 

compression of an aluminum-iron oxide thermite systems where the particles are 

suspended in an epoxy. Menikoff in [27] uses mesoscale calculations to evaluate the 

initiation and growth of hotspots and determines how the hotspot distribution can vary as 

a function of load. In [23], Menikoff studied the generation of hotspots due to the collapse 

of a single pore due to shock. It was found that shock dissipation alone was not sufficient 

to initiate the material and that the plastic work and viscous heating were needed as 

additional dissipation mechanisms. Because dissipation mechanisms scale differently with 

load intensity, it is essential to accurately model all salient mechanisms in order to predict 

initiation behavior over a range of stimuli. Eulerian codes can effectively model the 

propagation of shock and the hydrodynamic behavior of the rapidly deforming material, 

but they are limited by the inability to explicitly track fracture and contact between grains 

and along interfaces. 
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1.3.2 Research using Lagrangian methods 

The Lagrangian FEM useds a mesh whose nodes and elements move with the 

material upon deformation. This imposes practical limits on the use of Lagrangian finite 

elements in the presence of very high deformation without needing to remap the nodes to 

form suitably shaped elements. Because the mesh explicitly defines the material, this 

method is very well suited to modeling the effect of material heterogeneities as well as 

fracture [28, 29], contact, and friction, which have been suggested as significant 

mechanisms in the mechanical response and leading to the initiation of PBXs.  

Research using this type of FEM, frequently focuses on the interactions between 

adjacent grains and the behavior and influence of the interfaces between grain and binder. 

Banerjee [30] simulated circular soda lime glass beads embedded in a polymer matrix 

under both quasi-static and high strain rate loading. The importance of interfacial bonding 

on the bulk mechanical properties of the composite were demonstrated. With an increase 

in debonded particles, there is a significant decrease in the effective young’s modulus of 

the material. The authors compare the debonded particles to put forward that pre-existing 

damage will have an analogous effect on PBXs. Wu and Huang [31] modeled a PBX by 

employing a viscoelastic cohesive zone model for the binder. They have simulated a 

Brazilian compression test and have compared their results concerning debonding and 

cracking in the PBX with the experimental results of Gray et al. [11]. Panchadhara and 

Gonthier [32] model wave compaction in granular HMX. This work focuses on the 

partitioning of dissipation between the surface dominated intergranular friction and bulk 

viscoplastic dissipation in the HMX particles. Plasticity was found to be a non-critical heat 

source and intergranular friction was found to be the source of intensely heated hotspots. 

In addition to traditional Lagrangian applications, Barton et al. [33] has implemented an 

arbitrary Lagrangian-Eulerian finite element code to simulate the strain localization 
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behavior of HMX single crystals. Specifically, Barton evaluates the heating and melting of 

HMX due to pore collapse under shock loading according to crystalline slip mechanics. By 

utilizing Lagrangian frameworks, researchers have been able to investigate the influence 

of interfaces and grain-grain interactions on the bulk mechanical properties and energy 

localization behavior of PBXs and granular HMX ensembles. 

1.4 Initiation of critical thermal events (hotspots) 

The process of localizing energy into small, intensely heated regions termed 

hotspots is a crucial aspect in the failure of energetic composites such as PBXs. It is these 

hotspots which will initiate chemical reactions and can potentially transition into a 

deflagration wave or a full detonation of the material. There has been significant work done 

with the specific goal of identifying the local threshold conditions which will indicate that a 

material will transition from initial chemical reactions to a “thermal runaway” condition [34-

38]. Thermal runaway means that there is sufficient energy in a hotspot to induce 

exothermic reactions generating more heat than thermal conduction can draw away from 

the hotspot.  

The seminal work in developing an ignition threshold is by Semenov [35]. This 

criticality model was a solution to the heat diffusion equation in which chemical reactions 

directly informed the heat generation term. One major limitation to this model is that the 

hotspot temperature being considered must not vary over the area of the hotspot. This 

limitation was removed by the work of Frank-Kamenetskii [36], whose model also deals 

with the solution to the diffusion equation but allows for temperature variation in the region 

of interest. Later, Thomas [37] combined key elements of both the Semenov [35] and 

Frank-Kamenetskii [36] models into a unified model. In addition to ignition thresholds that 

are based solely on thermal diffusion, there are also a class of thresholds that are derived 
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directly from the specific chemical kinetics effecting HMX. Both Tarver et al. [38] and 

Henson [34] , have proposed such models. Each utilizes a different three-step chemical 

kinetics calculation to determine the critical size and ignition time of hotspots as a function 

of temperature for spherical hotspots. Tarver also considers hotspots with other 

geometries such as planar and cylindrical hotspots for both HMX and TATB. These ignition 

thresholds provide a mechanism for inert meso-mechanical simulations to link physically 

based mechanical sources of energy localization to chemical ignition phenomena.  

1.5 Assessment of Ignition Sensitivity 

Energetic materials are frequently tested in a variety of methods to determine the 

conditions necessary for ignition or, contrastingly, the safe operation of the explosive. As 

data began to amass concerning the apparent threshold that exists between flyer impacts 

which lead to ignition of the explosive and events that do not, Walker and Wasley [15] 

proposed a threshold criterion based upon the concept of critical energy (Ec). The theory 

is built upon the idea that for a given explosive, there exists a critical input energy above 

which ignition will occur, regardless of the load duration or intensity. Longueville et al. [13] 

examine six explosive formulations using the Walker and Wasley criterion and found that 

only one always obeyed the criterion while three showed no adherence to the criterion 

and the other two formulations obeyed the criterion only over a limited pressure range. 

Experiments by Honodel et al. [39] on a wide range of TATB formulations using both thin 

flyer tests and gap tests indicate that the criterion is obeyed only over a limited pressure 

range. While initially the criterion was applicable only to the flyer impact experiments for 

which it was designed, the criterion was subsequently modified to accommodate impact 

by flat-noded rods [40], spherical impactors [2], shaped charge jets [41], and rod impacts 

with thin barriers [42]. In order to further extend the range of applicability of the critical 
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energy criterion, James [11] proposes a modification to the criterion such that for high 

velocity impacts the data asymptotes to a constant value equal to the critical energy, and 

for low velocity impacts, the data asymptotes to a constant value of 
2

2
u  , where u is 

the particle velocity. Using this modified criterion (referred to as the H-J relation), five of 

the six explosive formulations studied by Longueville et al. [13] correlate where only one 

showed agreement with the original criterion of Walker and Wasley. Recent work by Welle 

et al. [43] has successfully modified the H-J criterion to incorporate the microstructural 

characteristics of granular beds of pressed explosive powders.  
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CHAPTER 2: 2D COMPUTATIONAL FRAMEWORK 

A 2D computational micromechanics framework, referred to as CODEX, is adopted 

in order to investigate the role of the mesostructure on the mechanical and thermal 

response of PBXs and their ignition sensitivity. The framework consists of three (3) parts: 

(1) a microstructure generation preprocessor, (2) a 2D Lagrangian cohesive finite element 

analysis program, and (3) a series of postprocessing techniques to determine the criticality 

of individual hotspots and the ignition sensitivity of sets of specimens. The formulation and 

theory behind the three parts are detailed in this chapter.  

2.1 Preprocessors: Microstructure Creation 

The microstructure of a PBX (or granular HMX) specimen is highly heterogeneous, 

irregular, and difficult to represent numerically. The HMX phase of the microstructure is 

typically present as a multi-modal (2+) grain size distribution spanning two orders of 

magnitude in diameter from 5 to 234 microns [44]. Because of the large disparity in grain 

sizes present in real PBX specimens, it is computationally difficult to sufficiently resolve 

HMX grains over the entire spectrum of grain sizes. Therefore, the PBX microstructures 

generated and analyzed consider only the largest grain size mode from the distribution. 

This effectively assumes that the grains smaller than those explicitly resolved are diffused 

throughout the binder (making the binder itself a composite material) and do not contribute 

to the mechanical behavior of the composite.  
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Figure 1. Methodology for microstructure and mesh generation. 

Each microstructure is generated using a consistent methodology. Figure 1 is a 

step-by-step schematic of the processes employed. First (left), a Voronoi tessellation is 

created from randomly generated seeds within a large 2-dimensional box. The number of 

seeds in the box is chosen to control the mean grain size. According to the necessary 

dimensions of the microstructure, a region is chosen from the box that contains only 

Voronoi cells that are on the interior of the box. Next (center) the edges of each Voronoi 

cell are expanded to finite width and are identified as the binder phase of the PBX. This 

two-phase PBX is then converted into a regularly structured finite element mesh (right) 

utilizing a crossed triangle element arrangement to prevent volumetric locking in the event 

of deformation in the fully plastic regime [45]. Because the computational framework 

employs continuously distributed cohesive elements to explicitly account for damage, 

cohesive finite elements are then placed along every shared finite element edge. This 

general scheme is used for all of the 2D analysis found in Chapters 3, 4, and 6.  

Creation of microstructures in this manner leads to several identifying 

characteristics present in each specimen. In terms of grain size, this method allows for the 

generation of microstructures having a monomodal Gaussian distribution around a well-

controlled mean grain size. Because the binder is created by uniformly increasing the 
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width of the Voronoi cell edges, the binder in the synthetic microstructures forms into a 

fully connected matrix with a constant binder thickness throughout. Such organization of 

the binder into equally sized laminas could potentially effect the behavior of the PBX 

specimens. Identifying and quantifying such an effect is the subject of an ongoing research 

initiative. 

2.1.1  Microstructures Analyzed 

In the analysis that follows, microstructural representations of PBX specimens are 

loaded by a massive, rigid piston. The specimens under consideration are generated to 

contain a grain area fraction of 0.72, 0.76, 0.81, or 0.90, which corresponds to grain 

fractions by weight of 0.81, 0.84, 0.87, and 0.94, respectively. For comparison, the 

commonly used explosive formulation PBX 9501 contains 0.95 by weight of HMX, with the 

balance being filled with binder. Figure 2 shows an example microstructures generated 

using the scheme outlined above with HMX packing fractions of 0.72 (top), 0.81 (middle), 

and 0.90 (bottom). 
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Figure 2. Sample of generated microstructures with HMX packing fractions of (a) 

0.72, (b) 0.81, and (c) 0.90, by area. 

One benefit of analyzing the behavior of a wide range of PBX specimens 

computationally is the ability to analyze a number of specimens with well characterized 

properties under highly controlled loading conditions. To take full advantage of this, twenty 

microstructural instantiations are generated of each HMX packing fraction to be studied. 

When generating these microstructure sets, the mean grain size and the total HMX grain 

fraction are used as control variables. The mean grain size and standard deviation of grain 

size for each of the microstructure sets is found in Table 1.  
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Table 1. Microstructural attributes for specimens analyzed in Chapters 3, 4, and 6. 

 

Figure 3 provides the specific information concerning the distribution of total HMX fraction 

and grain size distribution for each set of microstructures. It is clear that the method used 

to generate these microstructural ensembles produces microstructures that vary slightly 

from one specimen to the next. Analyzing Figure 3 also indicates that the method 

employed produces less variation in HMX packing fraction when the amount of HMX in 

the specimens increases. For the least dense microstructure set ( 0.72h  ), the difference 

between the most and least dense microstructural instantiations is just less than 0.02. This 

difference steadily decreases to approximately 0.005 for the microstructures with an HMX 

packing fraction of 0.90. This difference in the spread of packing fractions within each 

statistically similar set could be eliminated by producing a very large set of microstructures 

and then choosing only those microstructures falling within some range of the specified  

HMX fraction. However, this option could potentially lead to some selection bias within the 

selected set of microstructures, and the effect of small changes in packing fraction is not 

a focus of this work. 
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Figure 3. Grain area fraction distribution and associated grain size distribution for 

each microstructure set. 
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2.2 Cohesive Finite Element Analysis 

The second and most crucial portion of the computational framework is the 

cohesive finite element method (CFEM). In general, the CFEM is a variation of the finite 

element method in which cohesive zone elements are distributed throughout the 

computational domain. Because each cohesive element represents a potential fracture 

site, crack nucleation and growth within a specimen is limited only by the resolution of the 

initial finite element mesh. In theory, this limitation could be further reduced by 

implementing adaptive remeshing to enable fully arbitrary crack propagation. This 

framework integrates explicit dynamics, large deformation mechanics, coupled 

thermomechanical behavior of the constituent materials, semi-arbitrary crack nucleation 

and propagation, thermal conduction, and frictional heating due to the contact between 

fractured surfaces. The principle parts of the CFEM framework include the governing 

integration scheme, material models used to describe each constituent, cohesive finite 

elements, contact algorithm, and the loading configurations applied to the specimens. 

Each of these parts will be discussed in detail in the sections that follow. 

2.2.1 Integration Scheme 

The explicit integration scheme presented here incorporates the effects of all of 

the other portions of the finite element framework to predict the displacement history of 

every node in the finite element mesh. This section presents an overview of how the 

various mathematical models in the CFEM framework act together on the global nodal 

displacements, velocities, and accelerations to model the behavior of dynamically loaded 

specimens. 

The global nodal displacement vector is the variable that controls the motion of 

each node in the domain and is updated at the beginning of each iteration 
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1 1 12i i i iD D V t A t       . (1) 

Any required displacement boundary conditions are applied directly to iD . Next, the global 

nodal force vector is set to zero. 

 0iF   (2) 

The forces on the nodes due to the bulk and cohesive elements are a functions of only 

the global nodal displacements. The first contribution to the global nodal force vector each 

iteration is due to the stress in the bulk finite elements. This stress is calculated according 

to the material model specified for each element. Each of the models used in CODEX are 

detailed in subsequent sections. Following the bulk material stress update, the global 

nodal forces are calculated as a function of stress in each element. 

   bulk

i iF f D  (3) 

Then, using the traction separation law for each unfailed cohesive element, the 

contribution to the nodal forces due to cohesive elements is added to the force vector 

using the relation 

 
cohesives

i i iF F F  . (4) 

The nodal accelerations due to the stresses in the bulk and cohesive elements is 

calculated according to the relation 

 i
i

F
A

m
    . (5) 

This is an intermediate value used to calculate intermediate values for velocity and 

displacement in the contact detection, penalty, and friction algorithms. Using these 

intermediate quantities, all contact sites in the domain are determined using a contact 

detection algorithm detailed later, in its own section. When a contact site is found, the two 
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surfaces (finite element edges) comprising the contact pair are then sent to the contact 

algorithm. Within the contact algorithm, the contribution to the nodal accelerations due to 

contact are split into forces normal (penalty) and tangent (friction) to the contact surface. 

The fully updated nodal acceleration ( iA ) is found by adding the combined contribution to 

the global nodal acceleration vector due to contact to the intermediate acceleration iA . 

 
contact

i i iA A A   (6) 

Now, iA  contains the contributions from bulk element stress, cohesive element traction, 

contact, and friction. Finally, the fully updated nodal velocity is calculated. 

  1 11i i i iV V A A t          (7) 

In this framework, γ is selected to be 0.5, making this integration scheme the central 

difference method within the Newmark-β family of methods. Following the velocity update, 

the time integration step is completed at the beginning of the next time step with the 

calculation of the nodal displacements.  

2.2.2 Material Models 

The PBX composition considered in Chapters 3 – 4 is a two-phase microstructure 

consisting of energetic HMX particles suspended in a soft binder made of Estane. The 

binder is modelled as a visco-elastic material which is highly sensitive to both temperature 

and strain rate. The HMX particles are modelled as a hyperelastic, an elastic-viscoplastic, 

and as an elastic-crystalline plastic material (this material model is described in detail in 

Chapter 5). The hyperelastic formulation for HMX is used primarily for the purpose of 

quantifying the effect of elastic-viscoplasticity in the behavior of the composite material. 

Chapter 6 explores the use of several types of aluminum as a binder material which is 
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also modeled using the viscoplasticity model. The following material models describe the 

behavior of the solid elements of a given material. In the CFEM framework, each element 

is bordered on all sides by cohesive elements, discussed in detail later in this chapter. 

2.2.2.1 Viscoelastic Model for Estane Binder 

Estane 5703 is a commercially available polyester polyurethane elastomer that is 

manufactured by the B.F. Goodrich Company. It is a binder agent commonly used in PBX 

formulations. The mechanical behavior of this material is strongly dependent on strain rate 

and temperature. The model described in detail below utilizes a generalized Maxwell 

model with a 22-term Prony series to describe the rate dependence of the shear modulus 

and is coupled to a Williams-Landel-Ferry shift function to account for the temperature 

dependence of the viscoelastic material [46]. This methodology was developed for Estane 

by Mas and Clements [46] and implemented into a 2D finite element framework by Barua 

et al. [47]. In integral form, the general stress-strain response for the Maxwell model in the 

current configuration is given by 

      
0 0

2G K ,

t tD H

r r r

r r

t t t dt t t dt
t t

 
   

  
ε ε

σ  (8) 

where σ  is the Cauchy stress, G is the shear modulus, K is the bulk modulus, t  and rt  are 

the physical and reduced times, respectively, D
ε  and H

ε  are the deviatoric and hydrostatic 

parts of the Eulerian strain tensor. The bulk modulus is assumed to be constant over the 

regime of interest, as is seen in [31, 46]. The shear modulus varies as a function of the 

reduced (or relaxation) time rt  according to a Prony series of the form 
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where 

N

0

1

G G G
p

i

i





    is the instantaneous shear modulus at the reference temperature 

0T , G  is the steady-state shear modulus and, N p
 is the number of terms in the Prony 

series, 0g G / Gi i  is the relative modulus of the i-th term, and ,

p

r it  are the relaxation times. 

The preceding relationships account for the strain rate sensitivity in the viscoelastic 

formulation. The elastic moduli of a viscoelastic material at a given strain are functions of 

both time and temperature. A convenient method to describe this dual dependency is to 

use time-temperature superposition [48]. The time-temperature superposition principle 

allows for the generation of master curves through the use of a shift factor AT. This 

principle states that the stress-strain response at a given temperature can be related to 

that at another temperature by applying a change in time scale. In other words, a change 

in temperature at a given strain rate simply shifts the stress-strain curve, it does not affect 

the shape of the curve. The WLF shift function is one such application of the time-

temperature superposition principle and is used in conjunction with the Maxwell model to 

capture the combined rate and temperature sensitivity of Estane. The reduced time ( rt ) is 

related to the physical time by 

 
  T

d
d .

A T
r

t
t

t
  (10) 

The WLF shift function specifies the shift factor as a function of temperature as 

 
 

 
1 0

T

2 0

C T
log A ,

C T

T

T


 


 (11) 

where, T is the temperature, 0T  is the reference temperature, and 1C  and 2C  are fitting 

constants. The material parameters describing the rate- and temperature-sensitive 
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behavior of Estane including the Prony series, and WLF shift parameters are used directly 

from [46]. 

 

The finite deformation viscoelastic relation presented next mirrors that presented 

in [49]. The Jaumann rate of Kirchoff stress can be obtained from the rate of deformation 

(D) according to the relation 

 
H Dˆ ˆ ˆ : ,  τ τ τ L D  (12) 

where, L is the isotropic elastic tensor, which for finite strains is  

 '
1 1 2

E 

 

 
     

L I I I  (13) 

and 
H Dˆ ˆandτ τ  are the hydrostatic and deviatoric parts of τ̂ , respectively. In addition, 'I  is the 

fourth order identity tensor, I  is the second order identity tensor, and I I  indicates the tensor 

product of two second order identity tensors. Because the relaxation of the shear modulus only acts 

on the deviatoric part of the stress tensor, τ̂  can be rewritten as 

 

pN
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 , and rt  is the increment of reduced time, in the 

current time step. Substituting Equation 12 into 14 gives an expression for the deviatoric 

part of the Jaumann rate of Kirchhoff stress 

  
pN

DD

1

ˆ 1 g : .new i i

i




 
    

 
τ L D  (15) 

Now, substituting the instantaneous shear modulus ( 0G ) into Equation 15 gives 
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 τ D D D  (16) 

The first term in the expression for 
Dˆ
newτ  is the instantaneous shear response and the 

second term describes the viscous response of the binder. Because the hydrostatic part 

of the Jaumann rate of Kirchhoff stress is independent of viscous effects, it can be 

calculated directly from  

  
HHˆ : .τ L D  (17) 

The viscoelastic dissipation rate is found by evaluating the scalar product of the 

Kirchhoff stress and the viscoelastic strain rate. As a mechanism contributing to heat 

generation in the PBX composite, the viscoelastic energy dissipated in this manner is 

converted to thermal energy in the binder. 

2.2.2.2 Hyperelastic Model for HMX 

The Saint Venant – Kirchoff hyperelastic model is used to predict the mechanical 

response of the HMX phase of a PBX under the assumption that the material is undergoing 

purely elastic large deformations. This model is essentially an extension of a linear elastic 

finite material model into the nonlinear large deformation regime. The material description 

begins with a strain energy density W of the form 

    
2 2λ

( ) tr Gtr
2

W    E E E  (18) 

where,   is Lame’s constant, G is the shear modulus, and E is the Lagrangian strain tensor,  

  
1

.
2

T E F F I  (19) 

Alternately, the strain energy density can be represented in indicial notation by 
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  (20) 

The second Piola-Kirchhoff stress (S ) is found by taking the partial derivative of 

the strain energy density with respect to E , yielding 

  
W

tr 2G .=


  


S E I E
E

 (21) 

The isotropic elastic tensor ( C ) is then 

 

2

2
λ 2G '

W 
    

 

S
C I I I

E E
 (22) 

and the rate of change in the second Piola-Kirchhoff stress is 

 

2W
:



 E E
S E = C:E.  (23) 

The parameters required to model the elastic response of HMX have been thoroughly 

studied in the literature. The elastic parameters used here are adapted from the work of 

[50] and are summarized alongside the parameters for Estane in Table 2. 

Table 2. Material properties for hyperelastic HMX and Estane. 

 

Material Property HMX Estane

Young's Modulus 21.2 GPa N/A

Density 1.91 g/cc 1.19 g/cc

Specific Heat 1254.0 J/kg-K 1500 J/kg-K

Poisson's Ratio 0.277 0.499
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2.2.2.3 Isotropic Viscoplastic Model for HMX 

The elastic viscoplastic material model is implemented with the purpose of 

capturing the strain rate and temperature sensitivity of a plastically deforming solid. The 

particular model presented below has been developed by Zhou [51] and is simply reported 

here.  

For elastic-plastic flow, the basic kinematic assumption is 

 e p F F F , (24) 

where e
F and p

F are the elastic and plastic portions of the deformation gradient, 

respectively. The rate of deformation , D , and the spin, Ω , are the symmetric and anti-

symmetric parts of the velocity gradient, 
1F F . The deformation rate and spin can be 

decomposed into their elastic and plastic parts according to 

 ,e p t e p    D D D D Ω Ω Ω . (25) 

At this point, we restrict our attention to the case of small elastic strains, and 

thermo-elastic coupling is ignored such that the elastic moduli are not dependent on 

temperature. Under these conditions [52], 

 ˆ    
p

τ L : D-D  , (26) 

where τ̂ is the Jaumann rate of Kirchhoff stress, L is the tensor of elastic moduli, α  is the 

thermal expansion coefficient, and T is the temperature. For isotropic elastic response, 

 '
1 1 2

E 

 

 
     

L I I I , (27) 

where E is the Young’s modulus, v is Poisson’s ratio, 'I  is the fourth order identity tensor, 

I  is the second order identity tensor, and A B  denotes the tensor product.  
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 For an isotropically hardening, viscoplastic solid, p
D  is given by 

 
3

'
2

p 


D τ , (28) 

where  is the equivalent plastic strain rate and  

   2 31
3 2

' : ; ' : '  τ τ τ I I τ τ . (29) 

The viscoplastic response of the HMX will be validated against available 

experimental data and is characterized by the following equations 
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, (33) 

where 
0

t

dt    is the equivalent plastic strain, 0  and m  are reference strain rates, m 

and a are rate sensitivity parameters for strain rates below 3 110  s  and above 4 15 10  s

, respectively, 0  is the quasi-static yield stress, 0  is a reference strain, N is the strain 

hardening exponent, 0T  is the reference temperature, and  and    are thermal softening 

parameters. The function ( , )g T  represents the quasi-static stress-strain response at 

ambient temperature. The material parameters for the viscoplastic response of HMX are 
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found in Table 3 are fit to the experimental wave profiles obtained by Dick et al. [16] using 

the method discussed by Menikoff et al. [17]. 

Table 3. HMX material parameters for viscoplastic constitutive behavior. 

 

2.2.3 Cohesive Finite Elements 

The CFEM framework utilizes the idea of cohesive zones in the presence of 

developing cracks introduced by Barenblatt [53], Dugdale [54], and Rice [55]. The CFEM 

has been used to study many phenomena related to delamination and fracture including 

tensile decohesion [56], quasi-static crack growth [57], ductile fracture [58, 59], [60] and 

fragmentation [29, 61], delamination in laminar composites [62, 63], and microstructural 

cracking and delamination in particulate composites [64, 65]. In this computational 

framework, cohesive finite elements are embedded along all element interfaces in the 

original mesh, as in [64, 65]. This method of inserting cohesive elements allows for semi-

arbitrary crack nucleation and propagation, with potential crack paths limited only by the 

initial mesh resolution.  

Each cohesive element is described by a bilinear traction separation law of the 

form developed by Zhai et al. [65]. In this cohesive model, the traction applied on any 

cohesive surface (T) is work conjugate to the interfacial separation (Δ ). This law is 

derived from a potential,  which is related to Δ  through the state variable 

0  
0  N  

0T    

260 MPa 45.88 10  0.0 293 K 0.0 

     

0  m  
m  a    

41 10  100.0 128.0 10  22.5 0.0 
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, (34) 

where n  n   and t  t   are the normal and tangential components of Δ , 

respectively, and n  and t  are the unit vectors normal and tangential to the cohesive 

surface. 
nc  and 

tc  are the critical normal and shear separations at which the cohesive 

strength vanishes and the cohesive element fails. This state variable describes the 

effective state of the cohesive element under mixed-mode separations. To capture the 

irreversibility of damage, the monotonically increasing parameter  0max , ulh h   is 

introduced. 0h  is the initial value of h  which describes the initial stiffness of the cohesive 

element, and ul  is the maximum value of   experienced by the element thus far. The 

limiting values of 0   and 1h   correspond to zero separation and complete element 

degradation, respectively. The specific cohesive potential implemented here is of the form  
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where, 0  is defined as the work of separation from the undamaged to fully damaged 

states. A potential of this form allows for the traction to be defined by 

 ,





T
Δ

 (36) 

which allows for the calculation of normal and shear components of the traction  
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where, nc tc    , and  
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  (39) 

Previous work with this type of CFEM approach has identified the issue of cohesive 

surface induced softening when a finite cohesive stiffness is used in the cohesive law [66]. 

This has been addressed by selecting a sufficiently large initial stiffness corresponding to 

the choice of element size such that the solution convergence criterion of Tomar et al. [66] 

is satisfied. 

2.2.4 Contact Algorithm 

In the current setting, prior to the failure of any cohesive elements, the 

computational domain of bulk and cohesive finite elements is continuously connected 

through shared nodes. Upon fracture of any cohesive element, the domain contains free 

surfaces, which are capable of unrestricted, nonphysical penetration into adjacent 

elements in a traditional finite element framework. Because this penetration represents a 

geometrically unacceptable condition in the domain, a mechanism for restricting 
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penetration and modelling contact must be introduced. A contact algorithm consisting of 

penetration detection and surface traction calculation is described below. 

2.2.4.1 Penetration Detection 

The penetration detection algorithm employed in CODEX is a four (4) step process. 

(1) The computational domain is decomposed into overlapping, equally sized zones. Steps 

(2) – (4) are iterated over each potential contact pair within each of the zones. (2) A 

“bounding box” check is performed to remove elements that are not in immediate proximity 

to one another. (3) Each pair of elements is tested to determine if any edge of element 2 

is in contact with the fractured edge of element 1. (4) Finally, the contacting elements are 

required to be on the “outside” of the surfaces in contact. Steps 1 and 2 serve to limit the 

number of calculations required in the more numerically intensive Steps 3 and 4. In the 

remainder of this section, these four steps will be discussed in more detail. 

The first step in the contact detection routine is a spatial domain decomposition 

which splits the entire computational domain into overlapping, equally sized zones. Each 

zone contains a list of potential contact sites. The potential contact sites come in the form 

of the edges of bulk finite elements which are connected to failed (cracked) cohesive 

elements. The primary purpose of the spatial decomposition is to increase the 

computational efficiency of the eventual contact detection calculations. A schematic of the 

contact detection zones is shown in Figure 4. The size of each zone is 0.42 mm × 0.4 mm 

and the edges overlap neighboring regions by 0.12 mm. This amount of region overlap 

has been found to minimize the calculation time of the algorithm while assuring that all 

contact pairs are detected. The remainder of the contact detection is performed 

sequentially over each of the zones. 
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Figure 4. Schematic of the contact detection zones. 

Step 2 in the contact detection scheme is the “bounding box” check. Essentially, 

the bounding box calculation determines if it is geometrically possible for two elements to 

be in contact (occupy the same space). This is determined by comparing the extents of 

each element. The extents of element 1 are described by 

 
 min

1 1,1 1,2 1,3min , ,X X X X
 (40) 

 
 max

1 1,1 1,2 1,3max , ,X X X X
  (41) 

 
 min

1 1,1 1,2 1,3min , ,Y Y Y Y
  (42) 

 
 max

1 1,1 1,2 1,3max , ,Y Y Y Y
. (43) 
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In order for any two elements to be in contact, their extents must overlap. This is 

accomplished in an efficient manner with the evaluation of four simple statements. The 

bounding boxes of two elements overlap if and only if 

 

min max

1 2Y Y
, and (44) 

 

min max

2 1Y Y
, and (45) 

 

max min

1 2X X
, and (46) 

 

max min

2 1X X
. (47) 

 This method of checking for an overlap of the bounding boxes reduces the number 

of potential contact pairs by eliminating non-intimate element pairs. The bounding box 

check is a quick check of exclusion (it cannot prove contact, but it can prove the lack of 

contact) that reduces the number times that steps 3 and 4 must be calculated within each 

zone.  

Step 3 of the contact detection algorithm checks if any edge of element 2 intersects 

the failed surface of element 1. The test for the intersection of two line segments AB  and 

CD  is  

 1 2 3 40 0and      . (48) 

Where,  
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 (49) 

All element pairs satisfying the requirements in Step 3 have two defining 

chaaracteristics: (1) each element contains at least one failed cohesive element, and (2) 

the two elements contain at least one common location in Euclidean space. Figure 5 

shows three possible scenarios that would satisfy Step 3.  

While all three scenarios in Figure 5 are mathematically in contact, only scenario 

3 on the bottom represents a physical contact event. Step 4 of the detection algorithm 

evaluates the contacting surfaces from Step 3 to eliminate all false positive contact 

scenarios (1 and 2). Scenario 1 illustrates the first false positive contact condition. If the 

two potential contact surfaces in question are to be in contact, the contact surfaces must 

be oriented “towards” one another. This type of false-positive can be detected by requiring 

that the outward normal (relative to the bulk finite element) of the two segments point 

towards one another. Specifically, the dot product of the two outward normal vectors is 

required to be negative.  

 1 2
ˆ ˆ 0n n   (50) 

Considering the three scenarios in Figure 5, Equation 18 is satisfied for scenarios 2 and 

3 but is not satisfied for scenario 1. Scenario 2 arises due to the use of cohesive finite 

elements in compression. In this case, the side of element 1 that is detected as contact 

by Step 3 is the edge connected to the unfailed cohesive element adjoining elements 1 
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and 2. The outward normal vectors associated with the failed elements satisfy the 

requirement introduced to catch scenario 1, but the failed cohesive elements in elements 

are clearly in physical contact. A second requirement is that the failed surface of element 

2 lie in the direction of the potential contact surface on element 1 (relative to the center of 

element 1). This requirement is enforced by ensuring that  

 

 

Figure 5. Three generalized contact scenarios that satisfy all requirements of 

Steps 1, 2, and 3. 

 0AB B   , (51) 

where,  is the centroid of the finite element containing segment CD . Scenarios 1 and 

3 satisfy this requirement, but scenario 2 is excluded by this additional condition. The 
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effect of the requirements imposed by Equations 18 and 19 is to reduce the set of potential 

contact pairs such that all remaining pairs represent a physical contact event. Each of 

these contact pairs is then passed into the contact force calculation, where the normal and 

tangential surface tractions acting on each element are determined. 

2.2.4.1 Surface Traction Calculation 

The surface traction calculation evaluates all contact pairs identified by the 

penetration detection algorithm. The four nodes comprising the contact pair are identified 

according to the following convention. The nodes of surface 1 are 1N  and 2N , and the 

nodes of surface 2 are 3N  and 4N  and the nodes are oriented as in Figure 6.  

 

 

Figure 6. Naming convention for the nodes of a contact pair. 

In a given contact event, surface tractions develop in the direction normal to the contact 

surface to restrict the interpenetration of two bodies and frictional forces develop in the 
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direction tangential to the contact surface. One issue with calculating general contact 

between two line segments (edges of a triangular finite element) is determining the 

directions normal and tangential to contact. This is accomplished here by employing the 

concept of master / slave contact pairs. Specifically, contact is assumed to occur in the 

direction normal to surface 2 (and outward from its containing finite element) and friction 

occurs in the direction of the vector pointing from 3N  to 4N . It is convenient to define a 

contact coordinate system (t,n) relative to the orientation of surface 2. 

 
t x

contact

n y

X X

X X

   
     

   
X R   (52) 

where R is a rotation matrix mapping from the x-y coordinate system to the t-n system. 
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R   (53) 

In this expression, L, is the length of surface 2. Now, utilizing t-n coordinates, the 

penetration depth is calculated using the expression 

 3max(0, ) 1,2n n

iX X i      (54) 

The weighted average velocity of a given node and the side opposite (
n

iV ) is  
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  (55) 

where 
n

iV  is the velocity of the i-th node in the direction of the n-axis,  
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 (56) 

and ijL  is the distance between nodes i and j. The average acceleration of each node (
n

iA ) is 

calculated in an identical manner. The normal force on each node is then calculated using the 

relationship 

     1

1 1 1
c ,

2 2

n n n n n

i i i i i i iF m A A A V V
dt


 

       
 

  (57) 

where im  is the lumped mass of node i, dt is the time step size, and 1c  is a scaling 

constant. The first two terms in this expression restrict additional penetration between the 

two surfaces. The third term acts to reduce the amount of penetration that existed prior to 

the current time step. In general, this inherited penetration is due to compressive loading 

of cohesive elements prior to failure due to shear (tangential) separation. Inherited 

penetration from compressive loading of cohesive elements restricts the use of a penalty 

stiffness type contact force that is dependent only on penetration depth  . In this 

computational framework, penalty forces dependent only upon the penetration depth are 

highly unstable because the penetration due to the cohesive elements is applied suddenly 

upon fracture of the cohesive element. Force equilibrium on the contact surfaces is then 

enforced with the relationship (similar expressions can be written for the forces on nodes 

2, 3, and 4) 

 3 4
1 1

1
.

2 2

n n
n n A A

A A
   

    
 

  (58) 
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After calculation of the normal forces on the contact pair, the tangential forces on 

the contact surface are calculated according to a Coulomb friction paradigm. The details 

of the frictional calculation follow. The relative sliding of surfaces 1 and 2 (in the absence 

of friction) is calculated from the relative tangential acceleration ( ˆ t

iA ) and relative 

tangential velocity ( ˆ t

iV ) 

 

2

ˆ ˆ ˆ
2

t t t

i i i

dt
A V dt     , (59) 

where ˆ t

iV  and ˆ t

iA  are calculated in similar manner by 

  1 1 1 3 1 4
ˆ 1 .t t t tA A A A       (60) 

In this expression, the velocity and acceleration at each node is compared to the weighted 

average of the velocity and acceleration of the two nodes on the opposite surface. In the 

current framework, the effect of friction can range from frictionless sliding ( ˆt t

i i  ) to 

slipless friction ( 0t

i  ). The relationship describing Coulombic friction is  

 
t n

i iF F     (61) 

where 
t

iF  is the tangential force at node i and   is the applicable coefficient of friction. If 

the tangential driving force on the contact surface ( ˆ t

iA ) exceeds the normal force on the 

contact surface ( ˆ n

iA ) times the coefficient of friction, then a tangential force 
t n

i iF F    is 

applied to the nodes of the contact surface and relative motion between the nodes is 

allowed. If the driving force is less than required for slipping, the force applied by friction 

is sufficient to restrict relative motion between the surfaces. After applying the friction 

force, the relative sliding is recalculated in order to determine the frictional work of contact.  
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f t t

i i iW F   (62) 

All of the frictional work of contact is converted into heat and is distributed to the associated 

nodes. At this point the total nodal force vector is updated for the final time in each time 

step. 

In the selection of a coefficient of friction, there is very little information for the 

individual constituents of PBX 9501, namely HMX and Estane. Using drop weight impact 

tests on another HMX based PBX (PBX 9404), Green et al. [14] found that the coefficient 

of friction is approximately 0.3 – 0.7. With this result as a starting point, Chidester et al. 

[67] uses a coefficient of friction of 0.5 to model the fricitonal work on a PBX specimen 

(LX-10-1) and to predict the threshold velocity for impact induced ignition. In another study, 

Dickson et al. [68] directly measure the coefficient of friction for a sample of PBX 9501. 

This is achieved by contacting a rotating sapphire disk coated in grit with the PBX 

specimen and measuring both the normal and lateral forces transferred through the 

contact. This work finds that the coefficient of friction for PBX 9501 varies between 0.35 

and 0.5. For the calculations in Chapters 3 and 4, the coefficient of friction (both static and 

kinematic) is chosen to be 0.5 for all frictional contact occurring between two HMX particles 

and for contact between HMX and Estane. Previous work by Barua [4] has shown that for 

values in the range of 0.5, there is relatively little dependence of the frictional behavior on 

the specific value of the coefficient of friction.  
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2.2.5 Loading Configuration 

 

Figure 7. Diagram of the loading and boundary conditions. 

The loading configuration used in this analysis are chosen to simulate piston-

driven, nominally uniaxial strain conditions in the material. The specimens being tested 

are each 15 mm in the loading direction and 3 mm in the transverse direction and contain 

72% – 90% HMX by area. As seen in Figure 7, the lateral walls constrain the specimen 

from expanding without introducing friction. The loading is the result of an imposed velocity 

condition on the left face of the specimen. The velocity is ramped (ramp time, 0.5 μs) to a 

steady velocity that remains constant for the remainder of the calculation. The range of 

imposed boundary velocities is from 50 m/s to 200 m/s for all of the 2D PBX 

microstructures. Analysis of the mechanical and thermal response of the PBX specimens 

is limited to the material under the influence of only a single pass of the stress wave, 

therefore wave reflection from the rigid anvil is not considered.  

2.3 Postprocessing: Probabilistic Approach to Ignition Sensitivity 

2.3.1 Thermal Criticality 

Critical to the sensitivity analysis of an energetic material is a methodology for 

identifying any hotspots generated during the mechanical loading process and 

determining which hotspots, if any, contain sufficient energy to support sustained chemical 
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reaction, termed thermal runaway. The mechanism for locating hotspots is composed of 

two (2) processes. Hotspot analysis is done by (1) locating all hotspots of interest, both 

critical and sub-critical and (2) applying an appropriate criterion to each hotspot in the 

domain in order to determine if and when each microstructure reaches the critical 

threshold. Locating hotspots is done by sectioning the domain according to the 

temperature field. All material below a pre-determined temperature threshold ( *T ) is 

excluded from the analysis and the remaining material is composed of “hotspots”. At this 

point, all of the significantly heated material in the microstructure have been isolated, but 

there is no distinction between hotspots that have reached a state of thermal runaway and 

those that will be quenched by subsequent chemical reaction and conduction. In order to 

distinguish between critical and subcritical hotspots, a physically informed threshold is 

needed. Figure 8 shows potential size – temperature thresholds for critical hotspots in 

HMX as determined by two different sources [34, 38]. 

 

 

Figure 8. Size – temperature criticality thresholds for HMX using the methods of 

Tarver et al. [38] and Henson et al. [34]. 
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Tarver et al. determined a critical size-temperature threshold for isolated hotspots 

with various geometries based on simulations of a four step thermal decomposition model 

coupled with thermal conductivity of the various chemical constituents. In the analysis of 

Chapters 4 and 6, the results of Tarver’s analysis are used to create a “go / no-go” initiation 

criterion for hotspots where criticality is determined by a given hotspot’s size and 

temperature in relation to Tarver’s threshold. This critical threshold is treated as a material 

property that indicates an initiation event in any material having sufficient temperature rise 

over a given amount of HMX. In this way, a distinct time required to generate a hotspot 

leading to thermal runaway is obtained and can be used to compare various 

microstructures.  

2.3.2 Ignition Sensitivity 

 

Figure 9. Physical interpretation of the Weibull distribution parameters. 

Ignition sensitivity is evaluated through a statistical treatment of the results 

obtained from the CFEM calculations. In order to quantify the effect of random packing 
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variations in statistically similar (constant particle size distribution, packing fraction) 

microstructures, this work analyzes multiple instantiations with the same microstructural 

description for each loading condition. A modified form of the Weibull distribution function 

is used to describe the probability of ignition for a set of similar microstructures.  
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t t
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  (63) 

In the above equations,  P t  is the cumulative probability, t  is the time to criticality, 0t  

is the cutoff or threshold time below which the probability of initiation is zero,   is a 

parameter affecting the slope of the distribution, and m  is a shape factor. This 

probabilistic treatment allows for the quantification of the stochastic nature of initiation in 

highly heterogeneous PBXs. The three primary descriptors that are used to characterize 

and compare ignition sensitivity for different loading and material cases are shown in 

Figure 9. The threshold time ( 0t ), mean time to criticality ( 50t ), and range of probable 

ignition times ( ranget ) and can be obtained from the Weibull distribution function. Using 

0t , 50t , and ranget , this study describes the initiation behavior and quantifies the effect of 

changing material properties and loading conditions on the initiation sensitivity of a PBX. 
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CHAPTER 3: VISCOPLASTICITY AND THE MECHANICAL BEHAVIOR OF PBX 

Initiation events occur across such a large spectrum of both shock and non-shock 

situations, therefore it is crucial that the mechanisms leading to energy localization are 

well understood at the critical length and time scales for all loading types. Because hotspot 

formation is difficult to diagnose experimentally, computations which model the active 

dissipation mechanisms and microstructural complexity of the PBX composites can be 

used to study the mechanical, thermal, and damage processes which lead to or increase 

the likelihood of hotspot generation.  

The focus of this chapter is to calculate, quantify, and analyze the effect of 

viscoplastic HMX on the mechanical, thermal, dissipative, and damage response of a two-

phase PBX. Specific attention is given to fully characterizing the dynamic material 

response of PBXs comprised of an Estane binder and HMX grains by isolating and 

understanding the role of plasticity, fracture, and friction as well as how these mechanisms 

interact with one another. The CFEM framework is used to predict the response of a 

systematically varying set of microstructures to loading by piston velocities ranging from 

50 to 200 m/s. The mechanical, thermal, dissipative, and damage response of each set 

and the effect of viscoplastic HMX is extensively quantified as functions of imposed piston 

velocity, HMX packing fraction, and distance from the piston. 

3.1 Methodology 

CFEM calculations are carried out on sets of PBX microstructures having HMX 

area fractions of 0.72, 0.76, 0.81, and 0.90 using the CFEM framework described in 
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Chapter 2. Each set of microstructures consists of twenty instantiations with similar 

average grain size and grain size distributions. These sets of microstructures are 

described in detail in Chapter 2.1.1. To clearly delineate the effect of viscoplasticity on the 

thermal and mechanical response of the PBX specimens, each specimen is tested two 

times. The first time for each specimen contains hyperelastic HMX and the second 

contains HMX modeled using the viscoplastic constitutive relation. For each test, the 

specimen is loaded by means of a virtual piston with a specified velocity history in the 

direction parallel to the long axis of the specimen. The specific loading history is shown in 

Figure 10.  

 

 

Figure 10. Velocity history for uniaxial loading of PBX specimens using CODEX. 

Each specimen is loaded with piston velocities ranging from 50 to 200 m/s in order to 

capture the effect of viscoplastic deformation in the HMX grains over a large range of 

loading conditions. The boundary conditions on the remaining faces of the domain are 
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chosen such that the specimen is fully confined by a frictionless boundary. The loading 

scenario is thus one of nominally uniaxial strain on the scale of the specimen. Analysis of 

the thermal and mechanical response of the PBX specimens is then restricted to the period 

of time prior to the stress wave reflecting off of the rigid wall, initially located 15 mm from 

the piston face. The response of the PBXs to impact loading are evaluated in terms of the 

kinematic behavior (velocity and acceleration), mechanical behavior (axial stress, von 

Mises equivalent stress, and hydrostatic stress), thermal behavior, dissipative processes 

(frictional, viscoelastic, and viscoplastic dissipation), and damage (binder fracture, 

intragranular fracture, and debonding) in the following sections. The objectives of this 

analysis are to fully describe the behavior of fully dense PBXs under impact loading and 

to quantify the effect of viscoplastic HMX on the response of the system as a whole over 

a range of stimuli. 

3.2 Kinematic Response of PBXs 

3.2.1 Characterization of Heterogeneous Velocity Field 

The velocity field is the primary characteristic of the kinematic response of the PBX 

to impact loading. Figure 11 shows the average longitudinal velocity for both the elastic 

and viscoplasic cases as functions of position (initial distance from the piston face). At low 

piston velocities, the velocity increases rapidly from zero to a very high fraction of the 

piston velocity, then steadies into a region of nearly constant velocity. The length of 

material (in mm) required for the longitudinal velocity profile to accelerate from a stationary 

to a steady velocity is subsequently referred to as the width of the velocity or stress wave 

( sw ). For high piston velocities, the velocity similarly increases steeply from zero over a 

distance of sw . However, in the region behind the wave front, the velocity continues to 
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increase slowly to a maximum value of the imposed piston velocity at the loaded surface. 

As a result of this gradient in the velocity field, in high piston velocity cases the material 

behind the wave front will experience additional axial compression behind the stress wave 

front, but at low impact velocities all of the axial compression will occur during the initial 

loading period. 

 

 

Figure 11. Average longitudinal velocity as a function of position for an HMX 

packing fraction of 0.81 and piston speeds ranging from 50 – 200 m/s.  

Spatial variations in the velocity field develop due to the geometric and mechanical 

heterogeneities that exist in each PBX microstructure. These fluctuations can lead to 

increased localized stresses or, in the case of free surfaces, relative sliding. Figure 12 

shows the standard deviation of the (a) longitudinal and (b) transverse velocity field as a 

function of distance from the piston for the entire specimen. It can be seen that the velocity 

fluctuations in the longitudinal and transverse directions correspond well with one another 
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everywhere in the wave profile except for the region near the wave front (distance from 

piston > 12 mm). This correspondence indicates that the fluctuation vector is 

approximately 45 degrees relative to the loading direction, which is the direction of the 

majority of the fractured surfaces in the domain. Taken together, the fluctuations in the 

velocity field of a fully dense PBX are dominated by the relative sliding of fractured (or 

debonded) material. In the region near the wave front, the standard deviation of the 

velocity field is significantly higher in the longitudinal direction than in the tangential, 

indicating that fracture and frictional sliding is not yet a dominant feature in velocity 

fluctuations in the vicinity of the wave front.  

 

 

Figure 12. The standard deviation of the (a) longitudinal and (b) transverse 

velocity as a function of position and piston velocity for specimens having an 

HMX packing fraction of 0.81. 

Figure 13 shows the standard deviation of the longitudinal velocity as a function of 

position (distance from the piston) and piston velocity in the (a) HMX phase and (b) Estane 

phase of the composite. For both elastic and plastic HMX, there is significantly more 

variation in the velocity field of the binder than in the HMX material the same distance from 
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the piston. This effect is most evident at high piston velocities and reduces to a negligible 

difference at 50 m/s. The difference in magnitude of the velocity fluctuations in the HMX 

and the binder highlights the possibility of sliding between the grain boundaries and 

adjacent binder material that has been previously debonded. Sustained, oscillatory 

relative motion along the grain boundaries would lead to associated heating at sites where 

the grain boundaries have debonded from the Estane. 

 

 

Figure 13. The standard deviation of the longitudinal velocity in the (a) HMX and 

(b) Estane as a function of position and piston velocity for specimens having an HMX 

packing fraction of 0.81. 
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time. In terms of the rise time of the stress wave, this blunting of the acceleration pulse 

will be manifested in the form of a widening stress wave front as it propagates away from 

the piston. Over the range of 0 to 5 μs, the acceleration pulse is significantly blunted for 

both microstructures containing elastic and plastic HMX grains.  

 

 

Figure 14. Evolution of the acceleration as a function of longitudinal position for a 

piston velocity of 50 m/s. 
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dependent on the “orientation” of the binder ligament. For binder regions that are generally 

parallel to the direction of loading, the stresses are similar to those in the neighboring 

grains. However, the binder ligaments that are oriented perpendicular to the loading 

direction have longitudinal stresses that far exceed those in the nearby grains. The blue 

colored (longitudinal stress > 1 GPa) binder regions are clearly visible for both 

microstructures in Figure 15. 
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Figure 15. Longitudinal stress contours for PBX specimens with 81% HMX and a 

piston speed of 200 m/s.  

3.3.1.1 Average Longitudinal Stress 
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of the differences between them, the average stress as a function of distance from the 

piston is analyzed. Figure 16(a) shows the average axial stress profile for the twenty 

instantiations consisting of 81% HMX for piston velocities ranging from 50 to 200 m/s. 

Figure 16(b) shows the “effect of plasticity” on the longitudinal stress profiles. The effect 

of plasticity for a given variable is calculated as  

 ,plastic elasticPlasticity Effect     

where, 
plastic  is the value of the variable in the specimens with plastic HMX and elastic  is 

the value of the variable in specimens with elastic HMX. This measure will be frequently 

used in this section to quantify the direct change in a specific quantity due to the addition 

of plastic deformation in the HMX grains. 

 

 

Figure 16. (a) Axial stress profiles and (b) change in axial stress profiles for elastic 

and viscoplastic HMX specimens having 81% HMX and subject to piston velocities 

from 50 – 200 m/s. 
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HMX for piston velocities greater than 50 m/s. At 50 m/s however, plastic HMX causes a 

decrease in average longitudinal stress. In a homogeneous elastic-plastic solid 

undergoing plane strain loading, the stress strain curve follows the constrained or P-wave 

modulus from the unloaded state to the onset of yielding and then follows the bulk 

modulus. For a given material, the bulk modulus is always less than the constrained 

modulus, indicating that the stress in an elastic material should never be exceeded by that 

in an elastic-plastic material (where the elastic portions are equivalent). The results shown 

in Figure 16 show the opposite trend, as the piston speed increases, the specimens 

elastic-plastic HMX carry more stress than their elastic counterparts. This difference is due 

to damage (fracture) induced by the loading. At low velocities (50 m/s), the damage 

induced is relatively small causing the plastic HMX to lessen the stress carrying capacity 

of the composite. However, as the loading intensity increases, significantly more damage 

occurs in the binder, on the interface between the binder and HMX, and in the HMX itself. 

The elastic microstructures show significantly more damage than the specimens 

containing plastic HMX at the same loading intensities. This difference is considered in 

more detail in Section 3.6.  

The level of the longitudinal stress behind the stress wave front is a function of 

HMX fraction as well as velocity. Figure 17 shows the effective axial stress (average stress 

behind the wave front), as a function of both packing fraction and piston velocity for the 

elastic and plastic HMX specimens. Qualitatively, it is clear that for both material types, 

the effective longitudinal stress increases monotonically with both packing fraction and 

piston velocity.  

 



58 

 

 

Figure 17. Effective longitudinal stress as a function of HMX packing fraction, 

piston velocity, and material type. 

The effect of plastic HMX on the effective longitudinal stress is a complex 

interaction. Figure 18 shows the increase in longitudinal stress due to plasticity as a 

function of piston velocity and HMX packing fraction. For all piston velocities, the 

magnitude of the effect of plasticity understandably increases with the packing fraction of 

the HMX. At 50 m/s piston velocity, plasticity in the HMX causes a decrease in axial stress 

of 1.19 MPa to 1.27 MPa for HMX packing fractions of 0.72 and 0.90, respectively. As the 

velocity increases, the effect of plasticity is to increase the longitudinal stress in the HMX 

phase of the material. This effect is indicative of the complex nature of the interactions 

occurring in these specimens. At low velocities, the material remains relatively 

undamaged, contributing to a modest reduction in axial stress. At high velocities, however, 

there is significantly less damage in the specimens with plastic HMX, causing these 

specimens to carry more axial stress than the corresponding microstructures with elastic 

HMX.  
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Figure 18. The effect of plasticity on the effective longitudinal stress as a function 

of piston velocity and HMX packing fraction. 

3.3.1.2 Comparison to Experimentally Obtained Hugoniot 

As a measure of validation of the mechanical response of the PBX composite, the 

effective longitudinal stress is compared to experimental results obtained by Dick [6] on 

the shock loading of PBX 9501 at pressures less than 2 GPa. In order to compare these 

computational results to those of Dick, the computational results will be fit to an analytical 

form that represents the effective axial stress as a function of packing fraction and piston 

velocity. This function takes the form 

    1 2, ,eff

yy v v c c h h    (64) 

where, v is the piston velocity, h  is the HMX packing fraction, 2c  is a fitting parameter, 

and  

  1 .c chh h   (65) 
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The parameter 2c  controls the predicted stress level for zero piston velocity (or packing 

fraction). The parameters are fit to the data generated in this study, subject to the 

constraint that  ,0 0eff

yy h  , specifically restricting the function to predict zero 

longitudinal stress for the whole range of packing fractions when the imposed piston 

velocity is zero. This constraint leads directly to 2 0c   for both elastic and plastic HMX 

cases and ch  is 5.645 for the case of elastic HMX and 5.816 for the specimens with plastic 

HMX. Figure 19 shows the direct comparison of the current results to those of the low 

pressure experiments performed by Dick [6]. 

 

 

Figure 19. Comparison of computational results to experimentally-obtained axial 

stress vs. piston velocity Hugoniot [69].  
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limit of axial stress when extrapolating to higher piston velocities. Because the fit is linear 

in velocity, it will under-predict the axial stress induced by high intensity loading. Under 

high impact pressures, the elastic response of both the HMX and the Estane will be stiffer 

than the applied elastic constants (measured at ambient pressure) due to the pressure 

sensitive elastic response of both HMX and Estane that is not explicitly modeled here. 

Figure 19 compares the axial stress versus piston velocity relationship of the results 

presented here to those of Dick [6]. The dashed and solid lines correspond to the analytical 

fit for the PBX specimens containing elastic and plastic HMX, respectively. The black 

circles are the experimental results. The analytical fit shows good correspondence with 

the experimental results over this entire range of simulated piston velocities (50 – 200 m/s) 

and when extrapolated to the data point at .289 km/s, underestimates the effective 

pressure by only 4%.  

3.3.2 Von Mises Stress 

Evaluating the effect of plasticity on the mechanical behavior of PBX requires an 

analysis of the von Mises stresses in these scenarios. The von Mises stress is the stress 

measure most directly influenced by the onset of plasticity. The von Mises stress is also 

of critical importance because it provides a measure of the total shear stress in the 

material. The presence of elevated levels of shear stress in the presence of cracks also 

provides a driving force for frictional slip in damaged materials.  

3.3.2.1 Von Mises Stress as a Function of Piston Velocity 

Figure 20(a) shows the von Mises stress profile for elastic and plastic HMX cases 

for an HMX packing fraction of 0.81 and impact velocities from 50 to 200 m/s. The dashed 

lines, corresponding to the specimens with elastic HMX show a similar trend regardless 
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of the piston velocity. Over the rise time of the stress wave, the von Mises stress increases 

smoothly from zero to a steady value that increases with loading intensity from 146.3 MPa 

at to 50 m/s loading to 377.2 MPa for 200 m/s loading. The profiles of the plastic HMX 

specimens show a nearly identical response for piston speeds less than 100 m/s. At higher 

impact speeds, however, plastic slip becomes significant and noticeably alters the von 

Mises stress profile. The characteristic of the profile for the plastic HMX specimens at high 

velocities is a smooth increase from zero to a maximum value that increases with piston 

velocity. The maximum von Mises stress level for a piston velocity of 150 m/s is 290.4 

MPa, 4.2% lower than the steady level of von Mises stress in the elastic HMX specimens 

at this velocity of 303.2 MPa. When the piston velocity is increased to 200 m/s, the peak 

von Mises stress in the plastic HMX profile is 305.8 MPa, 18.9% less than the steady value 

of 377.2 MPa in the elastic specimens. Following this maximum value, the von Mises 

stress relaxes to a steady value. Another feature of interest in the plastic profiles is the 

level to which the von Mises stress relaxes. The profiles for the plastic HMX specimens in 

Figure 20(a) indicate that the relaxed value of von Mises stress is lower for the higher for 

the higher velocity impacts. This effect is likely due to the increase in damage associated 

with increased piston velocity, which lead to reduced shear resistance. 
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Figure 20. The (a) von Mises stress profile and (b) change in von Mises stress 

profile due to viscoplasticity for an HMX packing fraction of 0.81 and piston 

velocities ranging from 50 – 200 m/s. 

Figure 20(b) shows the effect of plasticity on the von Mises stress for the same 

range of piston velocities. At 50 m/s, there is very little effect of plasticity on the von Mises 

response, indicative of a limited amount of plastic deformation in the specimens at this 

loading intensity. When loaded with a 100 m/s piston velocity, plasticity causes a decrease 

in the level of von Mises stress in the plastic HMX over the 5 mm of specimen nearest the 

piston, but the plasticity has no effect beyond that. For piston velocities of 150 and 200 

m/s, significant effect due to plasticity is evident over the entire length of the specimen, 

indicating that this loading intensity is sufficient to induce plastic deformation in the whole 

specimen. Extending these observations, for piston velocities below 100 m/s, the 

heterogeneity-induced shear stresses are not sufficient to cause ubiquitous plastic 

deformation. For piston velocities near 100 m/s, sufficient plastic deformation is induced 

to affect a portion of the domain, but is dissipated within the 15 mm specimen length. 

When the piston velocity exceeds 150 m/s, the stresses in the material are significant 

enough to induce plastic deformation throughout the 15 mm domain. 
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3.3.2.2 Distribution of von Mises Stress 

The von Mises stress in these microstructures, however, is far from uniform. As a 

measure of the variability of the von Mises stress states in the material, Figure 21 shows 

the coefficient of variation of von Mises stress ( VM

vc ) as a function of piston velocity and 

HMX packing fraction for (a) elastic HMX and (b) plastic HMX specimens. The specimens 

with elastic HMX show a monotonic decrease in 
VM

vc  with increasing piston velocity from 

0.30 at 50 m/s to 0.14 at 200 m/s for 0.72h  . The specimens containing plastic HMX, 

however, do not exhibit a monotonic trend. As the piston velocity increases from 50 to 100 

m/s for 0.72h  , VM

vc  decreases from 0.27 to 0.15. For all packing fractions, there exists 

a minimum in 
VM

vc  between 125 and 150 m/s, followed by an increase in 
VM

vc  of 0.16 to 

0.21 from 150 to 200 m/s. For 50 m/s piston velocity, the specimens with plastic HMX 

have 11% less variability (for packing fractions between 0.72 and 0.81, 13% variability for 

0.90h  ). This reduction in variability increases to a maximum of 23% at 100 m/s prior to 

the change in slope of the plastic HMX specimens. Increasing the piston velocity from 100 

to 150 m/s leads to a reduction in variability of only 2%. Above 150 m/s, the specimens 

having plastic HMX exhibit a 43% increase in the variability of the von Mises stress over 

the elastic specimens. This drastic change stems from the onset of wide-spread plastic 

deformation at piston velocities over 150 m/s causing the average von Mises stress to 

stop increasing. However, the average von Mises stress in the elastic HMX continues to 

rise as a function of impact velocity, causing the aforementioned increase in variability due 

to HMX plasticity at high impact velocities.  
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Figure 21. Coefficient of variation of the von Mises stress as a function of HMX 

packing fraction and piston velocity for specimens having (a) elastic HMX and (b) 

plastic HMX. 

The variability in von Mises stress as a function of packing fraction can also be 

analyzed using Figure 21. For the elastic HMX, increasing the packing fraction of HMX 

leads to a reduction of the variability in the von Mises stress distribution. This effect is 

seen to steadily decrease as a function of piston velocity. At 50 m/s, 
VM

vc  reduces from 

0.30 for a packing fraction of 0.72 to 0.24 for 0.90h  , a reduction of 20%. As piston 

velocity increases to 200 m/s, the change in variability due to packing fraction decreases 

to a reduction of only 0.1% for packing fractions from 0.72 to 0.90. For the specimens with 

plastic HMX, a different trend is present. For the full range of tested piston velocities, the 

microstructures with an HMX packing fraction of 0.90 exhibited the same trend in variability 

as the less densely packed microstructures but consistently less in magnitude than the 

other cases. For the HMX fractions less than 0.90, the effect of packing density increases 

as a function of 
VM

vc .  

The presence of viscoplasticity in the HMX grains effects the von Mises stress 

response at the average, specimen, and statistical scales. In terms of average quantities, 
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viscoplasticity reduces the overall level of von Mises stress behind the stress wave for 

impact velocities exceeding 100 m/s. At 200 m/s, the reduction in effective von Mises 

stress due to plasticity is 131 MPa, 35% of the stress in the specimens with elastic HMX. 

On a specimen level, viscoplasticity enforces a limit on the maximum von Mises stress 

which is a strong function of loading rate but always less than if plasticity were not present. 

After reaching the peak stress level near the onset of loading, the material then begins to 

relax to a more steady condition, thereby softening the material. In terms of  the distribution 

of stress states, at low piston velocities, there is more change in the variability of the von 

Mises stress state due to changes in packing fraction from 0.72 to 0.90 than there is due 

to introducing viscoplastic HMX. As piston velocity increases, the effect of plasticity in the 

HMX begins to be the dominant cause of the variability in the stress field, relative to the 

effect of packing fraction.  

3.3.3 Hydrostatic Stress 

The hydrostatic stress (pressure) is an important measure of the effect of plasticity 

on HMX due to its role in frictional interactions. The hydrostatic stress represents an 

approximate measure of the normal stress on a crack face. According to the principles of 

Coulomb friction, an increase in normal stress (force) on a crack increases the shear 

driving force required to cause frictional slip (and associated heating).  

3.3.3.1 Hydrostatic Stress as a Function of Piston Velocity 

The average hydrostatic stress as a function of distance from the piston and piston 

velocity is shown in Figure 22(a). The general shape of the hydrostatic stress profiles 

closely mirror those of the longitudinal velocity profiles. At low stresses, the material 

behind the stress wave front is subjected to a steady stress level, but as the piston velocity 
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increases, the hydrostatic stress decreases as a function of distance from the piston. This 

decrease is due to the velocity gradient noted in Chapter 3.2. Because the velocity is 

decreasing away from the piston, the material behind the stress wave front is continuously 

being compressed. This continuous compression causes the hydrostatic stress in the 

specimens to be monotonically increasing in time.  

 

 

Figure 22. (a) Hydrostatic stress profile and (b) change in hydrostatic stress 

profile due to viscoplasticity for an HMX packing fraction of 0.81 and piston 

velocities ranging from 50 – 200 m/s. 

Figure 22(b) shows the effect of plasticity on the hydrostatic stress as a function of 

position and loading intensity. For all piston velocities, the plastic HMX causes a decrease 

in hydrostatic stress during the loading ramp followed by an increase in hydrostatic stress 

behind the wave front. The initial decrease in pressure due to plasticity is indicative of the 

response of an undamaged composite in the presence of plastic deformation. The 

transition from a decrease in pressure during the ramp to an increase in pressure behind 

the stress wave is due to the onset and propagation of fracture. Following this region of 

rapid transition, the effect of plasticity on hydrostatic stress stabilizes into a response that 
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is either steady ( 125 m/sv  ) or steadily increasing ( 125 m/sv  ). For the case of 

steadily increasing effect of plasticity, the damage (fracture) in the elastic HMX specimens 

continues to evolve more rapidly than in the plastic HMX specimens enhancing the 

differences between the microstructures. This difference will be discussed in more detail 

in section “Damage in PBXs”, below.  

In the analysis of the thermal response that follows, the temperature rise in the 

HMX grains comes from one of three sources: friction, plasticity, or conduction from the 

binder to the bonded grains. According to the conductivity of HMX and the relatively low 

temperature of the binder, this mode of temperature rise is not likely to be a dominant 

mechanism for critical heating and is therefore not explicitly analyzed. The heating due to 

viscoplastic deformation is due to plastic deformation and von Mises stress and will be 

discussed explicitly in the following section “Dissipation in PBXs”. Concerning heating due 

to friction, the effect of plasticity on the hydrostatic and von Mises stresses significantly 

alters the environment under which frictional slip is occurring (or not occurring). According 

to Coulomb friction, the two factors determining whether a given contact pair is stationary 

or slipping are the normal force acting on a crack surface and the tangential driving force., 

The driving force required to initiate slipping increases linearly with the normal force acting 

on a given crack. Now, the tangential driving force is related to the equivalent shear stress 

in the material, as measured by the von Mises stress, and the normal force on the crack 

surface is related to the hydrostatic stress. Because the addition of plasticity decreases 

the von Mises stress (driving force) in the HMX grains and increases the hydrostatic stress 

(normal force), one key effect of plasticity is that it creates a stress state within the various 

specimens that is less conducive to frictional sliding, thereby reducing a major source of 

heating within this framework. The effect of plasticity on frictional dissipation is analyzed 

in more detail in the “Dissipation” section below.  
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3.4 Thermal Response of PBXs 

In the analysis of ignition sensitivity in energetic materials, the temperature rise 

due to mechanical stimulus is of critical importance. In this section, the temperature in the 

HMX grains is analyzed in detail. First, a qualitative analysis of the heating in both elastic 

and plastic HMX specimens will be performed. Following this, the average and peak 

temperatures are analyzed as well as the effect that plasticity has on these temperatures 

as a function of HMX packing fraction, piston velocity, and distance from the piston. Using 

this methodology, characterization of the thermal response in the elastic and plastic HMX 

is performed on two different scales: local hotspot characterization (qualitative analysis of 

thermal contours) and the bulk thermal response (average and peak temperatures). 

3.4.1 Comparison of Temperature Fields 

The first observations of the thermal response of PBXs to impact loading are 

gained from visual analysis of the temperature contours of the specimens after significant 

wave propagation. In this way, it is possible to distinguish the mechanisms leading to 

heating in each of the different loading and material settings. Figure 23 shows the 

temperature contours of the same geometric microstructure under four different loading 

and material settings in order to directly analyze the differences. Specifically, the 

temperature contours resulting from piston velocities of (top) 150 m/s and (bottom) 200 

m/s for a specimen having (left) elastic HMX and (right) plastic HMX. All of the contours 

are taken 4.5 μs after the piston impacts the specimen. For low piston speeds, the 

temperature rise in the HMX grains is limited to a small number of elements, making 

contour plots of limited value. The contours shown in Figure 23 provide insight into the 

active heating mechanisms in each of the cases and the relative importance of each.  
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The circled regions labeled “A” indicate the types of regions that contain the peak 

temperature in each microstructure. They are characterized by highly localized heating on 

the periphery of grains, often near the junction of three or more different grains. The 

heating in these regions is dominated by friction on multiple crack surfaces and (for the 

plastic HMX cases) localized plastic heating. The arrows labeled “B” point to intragranular 

cracks which are heating due to frictional sliding. The heating occurring on cleaved 

surfaces of HMX is typically sub-critical and not as intense as the heating in the “A” 

regions. The third type of heating is plastic heating arising from plastic deformation 

occurring in the majority of the HMX grains (where possible). This bulk plastic heating is 

both the most common type of heating (in plastic HMX) and the least intense type of 

heating. Figure 23 shows clear differences in the way that the elastic and plastic HMX 

specimens localize temperature rise. The elastic HMX specimens are characterized by 

large quantities of frictional heating due to intragranular cracking as well as multiple “A”-

type heating locations. The plastic HMX specimens are very different, they exhibit very 

few intragranular cracks and a much smaller number of “A”-type locations. In addition, at 

these piston velocities, all of the HMX material behind the wave front is experiencing low 

amounts of plastic heating, relatively evenly distributed in the grains.  
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Figure 23. Temperature contours for the HMX portion of the same microstructure 

due to a piston velocity of (top) 150 m/s  and (bottom) 200 m/s. Specimens with 

elastic HMX are on the left and those having plastic HMX are on the right. The 

contours occur 4.5 μs after the piston touches the specimen. 
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Figure 24 shows the average temperature profile and the effect of viscoplasticity 

on the average temperature as a function of piston velocity and distance from the piston. 

The average temperature, for all piston velocities, is higher in the specimens with the 

elastic HMX than those with plastic HMX. The one region of the domain where this is not 

the case is in the vicinity of the stress wave. In fact, during the stress wave and 

immediately following, the temperature in the plastic HMX is actually slightly higher than 

the temperature in the in the elastic grains. This is because widespread plastic heating 

begins even in the wave front, but the frictional heating does not begin until the wave front 

has passed through the region. Once the stress wave has passed, the heating in elastic 

HMX specimens begins to outpace the heating of the plastic HMX specimens. For all 

piston velocities, the heating in the elastic and plastic HMX specimens is almost the same 

for the first 5 mm behind the wave front. More than 5 mm behind the wave front, The 

heating rate in the elastic HMX specimens begins to outgrow the plastic HMX specimens.  

 

 

Figure 24. Average temperature profile for HMX packing fraction of 0.81 and piston 

velocities ranging from 50 – 200 m/s. 

E
ff
e

c
t 
o

f 
P

la
s
ti
c
it
y
 (

K
)

Position (mm)

-10

-8

-6

-4

-2

0

2

0 5 10 15

v = 200 m/s

v = 150 m/s

v = 100 m/s

v = 50 m/s

A
v
e
ra

g
e
 T

e
m

p
e
ra

tu
re

 (
K

)

Position (mm)

300

305

310

315

320

325

0 5 10 15

v = 200 m/s

v = 150 m/s

v = 100 m/s

v = 50 m/s

Elastic HMX

Viscoplastic HMX

(a) (b)



73 

 

3.4.2 Effect of Velocity and Packing Fraction on Average Temperature 

The average temperature of all material behind the wave front is considered to be 

the “bulk”, “homogenized”, or “effective” temperature for each loading and microstructural 

condition because the average temperature varies constantly as a function of distance 

from the piston. Figure 25 shows the average temperature as a function of piston velocity 

and HMX packing fraction for (a) elastic HMX and (b) plastic HMX specimens. At low 

piston velocities (up to 100 m/s), the average temperature rise in the specimens with 

plastic HMX is higher than the specimens having elastic HMX only. For a piston velocity 

of 50 m/s, the plastic HMX specimens experience approximately 5.5% more heating than 

the elastic HMX specimens. As the piston velocity increases to 100 m/s, this effect 

completely disappears. For piston velocities higher than 100 m/s, the plastic HMX 

specimens experience up to 27% less ( 200 m/s, 0.90v h  ) heating than elastic 

specimens. 

 

 

Figure 25. The average temperature behind the wave front as a function of piston 

velocity and packing fraction for (a) elastic HMX and (b) plastic HMX specimens.  
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There is very little identifiable difference between the elastic and plastic HMX 

cases in terms of the form of temperature rise as a function of piston velocity. The primary 

difference between the two cases is in the magnitude of the heating. For the elastic HMX 

specimens in Figure 25(a), there is a clear relationship between packing fraction and 

temperature or temperature rise. A greater fraction of HMX is directly correlated to 

increased average temperature. For velocities in excess of 50 m/s (at 50 m/s, there is less 

than 0.2 K heating), an increase in HMX packing fraction from 0.72 to 0.90 is associated 

with an increase in average temperature of 19 – 31% (0.1 – 2.3 K). The plastic HMX 

specimens in Figure 25(b), do not show the same trend. Where the elastic HMX 

specimens heated consistently more with increasing HMX fraction, the average 

temperature in the plastic HMX specimens for packing fractions of 0.76 to 0.90 remain 

closely clustered together, even at high piston velocities.  

3.4.3 ”Peak” HMX Temperature 

The peak temperature in the HMX is used extensively in the calculation of thermal 

criticality and in some analyses is the primary determining factor in predicting the 

sensitivity of the PBX composites. Much attention is given to the peak temperature and its 

importance in evaluating the performance of a PBX in Chapters 4 and 5, therefore this 

section only briefly considers the peak temperature as a function of distance from the 

piston for both elastic and HMX plastic specimens. Figure 26 shows the “peak” 

temperature as a function of distance from the piston for velocities ranging from 50 to 200 

m/s. The peak temperature profiles in this figure have been obtained using the following 

methodology. First, the peak temperature profile for each of twenty statistically similar 

specimens is created. Then, to obtain a representative profile for the entire microstructure 

set, the twenty profiles are averaged together, resulting in the profiles in Figure 26. So, 
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the peak temperature profiles in the figure are actually the average (or expected) peak 

temperature profiles for a generic, random microstructure belonging to the statistical set 

shown. This averaging scheme leads to the form of the profiles in the figure. Because a 

peak temperature region is more likely to occur near the piston (this is examined in 

Chapter 5), the average peak temperature profiles likewise exhibit a maximum near the 

piston and then decrease towards the wave front. For any given specimen, however, the 

peak temperature can occur away from the piston. In this analysis, peak temperature 

regions are located as far as 7 mm away from the impact face.  

 

Figure 26. Peak temperature as a function of piston speed and distance from the 

piston. 
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3.5 Dissipation in PBXs 

Temperature rise in the HMX grains is the cumulative effect of all of the energy 

dissipated into a given mass of material. The previous section focused on the magnitude 

and location of the temperature rise. This section investigates the mechanisms which 

cause the heating to occur, namely the various dissipation mechanisms such as frictional 

dissipation and viscoplastic dissipation. Of specific interest here is the way that plasticity 

in the HMX changes the way that energy is dissipated in terms of types, location, and rate 

of energy dissipation. 

3.5.1 Effect of Piston Velocity on Dissipation Mechanisms 

This section focuses on quantifying the magnitude of the effect of viscoplasticity 

on the dissipation in a PBX setting over a range of piston velocities. For the sake of clarity, 

the microstructures having an HMX packing fraction of 0.81 will be discussed here and 

the effect of packing fraction on dissipation is the topic of the following section. In general, 

the dissipation in the HMX grains is due to either frictional or plastic work. The frictional 

dissipation as a function of piston velocity and distance from the piston is given in Figure 

27(a). It is apparent that for both the elastic and plastic HMX specimens, the frictional 

dissipation is a decreasing function of distance from the piston, which reaches zero 

dissipation near the rear of the wave front (about 13 mm on the “Position” axis). 

Microstructures containing plastic HMX have between 49.4% and 57.6% less frictional 

dissipation given the same magnitude of piston velocity. This reduction in frictional 

dissipation likely reduces not only the magnitude of the hotspots generated but also the 

frequency (spatial and temporal) at which hotspots form in each test because many 

regions of extreme heating occur in the presence of frictional sliding along cracked 

surfaces.  
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Figure 27. (a) Comparison of frictional dissipation as a function of distance from 

the piston and (b) plastic dissipation as a function of distance from the piston 

after 5 μs of loading. 

Figure 27(b) shows the plastic dissipation as a function of position over the range 

of piston velocities. Only the profiles for the specimens having plastic HMX are shown, 

because only they are capable of having plastic dissipation. One distinct difference 
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profiles grow as an approximately quadratic function of distance behind the wave front. 

The plastic dissipation profiles, however, begin to rise sharply within the wave front and 

then flatten into nearly linear growth as a function of distance behind the wave front after 

the initial rise. Figure 28(a) shows the profiles for total dissipation (frictional + plastic) as a 

function of position and piston velocity. The total dissipation profiles are a linear 

combination of the profiles in Figure 27. The profiles show that the dissipation in the 

material in the vicinity of the wave front is dominated by plastic dissipation associated with 

the compression of the specimen. After the passage of the wave front, frictional dissipation 

takes over as the primary heating mechanism. It is in this friction-dominated region that 

the hotspots typically occur under the current loading conditions. The partitioning of the 
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total dissipation profile into frictional and plastic parts is shown in Figure 28(b). The specific 

profiles in this figure correspond to microstructures with an HMX packing fraction of 0.81 

loaded with a piston velocity of 200 m/s. At a piston velocity of 200 m/s, the specimens 

with plastic HMX dissipate 27.4% less total energy than the elastic specimens. In addition, 

the dissipation in the plastic HMX specimens is partitioned into frictional dissipation that is 

highly localized on crack surfaces and plastic dissipation that is distributed throughout the 

HMX grains. The specimens with plastic HMX dissipate 50.7% less energy through friction 

than do the elastic HMX specimens. This reduction in surface based frictional dissipation 

will greatly reduce the rate and frequency at which hotspots (regions of energy 

localization) are generated in specimens capable of plastic deformation. 

  

 

Figure 28. (a) Comparison of total dissipated energy profiles for 0.81 HMX fraction 

after 5 μs of loading and (b) partitioning of the total dissipation in HMX grains into 

profiles of frictional and plastic dissipation. 
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determine the magnitude of the effect of plasticity on the active dissipation mechanisms. 

The dissipation rates here are calculated as Joules dissipated per microsecond per 

millimeter of impact surface. This provides a measure of dissipation rate that is insensitive 

the specimen size. Figure 29 shows the frictional dissipation rates over the full range of 

test space considered. As expected, the dissipation rates of specimens with only elastic 

HMX represent a scaled measure of the average temperature behind the wave front 

because frictional dissipation is the only pertinent heating source for these 

microstructures. To summarize, the dissipation rate for specimens with elastic HMX 

increases more than linearly as a function of piston velocity and almost linearly as a 

function of HMX packing fraction. The specimens with plastic HMX behave differently, 

however. The frictional dissipation rate for all velocities greater than 50 m/s is between 46 

and 60% lower for the plastic HMX specimens but have a similar dependence on piston 

velocity. For the plastic HMX specimens at high impact velocities, the trend of concerning 

the dependence of the frictional work rate on packing fraction is violated. Figure 29 shows 

that for velocities greater than 150 m/s, the specimens with a packing fraction of 0.81 have 

the highest frictional dissipation rate of any microstructural configuration containing plastic 

HMX. It is thought that the reduction in dissipation for the most dense PBXs is due to a 

decrease in the geometric heterogeneity.  
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Figure 29. Effective frictional dissipation rate in the HMX through 5 μs.  

The total dissipation rates in Figure 30 show that the trend of increasing dissipation 

with packing fraction is prevalent in both the elastic and plastic HMX specimens. The 

presence of this trend in the total dissipation rate for the plastic HMX but not the frictional 

dissipation rate indicates that as the loading intensity increases, the plastic dissipation rate 

is significantly greater in microstructures with more HMX, compensating for the lower 

frictional dissipation rate at high packing fraction and velocity.  

 

 

Figure 30. Effective total dissipation rate in the HMX for the first 5 μs. 
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Allowing for viscoplastic deformation in the HMX grains of a PBX specimen has a 

significant effect on both the magnitude and mechanisms associated with energy 

dissipation leading to temperature rise. The total dissipated energy available to heat the 

plastic HMX is up to 31% less than the energy dissipated by friction alone in the elastic 

HMX specimens. Further accentuating the difference in potential local hotspot sites 

between the elastic and plastic HMX is the fact that up to 38% of the total dissipation in 

the plastic HMX specimens comes in the form of plastic dissipation that is distributed to a 

large volume (area) of HMX and therefore generating relatively little temperature rise. The 

specimens having plastic HMX also dissipate up to 57% less energy onto cracked surface 

by means of frictional dissipation, greatly reducing the propensity for hotspots.  

3.6 Damage in PBXs 

In a two-phase composite, there are three types of potential fracture that can occur, 

cracks (or damage) in either of the phases or debonding of the two phases along the 

interface. The purpose of this section is to quantify the primary damage mechanisms for 

the PBX of interest and to evaluate the magnitude of the effect of HMX viscoplasticity on 

the various types of damage. This is achieved by analyzing the fracture density (measured 

in number of fractures per square millimeter of specimen) of the three types of damage 

over the full range of loading and microstructural settings.  

3.6.1 Binder Fracture 

Fracture in the Estane binder occurs during impact events because the viscoelastic 

binder material becomes stiff and “glassy” under high loading rates. Figure 31 shows the 

fracture density in the Estane as a function of piston velocity and HMX packing fraction for 

both the elastic and plastic HMX specimens. In general, all specimens follow a similar 
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trend, the binder fracture density increases more than linearly as a function of piston 

velocity and decreases monotonically as a function of HMX packing fraction. Interestingly, 

there is a significantly larger decrease in binder fracture density in the 0.90 packing fraction 

specimens. For both the elastic and plastic HMX specimens, the 90% dense specimens 

exhibit between 80 and 90% less fracture per mm2 than the 0.81 packing fraction 

specimens. This drastic decrease in fracture density indicates that very different response 

mechanisms may be active for PBXs with dense packings of HMX. At very low velocities 

(< 75 m/s), there is very little binder fracture in any of the microstructures. As the piston 

velocity increases to 100 m/s, the density of fracture in the binder of the plastic specimens 

is as much as 61% lower than that of the elastic HMX specimens. For a piston velocity of 

200 m/s, the reduction in binder damage due to HMX plasticity decreases to between 19 

and 26%, depending on the packing fraction.  

 

 

Figure 31. Density of binder fracture sites per mm2 of specimen as a function of 

velocity and HMX packing fraction. 
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3.6.2 Debonding Between HMX and Estane 

The most common type of damage observed for all microstructure types and all 

piston velocities is debonding between the HMX particles and the Estane binder. 

Intuitively, this response is reassuring because the most severe stress and strain gradients 

in a heterogeneous composite occur at the interfaces between two-phases with 

significantly different mechanical behaviors. Figure 32 shows the debond density for both 

the elastic and plastic HMX specimens as a function of piston velocity from 50 to 200 m/s 

and packing fractions from 0.72 to 0.90.  

 

Figure 32. Density of debonding sites per mm2 of specimen as a function of 

velocity and HMX packing fraction.  
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has the least amount of debonding of any microstructure set for both the elastic and plastic 

HMX specimens. The availability of plastic deformation reduces the amount of debonding 

by between 30 and 40% depending on the packing fraction and piston velocity. The 

significant decrease in debonding sites in the plastic HMX specimens greatly decreases 

the potential locations for energy localization along grain boundaries.  

3.6.3 HMX Fracture 

The final type of damage explicitly modeled is intragranular fracture of the HMX 

particles. When large HMX grains cleave along continuous paths (long cracks), the 

material on either side of the crack is heated, contributing to much larger, continuously 

connected heated regions. Figure 33 shows the intragranular fracture density for both 

material types, all piston velocities, and all packing fractions. In general, the fracture 

density in the HMX is related to velocity and packing fraction in much the same way as 

debonding density. Namely, the density of HMX fracture increases more than linearly with 

piston velocity and monotonically with increased HMX packing fraction. Of all of the 

fracture types, the intragranular fracture mode shows the most effect from introducing 

plasticity to the HMX particles. Viscoplasticity in the HMX causes a reduction in 

intragranular fracture of between 69 and 79%, depending on the packing fraction and 

loading intensity. 
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Figure 33. Density of intragranular fracture sites per mm2 of specimen as a 

function of velocity and HMX packing fraction. 

3.7 Conclusions 

This primary focus of this chapter has been to quantify the effect of viscoplastic 

HMX on the total material response of a PBX composite subjected to a range of constant 

velocity, piston-driven loads. This has been accomplished by means of analyzing the 

kinematic, mechanical, thermal, dissipative, and damage behaviors of identical sets of 

PBX specimens having either elastic or viscoplastic HMX grains. In each of these five 

areas, the viscoplastic HMX significantly influences the response of the PBX composites.  

Results have shown that the viscoplastic HMX does not affect the bulk or average 

velocity profile. However, the viscoplastic HMX significantly reduces the magnitude of the 

fluctuations in the velocity field of the PBX specimen. This indicates that the plasticity has 

a homogenizing effect over the range of piston velocities studied. At present, it has not 

been possible to validate the kinematic response of the PBX specimens due to an inability 

to model the exceedingly high strain rates which exist in shock loading experiments. Such 

an effort to validate this portion of the computational framework is ongoing.  
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Analysis of the effect of viscoplastic HMX on the mechanical response of PBXs 

has shown that the introduction of viscoplastic HMX causes an increase in both the 

longitudinal and hydrostatic stresses induced in the PBX while simultaneously decreasing 

the magnitude of the von Mises stresses in the HMX grains. In addition, the average 

longitudinal stresses behind the stress wave front are shown to be in good agreement with 

experimental results in the range of 50 to 300 m/s impact loading. This quantitative 

agreement of the induced stress state is a marked improvement over previously published 

research performed using a similar CFEM framework [70]. This correspondence with 

experimental data also provides solid validation for the mechanical and damage 

responses of the PBXs under this type of non-shock loading.  

The thermal response of the PBX specimens having viscoplastic HMX is 

characterized by a significant reduction in average heating, peak temperature rise, and 

the number or amount of material experiencing localized heating (hotspots). This reduction 

in heating is found to be accomplished through the mechanism of greatly reducing the 

density of fracture sites of all three potential types: intragranular fracture density is reduced 

by about 75%, the density of debonding between the HMX and binder is reduced by 35%, 

and fracture within the binder material is reduced by 23%. It is believed that the reduction 

in von Mises stresses in the viscoplastic HMX acts to limit the driving forces which lead to 

fracture and, once fractured, contribute to frictional sliding. Acting in concert with reduced 

driving forces, the increased hydrostatic stresses due to viscoplasticity further reduce the 

sliding friction by increasing the driving force required to initiate sliding.  

The results in this chapter clearly indicate that viscoplastic HMX acts on the 

material system to limit shear stresses (as measured by the von Mises equivalent stress), 

damage, and dissipation. It should be noted that this analysis covers non-shock loading 

with piston velocities ranging from 50 to 200 m/s leading to axial stresses up to 

approximately 1 GPa only. As the loading velocity increases and the ramp time of the 
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curve is reduced into a shock loading event, it is likely that viscoplastic dissipation in 

rapidly deforming, highly localized regions will begin to dominate the thermal response of 

the PBX.  
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CHAPTER 4: EFFECT OF VISCOPLASTICITY ON IGNITION SENSITIVITY 

In the evaluation of an energetic material and evaluating its usefulness, it is 

necessary to meet specifications for both performance (explosive output) and sensitivity. 

It is crucial to understand the loading conditions under which a specimen will ignite both 

intentionally and unintentionally. Often, the determination of an explosive involves testing 

a number of specimens using a consistent experimental setup but varying the amplitude 

of the loading until a number of ignition and non-ignition results are obtained [3, 43, 59]. 

In order to quantify the ignition sensitivity of various explosive materials and experimental 

techniques, analytical descriptions of the threshold distinguishing between ignition and 

non-ignition events are developed. Walker and Wasley [15] proposed a critical input 

energy criterion specifically for use with heterogeneous explosives in response to flyer 

plate impact. Over time, modifications to this criterion have been implemented to extend 

the regime of applicability to include rod impact [40], spherical impactors [2], and other 

loading geometries [41, 42]. Eventually, James [42] modified the form of the Walker and 

Wasley criterion to include terms explicitly defining a minimum input energy threshold and 

a measure of the minimum velocity capable of igniting the material. The updated critical 

energy criterion (subsequently referred to as the H-J criterion) has been used with much 

success to describe the critical thresholds for a wide range of explosive formulations, input 

pressures, and projectile geometries.  

The focus of this chapter is to fully quantify the effect of viscoplastic HMX on the 

ignition sensitivity and critical velocity threshold of a two-phase PBX. Not only will this work 

distinguish between ignition and non-ignition events, but the relative sensitivity of igniting 

samples is also evaluated. This is accomplished through the utilization of a three step 

process coupling deterministic analysis of mechanical processes, local analysis of the 

resulting temperature field, and a probabilistic treatment of the stochastic variation in the 
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results. The CFEM calculations of Chapter 3 explicitly determine the mechanical and 

thermal response of a range of PBXs to constant velocity, piston driven loading. From the 

results of the CFEM analysis, the resulting temperature fields are investigated for the 

presence locally intense regions of heating (hotspots) capable of exceeding a chemically-

derived criticality condition. The effect of viscoplastic HMX on the random fluctuations or 

stochasticity in the predicted times to ignition is evaluated by the use of Weibull distribution 

function to describe the probability of ignition of a randomly selected specimen subjected 

to a given load intensity and duration. Finally, the effect of viscoplastic HMX on the safe 

threshold velocity and the critical input energy as calculated by the 
2 constantP    relation 

[15] and the H-J criterion are investigated.  

4.1 Methodology 

The calculations performed in this chapter concern the ignition sensitivity of two-

phase (HMX and Estane) polymer bonded explosives (PBX) under the influence of a 

piston compressing the material at a constant velocity. The CFEM micromechanics 

calculations for these microstructures and loading conditions are carried out and 

discussed in detail in Chapter 3. This analysis of ignition sensitivity focuses on the 

evolution of the temperature field of each specimen, as calculated in Chapter 3. The region 

of interest in each specimen is the material that is within 7.5 mm of the piston at the 

moment of impact, or half of the total domain of the specimens used by the CFEM analysis. 

This results in a region that is initially 7.5 mm long by 3 mm wide prior to being compressed 

by the stress wave. For each microstructure ( 0.72 0.90h   ) and piston velocity (

50 200 m/sv   ) analyzed in Chapter 3, the Tarver criticality condition shown in Figure 

34 is applied as a material property for the HMX phase of the PBXs. Any specimen having 

a single critical hotspot within the 8 μs load duration of the calculations is said to ignite. If 
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ignition occurs, the load duration required to cause ignition is calculated as the “time to 

criticality”. The statistical distribution of times to criticality within each specimen set is 

analyzed using the Weibull distribution function to analytically represent the probability 

that a randomly generated microstructure morphology with the same size and 

characteristics will ignite if subjected to a given load duration.  

Finally, three methods are used to quantify the sensitivity of the PBXs and the 

minimum velocity required to ignite the materials is calculated. First, the probability that a 

specimen will ignite is calculated for all piston velocities and a Weibull distribution function 

of the form described in Chapter 2.3.2 is fit to the data to identify both the threshold velocity 

and the velocity at which half of the specimens are expected to ignite. The second method 

used to quantify the sensitivity of the PBXs is a modified version of 
2 constantP    critical 

energy criterion proposed by Walker and Wasley [15]. Lastly, the ignition sensitivity data 

is compared to the H-J relation [11]. 

 

 

Figure 34. Tarver criticality condition based on the minimum hotspot size and 

temperature required for thermal runaway. 
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4.2 Quantification of the Predicted Ignition in PBXs 

4.2.1 Ignition Sensitivity  

The ignition sensitivity for each microstructure and loading intensity is quantified in 

this analysis by calculating the time to criticality from the threshold described in Chapter 

2.3.1 derived from the work of Tarver et al. [38]. In general, the specimens which require 

a shorter loading duration to generate a critical hotspot are said to be “more sensitive” 

than microstructures and loading conditions requiring a greater duration of loading to 

generate a critical hotspot. In addition to those specimens that generate critical hotspots, 

there are specimens which fail to generate a critical hotspot in the first 8 μs of loading. It 

is at this time (8 μs) that the wave front reflecting from the far boundary begins to interfere 

with the results, and the calculations are terminated. All specimens which do not ignite 

prior to 8 μs are said to not ignite.  

For piston velocities generating a significant number of ignition events, it then 

makes sense to analyze the difference in sensitivity among the ignited specimens using 

the loading time required to cause critical behavior. Figure 35 shows the probability that a 

specimen having between 72 and 81% HMX by area will have generated a critical hotspot 

as a function of load duration. Results are shown for impact velocities for which greater 

than 40% of the microstructures ignite. Specifically, Figure 35 shows the times to criticality 

for piston velocities of 200 m/s (black), 150 m/s (blue), and 125 m/s (red). The curves in 

the figure correspond to the fit of the critical time data to a Weibull distribution function. 

For the specimens loaded at 125 m/s, between 40 and 95% ignition was observed. 

Therefore, the Weibull function is fit to the available data with the assumption that the 

remaining specimens ignite after 8 μs.  
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Figure 35. Cumulative probability of ignition in PBX specimens. The times to 

ignition for all specimens are marked by data points and the analytical fit to the 

Weibull distribution function for each set is shown by a solid line. Data are 

presented for HMX packing fractions from 0.72 to 0.81 for both (a-c) elastic HMX 

and (d-f) plastic HMX specimens. The results for all piston velocities causing more 

than 2 critical hotspots are (black) 200 m/s, (blue) 150 m/s, and (red) 125 m/s.  
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The Weibull representation of the ignition sensitivity data obtained from the CFEM 

calculations provides a mechanism for direct comparison of the response of different 

microstructures and loading conditions. The three Weibull parameters used here to 

discuss the relative sensitivity of the PBXs are the threshold time to ignition 0t  , the mean 

time to ignition 50t , and the range of potential critical times ranget . Figure 36, Figure 37, and 

Figure 38 show the dependence of 0t , 50t , and ranget , respectively, on piston velocity and 

HMX packing fraction for both the (blue) elastic and (red) plastic HMX specimen sets. 

Interestingly, the threshold time (and 50t , ranget ) is not a significant function of HMX packing 

fraction, therefore when quantifying the effect of piston velocity and plasticity on 

0 50, , ranget t t , the various packing fractions will be considered together. This observed 

response of HMX packing fraction having no significant effect on the sensitivity of the PBX 

echoes the experimental findings of Chidester et al. [3]. Chidester et al. performed a series 

of Stevens impact tests on a wide range of pristine and aged PBX compositions using two 

types of impactor geometry. While the focus of the work was to differentiate the sensitivity 

of new and pristine PBX specimens, the authors have only minimal discussion concerning 

the difference in sensitivity among the various compositions. For example, velocity 

thresholds are presented for specimens of LX-14 (95.5wt% HMX, 4.5wt% Estane), LX-10-

1 (94.5wt% HMX, 5.5wt% Viton A), LX-04 (85wt% HMX, 15wt% Viton A), and PBX 9501 

(94.9wt% HMX, 2.5wt% BDNPA-F, 2.5wt% Estane, O.lwt% DPA or Irganox). The range 

of threshold velocities for these compositions is only 35 to 45 m/s. These ranges presented 

for the threshold velocity of these four compositions all have an overlapping region from 

40 to 41.2 m/s, indicating that the threshold or safe velocity is not significantly dependent 

on the HMX packing fraction of the composition.  
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Figure 36. (a) The threshold time to ignition as a function of piston velocity and 

HMX packing fraction and (b) the effect of viscoplasticity on the threshold time 

over the same range of velocity and packing fraction.  

 

Figure 37. (a) The mean time to ignition as a function of piston velocity and HMX 

packing fraction and (b) the effect of viscoplasticity on the mean time to ignition 

over the same range of velocity and packing fraction. 
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4.4 μs to 2.35 μs as the impact velocity increases from 125 to 200 m/s, a 46.7% reduction 

in the minimum time required to form a critical hotspot. Comparing the threshold times of 

the elastic and plastic HMX specimens shows that the effect of plasticity is to increase the 

time to criticality. This effect of increasing 0t  due to plasticity is greatest at 125 m/s (25.6% 

increase) and decreases as the piston velocity increases to 200 m/s (13.1% increase). 

The mean time to criticality is the least sensitive measure to the number of specimens. 

Figure 37 shows the mean time to ignition for each microstructural and loading intensity. 

Similar to 0t , 50t  decreases monotonically as a function of piston velocity and exhibits an 

increase in mean time to ignition due to HMX plasticity. As the piston velocity increases 

from 125 to 200 m/s, 50t  decreases from 6.4 μs to 3.2 μs (50% decrease) for the elastic 

HMX specimens and from 7.5 μs to 3.9 μs (48% decrease) for the plastic HMX specimens. 

The effect of viscoplasticity on 50t  is to increase the mean time to ignition by between 16 

and 22%, as compared to the elastic HMX specimens. 

 

 

Figure 38. (a) The range of potential times to ignition as a function of piston 

velocity and HMX packing fraction and (b) the effect of viscoplasticity on the 

range of critical times over the same range of velocity and packing fraction. 
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The effect of both impact velocity and viscoplasticity on the range of critical times 

can be seen in Figure 38. For piston velocities from 125 to 200 m/s, ranget  decreases from 

7.8 to 3.0 μs (61.2% reduction) for specimens with elastic HMX and from 7.2 to 4.0 μs 

(44.0% reduction) for the plastic HMX specimens, The effect of plasticity on the range of 

critical times is different in nature than the effect of plasticity on either 0t  or 50t . For both 

0t  and 50t , the effect of plasticity is to delay the ignition, thereby desensitizing the PBX 

specimens, regardless of the piston velocity. However, the effect of plasticity on ranget  acts 

to reduce the range of critical times by 6.3% at 125 m/s, but increases the range of critical 

times by 24.5% and 25.3% at 150 and 200 m/s, respectively.  

4.3 Distribution of Hotspot Generation 

In the previous section, the ignition sensitivity was quantified in terms of a “go / no-

go” type analysis and by studying the change in the characteristics of the Weibull 

representation of the probability of ignition versus time results due to piston velocity, HMX 

packing fraction, and HMX material description. In order to understand the spatial 

distribution of hotspots as well as the temporal distribution, the position of critical hotspots 

is quantified and is used to describe the local behavior of nucleating hotspots. Figure 39 

and Figure 40 show the distance of critical hotspots from the piston as a function of the 

time required for the hotspot to form for piston velocities from 125 to 200 m/s. Figure 39 

provides the overall picture of hotspot generation as a function of piston velocity for both 

the (left) elastic and (right) viscoplastic HMX specimens. Qualitatively, it is clear from this 

figure that there is a delay time before which no specimens ignite and that following the 

delay time, there is a limited region within which that hotspots will be created. How is this 

region defined? Logically, it is apparent that all hotspots must occur between the face of 
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the piston and the farthest extent of the elastic stress wave in the specimen. In order to 

quantify the region of material generating hotspots, Figure 40 shows a dashed line 

corresponding to the average composite wave speed for this material and offset from the 

origin by a constant delay time 
dt .  

 

 

Figure 39. Location of critical hotspots in (left) elastic and (right) plastic HMX 

specimens.  

In Figure 40, the hotspot location data is separated by piston velocity to directly 

compare the effect of viscoplastic HMX on the spatial distribution of critical hotspots. The 

increase in delay time for decreasing piston velocity is readily perceived as a gap between 

the composite wave speed line and the data in each figure. In order to quantify the location 

of the hotspots as a function of velocity, three measures are used: average hotspot 

location, the delay time ( dt ), and the frequency distribution of hotspots as a function of 

distance from the piston. It is important to point out that the discussion of the spatial 

distribution of hotspots considers only the first critical hotspot generated in any given 

specimen.  
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Figure 40. Location of critical hotspots as a function of critical time for piston 

velocities from 125 to 200 m/s.  
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likely to generate hotspots between 22 and 28% closer to the piston face than the same 

microstructure with plastic HMX grains. Figure 41 shows the delay time as a function of 

piston velocity for both the elastic and plastic HMX cases. For both material types, there 

is a clear reduction in delay time with increasing piston velocity. This decrease in delay 

time corresponds to the critical hotspots initiating closer to the immediate passage of the 

stress wave front. The imposed boundary conditions specify a ramp time of 0.5 μs prior to 

reaching the nominal piston velocity, thereby creating a wave structure that begins with a 

wave rise time of 0.5 μs and gradually increases with propagation distance. The results 

indicate that critical hotspots generate in the PBX material after the passage of the wave 

front. Specifically, at piston velocities up to 200 m/s, the hotspots require additional heating 

behind the stress wave front in order to transition into a spot capable of thermal runaway. 

If the trend of decreasing delay times extrapolated along the line of best fit, it is possible 

to estimate the velocity at which hotspots will begin to be generated within the rise time of 

the wave. The velocity required for initiation of hotspots within the wave front is 308 m/s 

for the elastic HMX specimens and 226 m/s for the plastic HMX specimens, a difference 

of 82 m/s (30%). 
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Figure 41. Delay time as a function of piston velocity for (red) elastic and (blue) 

plastic HMX specimens.  

Now, where the average hotspot location describes the mean location of hotspots 

and the delay time measures the closest hotspot to the passing stress wave front, the 

relative frequency distribution quantifies the location of all hotspots in each loading 

condition. Figure 42 shows the relative frequency distribution of critical hotspot location 

for both material types for piston velocities from 125 to 200 m/s. For all piston velocities 

and both elastic and plastic HMX, the peak density of hotspots occurs within a millimeter 

of the piston face. Beyond this, there are distinct differences between the various loading 

and microstructure conditions. At high piston velocities, the first critical hotspots are much 

more concentrated near the impact face, but as the piston velocity decreases, it can be 

seen that the distribution contains significant numbers of hotspots far from the piston. At 
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many more hotspots at a distance of 4 mm from the piston in Figure 42. The specimens 

loaded at 125 m/s have 14% (elastic) and 30% (plastic) of the critical hotspots at least 4 

mm from the piston. As the piston velocity increases, the proportion of hotspots at least 4 

mm from the piston steadily decreases to only 3% of the hotspots in elastic HMX and 5% 

of the hotspots in the plastic HMX. The effect of plasticity on the spatial distribution of 

critical hotspots is seen to be significant as well. Viscoplasticity in the HMX causes the 

likely location of critical hotspots to shift away from the piston in much the same way that 

decreasing velocity does. The specimens with viscoplasticity generate 25% fewer 

hotspots in the 1.5 mm nearest the piston, relative to elastic HMX specimens. In addition, 

the viscoplastic specimens generate 76% more first critical hotspots more than 4 mm from 

the piston. The significance of this change in the distribution of critical hotspots is that the 

maximum hotspot density (number of hotspots per mm depth) is reduced in the presence 

of viscoplasticity. In the framework of the analysis presented here, the density of hotspots 

does not play a role in the determination of whether or not a specimen ignites, but the 

concept that hotspot density is a critical factor in the growth of a hotspot (or distribution of 

hotspots) into a deflagration or detonation event is central to the work in [8, 71]. The fact 

that the effect of viscoplasticity is similar in nature to the effect of reducing the loading 

intensity provides evidence in support of the idea that viscoplasticity in the HMX grains 

lowers the ignition sensitivity of the PBX containing it.  
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Figure 42. Distribution of critical hotspots in specimens loaded by piston 

velocities ranging from 125 to 200 m/s.  

4.3.1 Adjustment to Critical Ignition Times Accounting for Wave Transit  

 

Figure 43. Adjusted and total critical time Weibull distributions for piston 

velocities ranging from 125 m/s to 200 m/s for Figure 43(a) elastic HMX and (b) 

plastic HMX specimens.  
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Now that the spatial distribution of critical hotspots has been thoroughly quantified, 

the location of the individual hotspots will be used to determine the duration of load 

required to generate each spot. In order to determine the duration of load required at each 

hotspot in order to cause thermal runaway (referred to below as the adjusted time, 
at ), 

the transit time of the composite elastic wave from the piston to the hotspot is subtracted 

from the critical time calculated above. Figure 43 compares the adjusted and total time 

Weibull distributions for both the (a) elastic HMX and (b) plastic HMX specimens. The 

adjusted time Weibull distributions provide a measure of the variation of local heating rate 

at the critical hotspots of the various specimens. For example if the heating rate for all 

critical hotspots is exactly the same, the adjusted time Weibull distribution would collapse 

into a vertical line at at . As the adjusted time Weibull becomes increasingly vertical, the 

likelihood increases that a single rate-controlling mechanism is generating the majority of 

the nucleated hotspots. Conversely, as the adjust time Weibull becomes broader, the 

likelihood increases that multiple mechanisms leading to significantly different heating 

rates are present in a given regime. Table 4 lists the parameters of 
0 50, , and ranget t t  for the 

adjusted time Weibull distributions describing the heating rate of both the elastic and 

plastic HMX specimens. The threshold time and mean time to criticality are consistently 

higher in the specimens with plastic HMX, indicating that the presence of viscoplastic 

deformation at these rates actively decreases the local heating rate at future critical 

hotspots.  
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Table 4. List of the parameters for the adjusted time Weibull distributions. 

 

4.4 Sensitivity Thresholds 

The spatial and temporal distribution of critical hotspot generation has been 

quantified and analyzed. Utilizing the Weibull distribution function, the ignition sensitivity 

of PBXs has been discussed in terms of threshold time to criticality, mean time to criticality, 

and the range of times which encompasses the transition from a “completely safe” loading 

scenario to one that will “always” ignite. However, in order to be able to compare the 

ignition sensitivity as calculated here to experimental sensitivity measurements, the results 

must be recast into a form that is meaningful in terms of experimentally measurable 

quantities. In this section, three methods for discussing ignition sensitivity are introduced. 

First, the probability that a specimen will ignite at a range of impact velocities is used to 

predict a threshold velocity and “expected” velocity for ignition. The other two sensitivity 

measures are based upon the concept of critical input energy. A form of the so called 

2 constantP    relationship introduced by Walker and Wasley [15] is used here to 

compare the sensitivity of the specimens with elastic and plastic HMX and in Chapter 6 to 

evaluate the relative sensitivity of the proposed “aluminum bonded explosives. Finally, the 

criterion proposed by James [11] is unsuccessfully applied to the current results. 

Elastic Plastic Elastic Plastic Elastic Plastic

125 m/s 2.34 3.31 5.36 6.17 8.00 7.50

150 m/s 1.96 2.29 3.97 4.76 5.40 6.44

200 m/s 1.57 1.59 2.54 3.06 2.52 3.75

Piston 

Velocity
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4.4.1 Criticality as a Function of Piston Velocity 

In Chapter 3, a sets of twenty microstructural instantiations of various HMX packing 

fractions are loaded with piston velocities ranging from 50 to 200 m/s. The resulting 

temperature distribution is analyzed as described in this chapter to identify the first critical 

hotspot leading to thermal runaway in each individual specimen. For each piston velocity, 

some proportion of the tested microstructures reaches ignition by way of a single instance 

of thermal runaway. At 50 m/s, there were no specimens for either the elastic or plastic 

HMX cases that ignite, and at 200 m/s all specimens from both the elastic and plastic HMX 

cases ignite. In this way, this range of piston velocities captures the whole regime in which 

there is some uncertainty as to whether a specimen will ignite. By bracketing the response 

regime of interest and testing the material at a range of intermediate velocities, it is 

possible to build a statistical likelihood of ignition under the current loading and boundary 

conditions.  

 

 

Figure 44. Probability of ignition of the PBX specimens as a function of impact 

velocity. 
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Figure 44 shows the fraction of microstructures (regardless of HMX packing 

fraction) that ignite for each piston velocity studied. Due to the similarity in the form of the 

response, the data is fit to a Weibull distribution function where the fitting parameter 0t  is 

now the threshold velocity 0v . Analysis of the data in this form provides a convenient way 

to directly compare the effect of HMX viscoplasticity on the ignition sensitivity of the PBX 

of interest. From the results in Figure 44, the predicted threshold velocity for the specimens 

with elastic HMX is 75 m/s and the threshold for the plastic HMX specimens is 88 m/s. 

The velocity corresponding to a 0.5 probability of ignition is 112 m/s and 127 m/s for the 

elastic and viscoplastic HMX specimens, respectively. In terms of these two measures of 

ignition sensitivity, the introduction of viscoplastic deformation into the HMX grains causes 

an increase in the threshold velocity of 13 m/s (16.9%) and an increase in the median 

velocity of 15 m/s (12.7%).  

Using this approach, an estimated value of the threshold velocity is found to be 88 

m/s (for the plastic HMX specimens). Experimental determination of the threshold velocity 

of PBXs similar in nature to those presented here has been performed by Chidester et al. 

[3]. In that work, a series of Stevens tests are performed on a range of explosive 

compositions with HMX as the primary constituent, resulting in a threshold below which 

no reaction is detected. The safe velocity thresholds determined by Chidester et al. fall in 

the range of 35 to 45 m/s. The two compositions outside of this range are PBX 9404 which 

is more sensitive due to its energetic binder (nitrocellulose) and a low density pressing of 

PBX 9501 that was less sensitive (velocity threshold range of 43.3 - 53.4 m/s). The 

experimentally obtained threshold range of 35 to 45 m/s is approximately half of the 

threshold calculated here. One potential reason for this discrepancy is the difference in 

loading or boundary conditions. For a Stevens test, a projectile is launched into a confined 

specimen. If reaction is detected, the test is described as a “go” for ignition. This means 
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that the stress wave that propagates through the material may reflect off of the confining 

back wall prior to the initiation of the hotspot. In the vicinity of this reflection, the stresses 

are much more intense (the axial stress increases by up to 100%) than those experienced 

by the material during the first wave pass through the material. In this analysis, no wave 

reflection is permitted and therefore only a single wave pass is considered. Therefore, the 

material conditions in the vicinity of the rear confining wall in a Stevens test experiences 

loading rates and intensities similar to those present in a single wave transit for a piston 

speed twice as high. In this way, the current analysis is in good agreement with the 

experimentally determined thresholds of Chidester et al. in order to further validate this 

method and to more faithfully match the boundary conditions of the experiments, future 

simulations should be performed which explicitly model the projectile and the confinement 

of the specimens, allowing for full wave reflection.  

4.4.2 Criticality as a Function of Axial Stress 

The previous approach explicitly considers only the piston velocity and the 

proportion of specimens which ignite under those conditions. Implicitly, however, this 

analysis is potentially flawed in that “ignition” in this case is said to occur if a specimen 

has any critical hotspots prior to wave reflection from the far boundary of the specimen, 

introducing a constant time 8t s  in which the ignition must occur. As such, it is 

advantageous to utilize a critical threshold which explicitly relates the load duration and 

the load intensity. Namely, the 
2 constantP    relationship proposed by Walker and 

Wasley [15] to capture experimentally observed ignition phenomena is modified here as  

 
2

50yyt c  . (66) 
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where 
yy  is the effective longitudinal stress as discussed in Chapter 3.3, 

50t  is the mean 

time to criticality presented earlier in this chapter, and c is a constant for each material 

type. Figure 45 shows the effective axial stress versus the mean time to criticality for all of 

the microstructure and loading scenarios presented in Chapter 3. The results for both the 

elastic and plastic HMX specimens are then fit to determine the value of c that best 

represents the data. This type of critical input energy approach appears to correspond well 

to the data and provides a convenient method for the relative comparison of sensitivity. In 

Figure 45, any event lying to the left of the dashed lines is a non-ignition event and 

anything falling to the right of the dashed lines indicates a likely ignition event. As such, 

the more sensitive that a particular formulation is, the farther to the left that it will appear 

in this axial stress - 50t  space. The results shown here are in agreement with the earlier 

methods of describing and quantifying the ignition sensitivity and indicate that the 

specimens containing plastic HMX are clearly less sensitive in this loading regime than 

the corresponding specimens with elastic HMX. 
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Figure 45. Critical threshold relationship in terms of applied axial stress and load 

duration required for ignition shows a decrease in sensitivity due to the presence 

of viscoplastic deformation in the HMX.  

4.4.3 Criticality as a Function of Input Energy 

Building off of the critical energy criterion of Walker and Wasley [15], James [11] 

presented a modified critical energy criterion that is applicable to a wide range of material 

systems and loading scenarios. The concept for this method arises from the apparently 

asymptotic nature of sensitivity results at both high and low velocity extremes. James [11] 

noted that the existing data across a wide spectrum of conditions tended to require a 

minimum amount of energy in order to ignite, regardless of the amplitude of the loading. 

Secondly, James identified that there also seems to exist a particle velocity below which 

no ignition will occur, no matter how long the load is maintained. Utilizing these two 

concepts, what is now referred to as the H-J relation takes the following form.  
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In this expression, 
cE  is the “trigger” energy required for ignition to occur, 

c  is a measure 

of the kinetic energy (velocity) below which no ignition can occur, E  is the input energy, 

and 
2

2
v  .  

Figure 46 shows the critical input energy as a function of   for specimens 

containing plastic HMX. The dashed line corresponds to the H-J relation that generally 

passes through the data. It should be noted that the specific values in this H-J relation are 

not fit to the data in the figure. Due to the apparent disconnect between the trend defined 

by the H-J relation and the criticality data from this study, a representative curve has been 

reproduced that passes through the data in order to clearly illustrate the fundamental 

differences observed between this data and the H-J relation. Figure 46 indicates that the 

critical energy required to ignite the material is actually decreasing with decreasing piston 

velocity. If this behavior is treated as a trend, it would suggest that there exists a piston 

velocity below which all specimens will ignite, regardless of the input energy. While it is 

obvious that this particular trend is not physical, it is not immediately apparent why the 

data on ignition sensitivity in terms of critical energy calculated herein diverges so 

drastically from the expected form of the H-J relation. Generally, there are two broadly 

defined issues that are potentially the cause of this unexpected trend in terms of critical 

energy and piston velocity. The first and most likely issue can be described as a deficiency 

in the model, and the second potential issue is an incompatibility between the current work 

and the H-J relation.  
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Figure 46. Comparison of results to a HJ relation in terms of critical input energy 

and piston velocity. Results shown are for the plastic HMX specimens. 

The most likely source for the deviation between the commonly observed trend 

and the calculated response of this analysis is a deficiency in the modelling capability of 

the presented framework. Within this framework, there are at least three (3) conditions 
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Insufficient resolution of the PBX microstructure of interest could lead to migration away 

from controlling hotspot mechanisms. In the process of microstructure generation 

described in Chapter 2, it is assumed that the smaller grain size modes are completely 

absent (or uniformly, continuously dissolved into the binder) from the PBX composition. 

Recent work by Welle and Molek [43] show that the grain size distribution of HMX in a 

pressed granular setting can have a significant influence on the sensitivity thresholds due 

to ignition of thin flyer experiment. In addition to the grain size distribution, the present 

method of microstructure generation produces specimens containing no void space (100% 
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critical in both the localization of energy into hotspots [23] as well as providing a path for 

the propagation of burning in the HMX [5]. Finally, the use of a structured triangular mesh 

grid to describe a highly irregular microstructure leads to only marginal geometric 

discretization of the specific desired grain morphologies, especially on the boundaries. (2) 

Specimen ignition may require a certain density of “critical” or even subcritical hotspots 

rather than simply a single “critical” hotspot. The present methodology assumes that a 

single runaway hotspot is sufficient to ignite the entire specimen. There are two possible 

reasons that this hypothesis could cause divergence from experimental results. First, it is 

common for models predicting the processes connecting initiation to deflagration or 

detonation to consider the effect of the density of hotspots as well as the size and 

temperature of the most significant hotspot [71]. Secondly, the problem could arise from 

a difference in what is considered an ignition event. In an experimental setting, an ignition 

(or “go”) event is often characterized by visible, violent reaction or by the presence of a 

propagating pressure wave from the reaction processes. However, it seems distinctly 

possible that local reaction sites may occur internally in a given specimen without leading 

to observable or readily quantifiable pressure outputs. In this case, temperature rise 

sufficient to cause the initiation of reaction is present, but the conditions are not favorable 

to propagate beyond some local region of influence. In this scenario, the material has been 

damaged by the degradation of its mechanical and future performance capabilities, 

without the occurrence of complete, large-scale reaction. (3) The magnitude of the 

temperature rise due to frictional sliding may not be accurate in the vicinity of extreme 

pressures and extensive fractures. As discussed in Chapter 2, the frictional coefficients 

for modeling contact between the various constituents are known only to a low degree of 

certainty. For the purposes of this work, parameters closely agreeing with previous work 

and experimental investigation have been chosen and their influence on the specimen 

scale frictional response is minimal. In general, the characteristics of frictional contact are 
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also known to vary as a function of both confining pressure and surface temperature of 

the material, but for this class of materials, the effect of pressure and temperature have 

yet to be investigated to provide guidance for the accurate evolution of the frictional 

behavior with temperature and pressure.  

In addition to model inadequacies, if is also possible that the difference between 

the H-J type response and the behavior exhibited by the specimens tested here is due to 

problems with the H-J relation or its applicability to the loading conditions considered here. 

Specifically, the H-J relation is an analytic representation of the global response that is 

effective over a wide range of load intensity [11]. While this does provide the most useful 

tool for describing the behavior of the material regardless of the loading scenario, it also 

precludes the model from the capability of capturing local shifts in dominant hotspot 

formation mechanism, if any. Finally, the discrepancy between the H-J relation and the 

computational findings presented here could simply be due to an incompatibility between 

the loading regime applicable to H-J and the loading condition of this work. The H-J 

relation is formulated to accurately represent the results from a wide range of impact 

scenarios including plates, flat-nosed rods, spheres or round-nosed rods, or shaped 

charge jets. The potential incompatibility arises from the fact that all of these loading 

scenarios represent shock loading events and the loading conditions of the present work 

correspond to non-shock loading. Identifying the specific cause of the seeming 

inconsistency between the results obtained using the current computational framework 

and those of the H-J type relation is the subject of current and ongoing research. 

4.5 Conclusions 

This chapter has focused on quantifying three features related to the ignition 

sensitivity of void and pore free two-phase PBXs containing HMX in an Estane binder.  
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The first thrust of this chapter has been to characterize the variation in ignition 

responses determined between statistically similar instantiations of idealized 

microstructures. The results have shown that for HMX packing fractions ranging from 0.72 

to 0.81, the ignition sensitivity as measured by the threshold time, mean time to criticality, 

and range of critical times is not a function of packing fraction. The variation within the 

times to criticality of each set of similar microstructures is greater in magnitude than any 

variation that has been seen due to changes in HMX packing fraction. The one exception 

to this finding are the ignition sensitivity results for microstructures containing an HMX 

packing fraction of 0.90. Results indicate a drastic increase in both threshold time and 

mean time to criticality when compared to the times for any other packing fraction. This 

drastic increase is hypothesized to be an artifact of the current computational framework, 

rather than a true measure of material response. Due to the use of an isotropic material 

description for the HMX grains, the only source of material heterogeneity is the distribution 

of binder throughout the PBX microstructure. However, when the amount of binder in the 

material becomes very small and the grains begin to contact one another through or 

around the binder, much of the geometric heterogeneity which leads to stress and strain 

localization begins to be washed away. In real PBX composites, the HMX grains are not 

isotropic, but rather they are anisotropic both in their elastic and plastic deformation 

behaviors due to the underlying crystal structure of the material. Chapter 5 studies the role 

of anisotropy on the impact response of a fully dense ensemble of HMX particles. 

The second thrust of this chapter quantifies the ignition sensitivity of PBX by way 

of threshold velocity and critical input energy. The calculated threshold, or safe, velocity 

for this PBX is found to be almost exactly double the experimentally measured safe 

velocity as determined by the Steven sensitivity test in use at Lawrence Livermore 

National Laboratory. However, the factor of two difference may be explained by the 

difference in boundary conditions between the experiments and calculations. In the 
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calculations, the stress wave is not allowed to influence the ignition sensitivity of the 

material after reflecting from the rigid anvil opposite the loading piston. In effect, this limits 

the ignition analysis to hotspots generated due to a single wave pass through the material. 

In contrast, the experimental setup of the Steven test only measures whether or not 

ignition is achieved, regardless of the number of wave passes. Therefore, as the stress 

wave is reflecting off of the rigid (or very stiff) rear confinement, the strain rate and axial 

stress can resemble the strain rate and stress state of a single, unreflected stress wave 

propagating from an impact up to twice as fast. The results have also been shown to have 

good agreement with the critical energy criterion of Walker and Wasley [15], but do not 

correspond to the H-J criterion in any way. Future work is currently under way to determine 

the significance of this deviation from the H-J type threshold criterion.  

The final goal of this chapter has been to quantify the effect of viscoplastic HMX 

on both of the preceding sensitivity descriptions. Results have shown that viscoplasticity 

HMX increases the threshold time and mean time to criticality, and the range of critical 

times by as much as 25%, relative to identical specimens having elastic HMX. This delay 

of criticality echoes the decrease in sensitivity as determined by the threshold velocity and 

critical energy criterion. The results indicate that the threshold velocity for specimens 

having viscoplastic HMX is increased by 13 m/s (16.9%) relative the specimens with 

elastic HMX, and the critical input energy has been found to be 25% higher in the 

specimens having viscoplastic HMX.  
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CHAPTER 5: THERMOMECHANICAL RESPONSE OF POLYCRYSTALLINE HMX 

Under dynamic loading, energetic crystals may ignite due to the localization of 

dissipated energy into small, intensely heated regions termed “hotspots”. These hotspots 

in energetic materials form through mechanisms such as compression of voids, friction 

between crack surfaces inside the material, and localized shear deformation [9, 23, 72-

74]. Heating due to each of these mechanisms depends on the histories of the states of 

local stress and rate of deformation in the material. Existing literature examines the 

behavior of energetic crystals and polymer-bonded explosives (PBXs) in two general 

forms: as single crystals with anisotropic material properties [31, 33, 50, 75-88], and as 

heterogeneous collections of energetic grains with isotropic material properties [22, 24, 

47, 89, 90]. The single crystal simulations have been carried out using both discrete 

methods (e.g., molecular dynamics (MD) and density functional theory (DFT)) [50, 75-84] 

and continuum scale methods [33, 85-88]. Analyses utilizing discrete methods have 

yielded understanding of many of the thermo-mechanical properties of the polymorphs of 

HMX including crystal structure and lattice parameters [79], isotherms [78], elastic 

constants [50], viscosity [75], thermal conductivity, and behavior in compression [76]. On 

the other hand, the continuum analyses have considered anisotropic yield surfaces with 

[33] or without [31, 85-88] circular (spherical) voids. The studies that consider PBXs as 

collections of heterogeneously distributed particles with isotropic properties are able to 

capture many of the complex interactions that arise from the mesostructure of the granular 

composites. 2D and 3D Eulerian simulations like those of Benson [22] and Baer [24] use 

isotropic material descriptions to analyze the stress and temperature fields generated by 

shock loading of porous granular HMX. Lagrangian simulations have been carried out to 

analyze the effect on ignition sensitivity of inter-particle friction (Soulard et al. [91] and 

Panchadhara and Gonthier [32]) and the effects of frictional dissipation along both inter- 
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and intra-granular cracks on hotspot formation (Barua et al. [47]). Specifically, the study 

of Panchadhara and Gonthier concerns ensembles of initially porous granular HMX. The 

results showed the importance of both plasticity and friction along the surfaces of HMX 

grains in heating and hotspot formation. The studies of Barua et al. have concerned 

several issues, including the development of a framework to account for fracture, contact 

and frictional heating in microstructures of PBXs [47], contributions to heating of 

dissipation through fracture, friction in both HMX grains and the polymer binder (as well 

as along the grain-binder interfaces) [92] and the effects of the transient nature of loading 

on the contributions of the various heating mechanisms [64]. The study of Mas et al. [20] 

accounts for grain scale features in a coarse grained simulation by using the method of 

cells to model split Hopkinson pressure bar tests on PBXs. The results show that fracture 

plays a significant role at this scale on the deformation of the PBXs, due to large stress 

gradients between different phases. Even with this level of grain detail, it is still not possible 

to isolate specific localization sites due to the interaction of mesostructural organization, 

friction, and plasticity. Bardenhagen and Brackbill [93] investigated stress bridging and 

stress fingering in lattices of circular (cylindrical) grains. Using the particle and cell 

computational technique, they found the properties of the binder material to be the 

dominant factor affecting the stress distribution and localization in the grains. On the other 

hand, Bardenhagen et al. [94] embedded microstructures of a PBX obtained by X-ray 

microtomography in General Interpolation Material Point method simualtions of response 

under compressive loading. The method offers an explicit link between micromechanical 

information and macroscale models. The technique uses the stochastic transformation 

field analysis to capture multi-scale effects. The result is a statistical macroscale model 

capable of modeling the bulk material effects and strain distributions in the material. Taken 

together, these studies have clearly shown that material heterogeneities at different 

scales, elastic and inelastic deformation mechanisms, and dissipation through a range of 
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bulk and interfacial avenues combine to affect the heating and development of hotspots 

in the materials. Despite the wide range of analyses reported, thus far no analysis has 

been carried out to account for the crystalline nature of HMX grains, the primary 

constituent in many PBX composites and granular explosives (GX). This lack of study for 

molecular crystals is in contrast to the extensive work that has been carried out for 

polycrystalline metals, including Cu [95-98], Ta [99, 100], titanium alloys [101, 102], and 

steels [103] among many others. These studies have shown that the polycrystalline nature 

of materials significantly affect local mechanical and thermal behaviors. 

The primary objective of this paper is to analyze and quantify the effect of 

crystalline anisotropy and polycrystalline microstructure on the response of HMX-based 

PBXs and GXs. To this effect, the 3D Lagrangian framework developed by Rimoli et al. 

[104] for polycrystalline PETN is adopted. The specific form of HMX analyzed is β-HMX 

which has a monoclinic structure [90]. The analyses focus on the effects of polycrystalline 

slip and microstructure attributes on the early-time histories and heterogeneous variations 

of stress and temperature fields for imposed boundary velocities from 50 to 400 m/s. This 

paper does not deal with initiation. The model used does not account for the binder phase 

in PBXs, voids, cracks or other defects. In essence, what we analyze are polycrystalline 

aggregates of HMX grains with perfect bonding. This choice of framework allows us to 

fully quantify of the effects of (1) the structure of crystalline slip systems in HMX and (2) 

the microstructural level crystalline anisotropy on the conditions in energetic materials 

under prescribed loading and boundary conditions. In doing so, we provide a measure for 

the contribution to heating of crystalline plasticity as one of the many sources that hitherto 

has not been fully quantified for granular or polymer-bonded energetic materials. 

This chapter is based on the published work in [27] performed in collaboration with 

Drs. Julian J. Rimoli and Min Zhou.  



119 

 

5.1 Energetic Molecular Crystals 

The range of possible bonding strength between grains in PBXs and GXs can vary 

greatly, from no bonding (packed granular particles) to perfect bonding. Here, we only 

consider the case of perfect bonding, therefore, the systems can be regarded as 

polycrystalline ensembles in which the grain boundaries do not fail under conditions 

analyzed.  

The polycrystalline model here can be regarded as an idealization of PBXs in 

which the thickness of the binder between adjacent grains is much smaller than the size 

of the grains so that it is taken to be zero. This approach simplifies the material condition 

and allows us to delineate the effect of intrinsic material anisotropy on the behavior of the 

overall material. The ensemble of crystals is generated using the relaxed dual complex 

(RDC) method proposed by Rimoli and Ortiz [105]. The RDC method takes as input an 

initial triangulation of the domain. The triangulation is then refined appropriately to provide 

suitably sized grains. Barycentric subdivision is performed on the entire refined 

triangulation and grains are defined as the barycentric dual of the nodes in the refined 

triangulation. The grain boundaries are then relaxed using a grain boundary energy 

minimization scheme to achieve the final grain morphologies. At this point, the grain 

ensemble is geometrically arranged into a regular packing of two distinct grain 

morphologies and sizes, as seen in Figure 2. The resulting microstructure is a 

polycrystalline HMX with each grain having a random crystallographic orientation. It should 

be pointed out that, although this method may not yield grain morphologies that perfectly 

match those observed in experiments, it provides an efficient way to generate 

microstructures with desired attributes such as grain sizes and grain size distributions. 

These microstructures can allow trends in material behavior to be explored. More realistic 

generation of 3D microstructures (see, e.g., [106, 107]) is not the focus of this study. 
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Regardless, the simulation framework adopted here lends itself to studies which could use 

microstructures generated using other methods. 

 

 

Figure 47. Configuration for 3D analysis and microstructure model. 

HMX (octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine) is the primary energetic 

constituent in many PBXs, such as PBX 9501. This material is a polymorphic molecular 

crystal which has α, β, δ, and γ phases [89]. For determining the critical behaviors of HMX, 

the β and δ phases are of the greatest importance. The β phase has a monoclinic crystal 

structure and is stable at room temperature and pressure. It is commonly used in the initial 

formulations for PBXs [90, 108] and is the polymorph considered in this study. At 438 K, 

the β phase begins to transform to the δ phase, which has a hexagonal crystal structure, 

according to the Arrhenius kinetics [109, 110]. At 521 K, the melting temperature, the δ 

phase is more stable than the β phase at any pressure [111]. Under certain conditions, 

cracking can play a significant role in the response of β-HMX [7, 9, 33, 112] and extensive 

analyses have been carried out to quantify the dissipation associated with fracture and 

post-fracture crack-face friction. The consideration of fracture and friction requires a more 

complicated model and is beyond the scope of this paper. Such a model also has a 

400 μm

400 μm
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disadvantage in that the cross influences between fracture and other dissipation 

mechanisms can make the delineation of the effects of specific mechanisms (crystalline 

slip in this paper) challenging. Here, we opt for a framework that focuses on the anisotropic 

crystalline response by accounting for both monoclinic elasticity and crystalline plasticity 

and by ignoring phenomena associated with fracture. Acknowledging that this is an 

idealization, we note that the benefit of this approach is the opportunity to systematically 

quantify the scale and extent of oscillations in the stress, deformation, and temperature 

fields in the materials resulting from the anisotropy of material response and 

microstructure heterogeneity.  

5.1.2 Elasticity – Monoclinic Crystal Symmetry 

The elastic properties of β-HMX have been thoroughly studied by way of 

nondestructive measurement techniques such as impulsive stimulated light scattering 

(ISLS) [113], Brillouin scattering [114], and MD simulations [50]. Table 5 contains sets of 

elastic constants obtained using each of these three methods.  

Table 5. Elastic Properties of B-HMX. 

    C11 C12 C13 
C1

5 C22 C23 C25 C33 C35 C44 C46 C55 C66 

Zaug [113] 
20.
8 4.8 

12.
5 

-
0.5 

26.
9 5.8 -1.9 

18.
5 1.9 4.2 2.9 6.1 2.5 

Stevens & Eckhardt 
[114] 

18.
4 

6.3
7 

10.
5 

-
1.1 

14.
4 

6.4
2 

0.8
3 

12.
4 

1.0
8 

4.7
7 

2.7
5 

4.7
7 

4.4
6 

Sewell & Menikoff 
[50] 

22.
2 9.6 

13.
2 

-
0.1 

23.
9 13 4.7 

23.
4 1.6 9.2 2.5 

11.
1 

10.
1 
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Due to the monoclinic crystal symmetry in β-HMX, thirteen elastic constants fully 

define the elastic stiffness tensor. The elastic strain energy density can be written in the 

form of 

 
: :e e e eW ε C ε

, (68) 

where εe is the recoverable (elastic) portion of the strain tensor and eC  is the elastic 

stiffness tensor which can be expressed as 
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C . (69) 

At high loading rates, pressure gradients cause gradients in the elastic moduli in 

the loaded and unloaded regions of the material. Therefore, a full representation of the 

anisotropic material behavior would include the evolution of each of the elastic moduli with 

respect to pressure. Such an analysis is beyond the scope of this investigation, but should 

be pursued when reliable, pressure dependent, anisotropic moduli are identified. 

It should be noted that obtaining a complete set of temperature dependent 

constants would be advantageous due to the fact that the material undergoes significant 

heating during impact loading. Zaug [113] determined five of the necessary constants for 

two different temperatures using ISLS, but a lack of certainty on the remaining constants 

leads us to consider the other two data sets. An analysis of potential elastic constants has 

been done by Vial et al. [115], leading to the identification of the constants of Stevens and 

Eckhardt [114] as better than those of Zaug [113] because of the sample sizes used in the 

analyses. Zamiri [85] compares the responses obtained using  these three sets of 

constants to the response experimentally measured by Rae et al. [7] in the [110] and [001] 
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crystalline directions. It is found that the constants of Sewell et al. [50] provide the best fit 

to the experimental data. Based on this, we adopt the constants of Sewell et al. [50] in this 

study. The incorporation of fully pressure- and temperature-dependent elastic moduli is 

likely a future task when more complete data is available. 

5.1.3 Crystalline Plasticity and Thermal Response 

Relative to elasticity, considerably less information concerning the inelastic 

deformation of β-HMX exists in the literature. Analysis of impact experiments on specially 

grown single crystals has previously led to a belief that slip along the ( 001 )[100 ] and (

102 )[ 201 ] systems (in P21/c notation) as well as twinning and cleavage [16] can occur in 

β-HMX. The slip along these two systems was subsequently considered in a continuum 

model to analyze the yield surface of HMX single crystals under quasi-static loading [85, 

86]. More recently, MD simulations show that there are five additional potential slip 

systems: ( 111)[ 101 ], ( 011 )[ 011], ( 102 )[ 010 ], ( 011 )[100 ], and (010 )[100 ] [33]. Barton 

et al. have implemented a crystalline plasticity model with all seven slip systems to study 

the development of hotspots in the vicinity of an intragranular pore in a single crystal under 

shock loading with pressures of the order of 10 GPa. Figure 1 illustrates all seven slip 

systems relative to the unit cell in the P21/c space. The slip systems labeled in green also 

correspond to the two systems used by Zamiri. Due to the uncertainty concerning the slip 

behavior of β-HMX, we will consider cases with both two- and seven- slip systems and 

compare the differences in behavior for both cases. For clarity, we will refer to the case 

with two slip systems as the Zamiri case and the case with seven slip systems the Barton 

case. All seven slip systems and relevant material parameters are summarized in Table 

6. Note that the two slip systems in the Zamiri case are among the seven slip systems in 

the Barton case.  
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The crystal plasticity model outlined below follows the formulation of Rimoli et al. 

[104]. The local deformation condition is described by the displacement gradient 

  β u , (70) 

where u is the displacement field and Ñ  is the gradient operator. The plastic portion of 

the displacement gradient is  

 
1

N
p

  






 β s m . (71) 

In the above relation, N is the total number of slip systems, α is the number of a slip 

system, 
  is the magnitude of the plastic shear strain on the th  system, s  and m  

are the unit vector in the slip direction and unit vector normal to a slip plane, respectively, 

corresponding to the   system. The irrecoverable (plastic) part of the linearized Green 

strain tensor can then be represented as 

 
1

2

p p pT   ε β β  ,(72) 

and the elastic part of the strain tensor is 

 e p ε ε ε . (73) 

The work conjugate stress tensor for the linearized Green strain is the Cauchy stress, σ . 

As a result of the linearization of the strain tensor, crystal orientations are constant and do 

not rotate under strains. The critical resolved shear stress (CRSS), c

 , on each slip 

system can be described by the relation 

 0

1

N

c h  




  


   , (74) 
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where 0

  is the initial CRSS listed in Table 6 and h is the hardening matrix for the crystal. 

Due to limited experimental characterization, the hardening matrix, h, is taken to be 0, so 

hardening is not explicitly considered. The collection of functions given by  

 
 , c cf        

 (8) 

defines what is known as the yield surface in classical plasticity theory. The rate of plastic 

deformation is constrained by Equation 4 such that  

 
1

N
p

  



 


  s m  (9) 

 The admissible stresses are defined by the Kuhn-Tucker conditions, 

    0,   , 0,   , 0c cf f              (10) 

which specify that the slip rate is non-negative and that plastic flow can only occur on the 

yield surface. The elastic predictor – plastic corrector method proposed by Cuitino and 

Ortiz [116] for solving the constitutive equations above is used. This method is similar to 

the projected Newton method when line search is avoided. The plastic work density is  

 
0

1 1 1

.
N N N

pW h   


  

   
  

  
 (11) 

The heat equation accounting for both thermal generation and conduction is  

  (12) 

where θ is temperature, ρ is mass density, cv is specific heat, k is thermal conductivity, 

and η is the fraction of plastic work that is converted into heat. For the durations of the 

simulations carried out here (~1 μs), the characteristic distances of thermal conduction is 
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smaller than the size of a single finite element [17], therefore the diffusive term in (12) 

does not have a significant role in the results reported here.  

 

 

Figure 48. The seven potential slip systems of HMX crystal in the P21/c space. 

**The Zamiri case involves only the two slip systems labeled in green. The Barton 

case involves all seven potential slip systems shown here. 

Table 6. Slip systems and critical resolved shear stresses for β-HMX [33]. All 

seven slip systems are active in the Barton case, but only the two systems labeled 

with an asterisk (#1 and 7) are used in the Zamiri case. 

  P21c Coordinates Cartesian Coordinates   

α mα sα mα sα c

  

*Slip 1  1 0 2   2 0 1   
{0.660        0       -0.751} <0.751         0            0.660> 38.73 

Slip 2  1 1 1   1 0 1   
{0.845    0.500   -0.192} <0.222         0            0.975> 72.2 

Slip 3  0 1 1   0 1 1   
{0            0.545    0.838} <0.349      0.786      -0.511> 95.89 

Slip 4  1 0 2  0 1 0   
{0.660        0       -0.751} <0                1                    0> 96.1 

Slip 5  0 1 1  1 0 0  
{0            0.545    0.838} <1                0                    0> 99.19 

Slip 6  0 1 0   1 0 0  
{0                1               0} <1                0                    0> 103 

*Slip 7  0 0 1   1 0 0  
{0                0               1} <1                0                    0> 173 

5.1.4 Statistical Variation of Critical Resolved Shear Stress (CRSS) 

In addition to the effect of the number and structure of slip systems, analyses are 

also carried out to study the effect of the variation of the critical resolved shear stress 

(CRSS) on the impact response of HMX. The average CRSS for each slip system, 0

 , is 
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shown in Table 6. In the analyses, two scenarios are considered. The first involves the 

CRSSs being constant spatially and equal to the averages shown in Table 2. The second 

involves randomly varying the CRSS spatially throughout the microstructure in an 

element-by-element manner. The variation of each CRSS is relative to the average in 

Table 2 and follows a normal distribution, as illustrated in Figure 3. The standard deviation 

of the variations is 15% of the mean for each slip system to approximate the stochastic 

spatial variation of local strength measures. Comparing the uniform CRSS case and the 

case with random statistical variations of the CRSS allows the effect of stochastic 

variations of the material property to be delineated. The numerical implementation of the 

CRSS variations is achieved by assigning randomly varying CRSS values for each finite 

element in the microstructure.  

 

 

Figure 49. Statistical distribution of the spatial variations of the critical resolved 

shear stress (CRSS) considered. The variations follow a normal distribution about 

the reported mean values in Table 2. 
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5.2 Numerical Technique 

Calculations carried out concern ensembles of β-HMX crystal grain subject to 

loading under planar impact. The calculations are performed using a Lagrangian finite 

element framework with 4-noded, linear strain tetrahedral elements. As shown in Figure 

2, the specimen analyzed here has overall dimensions of 800×400×400 μm. The loading 

is effected by imposing an initially ramped (ramp time ~5 ns) velocity boundary condition 

in the longitudinal direction at the left face of the specimen. This loading condition involves 

the specification of the particle velocity history along the left face of the specimen. The 

profile imposed includes a steeply ramped region of about 5 ns followed by a constant 

velocity regime for the remainder of the calculation. The lateral faces of the specimen are 

prevented from moving transversely, therefore, the conditions in the specimen can be 

regarded as those of nominally uniaxial strain at the scale of the specimen size. The 

imposed boundary velocities range from 50 m/s to 400 m/s. Each specimen consists of 

817 approximately equiaxed grains of either 100 μm or 64 μm in size (as labeled in Figure 

2). In the single crystal baseline cases, all grains are crystallographically aligned in the 

same orientation. In the polycrystal cases, each grain has a randomly aligned crystalline 

orientation (creating a polycrystal with a random texture). Due to the small-strain 

assumption implicit in the constitutive equations, the grain orientations assigned initially 

do not change during the deformation. This assumption is reasonable since the magnitude 

of plastic strain observed is small. 

5.3 Results and Discussions 

In order to establish a baseline thermal response due to crystal plasticity, we have 

analyzed the response of single crystals of -HMX to imposed boundary velocities in the 

range of 50 to 400 m/s. Each specimen is loaded in the {110 }, { 011}, or {010 } crystal 
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direction. For each orientation, the temperature rise is analyzed as a function of imposed 

velocity for both the Barton case and Zamiri case. The characteristic temperature rise for 

each case shown in Figure 4 is the average temperature rise behind the wave front in the 

three crystalline orientations. The solid line represents the average characteristic 

temperature of the three orientations. The error bars denote the highest and lowest 

characteristic temperatures among the three orientations. This figure shows that the 

characteristic temperature rise increases from 0.1 K at 50 m/s to 11.2 K at 400 m/s for the 

Barton case and from 0.14 to 4.0 K for the Zamiri case. Overall, the temperature increases 

are relatively low at several Kelvin, due to the homogenous nature of the samples. The 

low temperature increase in single crystal specimens echoes the idea that localizations or 

“hotspots” are necessary for high temperature rises in energetic materials. In the following 

sections, we will use these characteristic temperatures as baselines for comparison to 

evaluate the effects polycrystalline microstructure, numbers of slip systems, and spatial 

variations of the CRSS on the fluctuations in stress and temperature fields. 

 

 

Figure 50. Characteristic temperature behind the stress wave front for single 

crystalline specimens of HMX with different orientations. The behaviors 

considered are described by the Barton model (blue) and the Zamiri model (red). 
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Each datapoint represents the average temperatrure in a single crystal specimen 

under impact along the {110}, {011}, and {010} directions. 

5.3.1 Effect of Number of Slip Systems 

The effect of the number of slip systems on the behavior of polycrystalline HMX is 

analyzed. Specifically, the two different material cases as described in Section 2.2, i.e., 

the Barton case with seven slip systems and the Zamiri case with two potential slip 

systems are used in the analysis. The calculations involve polycrystalline ensembles and 

imposed velocities from 50 to 400 m/s. 

Figure 5 shows the evolutions of the longitudinal stress (a-c) and temperature (d-

f) as the stress wave traverses a specimen of the Barton material. The imposed velocity 

is 200 m/s. The stress is non-uniform in the material, varying between 510 MPa and 1.65 

GPa, due to the heterogeneous material microstructure. Although the stress level 

fluctuates spatially, the average longitudinal stress along the direction of wave propogation 

is approximately constant behind the stress wave front. In Figure 5(d-f), the temperature 

field is characterized by distinct regions of thermal fluctuations, reflecting the influences of 

both the non-uniform stress field and the anisotropic and heterogeneous material 

response. The localized nature of the stress and temperature fields is the focus of this 

study. 
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Figure 51. Distributions of longitudinal stress (a-c) and temperature (d-f) at 

different times in a specimen with seven slip systems. The domain has been cut 

along a longitudinal midplane in order to show the stress and temperature states 

on the interior of the specimen. The imposed boundary velocity is 200 m/s. 
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The mean, standard deviation, maximum, and minimum of the axial stress on planes 

parallel to the impact face are calculated at different distances from the impact face. Figure 

6a shows the resulting values for the Barton case at an imposed velocity of 200 m/s. The 

black curve represents the mean stress. The blue and green curves are the mean stress 

± one standard deviation and the mean stress ± two standard deviations, respectively.  

 

  

Figure 52. Distribution of stress in a sample with seven slip systems at an 

imposed boundary velocity of 200 m/s. (a) Lines represent the mean stress 

(black), mean stress plus/minus one standard deviation (blue), mean stress 

plus/minus two standard deviations (green), and the maximum and minimum 

stresses (red). (b) The color contours correspond to the probability density for the 

occurrence of a given stress level as a function of distance from the impact face. 

For every distance, a value of 1 (red) corresponds to the most probable value of 

stress. 

The red asterisks denote the minimum and maximum stresses. Figure 6b shows the stress 

variation in the material in the form of a probability distribution function (PDF) as a function 

of distance from the impact face. At any given distance, a value of 1 (red) in the PDF 

represents the statistically most probable stress at that position in the specimen. The 
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current analysis focuses on the behavior within the quasi-steady portion of the stress wave 

behind the wave front. In this plateau region, the mean and standard deviation of the axial 

stress have constant values of 1.1 GPa and 108 MPa, respectively, for this microstructure 

and the loading conditions. Figure 7 shows the mean longitudinal stress behind the stress 

wave front. This average stress is nearly linearly related to the imposed velocity for both 

material descriptions. The figure also shows that the mean stress is consistently higher in 

the Zamiri case than in the Barton case. This difference increases with imposed velocity  

 

 

Figure 53. Plateau stress level behind the stress wave front as a function of 

impact velocity. The two slip system case (left) has a lower plateau stress level 

than the seven slip system case (right) at all impact velocities. Both increase with 

the impact velocity essentially linearly.   
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Figure 54. Comparison of calculated hydrostatic stress (red squares) for 

polycrystalline HMX (Barton case) and experimentally measured hydrostatic 

stress (blue diamonds) for solvent-pressed 99.6% dense HMX [60]. 

from 4.5% at 50 m/s to 16.2% at 400 m/s. Physically, this is due to the Zamiri case having 

limited avenues for energy dissipation via plastic slip, resulting in higher stresses due to 

higher fractions of elasticity in the material. The Barton case, however, has more avenues 

for accommodating plastic deformation through slip in more orientations, resulting in lower 

mean stresses. Figure 8 shows a comparison between the numerically calculated and 

experimentally measured [117] hydrostatic stress as a function of imposed piston velocity. 

The calculated value shown (red squares) is the average behind the stress wave front. 

The experimental data is for solvent-pressed 99.6% dense HMX [117]. The calculated 

stress levels are in good agreement with the experimental data.  

In order to put the scatter of the stress states in perspective and quantify how the 

dispersion of the data changes with loading and material, the coefficient of variation 

(standard deviation normalized by the mean) and the normalized maximum stress 

(maximum stress normalized by the mean) are calculated. The coefficient of variation 

allows trends affecting a large percentage of the total volume of sample to be identified, 
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and the normalized maximum provides insight into the extreme conditions in the domain. 

Figure 9 quantifies the dispersion of stress states in the materials by looking at the 

coefficient of variation of stress as a function of imposed velocity for both material cases. 

For all velocities, the Zamiri case displays greater variations in stress state than the Barton 

case. The coefficient of variation for the Zamiri case varies from a minimum of 0.118 at 50 

m/s to a maximum of 0.145 at 400 m/s. The Barton case exhibited a maximum coefficient 

of variation of 0.113 at 100 m/s that decreases to a minimum of 0.064 at 400 m/s. This 

indicates a relationship between the heterogeneity in the material and the dispersion in 

the stress field: a higher level of heterogeneity corresponds to higher levels of expected 

variations in stress states. The lower bound of this phenomenon is simply the case of a 

homogeneous single-crystal under uniaxial loading. In such a limiting case, the stress 

state is uniform on cross-sections perpendicular to the loading axis. On the other hand, 

for polycrystals anisotropy and mismatch in orientations between the individual grains. In 

the Zamiri case, this effect is stronger. In the Barton case, however, the difference in 

response between different directions in each grain is less pronounced, leading to stress 

fluctuation levels that are lower than those in the Zamiri case. Another observation from 

Figure 9 is that the dispersion increases monotonically with imposed velocity in the Zamiri 

case but shows no simple trend in the Barton case. Specifically, the decrease in stress 

field variations at higher imposed velocities (above 100 m/s) in the Barton case is in 

agreement with the results by Trott et al. [12] for a mock PBX under shock loading. In 

contrast, the increasing levels of stress fluctuations in the Zamiri case suggest that this 

material representation may be missing essential dissipation mechanisms represented by 

the additional slip systems in the Barton case or fracture planes which are not modeled 

here.  
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Figure 55. Dispersion of the longitudinal stress field in the quasi-steady region 

behind the stress wave front. As heterogeneity in the material increases due to 

material anisotropy, wider ranges of stress states are seen. 

 

Figure 56. Maximum longitudinal stress normalized by averaged stress in the 

plateau region behind the stress front as a function of impact velocity for both 

Barton and Zamiri materials. This plot demonstrates the spread of the extreme 

values observed in the materials. 
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Figure 10 shows the normalized maximum stress for both cases as a function of 

imposed velocity. The maximum stress is between 1.6 and 1.9 times the bulk average 

stress for the Zamiri case and between 1.3 and 1.6 times the average stress for the Barton 

cases. The Zamiri case has greater variability in stress states for all impact velocities, as 

well as a wider range of stress states as indicated by the higher normalized maximum 

stress. The dispersion of the stress field indicates that greater anisotropy of the underlying 

crystal structure renders a material less capable of homogenized response. This 

quantitative analysis of the stress field reveals the influence of the number of slip systems 

on the variability of material states. Next, we analyze the effect of anisotropy on the 

variability of the temperature field. 

Figure 11 shows the average (red) and peak (blue) temperature as functions of 

distance from the impact face for the Barton material case at an imposed velocity of 200 

m/s. The average temperature is maximum at the impact face and decreases steadily 

away from the impact face. The peak temperature profile shows significant oscillations 

and does not follow a monotonic trend, suggesting a degree of stochasticity in the 

distribution of heating in the material. This observation echoes those of Refs. [32, 47, 64, 

92, 118, 119]. An additional feature of Figure 11 is the plateau-like regions in the peak 

temperature profile. The “plateaus” are not exact flat regions of temperature. Rather, they 

have very similar temperatures. These regions correspond to grains (size of the regions 

on the order of grain size). Each grain has a specific grain orientation (dominant slip 

system) and the slips at different locations of a grain are similar, resulting in similar 

temperature levels. This is not to say temperature is uniform over any grain. It is only to 

say that it is possible that, for grains located and oriented in certain ways, temperature 

change may not be extremely non-uniform. 

 



138 

 

 

Figure 57. Peak and average temperature profiles for the Barton material at an 

imposed boundary velocity of 200 m/s. The average is over cross-sections normal 

to the loading direction. 

Figure 12 summarizes the temperatures for both slip system cases with constant 

and variable CRSS. Figure 12a shows that the average temperature increases 

monotonically for both cases as imposed velocity increases and the rate of temperature 

increase is slightly higher at higher imposed velocities. The Barton case exhibits higher 

average temperatures at all imposed boundary speeds, ranging from 293.2 K at a speed 

of 50 m/s to 308.0 K at a speed of 400 m/s. The average temperature for the Zamiri 

material increases from 293.0 K at to a 50 m/s to 300.6 K at 400 m/s. The higher rate of 

average heating in the Barton case is due to the enhanced availability of slip systems 

relative to the Zamiri case. Figure 12b indicates that the peak temperatures are not 

strongly dependent on the number of slip systems. The peak temperatures increase from 

293.4 K at 50 m/s to 325.4 K at 400 m/s for the Zamiri case and 293.6 K to 320.0 K for the 

Barton material. This similarity is due to both material descriptions sharing the ( 001 )[100

] system, which has the highest CRSS. Therefore, the peak temperature rise in both 
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material cases is associated with the strongest slip system which yields the highest 

temperature change for the same amount of slip. 

 

 

Figure 58. (a) Average temperature in the plateau region and (b) Peak specimen 

temperature as functions of impact velocity and CRSS. 

In order to quantify the effect of the polycrystalline microstructure on the 

temperature rise in the specimens, we have compared the average and maximum 

temperature rises in the polycrystalline materials with the characteristic temperature rises 

for single crystals discussed earlier in Section 4. The average temperature rise in the 

polycrystalline specimens is 90.8% and 41.1% higher than that in the corresponding single 

crystal specimens for the Zamiri and Barton materials, respectively. The polycrystalline 

microstructure causes the maximum temperature rise to be 7.5 times higher relative to the 

single crystal in the Zamiri case and 1.65 times higher in the Barton case. From these 

results, it is clear that the resulting temperature field in the Zamiri material, which has only 

two available slip systems, is much more strongly affected by the polycrystalline 

environment than in the Barton material. For each material case, however, the effect of 

the polycrystalline microstructure on heating is fairly constant. Specifically, this is seen 



140 

 

over the imposed velocity range of 100 to 400 m/s for Barton case and over 200 to 400 

m/s for the Zamiri case. Data from this regime is used to characterize the effect of 

polycrystalline microstructure in this section and the effect of varying the CRSS in the next 

section. 

As a measure of variability in the temperature field, the ratio between the peak 

temperature increase and the average temperature increase (normalized peak 

temperature rise) in the form of 

 max ( ) / ( )    
avg

n average x x    (13) 

is used. Here, 
max ( ) x  is the maximum temperature change and ( ) avg x  is the 

average temperature change at distance x from the impact surface. The normalized peak 

temperature change is shown in Figure 13. Over the range of imposed velocity from 50 to 

200 m/s, the normalized peak temperature decreases from 8.01 to 4.04 for the Zamiri case 

and from 4.49 to 2.11 for the Barton case. So, although the Barton case exhibits overall 

more significant bulk heating under these loading conditions, the Zamiri case exhibits a 

consistently larger deviation from the uniformly heated case. This result reinforces the idea 

that when extreme material states are of interest and dominate material response, as is 

the situation in studies on the sensitivity of energetic materials, isotropic and 

homogeneous material properties lead to more uniform thermal and mechanical fields 

such as stress and temperature. The results presented here clearly indicate the effect of 

microstructure is more pronounced as the degree of anisotropy in the underlying crystal 

structure increases. 
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Figure 59. Peak temperature normalized by average temperature as a function of 

impact velocity. Four sets of simulations are presented: 1.) Zamiri material, 

constant CRSS (red squares), 2.) Zamiri material, variable CRSS with Gaussian 

distribution (black circles), 3.) Barton material, constant CRSS (blue diamonds), 

4.) Barton material, variable CRSS with Gaussian distribution (green triangles). 

Dash lines represent prediction of Equation (13). 

In order to quantify this effect, it is advantageous to develop a functional form for 

the normalized peak temperature rise, n , that captures the evolution of n  as a function 

of the parameters studied: material anisotropy (A) and imposed velocity (v). A value of 

1n   corresponds to the case where the peak temperature rise is equal to the average 

temperature rise, indicating uniform heating along planes perpendicular to the loading 

direction. To choose an appropriate form for this relationship, two cases are considered: 

1) in the limit of an isotropic material (defined as 0A  ), 1n  ; and 2) as the load intensity 

increases, microstructural details become less significant, i.e., as v   , 1n  . These 

conditions motivate the use of a relationship in the form of 

   ( ), 1 kv

n A v cAe   , (14) 
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where c and k are constants, v is imposed velocity, and A is a scalar measure of the 

anisotropy of the plastic behavior of the underlying crystal structure. In order to use this 

relationship, a measure of material anisotropy as a function of available slip systems for 

both the Barton and Zamiri materials must be adopted. We have chosen to consider the 

anisotropy as a function of the number of available slip systems  ssn  and the coefficient 

of variation of the available CRSS  CRSS

vc . The value of 
CRSS

vc  is calculated by using the 

magnitudes of the available slip systems listed in Table 2. For the Zamiri case, the 

coefficient of variation of its two available slip systems is 0.63, and the coefficient of 

variation for the seven available systems in the Barton case is 0.39. The form of the 

relationship for A is determined by the limiting case of an isotropic material for which 0A 

. An isotropic material can be thought of as one that has an infinite number of slip systems 

which are uniformly distributed in all directions and have the same constant CRSS, 

consequently, we take 0A   if and only if ssn    and 0CRSS

vc  . One form that meets the 

considerations is 

 v

1 CRSS

ss

Α c
n

  .  (15) 

For the analyses carried out, 0.53BartonΑ   and 1.13ZamiriΑ  . For reference, the value for 

a bcc material having 48 slip systems with the same CRSS is 0.02. The normalized peak 

temperature rise in Figure 13 leads to c = 6.962 and k = 0.004. The dash lines in this figure 

show the predicted value of n  for both materials over the entire range of imposed velocity 

considered. This relationship for n  may be used to estimate the expected peak 

temperature in polycrystalline HMX. 
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5.3.2 Effect of Variation in CRSS 

In this section, we will discuss the effect of spatially varying critical resolved shear 

stress (CRSS) on the material response. Figure 11 and Figure 13 compare the thermal 

behaviors of microstructures with constant CRSS and those microstructures with CRSS 

that changes from location to location in the material. The spatial variations of the CRSS 

follow the normal distribution, as shown in Figure 3. The two figures show that variation in 

CRSS has minimal effect on the average temperature, peak temperature, or the 

normalized peak temperature. Also, the average stress for the variable CRSS case differs 

from that for the constant CRSS case by less than 1.5% at all imposed velocities, with the 

coefficient of variation and normalized maximum stress both falling within 8.0% of the 

constant CRSS values as well.  

To further quantify the contribution of the variation in CRSS, we have also 

compared the thermal response from the cases to the characteristic single crystalline 

cases in Figure 4. The average temperature rise is 94.4% higher than the characteristic 

temperature rise in the single crystals for the Zamiri material and 42.2% higher for the 

Barton material. These constitute a 3.8% and 2.8% change from the heating in 

polycrystalline microstructures with constant CRSS for the Zamiri and Barton cases, 

respectively. The peak temperature rise exhibits a similar trend, with the Barton material 

showing a peak temperature rise that is 2.65 times the rise in the single crystals and the 

Zamiri material showing a rise 8.4 times that in the single crystals. The contribution of 

variation in the CRSS to peak temperature is 1.9% for the Zamiri case and 0.3% for the 

Barton case.  

The fact that variations in the CRSS has very little effect on the thermo-mechanical 

response is a strong indication that the material response in the loading regime considered 

is dominated by microstructural features other than the spatial variation of the CRSS. 
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Factors include the distribution of crystalline orientations, grain size and size distribution. 

Because the strongest slip system (highest CRSS) has a CRSS that is ~4.5 times that for 

the weakest system, varying any CRSS by as much as 50% has less influence on the 

mechanical response of a polycrystalline specimen than rotating grains to more/less 

favorable orientations for slip. In this paper, the results certainly show that the orientation 

of individual grains has a more significant effect on the response of the specimen than the 

variation of the CRSS. However, if the misorientation between the grains was limited, as 

in a textured specimen or a single crystal, the spatial variation of the CRSS may have a 

larger effect, this aspect is not analyzed here but may be considered in the future. 

5.4 Conclusions 

The behavior of a regularly structured polycrystalline HMX is investigated by 

considering perfectly bonded ensembles of single crystallites which have distinct individual 

crystalline orientations. The response characterization has focused on the evolution and 

variability of stress and temperature fields arising from impact loading. The quantification 

has primarily concerned the inhomogeneity in stress and temperature. It is found that 

crystalline anisotropy has a large effect on both the homogenized (averaged) material 

response and the dispersion in stress and temperature states in each specimen. The 

analysis is based on an implementation of the crystal plasticity models due to Barton et 

al. [33] and Zamiri and De [85], which contain seven and two potential slip systems, 

respectively. The results presented here indicate that the results based on the description 

of Barton et al. more closely matches previously published data [12]. Therefore, the Barton 

model is likely a more realistic representation of the inelastic behavior of HMX crystals in 

the absence of fracture or other dissipative mechanisms. The calculations carried out also 

show that spatial variations of the critical resolved shear stresses (CRSS) of up to 15% in 
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a material have minimal effect on the bulk or local material response for the polycrystalline 

specimens analyzed.  

The two key results of this chapter are (1) the determination of the magnitude of 

heating due to crystal plasticity and (2) the quantification of the effect of crystal anisotropy 

on the variability of stress and temperature states. With regard to the first point, a 

polycrystalline sample of HMX is shown to undergo average heating of 0.04 to 15.0 K and 

maximum local heating of 0.4 to 32.4 degrees K for imposed velocities up to 400 m/s.  

Even though the temperature rise due solely to crystal plasticity is significantly lower than 

that required to cause initiation, others have shown that plastic heating may be 

significantly exacerbated by the presence of other stress concentrators [33] or friction 

along crack surfaces [120] not explicitly modeled here.  

Finally, the anisotropy inherent in polycrystalline microstructures has been shown 

to contribute significantly to the dispersion in the stress and temperature fields. This 

dispersion means that localized regions within microstructures experience significantly 

higher temperatures and stresses than those predicted by a homogenized model. These 

regions provide favorable locations for hotspots to form. In order to accurately account for 

the hotspot development, it is essential to model the fluctuations in the local stress state 

and temperature field due to, not only microstructural heterogeneities analyzed here, but 

also other processes such as friction, viscous dissipation, and pore collapse. Such studies 

are already being carried out [33, 70, 118, 120, 121]. 
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CHAPTER 6: EVALUATION OF THEORETICAL ALUMINUM BONDED EXPLOSIVES 

The introduction of aluminum particles to an explosive for the purpose of 

enhancing the blast performance was first achieved by Roth [49] in 1900. Subsequently, 

extensive testing of aluminized explosive formulations have been performed in order to 

understand the complex behavior of these materials and the effect that aluminum has on 

the performance. Aluminized explosives have been found to have enhanced late-time 

(behind the initial reaction of the primary explosive) behavior such as higher temperatures, 

incendiary effects, air blast, and bubble energy (when used under water) [122]. The 

mechanism leading to delayed effects from the aluminum is that time and energy are 

required to melt the oxide layer (Al2O3) that coats the aluminum particles as well as mass 

diffusion of oxidizer to unreacted aluminum. Therefore, the aluminum reacts with the 

products of the initial reaction, leading to an increased duration of sustained pressure 

[123]. Much work has also gone into determining the effect of aluminum content on the 

overall performance of the explosive. Experiments have shown that for aluminum content 

in excess of 20%, the detonation velocity of the explosive monotonically decreases with 

additional aluminum [124]. In spite of the decreased detonation velocity, Akhavan found 

that the total heat of explosion of a composition increases with aluminum content over a 

very wide range [18]. In addition, Gogulya et al. [125] focuses on the effect of aluminum 

particle size on the performance characteristics of explosive formulations. Gogulya found 

that the use of “ultra fine” aluminum particles (0.5 μm) lead to an increase in temperature 

duration and lower pressure output due to the small particles of aluminum effectively 

“coating” the HMX grains, thereby interrupting the development of a detonation wave front 

[125]. In terms of ignition sensitivity, experiments show that the aluminization of an 

explosive leads to desensitization in the framework of a drop-weight test [26].  
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This chapter outlines the potential for a new class of explosives that is based on 

aluminum and HMX. However, instead of using distributed aluminum particles of various 

sizes and morphologies, the proposed composition uses aluminum as the “binder” 

material. In effect, the composition of interest is a two-phase composite which is 

comprised of HMX particles suspended in an aluminum matrix, referred to hereafter as 

ABX. Because aluminum and its alloys display such a wide range of mechanical 

behaviors, in this chapter two ABX formulations are created, one utilizing commercially 

pure aluminum (AL1100) and the other an aircraft grade aluminum alloy (AL7075). While 

the current computational framework is not capable of evaluating the detonation 

performance of such a composite, the primary goal of this chapter is to quantify both the 

mechanical response of the ABXs to sustained impact loading and its ignition sensitivity 

as defined by Chapter 2.3. Once quantified, the total response of the ABX composite to 

impact loading is then compared to that of the PBX analyzed in detail in Chapters 3 and 

4. Finally, the relative sensitivity is used as a measure of the feasibility of the ABX for 

potential use as an explosive formulation. It should be noted that the work of this chapter 

represents the first effort to computationally design a new class of energetic composite 

based on micromechanical CFEM simulations.  

6.1 Characterization of Aluminum Alloys 

6.1.1 1100 Aluminum 

The first of the two aluminum types used as the binder or matrix material in an ABX 

formulation is commercially pure aluminum, known as AL 1100. The composition of AL 

1100 is specified to contain no less than 99% aluminum. In order to adequately model the 

temperature and strain rate dependence of the flow stress for this material, the viscoplastic 

constitutive model presented in Chapter 2.2.2.3 is fit to experimental data. The quasi static 
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stress strain behavior, including the yield stress and hardening, as well as the temperature 

dependence of the yield stress of this material is obtained from the data of Luthy et al. 

[57]. The strain rate dependence for this material is based off of the data obtained by Sil 

and Varma [30]. The parameter set used to describe the viscoplastic response of AL 1100 

in this chapter is summarized in Table 7. The remaining material properties necessary to 

describe the elastic behavior of both AL 1100 and AL 7075 are included in Table 8. For 

the sake of distinguishing between the two ABX formulations, the ABX containing a matrix 

of AL 1100 is referred to for the remainder of the chapter as “weak ABX”. 

Table 7. Parameters for modeling AL 1100 using a viscoplasticity model. 

 

Table 8. Elastic material properties for AL 1100 and AL 7075 

 

6.1.2 7075-T6 Aluminum 

AL 7075-T6 is the designation for a high strength aluminum alloy. Its composition 

consists of 87.1 – 91.4% aluminum, 5.1 - 6.1% zinc, 2.1 – 2.9% magnesium, 1.2 – 2.0% 

copper, 0.18 – 0.28% chromium, less than 0.3% manganese, less than 0.4% silicon, less 
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Material Property AL 1100 AL 7075

Young's Modulus 70.0 GPa 70.0 GPa

Density 2.80 g/cc 2.80 g/cc

Specific Heat 960 J/kg-K 962 J/kg-K

Poisson's Ratio 0.33 2.33
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than 0.2% titanium, and less than 0.15% other. Because of its high strength and increased 

corrosion resistance, it is often used in applications such as aircraft fittings, gears, shafts, 

and other similar parts. Compared to the AL 1100, AL 7075 is stronger by a factor of 10 

times, but exhibits a lower work hardening rate. The parameters related to the rate 

sensitive yield stress of the AL 7075 material are fit according to the experimental results 

in [60] and are summarized in Table 9. The ABX containing a matrix of AL 7075 is referred 

to for the remainder of the chapter as “strong ABX”. 

Table 9. Parameters for modeling AL 7075 using a viscoplasticity model. 

 

6.2 Research Methodology 

The calculations performed concern the mechanical response and ignition 

sensitivity of three distinct explosive formulations: a PBX composed of 81% HMX and 19% 

Estane, an ABX composed of 81% HMX and 19% AL1100, and an ABX containing 81% 

HMX and 19% AL7075. The calculations are performed using the 2D CFEM framework 

described in detail in Chapter 2 and explicitly tracks the evolution of viscoplastic 

deformation in the aluminum and HMX phases, viscoelastic deformation in the Estane 

phase, semi-arbitrary crack initiation and growth, friction between the faces of closed 

cracks, and thermal diffusion. The specimens used herein are 15 mm in length (direction 

of impact) and 3 mm in width. In order to separate the effect of small changes in the 
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microstructural morphology from the effect of the aluminum matrix, each of the three 

formulations is approximated by an identical set of twenty microstructures having an HMX 

area fraction of 0.81 and generated using the methodology in Chapter 2.1. Effectively, the 

PBX and ABX microstructures are identical except that the Estane phase of the PBX 

specimens has been replaced by either AL1100 (weak ABX) or AL7075 (strong ABX). The 

mean and standard deviation of the HMX grain size distribution are 250.1 μm and 90 μm, 

respectively. To determine the ignition sensitivity over a range of impact scenarios, each 

microstructure is subjected to piston velocities ranging from 50 to 200 m/s for load 

durations of up to 8 μs. The boundary conditions for the CFEM analysis are shown in 

Figure 60. The lateral sides of the specimen are confined by a frictionless rigid wall and 

the far boundary of the specimen by a rigid anvil, creating a macroscopically uniaxial state 

of strain in the specimen.  

 

 

Figure 60. Loading and boundary conditions. 

Following the execution of the CFEM analysis, the resulting temperature fields are 

analyzed for thermal runaway by applying the criticality condition derived from the work of 

Tarver et al. [38] described in Chapter 2.3. This analysis provides the critical load duration 

required for each ABX specimen to ignite. A statistical analysis of the distribution of the 

times to criticality based on the Weibull distribution function allows for the calculation of 

the mean time to criticality for the ABX. Finally, the critical energy required to ignite each 
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ABX will be utilized to compare the sensitivity of the two proposed ABX calculations to the 

PBXs analyzed in Chapters 3 and 4.  

6.3 Thermo-Mechanical Response of ABXs 

The first step in characterizing the total response of the ABX formulations 

hypothesized above is to fully describe its response to mechanical stimulus, in this case 

piston-driven, constant velocity impact. In this section, the mechanical, thermal, 

dissipative, and damage characteristics of the two ABX formulations will be quantified and 

explicitly compared to the corresponding PBX from Chapter 3. This provides a baseline 

understanding of the physical mechanisms that are occurring in the material and will set 

the framework for evaluating the difference in ignition sensitivity in the following section.  

6.3.1 Stress Distribution 

Quantification of the stress distribution includes a discussion of two measures of 

stress in the PBX specimens: the axial stress (often referred to as pressure in impact 

loading scenarios) and the von Mises equivalent stress which measures the shear stress 

in the material. Figure 61 shows the axial or longitudinal stress contours for the first 6 mm 

of specimen, as measured from the piston. From left to right are the PBX, weak ABX, and 

strong ABX. It is clear from the figure that very different mechanical processes are active 

in the two ABX specimens. The ABX specimens have a similar magnitude and distribution 

of axial stress states and have noticeably higher stresses throughout both the matrix and 

the HMX grains. Physically this is due to the difference in stiffness between the two binder 

systems. In the PBX, the Estane binder acts as a cushion, having very little stiffness or 

shear resistance (compared to the HMX grains). For the aluminum matrix, this is not the 

case. Instead of inserting a matrix of a soft material, the aluminum is approximately 3.3 
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times as stiff as the HMX grains and acts as a form of reinforcement for the composite 

microstructure.  

 

 

Figure 61. Longitudinal stress distribution for microstructures with Estane, AL 

1100, and AL 7075 binders. Contours are taken from the 6 mm nearest the piston 

for a piston velocity of  200 m/s. 

Figure 62 shows the axial stress as a function of distance from the piston for each 

of the three compositions. The first feature of note about the axial stress profiles is the 

marked difference in the slope of the wave front. For the PBX, the stress level rises 

smoothly from zero to its plateau stress with no apparent inflection points. In the ABX 

profiles, the stress wave front takes on added complexity due to the characteristics of the 

matrix material. For the weak ABX, shown in red, the stress profile shows two distinct 

regions of interest. The first one occurs near the foot of the profile, where the profiles of 

the weak and strong ABXs diverge from each other. This point corresponds to the onset 

Estane AL 1100 AL 7075

MPa
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of yielding in the weak pure aluminum, causing an apparent softening in the wave profile. 

The second feature of interest is where the weak and strong ABX profiles come back 

together. It is this stress level in the ABX loading history that the HMX grains begin to 

experience widespread, nearly homogeneous yielding throughout the material. Because 

the yielding in the HMX occurs at the same stress level in both scenarios. For the strong 

ABX specimen, only the change in inflection corresponding to ubiquitous yielding in the 

HMX is present because within this regime, the AL 7075 matrix is still operating primarily 

as an elastic material. Once the stress wave front has passed, the weak and strong ABX 

reach plateau stresses of 1369 MPa and 1337 MPa, respectively, corresponding to an 

increase in axial stress of 54% and 51% under the same imposed boundary velocity.  

 

 

Figure 62. Axial stress as a function of distance from the piston for various binder 

systems. 

Next, the von Mises stress distribution is considered. In mechanics, the von Mises 

stress is an effective measure of the shear stress in the material and is the portion of the 

total stress state that is directly affected by plasticity. Figure 63 shows the von Mises stress 
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contours of the first 6 mm of specimen (as measured from the piston) for each of the three 

compositions under consideration. Interestingly, the von Mises stress level in the three 

materials is very similar in nature, however, that of the binder materials is distinct for each 

composition. In the PBX, the Estane binder carries von Mises stresses on the order of a 

few MPa only. The matrix of the weak ABX is loaded to the point that plastic deformation 

takes over as the dominant mechanism, leading to von Mises stresses of between 50 and 

100 MPa. The matrix of the strong ABX material is very different from the other two in that 

it is capable of withstanding the shear stresses induced by impact loading without 

excessive dissipation due to either viscoelasticity or plastic dissipation. Figure 64 then 

serves to quantify the von Mises stress profile in the HMX phase of each of the three 

compositions. The figure shows that the von Mises stress profile for the HMX in the PBX 

formulation and in the weak ABX are very similar from the onset of loading up to the 

beginning of relaxation (obviously, the wave profiles are offset in time due to the difference 

in bulk composite wave speed), but the HMX in the PBX setting shows significantly more 

relaxation than both the weak ABX and strong ABX formulations. As discussed in Chapter 

3, the difference in the amount of relaxation observed in the HMX phase of various 

compositions is due to differing amounts of fracture induced by the initial loading. The 

“relaxed” values of von Mises stress achieved in the weak and strong ABX specimens are 

277 MPa and 238 MPa, respectively. These correspond to increases in relaxed von Mises 

stress over that in the PBX specimens of 29.5% for the weak ABX and 11.7% for the 

strong ABX.  
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Figure 63. Von Mises stress distribution for microstructures with Estane, AL 1100, 

and AL 7075 binders. Contours are taken from the 6 mm nearest the piston for a 

piston velocity of  200 m/s. 

 

Figure 64. Von Mises stress as a function of distance from the piston for various 

binder systems. 
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6.3.2 Thermal Response to Impact 

While the mechanical response of the ABX material systems is of interest in 

determining the mechanisms leading to ignition, the thermal response of the material 

actually determines if and when a specimen reaches criticality. Figure 65 shows the 

temperature contours for each of the three compositions. It is apparent that each of the 

three microstructure types have a pathway to temperature rise that is distinct from the 

others. In the PBX, the vast majority of the heating occurs on the extreme periphery of the 

grains. The heating in the PBXs concentrate on the grain boundaries because many of 

the grain boundaries have debonded from the surrounding binder and the grains 

themselves begin to crack near the edges of the grains. As a result, the region in the 

vicinity of the grain boundaries has both an abundance of fracture and potential friction 

sites, as well as more freedom for relative motion due to the proximity to the compliant 

binder. In the weak ABX, no widespread heating is present. In this material, all hotspots 

come in the form of isolated hotspots of relatively low intensity (compared to those seen 

in the PBX and strong ABX). In terms of location, the hotspots in the weak ABX typically 

occur at the junction of three or more HMX grains in a region in which the aluminum matrix 

is undergoing significant plastic deformation. In short, the weak ABX composition requires 

a combination of multiple contributing factors in order to generate a critical hotspot, a fact 

that likely contributes to the lower observed sensitivity in this material. The strong ABX 

heats in a way that is unseen in any of the other materials studied. The strong ABX heats 

almost exclusively along a large number of intragranular fractures that occur in this 

composition due to the high stiffness of the binder in the vicinity of the stress wave front. 

In Figure 65, these intragranular cracks are distinguished by the heated bands occurring 

at 45 degrees from the loading direction, regardless of the grain boundary locations. This 

is in sharp contrast to the heated locations in the PBX which can be clearly seen to follow 
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the tortuous path of the complex grain boundary system. Figure 66 compares the peak 

temperature (average maximum temperature in the 20 specimens) as a function of 

distance from the piston. By comparing the peak temperature rise in each of the 

compositions, it provides an avenue for determining which types of localization 

characteristics are preferable for decreasing the sensitivity of a composite. The peak 

temperature rise in the soft ABX is 98 K, a 71% decrease relative to the PBX specimens, 

and in the strong ABX, the peak temperature rise is 172 K (49% decrease relative to the 

PBXs).  

These results indicate that the most efficient mechanisms for generating hotspots 

in decreasing order are as follows. (1) Friction near a grain boundary in the presence of 

numerous fracture sites and adjacent to a compliant binder with low shear resistance. The 

high number of fracture sites provides adequate surfaces for the application of friction and 

the proximity to the compliant binder allows for increased relative motion. (2) Extensive 

network of intragranular cracking as seen in the strong ABX leads to significant heating. 

This mechanism is shown to lead to the generation of critical hotspots for loading 

intensities severe enough to fracture the grains during the time scale of the passage of 

the stress wave. For piston velocities incapable of generating large scale cracking in the 

HMX particles, the heating in the strong ABXs is not sufficient to lead to thermal runaway. 

(3) Friction on cracks near a grain boundary in the vicinity of a metallic binder. While the 

cracks near the periphery of the grains represent a potential for frictional sliding, the 

aluminum matrix greatly reduces the availability for relative motion between the opposing 

sides of the crack surface.  
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Figure 65. Temperature contours for composite systems with Estane, AL 1100, 

and AL 7075 as binders. Contours are taken from the 6 mm nearest the piston for 

a piston velocity of  200 m/s. 

 

Figure 66. Peak temperature as a function of distance from the piston for various 

binder systems. 
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6.3.3 Energy Dissipation in HMX Phase of Composites 

Much like the thermal response the energy partitioning in the ABX specimens is 

significantly different from that of the PBX. In the same manner that energy partitioning 

was discussed in Chapter 3, the distribution of frictional and plastic dissipation in the 

various compositions is described and the relative influence of the two primary dissipation 

modes is quantified and discussed. The frictional dissipation, shown in Figure 67, closely 

mirrors the spatial distribution of the temperature contour in Figure 65. The frictional 

dissipation in the PBX tends to conform to the grain boundaries and the strong ABX is 

dominated by frictional dissipation along intragranular cracks. The frictional dissipation 

distribution in the weak ABX contains characteristics of both. The physical explanation for 

the spatial dissipation pattern is the same as that discussed for the temperature field. The 

plastic dissipation contours for each of the three specimens is shown in Figure 69 and 

shows clear distinction between the 3 compositions. The plastic dissipation in the PBX is 

much lower in both magnitude and in terms of the area of material affected. This is due to 

the viscoelastic Estane material acting as a damper to relieve the stresses in the material 

that lead to plastic deformation. The two ABX compositions both show that plasticity is 

occurring in the HMX grains in all locations behind the stress wave front. The implication 

here is that the HMX grains are subjected to a much harsher load environment which 

overwhelms the yield strength of the material when the compliant, viscoelastic binder is 

replaced with an aluminum that is several orders of magnitude stiffer in addition to having 

significantly more shear carrying capacity. There is, however, an important distinction 

between the weak and strong ABX formulations is the plastic dissipation in the aluminum 

itself. In the soft ABX, plastic dissipation in the aluminum is the leading source of 

dissipation in the microstructure, introducing some additional compliance to the binder 

after the passage of the stress wave. This is not the case for the strong ABX, in which the 
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aluminum exhibits no ubiquitous plasticity at any distance from the piston. This means that 

for piston velocities up to at least 200 m/s, the AL 7075 binder material in the strong ABX 

behaves essentially as an elastic material.  

In addition to the differences in the distribution of the dissipative mechanisms in 

the various compositions, the magnitude of each dissipation type and the relative 

magnitude of the two dissipative mechanisms is dependent on the composition of the 

composite. In Figure 68, the frictional dissipation as a function of distance from the piston 

is shown for the PBX and both ABXs. From this figure, the frictional dissipation in the PBX 

grows much faster than in either of the ABX formulations. At 4 μs, the peak frictional 

dissipations in the soft and strong ABX are 0.7 and 3.0 J/mm2, respectively, corresponding 

to a reduction in frictional dissipation of 91% and 61%, relative to that in the PBX. Because 

the frictional dissipation is growing faster than that in the ABXs, the difference between 

them will continue to increase with load duration, as long as the current trends hold true. 

In Figure 70, the plastic dissipation profiles are shown for the PBX and both ABX 

compositions. Interestingly, it appears that the plastic dissipation in both the PBX and the 

strong ABX are growing steadily with load duration, but the soft ABX very rapidly reaches 

a quasi-steady level of plastic dissipation that does not increase with load duration. At 4 

μs, the weak and strong ABXs have peak plastic dissipations of 3.4 J/mm2 and 4.64 J/mm2, 

respectively. These levels correspond to a decrease in plastic dissipation of 7% for the 

soft ABX and an increase of 27% in the strong ABX, relative to the PBX. It should be 

noted, however, that the plastic dissipation in the three compositions grows at a different 

rate. This indicates that as the load duration increases, the amount of plastic dissipation 

in PBX will increase relative to the other two compositions, and that the plastic dissipation 

in the strong ABX will continue to increase relative to the soft ABX. Finally, the PBX and 

the ABXs show completely different trends in terms of the relative magnitude of frictional 

and plastic dissipation. In the PBX, the plastic dissipation is 53% smaller in magnitude at 
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4 μs than the frictional dissipation, a difference that will continue to increase with load 

duration because the frictional dissipation in the PBXs grows at a faster rate than the 

plastic dissipation. For both of the ABX compositions, however, the opposite trend is true. 

In the weak ABX, the plastic dissipation is 380% greater than the frictional dissipation. 

Because neither the plastic dissipation nor the frictional dissipation grow significantly with 

load duration, it is expected that this trend will continue to hold true for longer sustained 

loads. Like the weak ABX, the plastic dissipation in the strong ABX is 52% greater than 

the corresponding frictional dissipation. This reversal in trends is significant due to the 

difference in the way that friction and plasticity heat the material. Friction is by its very 

nature a surface based phenomenon effecting only relatively small volumes of material. 

Plasticity, on the other hand, is a bulk dissipative process that tends to act homogeneously 

of large volumes of material with only a few regions on localized effect. Therefore, it can 

be expected that the ABX formulations will exhibit a decrease in sensitivity in the current 

computational setting due to a favorable shift in the dominant dissipative mechanism from 

friction in the PBXs to plasticity in the ABX formulations.  
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Figure 67. Frictional dissipation contours for composite systems with Estane, AL 

1100, and AL 7075 as binders. Contours are taken from the 6 mm nearest the 

piston for a piston velocity of  200 m/s. 

 

Figure 68. Frictional dissipation as a function of distance from the piston for 

various binder systems. 
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Figure 69. Plastic dissipation contours for composite systems with Estane, AL 

1100, and AL 7075 as binders. Contours are taken from the 6 mm nearest the 

piston for a piston velocity of  200 m/s. 

 

Figure 70. Plastic dissipation density as a function of distance from the piston for 

various binder systems. 
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6.3.4 Damage 

In this section, the damaged induced in the HMX grains is quantified by comparing 

the average intragranular crack density for each of the three compositions. Figure 71 

shows the HMX fracture density as a function of distance from the piston for the PBX, 

weak ABX, and strong ABX. Qualitatively, there is a significant difference among the three 

compositions. The damage density in the HMX phase of the PBX, as discussed in Chapter 

3, ramps from undamaged to approximately 20 mm-2 in the vicinity of the stress wave front. 

However, for the PBXs, the damage continues to grow as a function of time. This contrasts 

with what is seen for the ABX specimens. The damage density profile for the weak and 

strong ABXs are similar in nature and are characterized by a sharp jump from undamaged 

to a relatively steady level of damage. Unlike the PBXs neither of the ABX compositions 

are characterized by damage densities that grow with load duration. The weak ABX 

plateaus at a fracture density of 16 mm-2 and the strong ABX reaches a steady fracture 

density of 68 mm-2. For low load durations, the strong ABX exhibits the most intragranular 

damage of all of the compositions, but because of the continuous growth of damage in the 

PBX specimens, the PBX damage density grows to exceed that of both ABX formulations. 

The weak ABX containing commercially pure AL 1100 has the lowest amount of fracture, 

regardless of the load duration. 
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Figure 71. Damage density as a function of distance from the piston for various 

binder systems after 4 μs of wave propagation.  

6.4 Ignition Sensitivity  

With the addition of aluminum as the binding matrix holding together the ABX 

specimens, a significant amount of additional energy is available for reaction in the form 

of the aluminum itself. It is of vital interest whether that added added energy comes at the 

cost of increased sensitivity. To assess the sensitivity of the two proposed ABX 

formulations, each of the microstructures and loading conditions is subjected to the same 

criticality analysis technique as the PBX specimens in Chapter 4. The results show that 

the weak ABX specimens do not ignite for impact velocities lower than 200 m/s. At 200 

m/s, the weak ABX ignites in only 30% of its specimens. For the strong ABX, there is no 

ignition for specimens loaded at 125 m/s or less. At 150 m/s, the strong ABX ignites 10% 

of the time and at 200 m/s, all specimens ignite. The critical times for the two ABX 

compositions are compared to those of a comparable PBX in Figure 72. It is apparent that 

there is a distinction in terms of both mean time to criticality and the range of critical times.  
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Figure 72. Weibull distribution functions for a PBX and two proposed ABX 

systems at 200 m/s.  

In order to quantify the differences in the ignition sensitivity distributions for the 
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specimen. This exceptionally small range of critical times (the lowest of any microstructure 

or loading scenario studied in this work) strongly indicates that for the strong ABX, there 

is a single dominant mechanism that is controlling the heating rate in all hotspots, leading 

to a high degree of uniformity in the observed times to criticality. The weak ABX, on the 

other hand, has a range of critical times of 10.75 μs, 219% larger than the corresponding 

PBX microstructures and the widest range of any composition tested. The marked 

difference between the response of the weak and strong ABXs after the ignition of the first 

critical hotspot indicates that there is some significant difference in the fundamental 

behavior leading to the development of hotspots in the two compositions. Upon inspection 

of the mechanical response of these two systems to the proscribed loading, the contour 

plot of plastic dissipation in Figure 69 stands out. It shows that the AL 7075 in the strong 

ABX calculations is, in fact behaving in a nearly elastic manner, exhibiting little plastic 

deformation, and therefore dissipating very little energy. This stands in stark contrast to 

the AL 1100 in the weak ABX calculations. The aluminum matrix in these calculations is 

seen to dissipate a large quantity of energy through the widespread plastic deformation of 

the AL 1100 matrix. This provides a clear indication that the amount of energy dissipated 

into the matrix material has a strong influence on the range of critical times.  
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Figure 73. Variation of the Weibull parameters as a function of binder system.  

In the ignition sensitivity analysis presented in Chapter 4, a modification of the 

2 constantP    relation originally introduced by Walker and Wasley [15] is presented and 

the relationship is fit to the elastic and plastic HMX based PBXs. Figure 74 re-presents the 

data from that analysis and superimposes the critical energy data points for the two 

proposed ABX compositions. It is clear that both of the ABX compositions are predicted 

by the preceding analysis to be significantly less sensitive than the associated PBX 

microstructures. As stated in Chapter 4, the critical energy corresponding the fit is 593 

kJ/m2. By comparison, the calculated critical energy of the strong ABX is 1519 kJ/m2 and 

that of the weak ABX is 2336 kJ/m2. These critical values indicate that the strong and weak 

ABX compositions require 156% and 294%, respectively, more energy than the 

corresponding PBX specimens to achieve ignition. This result provides strong evidence in 

support of the desensitization of an energetic composite by introducing a matrix system 
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Figure 74. Comparison of the ABX sensitivity to that of the Estane based PBXs 

through the 2

50yy t c   relationship. 

6.5 Conclusions 

The primary focus of this chapter has been to propose a hypothetical new class of 
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evaluate the mechanical response and ignition sensitivity of the same.  
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vicinity of the Estane binder which does not have the shear resistance to oppose the 

sliding. The majority of the heating in the strong ABX takes place in the form of frictional 

heating along the high density of intragranular cracks nucleated in the HMX grains. For 

the weak ABX, the only appreciable heating observed takes place in regions which 

combine the heating modes for PBX and the strong ABX.  

The major takeaway from this chapter is the relative ignition sensitivity of the ABX 

formulations. Under the conditions studied (no voids, η = 0.81, and v = 200 m/s) the ABX 

formulations have been found to require 156% and 294% more input energy than an 

identical PBX to ignite the specimen. This result points to the feasibility of a hypothetical 

ABX formulation for the purpose of decreased sensitivity to low velocity impact. This 

recommendation is in light of the limitations of the current computational framework 

concerning the inability to explicitly model voids/pores or achieve shock loading, both of 

which could drastically change the predicted response of the proposed ABX formulations.  

It should also be noted that the work of this chapter does not make any comment 

on the ability for this formulation to be produced, but only on whether such a composite 

has the potential to improve upon the mechanical behavior and ignition sensitivity of an 

equivalent PBX specimen.  

  



171 

 

CHAPTER 7: SUMMARY AND FUTURE DIRECTIONS 

7.1 Summary 

The effect of the viscoplasticity of the energetic component (HMX) on the 

mechanical, thermal, and ignition response of a two-phase (HMX and Estane) polymer 

bonded explosive (PBX) is analyzed. Specific attention is given to the high strain rate 

response of the composite during the first passage of a stress wave when impacted by a 

constant velocity piston. A methodology for computationally generating idealized 

microstructures with highly-controlled grain volume fraction and particle size distribution is 

utilized to create specimens with HMX grain fractions ranging from 0.72 to 0.90. The 

resulting microstructures are analyzed for impact loading from a constant velocity piston 

traveling at 50 to 200 m/s using a 2D cohesive finite element framework. The 

computational framework used employs an explicit and fully dynamic cohesive or fracture 

element framework to explicitly track the fracture and subsequent contact and frictional 

processes in the material. This framework accounts for finite deformation, thermo-

mechanical coupling, semi-arbitrary crack initiation and growth, friction along crack faces, 

plastic heating, and thermal diffusion.  

The initial focus of this work is to fully quantify the effect of the viscoplasticity of the 

HMX component on the behavior of the overall PBX composite. Results show that, relative 

to the case with the viscoplasticity turned off, the viscoplasticity of HMX causes a 

significant reduction in the magnitude of the von Mises equivalent stress and an increase 

in the hydrostatic stress in the HMX grains. PBX specimens with viscoplastic HMX show 

significantly less overall heating, lower peak temperatures, and lower numbers of hotspots 

or fractions of material experiencing localized heating relative to samples without 

viscoplasticity. This reduction in heating is found to be due to greatly reduced density of 

fracture sites. Specifically, the density of intragranular fracture is reduced by about 75%, 
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the density of debonding sites between the HMX and binder is reduced by 35%, and the 

density of fracture sites within the binder is reduced by 23%. It is believed that the 

reduction in von Mises stress in the viscoplastic HMX acts to limit the driving forces for 

fracture and, once fracture occurs, contributes to lowering frictional sliding. Acting in 

concert with the lower fracture driving forces, the higher hydrostatic stress due to 

viscoplasticity further reduces the sliding friction by increasing the driving force required 

to initiate sliding.  

The ignition sensitivity of the materials is evaluated to determine the effect, if any, 

of the viscoplasticity of HMX. An ignition threshold derived from chemical kinetics analysis 

is used to analyze the temperature distributions from the CFEM simulations and determine 

the load duration required to generate a hotspot of sufficient size and temperature to 

initiate a self-sustaining reaction or thermal runaway. The presence of one such a hotspot 

in a domain is said to “ignite” the specimen. A series of statistical approaches are 

implemented to quantify the distribution of required load durations necessary for ignition 

under the full range of loading conditions studied. For specimens in which ignition occurs, 

results show that the volume fraction of HMX has no significant effect on the load duration 

required to cause ignition. The viscoplasticity of HMX, however, is shown to increase the 

minimum loading duration required for ignition by as much as 25%, depending on the rate 

of loading. In addition, the mean load duration to cause ignition and the range of critical 

load durations are both increased by the viscoplasticity by as much as 25% and 22%, 

respectively. Analysis of the ignition sensitivity across the full range of load intensities 

yields a critical threshold velocity of 88 m/s required for ignition of a PBX due to a single 

pass of the stress wave. It is found that the Hugh James relation provides a poor fit for the 

results of the sensitivity analysis. Possible reasons for this discrepancy are discussed.  

The analysis also shows a significant decrease in ignition sensitivity for 

microstructures containing 90% HMX by volume relative to microstructures with 72 – 81% 
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HMX. This reduction in sensitivity is thought to be the result of a reduction in material 

heterogeneity at high volume fractions of HMX grains. To test this hypothesis, a 3D crystal 

plasticity framework is employed to quantify the heterogeneities in stress and temperature 

fields due to inherent crystalline anisotropy of the HMX grains. It is found that in a densely 

packed polycrystalline HMX, the heterogeneities due to material anisotropy can contribute 

to increased stress gradients and localized temperature rise. The magnitude of heating 

due to crystal plasticity in a 100% dense HMX polycrystal as well as the distribution and 

variation in the stress and temperature fields are quantified and discussed.  

Finally, the 2D CFEM framework is also used to study the response of composites 

with HMX grains in an aluminum binder called aluminum-bonded explosives or ABX. This 

investigation represents the first effort in the design of a new, novel material system guided 

by our computational micromechanics framework. The materials basically are formed by 

replacing the polymer in PBX with aluminum. This investigation focuses on assessing the 

advantages of such materials over PBX from a mechanical and ignition sensitivity 

standpoint. The results indicate that replacing the Estane matrix in PBX with an aluminum 

matrix can decrease the ignition sensitivity of the composite in terms of time required to 

ignition by as much as 295%.  

7.2 Future Directions 

Over the course of analyzing the mechanical response and ignition sensitivity of 

both PBXs and an as of yet non-existent aluminum – HMX composite material, several 

avenues for future research have become apparent. First and foremost, a concentrated 

effort to match numerical investigations to experimental configurations would allow for 

extensive validation of the entire computational framework through direct comparison with 

sensitivity experiments. The first step to accomplishing this goal is to modify and expand 
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the range of specimen geometries, boundary confinement conditions, and loading 

conditions that can be reliably used within the CFEM framework. Additionally, an 

improvement to the numerical robustness of the computational framework will likely be 

necessary to investigate the types of loading events which are involved in sensitivity 

experiments. Take the Steven test for example. The fully confined specimen is attached 

to a rigid (or very stiff) anvil and a projectile is thrown into one side of the specimen. The 

stress wave induced by the projectile could traverse the material many times prior to 

ignition. It is also possible that ignition occurs as some small amount of material is crushed 

between the projectile and the anvil. Regardless of the computational complexity required, 

the validation of the model by way of experiments would be invaluable to the development 

of the computation capability.  

The next avenue for future research can be described as minimizing the gap 

between numerical approximation and the material of interest. This body of research 

actually includes a number of enhancements. First, in order to produce finite element 

meshes which more faithfully capture the specified grain morphologies (either real or 

synthetic), the capability to implement unstructured meshing is needed. In addition, the 

development of an adaptive remeshing tool would allow the computational framework to 

actively remesh the domain in such a way that a unique, converged solution of crack 

nucleation and propagation becomes a possibility. Another computational advancement 

that would benefit the robustness and potentially the execution speed of the computational 

framework is the implementation of dynamically inserted (or initially rigid) cohesive finite 

elements. Such a method has been implemented in other numerical settings, and it 

completely eliminates the artificial softening that occurs due to the ubiquitous usage of 

finite stiffness cohesive finite elements.  

Concerning the development of the proposed aluminum – HMX composite system, 

any further steps in the direction of developing or evaluating this material system would 
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require collaboration with a laboratory facility having the capabilities to produce some 

version of this concept. Numerous technical hurdles exist that would make this task difficult 

including how the HMX particles would become distributed in the aluminum matrix. 

Because the melt temperature of aluminum is significantly hotter than the temperature 

required to cause reaction in the HMX grains, some cold method of mixing, combining, or 

pressing would be required to successfully generate samples of the ABX material.  
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