
Angelos Yiannou University of Pretoria  February 2015 

NANOFLUID THERMAL CONDUCTIVITY  

“A THERMO-MECHANICAL, CHEMICAL STRUCTURE AND COMPUTATIONAL APPROACH” 

 

by 

Angelos Yiannou 

A thesis submitted to the 

University of Pretoria 

in partial fulfilment of the requirements 

for the degree of 

MASTER OF ENGINEERING 

in 

Mechanical and Aeronautical Engineering 

 

------------------------------------------------------ 

Supervisor: Prof Johan F.M. Slabber  

Department of Mechanical and Aeronautical Engineering  

University of Pretoria 

------------------------------------------------------ 

Co-supervisor: Prof Josua P. Meyer  

Department of Mechanical and Aeronautical Engineering  

University of Pretoria 

------------------------------------------------------ 

Co-supervisor: Dr Jan A. Pretorius  

Department of Chemistry (Computational Chemistry) 

and  

Centre for the Advancement of Scholarship 

University of Pretoria 

------------------------------------------------------ 

January 2015



Angelos Yiannou University of Pretoria  February 2015 

I, Angelos Yiannou, student number 28095962, declare that this thesis, which I hereby submit 

for the degree of Master of Philosophy in Mechanical and Aeronautical Engineering at the 

University of Pretoria, is my own work and has not been previously submitted by me for a 

degree at this or any other tertiary institution. 

 

 

 

 

  
Angelos Yiannou  

Date:  
 

  



Angelos Yiannou University of Pretoria  February 2015 

ACKNOWLEDGEMENTS 
To my family: 

I would like to thank my mother and father, who have supported me and believed in me throughout 

my education. May I make you proud. I would also like to thank my brother, for bragging on my 

behalf! 

Prof Johan Slabber (Mechanical and Aeronautical Engineering Department, UP): 

I would like to thank Prof Slabber, for inspiring me and believing in me. Your guidance throughout 

these last few years, as my superior and as a friend, is truly appreciated. It is an honour to have been 

taught and guided by you. 

Dr Heidi Rolfes (Chemical Engineering Department, UP): 

I would like to thank Dr Rolfes for going out of her way to assist me in particle size measurements 

made in my thesis. 

Dr Linda Prinsloo (Physics Department, UP): 

I would like to thank Dr Prinsloo for going out of her way to assist me in the spectroscopic 

measurements made in this thesis. 

Mrs Wiebke Grote (Geology Department, UP): 

I would like to express a great deal of thanks to Mrs Grote, who dedicated a great deal of time to X-

ray diffraction measurements made in this thesis. Without her dedication (and reluctance to say no to 

my many demands), none of this would have been possible. 

Mr Andrew Pienaar (NECSA): 

I would like to thank Mr Pienaar for dedicating so much of his time to performing a great deal of   

calorimetric work for us and for keeping an open mind!  

Dr J Pretorius (Computational Chemistry, UP) 

I would like to express the upmost gratitude towards my supervisor, Dr Pretorius, who refused to give 

up and always believed in the significance of the work that was done. His dedication to this thesis is 

unparalleled. You have imparted onto me a wealth of knowledge, but most importantly, have taught 

me to question even the most absolute theories of science. I have the upmost respect for you, not only 

as my mentor, but also as my friend. May you continue to do great things! May you one day get the 

recognition that you truly deserve! 

 



Angelos Yiannou University of Pretoria  February 2015 

ABSTRACT 
Multiple papers have been published which attempt to predict the thermal conductivity or 

thermal diffusivity of graphite “nanofluids” 1–6. In each of the papers empirical methods (with no 

consideration of quantum mechanical principles or a structural reference) are employed in an 

attempt to understand and predict the heat transfer characteristics of a nanofluid. However, the 

results of each of these papers vary considerably. The primary reason for this may relate to the 

inability to construct a representative material model (based on the chemical structure), that 

can accurately predict the thermal enhancement properties based on the intercalated 

adsorption of a fluid with a noticeable heat capacity 3. 

This project has strived to simulate the interaction of (nano-scale) graphite particles 

“dispersed” in water (at the structural level of effective surface “wetting”). The ultimate purpose 

is to enhance the heat conduction capacity. The strategy was to initially focus on the structural 

properties of the graphite powder, followed by incremental exposure to water molecules to 

achieve a representative model. The procedure followed includes these experimental steps:  

a) Molecular resolution porosimetry (i.e. BET) experiments, to determine the graphene 

“platelet” surface area to correlate with the minimum crystallite size (where a single 

graphite crystal is made up of multiple unit cells) of the graphite powder samples. 

b) Powder X-ray diffraction (PXRD) analyses of the graphite powder samples each supplied 

by different manufacturers in order to determine their respective crystallographic 

structures. 

c) Infrared (IR) and Raman vibrational spectra characterisation of all of the graphite 

powder samples for further structure confirmation. 

d) Thermo-gravimetric analysis (TGA) of graphite powder and water mixture samples, to 

try and determine the point at which the bulk water has separated and evaporated away 

from the graphite powder/water mixture, resulting in a minimum layer of water 

adsorbed on the graphite surface and inter-/intra-particle graphite spaces. 

e) Differential scanning calorimetry (DSC) of the “dry” and “surface-wetted” graphite 

samples to determine their specific heat capacities. 

f) Laser flash analysis (LFA) of the “dry” and “surface-wetted” graphite samples to 

determine their thermal diffusivity and thermal conductivity. 

g) The computer simulated analysis of the graphite powder exposed to water by means of 

computational modelling, to elucidate the various conformational approaches of water 

onto the graphite surface and the associated thermodynamic behaviour of water 

molecules ad/absorbed at the graphite surface. 
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Data from the TGA measurements allowed for the determination of the appropriate amount of 

water required in order to not only experimentally prepare graphite “surface-wetted” samples, 

but also to determine the effective amount of absorbed water to be considered in the 

computational models. For experimental verification, both dry and wet graphite samples should 

then be used in a laser flash analysis (LFA), in order to elucidate the effect the interfacial layer of 

water has on the thermal properties of graphite. 

A computerised model of a single graphite crystal exposed to water was created using the 

MedeA (v. 2.14) modelling software. The conformational behaviour and energy states of a 

cluster of water molecules on the graphite surface were then analysed by using the VASP 5.3 

software (based on a periodic solid-state model approach with boundary conditions), to 

determine the energetics, atomic structure and graphite surface “wetting” characteristics, at the 

atomistic level. The results of the computerised model were correlated to the physical 

experiments and to previously published figures. 

Only once a clear understanding of the way in which water molecules interact with the graphite 

surfaces has been obtained, can further investigation follow to resolve the effect that exposure 

of larger graphite surfaces to polar solvents (such as water and lubricants) will have on the heat 

conductance of such ensembles. This scope of further work will constitute a PhD study. 
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Preface 

Solvent adsorption on material surfaces forms a crucial component of catalysis studies, 

lubrication analysis (in the natural sciences and engineering) and prediction of adhesion 

properties (glues) and requires extended model simulations to predict grander scale material 

properties normally employing finite element, thermo-flow or discrete element analyses (in the 

engineering fields).  

It is the objective of this study to demonstrate the underlying scientific components that 

represent the building blocks of atomic moieties, structural restrictions, group symmetry 

conditioning and thermodynamic conditions involved in the solvent adsorption on graphite 

surfaces as an initial approach, to eventually move into a macro-scale of heat conductance 

derivation. The aim is to utilise existing advanced scientific computational software systems to 

study the underlying conditions and material structural extents, to achieve representative 

models in direct correlation with experimental observations (then already at the macro-scale 

level). 

The results achieved in this study could well become the ground rules for moving into more 

flexible graphene type nano-surfaces exposed to a variety of solvent molecules, which could 

lead to effective mechanisms to “feed” engineering simulations and offer a unique suite of model 

conditions to derive material properties of this nature. 
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ABBREVIATIONS 
 

BET   Brunauer–Emmett–Teller analysis provides precise specific surface area and pore size 
distribution evaluation of materials by nitrogen multilayer adsorption measured as a 
function of relative pressure using a fully automated analyser 

BFDH   Bravais, Friedel, Donnay and Harker-Crystal morphologies 

IR Infrared spectroscopic analysis 

LAMMPS   Large-scale Atomic/Molecular Massively Parallel Simulator --- software 

LEED  Low energy electron diffraction 

MedeA  A computational modelling software suite embedding a collative set of material-
based and solid-state scientific functional packages used in this study – developed 
and distributed by: Materials Design Inc. Paris, France 

MOPAC Molecular Orbital PACkage 

Nano-material – Particles with a size between 1 and 100 nm (> 1 nm) 

NECSA  Nuclear Energy Corporation South Africa, Pelindaba 

NGG  Nuclear grade graphite “natural graphite” (of very high purity) intended for use in 
nuclear applications 

PBEsol Perdew-Burke-Ernzerhof functional (PEB), adapted for solids (PEBsol), employed in 
the MedeA software suite, used to study all models in this project, applying the VASP 
software 

PXRD         Powder X-ray diffraction 

Raman    Raman spectroscopy provides characteristic fundamental vibrations that are 
employed to reveal the molecular structure of a sample 

SAXS  Small Angle X-ray scattering, X-ray diffraction in the small angle region (2θ < 5o) 

SEM/TEM  Scanning/transmission electron microscopy 

TGA  Thermo-gravimetric Analysis 

DSC  Digital scanning calorimetry 

VASP  Vienna Ab Initio simulation package (density functional based software) 

vdW         van Der Waal’s forces, the weak electric forces that attract neutral molecules to one 
another   
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1. MOTIVATION FOR RESEARCH 
 

The objective of this research will be to correlate experimental findings with solid-state 

modelling (entailing computational structure and vibrational analyses) and refine a practical 

model to be employed in future applications, involving larger nano-material/solvent moieties, 

to predict thermal properties of higher orders. Natural graphite has been selected as adsorbent 

material with water as adsorbate. 

The following practical considerations are but a few crucial steps to contemplate in this MEng 

study: 

a) Derive the appropriate surface size of the nano-material (graphite) to be applied in the 

modelling step, which is essentially a scaling consideration. 

b) Define (through a semi-empirical approach) adsorption criteria and the intermittent 

chemical state of the water species adsorbed on the graphene (extended graphite) 

surface, required to accurately predict the thermal interfacial chemical association 

between the aqueous medium and the graphite particle surface. 

c) Highlight the useful relation between experiment and theoretical concepts. 

These principles will form the basis for a wider scope (larger nanomaterial surfaces exposed to 

larger organic species) as an extension into a PhD project. 

The results of this research have direct relevance to the feasibility of graphite nanofluids being 

applied in commercialised thermal power systems. 
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2. INTRODUCTION 
 

This project has strived to simulate the interaction of graphite powder particles “dispersed” in 

semi-electrolytic fluids to predict (but also enhance) the heat conduction capacity. The strategy 

was to initially focus on the structural properties of the graphitic powder by performing 

supportive physical experiments such as Infrared (IR) and Raman spectroscopic analyses, 

molecular resolution porosimetry and X-ray powder diffraction.  

These were followed by thermo-gravimetric analysis (TGA) measurements, in order to 

determine the appropriate amount of water necessary to prepare graphite “surface-wetted” 

samples. Finally, both dry and wet graphite samples were analysed using differential scanning 

calorimetry (DSC), to study the relationship between specific heat capacitance and the 

intercalated (inter-planar) adsorption of water. The same samples should then be used in a 

laser flash analysis (LFA) to determine thermal conductivity enhancement as a result of the 

intercalated adsorption of water molecules. 

Once the structural properties of the graphite powder were obtained, modelling of the graphite 

surface in an aqueous medium was attempted. The modelling was carried out using the VASP 

5.3 (density functional) and LAMMPS (semi-empirical) software. This software (which utilises 

periodic electronic computational methods to determine the energetics of molecular structures) 

and associated modules were then used to analyse the thermodynamic properties of the 

computer-generated graphite-water interface, the results of which were compared to those 

produced by physical experimentation. 
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3. LITERATURE REVIEW 
 

A literature review on work already undertaken, exposing graphite particles to fluids was 

performed. The review commences with a brief on graphite structures and concludes with 

known computational models, used for the simulation and calculation of the intercalated 

graphite-water properties. 

 

3.1 GRAPHITE 

3.1.1 CRYSTALLOGRAPHIC STRUCTURE 
 

Graphite is an allotrope of carbon that exhibits multiple properties that are appealing to the 

engineering industry such as a high thermal conductivity, excellent lubrication properties 1–3, a 

resistance to oxidation and allowing the formation of intercalation compounds. Graphite exists 

in many different forms, such as flake, vein, amorphous and synthetic graphite. Each of these 

forms exhibit different properties 3. 

Different shapes of crystals, such as rhombohedral, trapezoidal and hexagonal etc., arise from 

the close packing together of spheres and their underlying space symmetry relations. These 

spheres represent the effective space occupied by a single atom within the solid. The term “unit 

cell” refers to the fewest number of atoms (in crystallographic notation) closely packed at the 

highest space group, and smallest volume, which demonstrates the essential structure and 

group symmetry of the crystal lattice 4. 

In the case of natural graphite, two crystal structures are present. These are classified as the 

bernal (or hexagonal) and the rhombohedral structures 5,6. Purely hexagonal graphite crystals, 

also referred to as highly-orientated pyrolytic graphite (HOPG), can be produced by means of 

heat treatment processes utilising temperatures greater than 2000°C and is referred to as 

synthetic graphite 7. A third possibility is that of simple hexagonal graphite, which can be found 

within graphite intercalation compounds 5,12. Mechanical milling of natural graphites has been 

said to increase the rhombohedral content within the graphite structure 3,5,8–11. 
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Figure 3-1: Comparison between the simple hexagonal (a), hexagonal/bernal (b), rhombohedral (c) graphitic 

structures and the face-centred cubic diamond structure 13(d). The interlayer distance is c and the 

distance between nearest-neighbours is a 5,6 (see Figure 3-1 a) 

The two-dimensional sheets of carbon atoms are known as graphene. In this two-dimensional 

structure, each carbon atom can donate an electron through a pz-orbital (which lies 

perpendicular to the graphene surface and is defined along the Z-axis), forming π-bond 

interactions above and below the hexagonal ring with an interlayer distance of 3.33 to 3.35Å 
14,17,68. This three-dimensional structure is what is known as graphite. These sheets align in such 

a way that their two-dimensional hexagonal lattices are staggered, either (in the case of natural 

graphite) as an ABAB pattern or an ABCABC crystal stacking order pattern 4,5,7,15,16. The ABAB 

pattern is the most common form of natural graphite 3–5,17,18. Rhombohedral graphite is present 

in small amounts in highly crystalline natural graphite or after extensive grinding of natural 

graphite in ball mills 3.  

A single graphite nanoparticle (ranging in 0.001 to 0.1 microns in size 19) will consist of multiple 

graphitic crystallites (or graphite nano-platelets, the size of which is measured in either microns 

or nanometres), each of which lies at random orientations in space dependent on the 

manufacturing process used to create the particle. The contact surface between these 

crystallites is referred to as a grain boundary. A single crystallite is in turn comprised of 

multiple unit cells (the dimensions of which are measured in Angströms), all of which are 

arranged (via special group symmetry rules) such that they (in theory) result in a periodic 

crystal structure (where perfectly flat-planar-shaped sheets of graphene are arranged parallel 

to each other). 
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Figure 3-2: An SEM micrograph of foliated graphite 20 

 

 
Figure 3-3: An illustration of the construction of a 

single graphite nanoparticle 
 

This model has become the standard model when used in the computational analysis of graphite 
21–23. It neglects the fact that, in reality, the nanoparticle may contain distorted microstructures, 

disordered stacking of graphene layers, increased interlayer spacing at the edges of flakes, 

curved graphene layers and other structural defects 21. Also, the peripheries of the graphene 

sheets contained in the nanoparticle form dangling σ-bonds to which foreign chemical species 

may react 22. When considering a collection of nanoparticles, the degree of crystallinity of each 

individual particle (even if from the same sample) has been known to vary substantially 24. 

However, recent publications suggest that nanoparticles may at least exhibit a local graphitic 

arrangement of adjacent layers which includes preserving the …ABAB… stacking and spacing 

order 16. 

3.1.2 COMPUTATIONAL MODELLING OF THE GRAPHITE STRUCTURE 
 

As computer modelling of a very large plane of C-atoms is too computationally intensive, as is 

the case with graphite or graphene, compromises in the modelling of structures such as these 

would need to be made. A further detraction from the real world scenario would be the neglect 

of certain features within the crystal lattice, such as various point defects. However, attempts 

must be made to emulate these deviations from a perfect structure, as accurately as possible. 

Hence, in most simulations (from literature references) involving graphene or graphite, where 

the energetics of the graphene plane or graphite crystal, relative to their atomic structures are 

not of primary concern, a model consisting of periodic, flat, and defect-free sheets of graphene 

with no variation in C-C bond length (referred to as ideal graphene or graphite for the purposes 

of this text) is used 23,25–34. 

The most recent and extensive ab initio (MP2, Moller Plesset perturbation approach) study of 

the interaction of water with a graphite surface was based upon the extrapolation of the 
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interaction energies of water complexes with benzene, coronene (C24H12), circumcoronene 

(C54H18), and dicircumcoronene (C96H24), from which it was concluded that the water-graphene 

energy was too large in view of experimental results 35. However, there has been an extensive 

use of molecules such as benzene and coronene in order to represent the (ideal) surfaces of 

graphene and graphite 14,27,35–37. 

A study performed by Lamari and Levesque (2011) 38 focused on the adsorption of hydrogen on 

the basal planes of graphite by means of molecular modelling and the utilisation of two different 

graphene structures. The first structure utilised was that of ideal graphene, while the second 

structure was that of non-ideal graphene, with the C-atoms of the graphene sheet arranged in a 

chair conformation and the C-C bond length being chosen as 1.516 Angstrom. 

Hasegawa and Nishidate (2004) 39 have also studied the inter-layer binding energy of (ideal) 

graphite by utilising a semi-empirical method in which ab initio calculations (based on DFT) 

were used in conjunction with an empirical van der Waals  interaction. 

 

3.2 Fabrication of graphite 
 

Natural graphite particles are normally too large to be mixed directly with a base fluid without 

any prior treatment, as the particles will settle out rapidly, hence the reason for investigating 

the use of nano-scopic particles within base fluids to increase the thermal conductivity of the 

nano-fluid. Treatment methods of natural graphite particles include chemical intercalation and 

microwave expansion which allow for the production of exfoliated graphite flakes which have 

an average diameter of several microns and a thickness of a few to several tens of nanometres40. 

More recently, an approach to produce graphite nanoplatelets has been developed that 

exfoliates natural graphite flakes in formic acid using ultrasonification 41,42. 

Ball milling of natural graphite particles has also been used to produce nanocrystalline graphite 

with an average grain (i.e. crystallite) size of 2 nm to 10nm, which is formed during the initial 

stages of ball milling. Further ball milling results in the formation of turbostratic carbon (in 

which the graphene sheets may randomly orientate with respect to each other and rotate about 

the axis normal to the graphene layers). If milling is continued, amorphous carbon will be 

obtained 21. 

Graphite, if not obtained directly from nature, is commonly produced using a two-step process 

(resulting in artificial, also referred to as isotropic, graphite). Carbon black (which is pure 
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elemental carbon in the form of colloidal particles) is produced using liquid or gaseous 

hydrocarbons which are decomposed at an elevated temperature and under a reduced presence 

of oxygen 43,44. The structure of carbon black represents an intermediary stage between that of 

graphite and a truly amorphous material 24. Currently, the most important carbon black is 

“furnace black” 44, derived from hydrocarbons which are partially combusted and immediately 

quenched with water, resulting in the formation of a primary particle consisting of multiple 

graphene-like layers3. The graphene layers of furnace black are organised into a graphitic 

structure in a secondary continuous graphitisation process that takes place in a fluidised bed 3. 

Another technique used in the production of sub-microscopic graphite particles (crystallite size 

4-6 nm) involves the heat treatment of diamond nanoparticles (above ±1000°C) in an inert 

Argon atmosphere, converting the diamond nanoparticles into graphite nanoparticles that each 

form a hollow polyhedron comprising faces of graphene multilayers with an inter-sheet 

distance of 0.353 nm (which is considerably larger than the inter-sheet distance for bulk 

graphite, 0.3354 nm) 22. 

Gui-lei et al. (2007) 45 have also developed a detonation technique for the production of 

micrometre-sized expandable graphite powder, with particle sizes ranging from 1 to 10 

micrometres whose crystal parameters are close to that of ideal graphite. 

 

3.3 NANO-STRUCTURED SURFACES 

3.3.1 ADSORPTION 
Elucidation of porous structures is necessary in order to understand the physical and chemical 

properties of a material. The International Union of Pure and Applied Chemistry (IUPAC) 

recommends the simple classification of pores. 

Zeolites (which have a composition of Al, Si and O) for instance contain intrinsic intraparticle 

pores as the tetrahedral units (formed by the Al-O and Si-O bonds) cannot occupy the space 

perfectly, due to geometry constraints, and thus produce cavities. All crystalline solids have 

more or less intrinsic pores and, unlike zeolites, these pores are not as available for adsorption 

or diffusion, as a result of their isolated state and small size. Modification of intrinsic structures 

(by say specific evolution, leaching or other reaction procedures) can also create pores in solid 

materials 46,47.  

A single layer of (ideal) graphite is predicted as having a maximum specific surface area in the 

range of 2600 to 2700 m2g-1 20,48–50. However this is true when only a single side of the graphitic 
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crystallite sheet is considered. A study performed by Kaneko et al. (1992) 51,52 attempted to 

develop a geometrically-derived relationship between the microcrystalline graphitic structures 

and specific surface area on the basis of structural data. The graphitic crystallite assembly 

model utilised in their study consists of pore walls formed by the (002) planes and a cube with n 

graphitic crystallites. 

 

Figure 3-4: The graphitic crystallite assembly model 51 

A slight variation of the above model will be utilised as a basis for the size determination of the 

periodic structure of a graphite crystallite. 

It has been shown that the overall pore surface area is inversely proportional to the particle size 
24,53. Furthermore, Spalaris (1958) 53 showed that the surface area of all artificial graphites used 

in his study (which were of high purity and Acheson type) was found to increase with an 

increase in outgassing temperature, specifically in the range of 25°C to 500°C. The artificial 

graphite used was also shown to have an intrinsic microporous structure, with pore radii in the 

range of 20 to 35 Angstroms, present due to the binding of crystallites with the various binding 

materials used in the manufacture of graphite. Oxidation of the graphite samples also lead to the 

enlargement of existing pores (with pore radii in the range of 110 to 170 Angstroms) 53,54. 

Nitrogen adsorption isotherm characteristics of nuclear graphites have been investigated and 

have been used to study the average pore size of graphites prior to and after oxidation 55. A 

study performed by Pierce (1959) 56 showed that interparticle (capillary) condensation usually 

occurs in powder samples, the extent of which is decided by the size, shape and spacing of the 

particles. If for instance the particle size is greater than 500 nm, interparticle condensation may 

not be detected.   

Powder X-ray diffraction (PXRD) in the small angle region (2θ < 5o) results in two different 

types of phenomena being observed: 
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(i) Sharp maxima due to long-range periodicity in solids, 

(ii) A decrease in intensity with increasing angle.  

It has been proposed that this second phenomenon is due to electron density heterogeneities 

(i.e. pores, the size of which are in the range of 0.5 to 1000 nm) of the material. This X-ray 

scattering is referred to as small angle X-ray scattering (SAXS). The SAXS method supposedly 

provides information on open and closed pores, with sizes ranging towards that of micro and 

mesopores 46. However, Nishikawa et al. (1991) 57 showed that micrographites can also cause 

the small-angle scattering in the SAXS study of activated carbon fibres. 

3.3.2 STRUCTURE AND SIZE DETERMINATION 
 

Infrared (IR) and Raman spectroscopy 

Infrared (IR) and Raman spectroscopy provide characteristic fundamental vibrations that are 

employed to reveal the molecular structure of a sample. Both mid-IR and Raman spectroscopy 

are necessary in order to completely measure the vibrational modes of the molecule. Raman 

spectroscopy is most suitable for symmetric vibrations of non-polar groups. The opposite is true 

for IR spectroscopy. Due to the vibrational modes being unique to each molecule, the IR and 

Raman spectrum provide a “fingerprint” of a molecular entity. 

IR spectroscopy measures transitions between molecular vibrational energy levels which are a 

result of the absorption of infrared radiation. This is essentially a resonance condition that 

involves the electric dipole-mediated transition between vibrational energy levels. An IR 

analysis of a graphite sample is capable of indicating whether or not the sample is of pure 

graphite. If for instance the graphite sample has been oxidised (as a result of the manufacturing 

process) 20, bands due to the presence of carboxyl functional groups at approximately 1650 cm-1 

will be observed. In the past multiple attempts were made to obtain the IR spectrum of graphite. 

Most of these attempts were unsuccessful as absorption was essentially constant throughout 

the entire IR wavelength range58. Work done by Friedel and Carlson (1972) 58 attempted to 

measure the IR spectra of ball milled natural graphite (non-crystalline) using the transmission 

infra-red method. The study produced good IR spectra, shown in the figure below. 
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Figure 3-5: Infra-red spectra of natural graphite after grinding for 96 hours. The top curve is scale-expanded 58 

 

A recent study has shown that infrared extinction properties of columnar nano-graphite 

particles are related to the shape and size of particles and wavelength 59.  

Raman spectroscopy is a two-photon inelastic light scattering event in which the incident 

photon is of a much greater energy than the vibrational quantum energy. Radiation is then 

produced by the molecule, by induced oscillating dipoles brought about in the molecule by the 

electromagnetic fields of the incident radiation 60. The Raman spectrum for graphene and bulk 

graphite is shown in the figure below. 

 

Figure 3-6: (a) Comparison of Raman spectra at 514 nm for bulk (AB stacked) graphite and graphene. They are 

scaled to have similar height of the 2D peak at approximately 2700cm-1. (b) Evolution of the 

spectra at 514nm excitation with the number of layers 61 
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The two most prominent features are the G and G’ bands at approximately 1580 cm-1 and 2700 

cm-1 respectively and are always observed in graphite samples 62. Defects within the graphite 

structure (such as finite particle size effects or lattice distortion, resulting in disorder-induced 

Raman modes) are thought to give rise to a peak at ±1350 cm-1, known as the D-band 12,63–67. 

Due to an increased interest in graphite in recent years the IR and Raman finger-print spectrum 

of unorientated and  highly-orientated graphite has been fully characterised 12,58,61,62,66–78. The 

disorder in a graphite sample results in multiple Raman peaks with strange properties 79. For 

instance, the disorder-induced Raman modes of graphite (such as the D-band) have been found 

to depend on the energy of the incident laser beam 62,69,74,75,77. Wang et al. (1990) 77 observed the 

D-band laser wave-length dependence and suggested that it was a result of scattering from 

different populations of phonons (which are quantised energy states of collective vibrational 

modes), possibly through some form of resonance enhancement mechanism. Thomsen and 

Reich (2000) 75 were able to show that the energy dependence of the graphite D-mode is in fact 

due to a double resonance Raman process. Other authors have also attributed the existence of 

the D-band to a “breathing” vibrational mode 73,80. However, the theory of double resonance 

proposed by Thomsen and Reich (2000) has been used far more extensively and has been 

applied successfully in a number of papers 12,61,67,71. 

X-ray diffraction 

Powder X-ray diffraction patterns, like the Infrared and Raman spectra, provide a “finger-print” 

pattern of the sample being analysed, with the positions and intensities of the peaks dependant 

on the unit cell size and atomic positions within the unit cell, respectively. The widths in 

combination with the positions of the peaks produced by the pattern are attributed to the 

crystallite size. If different compound or material phases are present, the resultant plot is 

created by a super-positioning of the individual patterns. X-ray diffraction allows one (using 

either Braggs’ Law or the Scherrer equation, which is sufficient for small grains in the absence of 

significant lattice micro-strain 19, along with the Rietveld refinement method), to obtain a great 

deal of information with regards to the structural, physical and chemical make-up of the 

material being investigated 4,81,82.  

It is known that small crystallites (usually smaller than approximately 1 micron) and/or the 

presence of lattice strain may result in a substantial broadening of the peaks 19,82–85. Also, peaks 

resulting from smaller particles are observed at marginally higher diffraction angles, indicating 

lattice contraction 19. Both strain and size effects are considered in the two approaches, each 

specified by Williamson and Hall (1953) 86. 
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Li et al. (2007) 21 published X-ray diffraction patterns of graphitic and turbostratic carbon. In 

this paper an attempt was made to study the effects of the microstructure on the X-ray 

diffraction patterns by incorporating distortion factors into the general Debye equation used to 

calculate the diffraction pattern. These distortion factors were created to account for the 

rotation, translation and curvature of the graphene layers in turbostratic carbon. This study also 

showed that the diffraction peak’s full width at half maximums (FWHMs) increases while the 

diffraction angles decrease with decreasing crystallite size 21,87. The diffraction pattern of 

graphite powder (with an average particle size of 5µm) before and after it underwent ball 

milling is shown in Figure 3-7 and Figure 3-8. 

 
Figure 3-7: XRD patterns of different graphite 
powders. (a) As-received; (b) Ball-milled for 20 h; 
(c) Ball-milled for 20 h and then annealed at 1700 
˚C for 9 h 21 

 
Figure 3-8: Experimental and simulated XRD patterns of 
a sonicated sample of graphite 10 
 

 

All Cu-Kα (incident radiation) X-ray diffraction patterns obtained for graphite produce a high 

intensity peak at a Bragg angle (2θ) of approximately 27 degrees 9,10,17,21,22,83,84,87–109. 

Neutron diffraction 

Neutron diffraction involves the elastic atomic scattering of neutrons in the material, while X-

ray diffraction involves the atomic scattering of electrons. Like X-ray diffraction, the sample is 

placed in a beam of (either thermal or cold) neutrons and the intensity pattern around the 

sample gives information about its structure. If different material phases are present, the 

resultant plot is created by a super-positioning of the individual patterns 90,110,111.  

The neutron diffraction pattern produced by graphite is shown in the image below. All neutron 

diffraction analyses of graphite produce a high intensity (002) peak at an angle of 

approximately 18 degrees (2θ) 90,110,112. This peak (and others) have been known to shift when 
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the graphite sample is irradiated by neutrons (such as in a nuclear reactor environment) for 

extended periods of time 85. The major part of diffuse scattering in these patterns arises from 

multiple scattering in the sample 112. It was also postulated that, both the bending and 

randomising of the basal planes orientation are the origin for the large volume expansion of 

irradiated graphite. Furthermore, it was found that graphite easily loses its lattice ordering in 

the basal planes, while managing to retain its layered structure (i.e. the (002) peaks are not 

destroyed) 89. 

 

Figure 3-9: Neutron diffraction patterns for diamond and graphite powder.  

In a study done by Burian et al. (1999) 113, wide-angle neutron scattering was used to study 

multiwall carbon nanotubes. It was found that the (002) and (004) peaks of the nanotubes 

appear at smaller angles than graphite and that, at small-scale lengths, the nanotube structure 

resembles that of graphite. 

More recently a study was performed that examined the behaviour of reactor-grade graphite 

under operating conditions using neutron powder diffraction. From the collected diffraction 

patterns an intense broadening of several of the reflections was observed, attributed to the 

presence of turbostratic carbon. A Rietveld-refinement approach was then applied in an attempt 

to quantify this disorder structurally 85. 

 

Attempts have also been made to utilise Brunauer–Emmett–Teller (BET) measurements 

together with other optical characterisation techniques (such as SEM, TEM and laser counting) 

to develop a relationship between the microcrystalline graphitic structures and specific surface 
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area 20,49. By comparing the specific surface area of a hypothetical graphitic crystallite (2600 to 

2700 m2g-1) to that of a foliated graphite particle, the average thickness of the particle can be 

determined and correlated to results obtained by electron microscopy (EM) observations 20. 

 

Low energy electron diffraction (LEED) has been used in the study of surface reconstruction of 

silicon. The surface was found to lower its energy through structure reconstruction, by 

saturating the dangling bonds which result from the missing nearest neighbours. The surface 

relaxation effects were found to extend three to four atomic layers into the bulk. A phenomenon 

- known as surface segregation, in which atoms or molecules which lower the surface free 

energy accumulate at the surface - is also observed during the energy reduction process of clean 

high energy surfaces. This phenomenon may also lead to adsorbate-induced restructuring 19. 

3.3.3 MATERIAL PROPERTIES 
 

An important consideration with regards to nano-scopic particles is the change of bulk 

parameters and loss of perfect periodicity near the surface. When the size of a cluster of atoms 

falls below a dimension of 100nm (or more specifically for the case of semi-conductors, 

becomes comparable to the electron’s de Broglie wavelength), quantisation effects occur and 

properties such as melting point, hardness and conductivity etc. are no longer constant and 

depend strongly on the size and packing structure 19,114. An unperturbed periodicity is necessary 

for the presence of a delocalised state which in turn results in efficient quantum mechanical 

transport (i.e. superconductivity, magnetism etc.). 

Two types of variations as a function of size include scalable effects (such as the surface to 

volume ratio) and quantum effects (such as molecular cluster energy levels) 19.  

Due to the resultant anisotropic bonding between the graphene sheets of graphite a weak 

electron and phonon dispersion along the Z-axis of the graphite structure exists, which gives 

rise to the semi-metallic behaviour of three dimensional graphite 5,67. Charlier et al. (1994) 5 

concluded in their study of the stacking effect on the electronic properties of graphite that the 

bonding between graphene sheets is not uniquely dominated by van der Waals interactions 

(which are weak electric forces that attract neutral molecules to one another and reduces 

proportionally to r-6, where r is the interatomic distance). 

Sir Neville Mott theorised that a material may exhibit metallic, semi-metallic or insulator 

properties, depending on the temperature of that material.  This is due to the variability of the 

Kubo gap (δ) that lies within the density of states (DOS) 19. The DOS in the region of the Fermi 

level (i.e. the energy level of the highest occupied state at 0˚K), determines the electronic nature 
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of a structure. It essentially provides the total concentration of available (quantised) energy 

states that electrons may occupy within a specific energy range. Also, the contribution of the 

electrons to the specific heat of the material is proportional to the DOS at the Fermi energy 19,115. 

 

Figure 3-10: Typical density of states of graphite 19 

3.3.4 MODELLING OF MATERIAL SURFACE INTERACTIONS 
 

Multiple approaches to the computational modelling of (periodic) atomic structures and their 

interactions with foreign chemical species exist. The theories/models necessary for the purpose 

of this thesis includes thermodynamic models, continuum mean field models, molecular 

dynamics and electronic structure theory (which include density functional theory, the Hartree-

Fock approach and Monte Carlo application). Each of these theories (and modifications thereof) 

has been used repeatedly in an attempt to understand the interaction of foreign molecules with 

graphite surfaces. 

Dolejs and Manning (2010) 116 proposed a thermodynamic model for mineral dissolution in 

aqueous fluids, such as H2O, at elevated temperatures and pressures. This model was shown to 

describe the energetics of solvation more accurately than does the Born electrostatic theory. In 

recent years the underlying structure of water (i.e. hydrogen bonding) and other hydrogen-

bonded species has also been investigated 117,118. 

Continuum mean-field models (which utilise statistical mechanics to reduce a N-body problem 

to a 1-body problem by approximating the effect of all other entities on any single entity by a 

single averaged effect), one of the most recent being the SM8 model, attempt to mimic the 

multiple electrostatic and non-electrostatic interactions that arise between a molecule and a 

surrounding medium. The SM8 model may be combined with density functional theory (DFT) or 

Hartree-Fock theory to describe the electronic structure of the solute and its associated self-

consistent field polarisation by the solvent. This model, which is considered to be a universal 

solvation model, is capable of calculating solvation free energies and other thermodynamic 

properties in solution 119. 
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Applying molecular dynamics in the analysis of the energies of atomic structures and molecules 

is one approach of modelling the interaction of molecules with graphite surfaces 34,37,38,120.  

Camellone and Marx (2013) 121 performed large-scale ab initio molecular dynamics (AIMD) 

simulations, aimed at the investigation of solvation effects at gold nano-clusters (used as nano-

catalysts) pinned onto TiO2 in contact with water. It was found that the aqueous solution 

induced a pronounced charge transfer and localisation at the nano-catalyst-liquid interface. The 

same authors also performed PBE+U AIMD simulations to reveal the solvent-induced structure-

specific charge rearrangement at the metal-liquid interface. Adisa et al. (2011) 26 also used 

molecular dynamics to successfully model the adsorption of methane (CH4) on a graphite 

surface. Their results were shown to be in good agreement with experiments and also indicated 

that the adsorption of CH4 on the graphite surface is more favourable at lower temperatures and 

higher pressures.  

Another study performed by Tran-Duc et al. (2010) 37 investigated the mechanism of adsorption 

of polycyclic aromatic hydrocarbons on a graphite surface by the application of the continuous 

atomistic approximation in combination with the Lennard-Jones potential. The graphite surface 

was modelled using coronene (C24H12). In a more recent study, molecular modelling was utilised 

to investigate the adsorption of nitrogen on a graphite surface over a range of temperatures 

below the boiling point 29. The mechanisms of the interfacial layer formation at the neutral 

graphite monolayer (i.e. graphene)–ionic liquid (1,3-dimethylimidazolium chloride) interface 

have also been investigated by means of fully atomistic molecular dynamics simulations, 

suggesting that a significant enrichment of ionic liquid cations at the graphite surface takes 

place 30. 

In recent years multiple papers focusing on the electronic structure of molecules and crystals 

have been published in an attempt to describe the structure and energetics of graphitic 

nanomaterials 5,39,122–129, all of which are either based on one of the two following fundamental 

theories: density functional theory (DFT) and the Hartree-Fock approach. From past work 

performed on graphite and graphene it has become clear that a conventional DFT approach 

becomes inadequate if a clear understanding of the adsorption process of gases or polar 

molecules (such as water) on graphene or graphite surfaces is required. The reason is that DFT 

fails to describe weak intermolecular interactions (i.e. van der Waals forces) and charge 

polarisation effects including the long-range dispersion energy between molecules 
23,25,27,35,37,39,122,123,126,128,130–132. Hence, multiple extensions of these two fundamental theories 

have been proposed.  
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These include computational models such as 14,23,25,35,39,122,123,126,128,131–133  

(i) DFT-CC (density-functional theory/coupled cluster method) 

(ii) DFT-CCSD(T) (density-functional theory/coupled cluster method utilising  single and 

double bonds) 

(iii) DFT-D (semi-empirical addition of dispersive forces to conventional density functionals) 

(iv) DFTB-D (density-functional tight-binding method augmented with an empirical van der 

Waals correction) 

(v) DFT-SAPT (density-functional theory symmetry-adapted perturbation theory) 

(vi) DFT/vdW-WF (density-functional theory with the inclusion of the van der Waals 

interactions, based on the use of the maximally localised Wannier functions) 

Collignon et al. (2005) 27 performed an ab initio study of the adsorption of water on the 

hydroxylated graphite surfaces, based on a combined semi-empirical and DFT approach. The 

graphite surface was modelled by fusing 30 benzene rings together (forming a C80H22 cluster). 

This surface was optimised with the semi-empirical MNDO method, after which the ONIOM 

method (which utilises DFT) was implemented to place an OH group on either the edge or 

surface of the graphite cluster and perform geometry optimisations and energy calculations. 

The structure was also optimised for the case of five water molecules interacting with the OH 

site. It was shown that these OH groups can act as nucleation centres for small water aggregates. 

The adsorption of hydrogen and extended hydrogen dimer (amalgamation of two hydrogen 

atoms) configurations on top of a (0001) graphite surface has also been investigated by means 

of electronic structure calculations 32,36, indicating substantial surface reconstruction due to the 

re-hybridisation of the carbon atoms valence orbitals 32 and decreased barriers to the sticking of 

the second H-atom 36. In the study performed by Sljivancanin et al. (2009) 36 the graphite 

surface was modelled by periodically repeated rhombohedral supercells containing one 

graphite sheet, separated by a 15 Angstrom vacuum. 

Monte Carlo simulations (and variations thereof) have also been used extensively in the 

investigation of adsorption on the graphite surface and in graphite slit-like pores 28,29,31,33,134,135. 

Nguyen et al. (2008) 33 have proposed a hybrid reverse Monte Carlo (HRMC) procedure for the 

atomistic modelling of the microstructure of activated carbons. In this approach the initial 

atomic configuration is estimated using pore size and pore wall thickness distribution 

characterisation results. 

Although a large number of models have been proposed, the (relative) accuracy of each of these 

models for the use of the adsorption of polar molecules on the surface of graphite is not yet 
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clear as the amount of research and physical experimentation performed for such a scenario is 

limited 14,23,25,35,131,133,136.  

3.3.5 MODELLING OF INTERFACIAL THERMAL BEHAVIOUR 
 

The thermal behaviour of solids is based from the Schrodinger equation which uses a nuclear 

wave function and Hamiltonian, and is known as the second adiabatic approximation equation. 

This approximation considers the kinetic energy of nuclei and the effects that are concerned 

with their atomic dynamics.  

 𝐻�𝑛(𝑹)𝑋𝜉𝜉(𝑹) ≡ �𝑇�𝑛(𝑹) + 𝑈𝜉(𝑹) + Ʌ𝜉𝜉(𝑹)�𝑋𝜉𝜉(𝑹) = 𝐸𝑋𝜉𝜉(𝑹) (1)  

(From “Quantum Theory of the Solid State”, by L. Kantorovich, 2004 137) 

  R    = Universal coordinate system 

    XξΚ  =Nuclear wave function 

    Ťn    = Kinetic energy contribution 

    Uξ   = Potential energy contribution 

   Λξξ   = Entropy contribution 

By assuming that atoms simply oscillate around their (equilibrium) lattice positions, one is able 

to obtain a very good approximation of the equilibrium properties of the crystal structure at low 

temperatures. It is these (quantised) vibrations, i.e. phonons, in crystals which play a crucial 

role in nearly all their properties, including their transport properties such as thermal 

conductivity 137.  

The Debye model was created to estimate the contribution of these phonons towards the 

transport properties of the crystal. It estimates that the contribution to the heat capacity, at low 

temperature, is directly proportional to the (temperature)3 of the crystal. Mathematical 

approaches such as this are used to build (solid-state) computational modelling packages, such 

as the “large-scale atomic/molecular massively parallel simulator” (LAMMPS). Molecular 

dynamics (MD) simulations are often used to predict thermal properties of nano-sized crystals, 

and have been used extensively in the thermal characterisation (with regards to thermo-

physical properties and thermal stability) of graphite 138–141. In general, MD simulations predict 

the intra-layer/in-plane thermal conductivity of natural graphite to lie in the range of 450 to 

5800 W/m.K, while inter-plane thermal conductivities are predicted to be orders of magnitude 

lower 141–144. 
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Khadem and Wemhoff (2013) 138 applied equilibrium molecular dynamics (EMD) to various 

graphite structures (ABA,ABC and AAA) of a size no larger than 5 nm x 5 nm. The Green-Kubo 

(GK) relation was also used in conjunction with EMD to predict the thermal conductivity of each 

of the graphite structures. The authors noted that size effects on the thermal conductivities 

calculated with these simulations were inevitable, due to the long phonon mean-free paths 

within graphite. This study, along with many others, concluded that the interlayer thermal 

conductivity values were significantly lower than the intralayer values, due to the weak phonon 

dispersion along the Z-axis 145–149, with a calculated intra-layer and inter-layer thermal 

conductivity of 450 to 800 W/m.K amd 9 to 55 W/m.K, respectively. 

Wei et al. (2010) 150 also studied the interfacial thermal resistance in multi-layer graphene 

structures using molecular dynamics, but utilised a non-equilibrium molecular dynamics 

(NEMD) approach. The study concluded that the interfacial thermal resistance depended 

heavily on the number of layers present in the structure and decreased with an increasing layer 

number, tending towards a limiting value. The study (among others) also concluded that the 

increase in the interfacial thermal resistance with an increase in temperature, above room 

temperature, was attributed to the increase in phonon scattering and the decrease in phonon 

wavelength 150,151. 

A comparison of the EMD (Green-Kubo) and NEMD simulation methods was performed by 

Schelling et al. (2002) 152. It was found that, for the Green-Kubo method, one is always assured 

of lying in the linear-response regime; however, very slow convergence of the auto-correlation 

function becomes a significant consideration. Both approaches exhibited finite-size effects, 

which were far more severe when considering the NEMD approach. Also, both methods could be 

used to calculate the bulk thermal conductivity of perfect crystalline solids, with the Green-Kubo 

method being more applicable to perfect crystal systems with very long mean-free (phonon) 

paths. The authors also believed that the results obtained by the direct integration of the auto-

correlation function represented the most reliable way to compute the thermal conductivity 

when using the Green-Kubo method. When considering inhomogeneous systems, the NEMD 

method was found to be preferable, as the Green-Kubo approach computes an average thermal 

conductivity over an entire system, making it unsuitable for the study of interfacial 

effects/defects. 

Two approaches applied frequently to the analysis of phonon contributions across an interface 

include the acoustic mismatch model (AMM) and the diffuse mismatch model (DMM), both of 

which indicate a higher interfacial conductance if materials of matching vibrational properties 

are used 140. Molecular dynamics has also recently been used by Shenogin et al. (2013) 140 to 
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study the thermal boundary resistance at carbon-metal interfaces, utilising a polymer consistent 

force field (PCFF) and a 6-9 Lennard-Jones (non-bonded) potential. The thermal conductance 

values obtained from the simulations were found to be lower than the values obtained through 

physical experimentation, by approximately 20%. 

3.3.6 PHYSICAL MEASUREMENT OF THERMAL PROPERTIES 
 

The addition of carbon allotropes, such as graphite and carbon fibres, into various materials 

utilised in industry (such as cement, oils, polyethylene and coolants) has been investigated by 

multiple authors in an attempt to improve the thermal properties of the “solvent”. Although 

various models used to try and predict the thermal behaviour of the composite material formed 

(using graphite) are not completely capable of producing reliable and consistent results, 

physical experimentation has shown that an increase in the desirability of various thermal 

properties, such as heat capacitance and thermal conductivity, can be obtained 1,2,40,153–160. 

Methods used to experimentally determine the thermos-physical properties of these mixtures 

include the transient hot wire method ,a laser flash apparatus (LFA) and digital scanning 

calorimetry (DSC) 40,154,161–163. Shawn et al. (2006) 164 have also developed an optical beam 

deflection technique for the thermal diffusivity measurement of nanofluids.  

The most commonly used device used in the analysis of a material’s thermos-physical 

properties is the LFA, as it is capable of handling a wide variety of samples, whether they are in 

the form of a solid, paste, or viscous liquid 165. An LFA involves the heating of a sample with a 

short laser pulse, leading to a change in temperature on the receiving side of the sample.  

The rate of change in temperature on the reverse side of the sample is measured using a 

thermo-couple. The in-plane and out-of-plane thermal conductivity of natural polycrystalline 

graphite (at room temperature) has been estimated to lie in the range of 100 - 600 W/m.K and 5 

to 80 W/m.K, respectively 144,147,148,150,166. 

3.3.7 SURFACE WETTABILITY 
 

The term “wettability” is used to describe the inclination of a solid surface (the sorbent) to be in 

contact with one fluid as opposed to another (the adsorbate) and is primarily estimated by 

means of determining the contact angle, θ. If the contact angle is less than 90°, the liquid is said 

to wet the surface (illustrated in Figure 3-11). The wettability of a solid surface is dependent on 

both the properties of the surface and the fluid 167,168. 
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Figure 3-11: Definition of contact angle, Θ, used to define the wettability of solid surfaces. 

The principle above describes the interaction between a liquid and macro-sized solid surface. 

For the purposes of this thesis, the term “wettability” is used to describe the affiliation a nano-

sized graphite surface has for water molecules very close to the particle surface as opposed to 

water molecules far away from the particle surface (which constitutes a part of the bulk water 

surrounding the particle). Also, the term “surface-wetted” is used to refer to graphite particles 

whose surfaces, inter-/intra-particle and inter-/intra-layer spaces have undergone adsorption 

of water molecules. 

It is possible that a variably different inter-water conformational arrangement exists with the 

graphite surface than would be observed in bulk water. Hence, the water molecules adsorbed on 

the surface may require either more or less energy (depending on the nature of their 

interaction) if they are to be removed from the surface, when compared to the separation of 

water molecules from a bulk solution. It follows that data produced by an experimental 

procedure known as a TGA, may provide an indication of the wettability of the graphite surface 

and may also provide evidence for the presence of “surface wetted” graphite particles. 

A TGA is a technique wherein a sample (which could either be a liquid, solid, or combination 

thereof) is subjected to a computer-controlled (pressure/temperature gradient) program in a 

controlled atmosphere. The mass of this sample is then continuously monitored as a function of 

temperature 169. An example of a typical TGA data plot is given in Figure 3-12, utilising a 

thermo-gravimetric curve, which simply considers the relationship between mass loss and 

temperature and utilising a first-order differential thermo-gravimetric curve. This data may 

then be used to determine the temperature at which significant thermal events take place, 

indicated by changes in the TG gradient (or peaks in the DTG curves) 169.  
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Figure 3-12: TGA curves of synthesised hydrozincite intermediate and the corresponding first-order differential 

(DTG) of the TGA curve 170 

The investigation into the thermal behaviour of samples containing both (distilled) water and 

(pure, natural) graphite has not been studied by means of a TGA isothermal desorption cycle. 

Multiple TGA studies involving combinations of graphite (or graphene), graphite oxide, 

polyurethane foam, epoxy resins and many other chemical compounds have been performed, all 

of which utilise a large temperature gradient (with a maximum temperature exceeding 500°C) 

and high heating rate (with a temperature increase greater than 10°C /min) 163,171–177. Studying 

the thermal behaviour of water adsorbed on a graphite surface by means of TGA (desorption 

cycle), requires the use of a small temperature range (almost isothermal time/step intervals) 

and at a slow heating rate, at constant pressure.  
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4. EXPERIMENTAL METHODS 
 

Four graphite powder samples were obtained, each supplied by a different manufacturer. The 

details of these powder samples are briefly summarised in Table 4-1. 

 
Table 4-1: Details of graphite nanopowder samples purchased 

Supplier Product code Approximate 
particle size 

Particle 
morphology 

Purity 
(%) Origin 

US Research Nanomaterials, Inc. 1058 400 nm-1.2 um flaky 99.9 Natural 
Mk NANO MKN-CG-050 50nm flaky 99.5 Synthetic 

Nanostructured & Amorphous 
Materials, Inc. 1250HT 400nm flaky 99.9 Natural 

Pebble Bed Modular Reactor 
Project (PBMR, SA) 

Nuclear grade 
graphite 

(NGG), GPN-
B-G01 

14.9 µma 
 Unknown >99 Natural 

 

For each of the samples listed in Table 4-1, three different physical measurements were 

undertaken. These included: 

a) A spectroscopic vibrational analysis (IR and Raman) 

b) A Cu-Kα & Co-Kα powder X-ray diffraction (XRD) analysis  

c) A molecular porosimetry (BET) surface analysis 

The data produced by the XRD analysis in combination with that of the molecular porosimetry 

analysis would be used to determine the crystallite shape, size, surface area and 

crystallographic structure of each of the samples. Each sample can then be represented (with a 

reasonable amount of accuracy, on the atomic scale), within a computational modelling 

environment (with a defined model size). Using the information produced by the experiments, 

an appropriate sample would be prepared for further experimental analysis, such as: 

a) A thermo-gravimetric analysis (TGA) 

b) A differential scanning calorimetry (DSC) Analysis 

c) A laser flash analysis (LFA) 

d) Computational modelling 

  

                                                             
a Particle Size distribution analysis was undertaken by Dr Heidi Rolfes, Chemical Engineering Department, 
University of Pretoria, South Africa, using a Malvern Mastersizer 3000. Water was used as a dispersant, whilst 
ethanol was used to wet the sample and Triton X-100 was used as a surfactant. Two runs were performed, one 
utilising sonication and the other not. 
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4.1. MOLECULAR RESOLUTION POROSIMETRY ANALYSIS 
 

The molecular resolution porosimetry analysis of each of the graphite powder samples, listed in 

Table 4-1, was carried out using the Quantachrome NOVA 1000e gas adsorption analyser, along 

with the Quantachrome sample cell seal kit, at the University of Pretoria. The NOVAWin2-P 

software was used. Nitrogen (N2) was used as the adsorbate.  Outgassing of the samples was 

carried out at 80°C for approximately two hours. Porosimetry data was generated using seven 

relative pressure points (P/Po) between the values of 0.025 and 0.3. A multipoint BET (MBET) 

analysis of the porosimetry data generated was used to determine the total specific surface area 

of the powdersb.  

4.2. POWDER X-RAY DIFFRACTION (XRD) ANALYSIS 
 

All four samples were prepared for XRD analysis using a back loading preparation method, 

without further micronising. The samples were each analysed using a Bruker D8 Advance 

powder diffractometer with 2.2kW of incident Ni-filtered Cu-Kα radiation (λ = 1.5406 Å). A 

LynxEye detector with 3.7˚ of active area was used. A fixed divergence slit (0.2 mm, 0.1˚), a 

receiving slit (0.1 mm) and Soller slits (2.5˚) were applied in the primary and secondary sides of 

the beam path. An angular range of 8˚≤2θ≤132˚ with a step size 0.008˚ 2θ and a 5-sec. residency 

(i.e. scan step) time was utilisedc.  

The phases were identified using Bruker DIFFRAC.EVA software for all samples. The relative 

mean crystallite size and the unit cell lattice parameters were estimated using DIFFRAC.TOPAS 

V4.2 software, applying the Rietveld method and the Scherrer equation.  

4.3. FOURIER TRANSFORM INFRARED (FTIR) AND RAMAN VIBRATIONAL SPECTRA 

CHARACTERIZATION 
 

The (transmittance) infrared spectrum of each of the graphite powder samples listed in Table 4-

1 was determined using the Vertex 70v (Bruker) Spectrometerd, containing the sample within a 

macro-sample compartment with a Diamond ATR cell. The diameter of the contact area was 2 

mm.  The sample compartment was evacuated during the data acquisitions. Spectra were 

                                                             
b A cross correlating analysis was performed at NECSA on a graphite nanopowder sample, to confirm the 
accuracy of the instrument at the University of Pretoria. 
c The powder XRD analysis was carried out by Maria Atanasova at the Council for Geoscience, Pretoria. 
d FTIR and Raman analysis was performed by the author, under the supervision of Dr J.Nel and Dr L.Prinsloo, 
Physics Department, University of Pretoria, South Africa. 
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recorded with 32 acquisitions at a resolution of 4cm-1 and over a spectral range of 400 to 4000 

cm-1 wave numbers. 

 

The Raman analysis was carried out using the Horiba Jobin Yvon T64000 software. A green 

laser, with an excitation wavelength of 514 nm7, a beam current of 10 mW and a lens with 

magnification strength of 100, was used on all four of the samples. The total acquisition time 

was 100 seconds and the spectral range was 50 to 3500 cm-1. The samples, as received, were 

each placed on a glass test plate and flattened (by pressing down onto the sample with a second 

glass test plate) to decrease scattering of the emitted radiation, allowing for stronger Raman 

spectra to be obtained. 

4.4 THERMO-GRAVIMETRIC ANALYSIS (TGA) 
 

A TGA analysis of graphite powder and water mixture samplese using the SDT Q600 V20.9 

module, manufactured by TA Instruments, was carried out. A 50 µL platinum crucible was used 

to contain the samples. Nitrogen was selected as the purge gas, with a flow rate of 20mL/min, to 

eliminate the possibility of oxidation. Demineralised water was used in the graphite-water 

mixtures, allowing for consistency between the various samples prepared and to avoid the 

presence of metallic elements that could alter the thermal interaction of the graphite-water 

mixture. Before any graphite-water mixtures were analysed, TGA analyses of (demineralised) 

water were performed with a heating rate of 1 to 2°C/min, in order to determine the 

characteristic TGA-curves of bulk water. These characteristic curves were superimposed with 

the TGA curves produced by the graphite-water samples, allowing one to observe how the 

presence of the graphite powder influences the rate at which water is expelled from the sample.  

Isothermal runs were also conducted at a temperature of 40 to 60°C for prolonged periods 

(under computer control), allowing for the effective release of excess water and the observation 

of the point at which the minimum amount of “surface” water (which is not necessarily a mono-

layer) is present in the graphite-water sample. This process provided an effective water surface-

wetting (mass ratio) parameter for graphite. 

4.5 DIFFERENTIAL SCANNING CALORIMETRY (DSC) 
 

A differential scanning calorimetric analysis was performed on samples containing a mixture of 

nuclear grade graphite (NGG) and de-ionised water, using the C80 Calvet calorimeter, 

                                                             
e TGA analysis undertaken by Mr. Andrew Pienaar, Department of Applied Chemistry, NECSA, Pelindaba, South 
Africa. 
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manufactured by SETARAM Instrumentationf. A sapphire sample was also analysed, as a 

reference, for heat capacitance calculation purposes. The graphite and graphite-water samples 

were analysed inside a Hastalloy sample vessel. The sample vessel was hermetically sealed 

using Hastalloy caps and polymer O-rings. After each of the samples were loaded, the sample 

vessels were heated to and held at the desired starting temperature to allow for equilibration, 

after which the samples were heated at a rate of 0.5°C /min.  

4.6 LASER FLASH ANALYSIS (LFA)  
 

For the purposes of this thesis, LFA measurements were not carried out. This is due to the lack 

of availability of a LFA apparatus within the country or overseas. These measurements will be 

carried out at a later stage and form part of a second publication. For a complete description of 

the laboratory parameters required, refer to Annexure C. 

  

                                                             
f DSC analysis undertaken by Mr. Andrew Pienaar, Department of Applied Chemistry, NECSA, Pelindaba, South 
Africa. 
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5. EXPERIMENTAL RESULTS AND DISCUSSION 
 

5.1.  MOLECULAR RESOLUTION POROSIMETRY ANALYSIS 
 

The results of the molecular resolution porosimetry analysis of all four graphite powder 

samples are summarised in the table below. 

Table 5-1: Experimentally determined surface area of graphite nanopowder samplesg 

Supplier Product code Approximate particle size Surface area (m2/g) 
US Nano 1058 400 nm -1 200 nm 13.573 
Mk Nano MKN-CG-050 50 nm 15.382 
Nano Amor 1250HT 400 nm 16.064 
NGG GPN-B-G01 14 950 nm 5.1560 

 

5.2. POWDER X-RAY DIFFRACTION (XRD) ANALYSIS 
 

The results of the Cu-Kα XRD analysis of all four samples are shown in Figure 5-1 below.  

 

Figure 5-1: XRD Analysis of all graphite powder samples (top), followed by the calculated diffraction pattern 
(bottom) produced using PowderCell 

                                                             
g Specific surface areas of each of the graphite powders are similar to that observed by several authors 39–44.  
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Table 5-2h: Experimentally observed diffraction indices for all four graphite samples applying Cu Kα1-radiation 
at λ=1.5406 Å. Reflections with a relative intensity >0.4 are listed 

Diffraction 

Index 

NGG MK Nano Nano Amor US Nano 

2θ √Intensity 2θ √Intensity 2θ √Intensity 2θ √Intensity 

#{009} 23.9 0.7002 24.03 1.051 23.93 1.186 23.98 0.9347 

R{003}/H{002} 26.53 10 26.61 10 26.56 10 26.61 10 

#{0,0,12}       31.77 0.8965 

H{100} 42.35 0.8127 42.48 1.229 42.42 1.604 42.44 1.18 

R{101} 43.33 0.8114 43.41 1.497 43.38 2.067 43.4 1.483 

H{101} 44.51 1.32 44.52 1.593 44.43 2.028 44.58 1.642 

R{102} 46.15 0.6818 46.15 1.179 46.13 1.555 46.16 1.176 

H{102} 50.62 0.6607 50.67 0.8369 50.48 0.986 50.59 0.8191 

#{0,1,11} 52.65 0.5219       

H{004} 54.62 2.036 54.67 2.067 54.6 2.122 54.67 2.064 

R{104} 56.45 0.5551 56.55 0.8966 56.52 1.079 56.53 0.8893 

H{103} 59.82 0.7976 59.8 0.8999 59.71 1.032 59.85 0.9074 

R{105} 63.4 0.4731 63.47 0.7614 63.31 0.904 63.47 0.7397 

H{104} 71.38 0.4612 71.57 0.6421 71.19 0.7537 71.47 0.6124 

#{0,0,27}*       75.33 0.5935 

H{110}/R{110} 77.45 0.8149 77.51 1.275 77.49 1.776 77.51 1.295 

R{107} 80.43 0.4221 80.47 0.6762 80.39 0.8008 80.42 0.6445 

H{112} 83.55 0.9138 83.58 1.34 83.57 1.734 83.62 1.362 

H{105}/H{006} 85.31 0.5388     85.35 0.6743 

H{006} 86.99 0.7646 86.99 0.9021 86.84 0.9841 87.02 0.8873 

R{108} 90.43 0.4046 90.44 0.6411 90.3 0.747 90.59 0.6071 

#{024}*     93.1 0.7926 93.2 0.6183 

H{201} 94 0.437 94.13 0.6571 94.01 0.7953 94.05 0.6344 

R{202}   95.21 0.6292 95.23 0.7589 95.14 0.6028 

H{202} 98.61 0.3941       

H{114}/R{116} 101.7 0.7675 101.7 1.051 101.7 1.26 101.7 1.06 

H{203} 106.3 0.418 106.5 0.6309 106.3 0.7499 106.3 0.6093 

R{205} 109.7 0.3883 109.7 0.62 109.6 0.7359 109.7 0.5932 

R{10,10} 115.4 0.4029 115.8 0.6369 115.6 0.7513 115.6 0.6013 

H{204} 117.6 0.4068       

H{107} 123.4 0.4791 123.7 0.6658 123.8 0.7808 123.4 0.6358 

R{207} 128.2 0.4278 128.5 0.6765 127.8 0.8016 128.1 0.6392 

 

                                                             
h # Nitrated-graphite phase: ICSD-28417 (Space group R-3m). * Higher order reflections display a discrepancy 
in their absolute diffraction index positions, due to the trace composition of this phase, which should not be 
used as an unambiguous phase identification. 
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When comparing the patterns produced by each of the samples, it can be seen that the 

crystallinity of the NGG sample is high and/or has a larger constituency for at least one 

crystallite phase --- particle size of the NGG sample is also far greater (Table 5-1). Hence, the Cu-

Kα PXRD pattern of the NGG sample was analysed (XRD captured using Co-Kα radiation to 

resolve unnecessary peak overlap of the two phasesi) in more detail. The XRD-pattern of the 

NGG sample was superimposed with that of known hexagonal and rhombohedral graphite unit 

cells, obtained from various crystallographic databases. The Rietveld refinement performed on 

all four graphite samples yielded the respective phase compositions listed in Table 5-3.  

Table 5-3: Phase compositions of four graphite samples, derived from Rietveld analysis (2H refers to hexagonal 
phase, 3R refers to rhombohedral phase) 

 

Rietveld analysis R 
(wt) % 

Cu K-α radiation --- Phase constituencies (% m/m) 

Sample ID Space Grp. P63mc  (H) R-3mR P63/mmc (H) R-3mR 
C-axis polymorph c=6.73 Å c=33.45 Å c=12.30 Å c=10.05 Å 

NanoAmorph 6.13 99.43 0.20 0.36 0.01 
MK-Nano 3.74 98.94 0.69 0.36 0.01 
US Nano 5.28 87.56 12.05 0.38 0.002 
NNG 8.08 99.55 0.24 0.20 0.002 

 

A significant amount of peak broadening and a slight mismatch between the library pattern 

peaks and the sample pattern peaks is observed when analysing the XRD pattern produced by 

the NGG sample. This suggests that a degree of amorphous character may exist, along with 

crystalline phases of graphite present within the powder, also attributed to small graphitic 

crystallite sizes, particle disorder and the presence of lattice strain 8–12. A more trivial 

explanation of the peak-position mismatch may lie in the fact that the positions of the peaks are 

dictated by the structure of the graphite unit cell. Due to the known variability of graphitic 

lattice parameters (Table 5-7) and phases present, it is simply not possible to obtain a single, 

characteristic, powder pattern of graphite with no variability in peak positions (or intensities). 

Severe diffraction peak overlap is observed between the hexagonal phases of space groups 194 

(P63/mmc) and 186 (P63/mc). Graphite phase 186 is considered a subgroup of phase 194. A 

minute elevation in the carbon C-axis coordinate of 0.005 off from the unit-cell origin and a 

subsequent unit-cell shift of a quarter in C-axis (noted for both carbon-atoms in the asymmetric 

unit), is required to reach the special positions of: C1=⅓,⅔,1/4 and C2=0,0,1/4  lapsing into 

space group 194. With similar unit cell dimensions, it is fair to assume that these two hexagonal 

phases will not be sufficiently resolved by applying powder X-ray diffraction techniques, other 
                                                             
i Performed by Mrs Wiebke Grote, Geology Department, University of Pretoria. 
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than focusing on extreme order reflections which will lack adequate intensity. The hexagonal 

phases are therefore reported here as the single phase of hexagonal space group 194 

(P63/mmc).  For the sake of completion, both phases (186 and 194) are reported with respect 

to their calculated diffraction indices in Table 5-3. 

In order to determine which of the lattice planes within the polycrystalline structure of the NGG 

particles were responsible for the variation in peak positions within the XRD pattern, the 

expected Bragg angles (θ) for a hexagonal as well as rhombohedral unit cell of graphite were 

calculated using the PowderCell software program, which calculates the peak positions based 

on the following equations, used in combination with Bragg’s Law (equation 5). 

For a hexagonal unit cell 9: 

 1
𝑑2

=
4

3𝑎2
(ℎ2 + ℎ𝑘 + 𝑘2) +

𝑙2

𝑐2 

 

(2)  

For a rhombohedral unit cell 9: 

 
1
𝑑2

=
(ℎ2 + 𝑘2 + 𝑙2) sin2 𝛼 + 2(ℎ𝑘 + 𝑘𝑙 + ℎ𝑙)(cos2 𝛼 − cos𝛼)

𝑎2(1− 3 cos2 𝛼 + 2 cos3 𝛼)  

 

(3)  

 

Where:  d =  Inter-planar spacing (Å) 

                h, k, l = Miller indices 

                a = Basal (a or b) unit cell lengths (Å) 

 

By combining each of the two equations above with Bragg’s Law, one is able to calculate the 

expected Bragg angles, listed in Table 5-4 and plotted in Figure 5-2. Highlighted cells indicate 

peak overlap. 
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Figure 5-2: Cu-Kα XRD powder pattern calculated using PowderCell, for both unrefined space groups. 
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Table 5-4: Two-Theta (2θ) X-ray diffraction peak positions for the hexagonal and rhombohedral graphite 
phases from Cu Kα1-radiation at λ=1.5406Å, calculated using the PowderCell software. Only 
symmetry unique reflections with a relative intensity >0.2 are listed  

 

In order to determine the mean crystallite size for each of the four graphite samples, the 

Rietveld refinement method, embedded with the Double Voigt approach j, was used for the 

micro-structure analysis. The Rietveld refinement method was also used to determine the 

                                                             
j Balzar, Davor. 1999. Voigt-Function Model in Diffraction Line-Broadening Analysis. In Microstructure Analysis 
from Diffraction, International Union of Crystallography, 1999., edited by R. L. Snyder, H. J. Bunge & J. Fiala. 

Phase Hexagonal (194, P63/mmc) Hexagonal (186, P63/mc) Rhombohedral (166, R-3m) 

h k l 
2ϴ 

Angle (⁰) 

Relative 
Intensity d (Å) 

2ϴ 

Angle (⁰) 

Relative 
Intensity d (Å) 

2ϴ 

Angle (⁰) 

Relative 
Intensity d (Å) 

0 0 2 26.53 100 3.36 26.23 100 3.395     

0 0 3         26.56 100 3.354 

1 0 0 42.34 3.53 2.13 42.21 3.48 2.139     
1 0 1 44.53 17.39 2.03 44.37 17.08 2.04 43.36 12.92 2.085 

1 0 2 50.66 3.47 1.8 50.38 3.47 1.81 46.22 10.04 1.962 

0 0 4 54.64 6.83 1.68 53.97 6.9 1.698   
  

1 0 3 59.85 5.37 1.54 59.4 5.35 1.555   
  

1 0 4 71.46 0.94 1.32 70.8 0.97 1.33 56.55 4.48 1.626 

1 1 0 77.44 5.8 1.23 77.18 5.66 1.235 77.51 5.81 1.231 

1 1 2 83.56 9.47 1.16 83.17 9.23 1.161   
  

1 1 3   
  

  
  

83.64 9.47 1.155 

1 0 5 85.44 1.69 1.14 84.43 1.68 1.146 63.54 2.86 1.463 

0 0 6 87.09 1.44 1.12 85.79 1.42 1.132 54.69 6.83 1.677 

0 0 9   
  

  
  

87.11 1.44 1.118 

1 0 8   
  

  
  

90.66 1 1.083 

2 0 0 92.48 0.24 1.07 92.14 0.23 1.07   
  

2 0 1 93.99 1.42 1.05 93.62 1.37 1.057 93.25 0.96 1.06 

2 0 2 98.55 0.45 1.02 98.07 0.43 1.02 95.27 0.93 1.044 

1 1 4 101.75 7.05 0.99 100.95 6.81 0.999   
  

1 1 6   
  

  
  

101.88 10.22 0.992 

1 0 6 102.04 0.44 0.99 100.72 0.46 1   
  

2 0 3 106.28 1.31 0.96 105.61 1.26 0.967   
  

2 0 4 117.68 0.47 0.9 116.7 0.45 0.905 103.45 5.08 0.981 

2 0 5         109.76 4.97 0.942 

1 0 10         115.7 4.87 0.91 

1 0 7 123.42 1.5 0.88 121.37 1.41 0.883 80.54 1.3 1.192 

2 0 7             128.28 4.72 0.856 
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lattice parameters of each of the four graphite samples. Finally, Bragg’s Law was used to 

determine the inter-planar spacing of the graphene sheets for each of the four graphite samples.  

Due to the fact that: 

(i) the strongest peak is produced by both the hexagonal (002) and rhombohedral (003) 

planes of graphite; and  

(ii) the weight percentage concentration of the hexagonal graphite phase was determined to 

be significantly larger than that of the rhombohedral phase (Table 5-3);   

the calculations performed to determine the mean crystallite sizes and unit cell lattice 

parameters were based upon the presence of only one phase, hexagonal graphite, being present 

within the sample 13. This reduction was necessary in order to simplify the problem of 

determining the amount of surface area provided by each of the carbon layers that constitute 

the graphite crystallite (carried out further on in the chapter). However, a proportional 

correction can be applied, if necessary, to account for the rhombohedral phase component. 

The Scherrer and Bragg equations (embedded in the overall Double Voigt method) used for the 

calculation of the mean crystallite size, L, and inter-planar spacing, d, respectively, are given 

below. 

The Scherrer equation is as follows: 

 𝐿 =
𝜆𝜆

𝛽𝑐𝛽𝛽𝛽
 

 

(4)  

 where λ is defined as the wavelength of the incident radiation (Cu-Kα, 1.541 Å), β the full peak 

width at half maximum (in radians), θ the Bragg angle and K the Scherrer constant, equal to 0.89 

(for crystallites whose shape is assumed to be spherical). 

Bragg’s Law is stated as follows: 

 𝑑 =
𝜆

2𝛽𝑠𝑠𝛽
 

 

(5)  

where λ is defined as the wavelength of the incident radiation, θ the Bragg diffraction angle and 

d as the inter-planar spacing (Å). 
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Table-5-5: Calculated (mean) crystallite size and inter-layer distance of each graphite powder sample using 
XRD 

Sample code Bragg diffraction angle 
(degrees) 

Mean crystallite size, L 
(nm) 

Inter-layer 
spacing, d 

Scherrer Rietveld d (Ă) 
[002] 

US Nano 1058 13.305 23.29 23.6 3.347 
Mk Nano CG-050 13.305 21.23 20.75 3.347 

Nano Amor 1250HT 13.28 23.50 20.4 3.353 

NGG 13.265 23.83 23.94 3.357 
 

Table-5-6: Calculated X-ray lattice parameters of each graphite powder sample using XRD (Rietveld 
refinement) 

Sample code 
Unit cell dimensions (hexagonal) 

a (Ă) c (Ă) 
US Nano 1058 2.467 6.765 

Mk Nano CG-050 2.466 6.763 
Nano Amor 1250HT 2.465 6.773 

NGG 2.465 6.744 
 
When considering published lattice parameters for hexagonal graphite, it is observed that for all 

four samples the results of the XRD analysis produced using the Rietveld refinement and Bragg’s 

Law are in close agreement with published figures. The percentage error between each of the 

experimentally determined and published lattice parameters were determined and summarised 

in Table 5-7.  
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Table-5-7:  Percentage errors between experimentally determined and published lattice parameters 

 Literature Source 
Li
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t a
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(2
01

1)
20

 

Sample a (Ă) 2.450 2.456–2.460 
(avg. 2.458) 2.460 2.464 2.470 

US Nano 1058 2.467 0.694 0.732 0.285 0.122 0.121 
Mk Nano CG-050 2.466 0.653 0.773 0.244 0.081 0.162 
Nano Amor  2.465 0.612 0.814 0.203 0.041 0.202 
NGG 2.465 0.612 0.814 0.203 0.041 0.202 

Sample c (Ă) 6.713 6.698–6.708 
(avg. 6.703) 6.710 6.711 6.790 

US Nano 1058 6.765 0.775 0.925 0.820 0.805 0.368 
Mk Nano CG-050 6.763 0.745 0.895 0.790 0.775 0.398 
Nano Amor  6.773 0.894 1.044 0.939 0.924 0.250 
NGG 6.744 0.462 0.612 0.507 0.492 0.677 

Sample d (Ă){002} 3.331 3.349–3.354 
(avg. 3.352) 

3.330 -3.354 
(avg. 3.342) - - 

US Nano 1058 3.347 0.480 0.149 0.150 - - 
Mk Nano CG-050 3.347 0.480 0.149 0.150 - - 
Nano Amor  3.353 0.660 0.030 0.329 - - 
NGG 3.357 0.781 0.149 0.449 - - 

 

When correlating the calculated dimensions of the hexagonal unit cell to those published in 

literature, a variance no greater than approximately 1 percent is observed. When considering 

the d (i.e. inter-planar) lattice parameter, the smallest percentage error is that of the NGG 

sample whose crystallite size is the largest of all the graphite powder samples. This may be 

explained by a study performed by Kaneko et al. (1992) 21,22 on micro-crystalline graphite 

structures which indicated that for a crystallite size of less than 5 nm a larger inter-planar 

distance (i.e. d – spacing) is observed when compared to that of bulk or macro-crystalline 

graphite structures, attributed to weaker alignment of the graphene layers and a greater 

averaging estimate. 

The specific surface areas determined from the MBET were also used in conjunction with the 

mean crystallite sizes (calculated using the XRD results) to determine the surface area per 
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graphitic crystallite and per corresponding graphene layer. The procedure for this calculation is 

described below, specifically for the case of the NGG sample and the hexagonal unit cell. The 

results of the calculation for the remaining samples are tabulated thereafter. 

The following data was used for the calculation: 

Table-5-8: Data used in the calculation of the crystallite surface area 

Nuclear grade graphite (NGG) 
Constant Symbol Value Units 
Avogadro’s number NA 6.022E+23 Atoms/mol 
Neutral atomic mass of carbon MC-12 12.011 g/mol 
No. of atoms per unit cell (Space group 194 P63/mmc) Zu 4 # 
Unit cell lattice parameter (Cell edge) a 2.465 Å 
Unit cell lattice parameter (Cell edge) c 6.744 Å 
Unit cell lattice parameter (Angle) ∝ 120 Degrees 
Mean crystallite size (Scherrer and Rietveld average) La = Lc 238.85 Å 
Specific surface area SSA 5.156E+18 nm2/g 

 

First, the volume of the hexagonal unit cell (see Figure 5-4), Vu, is determined using the formula 

 𝑉𝑢 = 𝑎𝑐(⊥ ℎ) (6)  
 

where ⊥h is the orthonormal distance between the two vertical faces of the unit cell. To 

determine this distance simple trigonometry is applied. 

 

Figure 5-3: Basal plane of hexagonal unit cell 

 ⊥ ℎ = 𝑎 sin𝛽 
                   = 2.465 sin 60 

             = 2.1347 Å 

(7)  

 

Thus 

 𝑉𝑢 = 𝑎𝑐(⊥ ℎ) 
                                     = (2.465)(6.744)(2.1347) 

         = 35.488 Å3 

(8)  
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The volume of the crystal (Vc) is determined in a similar manner by assuming that the crystal is 

of a shape similar to that of the unit cell.  

 

Figure 5-4: Assumed shape of graphite crystallite 

Hence, 

 𝑉𝑐 = 𝐿𝑎𝐿𝑐(⊥ ℎ) 
                                    = (238.85)2(238.85 sin 60) 

                  = 11 800 661.9 Å3 
                     = 11 800.6619 𝑠𝑛3 

(9)  

 

The mass of the unit cell, mu , is then determined using Avagadro’s Law. 

 

 𝑛𝑢 =
𝑍𝑢𝑀𝐶−12

𝑁𝐴
 

 

                =
(4)(12.011)
6.022 × 1023

 

 
                                     = 7.97808 × 10−23 𝑔𝑔𝑎𝑛 

(10)  

 

The number of unit cells, nu , present within a single crystal is then determined as: 

 𝑠𝑢 =
𝑉𝑐
𝑉𝑢

 

 

                          =
11 800 661.9   

35.488
 

 
                                               = 332 525.0198 ≅ 332 525 

(11)  

 

Using the above results, the mass of a single graphite crystal, mc , may be determined. 
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 𝑛𝑐 = 𝑛𝑢𝑠𝑢 
                                                    = (7.97808 × 10−23)(332 525) 

                                         = 2.65285 × 10−17 𝑔𝑔𝑎𝑛 

(12)  

 
The total planar surface area (presented by the combined collection of the two-dimensional 

graphene sheets) of a single graphite crystal, PSAT , is determined as: 

 𝑃𝑃𝑃𝑇 = (𝑃𝑃𝑃)𝑛𝑐 
                                                            = (5.156 × 1018)(2.65285 × 10−17) 

                       = 136.7809 𝑠𝑛2 
    = 13 678.09 Å2 

(13)  

 
The number of unit cells in the vertical direction of the crystallite, referred to as nv, are: 

 𝑠𝑣 =
𝐿𝑐
𝑐

 

 

               =
238.85
6.744

 

 
                                           = 35.42 ≅ 35 𝑢𝑠𝑠𝑢 𝑐𝑐𝑙𝑙𝛽 

 

(14)  

The final step of this calculation involves the assumption that the hexagonal unit cell at the base 

of a crystal provides two planes (with a single plane being defined as a fictitious surface lying 

either in-between two “graphene” sheets or as a combination of two fictitious surfaces lying at 

the top and bottom of the basal planes and intercalated surfaces of the supercell structure), np, 

on which molecules (such as H2O molecules) may be adsorbed, with an additional two planes 

for each of the hexagonal unit cells stacked above it. This is illustrated in Figure 5-5. 

 

Figure 5-5: Two hexagonal unit cells, stacked vertically on top of one another 
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Thus, it follows that the number of planes, np, present within a single crystal (containing 

hexagonal unit cells) is calculated by 

 𝑠𝑝  = 2 + 2(𝑠𝑣 − 1) 
        = 2 + 2(35− 1) 

 = 70 𝑝𝑙𝑎𝑠𝑐𝛽 

(15)  

 

The resulting planar surface area (for all planes), PSA, is calculated as 

 𝑃𝑃𝑃 =
𝑃𝑃𝑃𝑇
𝑠𝑝

 

 

                    =
13 678.09  

70
 

 
                      =  195.401 Å2 

(16)  

 

The calculated crystallite (PSAT) and planar (PSA) surface areas for all four samples are shown 

in Table 5-9. 

Table 5-9: Calculated crystallite surface areas for the four graphite powder samples 

Sample name 𝑽𝒖(Å𝟑) 𝑽𝒄(Å𝟑) 𝒏𝒑 (#) PSAT (Å 2) PSA (Å 2) 
US Nano 1058 35.656 11 460 441 70 33 893 484 
Mk Nano CG-050 35.617 8 008 809 62 27 594 445 
Nano Amor 1250HT 35.649 9 158 708 64 32 925 514 
NGG 35.488 11 800 662 70 13 678 195 

 

From the data generated before and presented in Table 5-9 it is clear that the NGG sample is the 

most crystalline material of all the samples, indicated by its more defined diffraction peaks and 

the larger number of crystallographic planes. The use of the NGG sample will also allow for the 

smallest possible representative computational model (in comparison to the other samples), 

due to its low planar surface area. The other three samples exhibit a slightly lower degree of 

crystallinity. The XRD analysis performed, in combination with Rietveld refinement, was used to 

determine the crystallite size and the unit cell lattice parameters of each graphite powder 

sample.  

Corresponding crystallite and BET (measured) surface areas 

By using the data obtained from the MBET analysis of all four graphite powder samples in 

conjunction with data obtained from the PXRD analysis of the same samples, the surface area of 

each crystal and corresponding graphene planes for each of the graphite powder samples was 
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calculated. These calculated results may be used in determining the appropriate minimum size 

of a computational model (using the same configuration and definitions that were used to 

formulate equation 15) of the graphite surface, which must have a planar area close to (or 

greater than) that of the planar surfaces of the graphite samples’ crystallites (i.e. PSA). 

Bragg’s Law was used to determine the distance between the two-dimensional graphene sheets. 

It was found that this inter-planar distance, d, ranged from 3.347 Angstrom to 3.357 Angstrom. 

Hence, when considering the information above, the crystallographic structure of each of the 

four graphite powder samples is known with an adequate level of accuracy and as a result may 

now be accurately modelled using the VASP 5.3 and LAMMPS software. However, due to its 

higher level of crystallinity, the nuclear grade graphite sample was selected as the most 

appropriate sample to be used throughout the modelling process and for any further 

experimentation (such as TGA, DSC and LFA). 
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5.3. FOURIER TRANSFORM INFRARED (FTIR) AND RAMAN VIBRATIONAL SPECTRA 

CHARACTERISATION 
 

Below are the FTIR (transmittance) patterns of all four of the graphite powder samples, with the 

background pattern already subtracted: 

a) The SGL Group, US Research Nanomaterials Inc.  (US Nano) 
b) mk NANO Incorporated    (mk Nano) 
c) Nanostructured and Amorphous Materials Inc.   (Nano Amor) 
d) Nuclear grade graphite     (NGG) 

 

 

Figure 5-6: FTIR patterns of the four graphite powders supplied by (i)US Research Nanomaterials Inc.  
(ii)mkNANO Inc. (iii)Nanostructured & Amorphous Materials Inc. and (iv)PBMR SA 

From Figure 5-6, the difference in the shape of the transmittance patterns between the diamond 

cell (i.e. background) and each of the graphite powder samples (when neglecting the presence 

of the peak at approximately 1600 cm-1 -- attributed to the presence of carboxyl functional 

groups 23), is insignificant, with no high intensity infrared peaks being detected for any of the 

samples. These results are expected as graphite is known to absorb most of the incident 

infrared radiation and are in agreement with those of work done by Friedel and Carlson (1972) 
24. The difference in the slope of each of the sample patterns may simply be attributed to the fact 

that each of the samples are of a different particle size. 
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Figure 5-7 shows the Raman patterns of the four graphite powders (listed previously). 

 

Figure 5-7: Raman patterns of the four graphite powders supplied by the PBMR SA, US Research 
Nanomaterials Inc., mK NANO and Nanostructured and Amorphous Materials Inc 

Table 5-10: Raman frequency lists for each of the graphite powder samples 

Sample Raman frequency list (cm-1) 
NGG 1353.6 ; 1586.4 ; 2722.8 ; 3243.1 

US Nano 1346.0 ; 1578.7 ; 2708.9 ; 3235.9  
Nano Amor  1358.0 ; 1570.0 ; 2712.38 ; 3231.3 

Mk Nano 1353.4 ; 1579.6 ; 2718.3 ; 3241.0 
 

By comparing the Raman patterns produced by each of the four graphite powders in Figure 5-7, 

it is observed that they are consistent with the Raman patterns of other graphite powders 

published in literature 7,25. 
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5.4. THERMO-GRAVIMETRIC ANALYSIS (TGA) 
 

As discussed in the last paragraph of section 5.2, the nuclear grade graphite (NGG) was selected 

as the most appropriate graphite sample to be used for further experimental work. Table 5-11 

gives a description of the composition of the various (water and graphite-water) samples that 

were prepared and the instrumental program applied to each of the experimental runs. 

Table 5-11: Sample compositions and instrumental parameters used in the TGA analysis 

# Mass NGG (%) Total mass 
(mg) 

Instrumental program 
Ti , ˚C Tf, ˚C  Time, minutes ΔT 

1 0 (100% water) 66.312 
Am

bi
en

t 
150 125 1 °C.min-1 

2 0 (100% water) 50.2 150 65 2 °C.min-1 
3 5.555 72.9 200 180 1 °C.min-1 
4 5.708 45.9 200 90 2 °C.min-1 
5 28.227 58.1 133 110 1 °C.min-1 
6 34.37 49.52 150 65 2 °C.min-1 
7 0 (100% water) 46.76 40 300 1 x step increase 
8 0 (100% water) 46.5 60 35 1 x step increase 
9 25.463 56.16 50 200 2 °C.min-1 
10 26.919 52.75 40 300 1 x step increase 
11 28.168 58.72 40 73 2 °C.min-1 
12 28.962 55.9 40 120 1 °C.min-1 

 

When analysing the TGA results (Figure 5-8 and Figure 5-9), it is observed that (when 

considering the curves for the water samples only), the presence of the graphite powder within 

the graphite-water sample clearly delays the expulsion of water from the sample. This can be 

seen when considering the position of the points indicated on the two figures, which shows (in 

the case of graphite-water mixtures) when the trend of the curve deviates from that of the 

demineralised water TGA curve. These points may also indicate the final point of release of bulk 

water and the onset of the release of water from (or in close proximity to) graphite particle 

surfaces and of water that lies within the intercalated graphite spaces. The protrusions 

observed at the start of the analyses of sample numbers 1, 7, 8 and 10 are a result of the 

platinum crucible being inserted into the heating chamber while the crucible is still cooling 

down to the temperature of the surrounding environment.  
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Figure 5-8: Results of TGA analysis for samples 1 through to 6. NGG concentrations are also indicated (by 
weight percentage). T* and W* indicates the final point of release of bulk water.  

 

 

Figure 5-9: Results of TGA analysis of samples 7 through to 12. NGG concentrations are also indicated (by 
weight percentage). T* and W* indicates the final point of release of bulk water. 

The positions of W*, relative to the point at which no further mass loss is observed, were then 

compared to the mass fraction of graphite powder present within each of the graphite-water 

mixtures, the results of which are illustrated in Figure 5-10 below. The positions of these points 
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were confirmed by means of differential thermo-gravimetric analysis (DTGA). (Refer to 

Annexure B) 

 

Figure 5-10: Graph indicating the relationship between the fraction of graphite present within the graphite-
water mixture and the point at which the expulsion of water (indicated by W* in Figure 5-9) from 
the mixture is delayed 

Furthermore, from this data, one can determine how much water (per milligram of NGG and 

referred to as the specific wetting value – or mass fraction, given symbol “Ç”) is required to 

prepare samples of only “surface wetted” graphite.  

Table 5-12: Processed data indicating how much demineralised water, per milligram of NGG, is required in 
order to prepare samples of only “surface wetted” graphite and its dependence on temperature. 

Sample 
# 

Mass of 
NGG in 

sample (mg) 

Total 
sample 

mass (mg) 

 
T* (C) 

 
W* (%) 

Total 
sample 
mass at 
W* (mg) 

Mass of 
water at 
T* (mg) 

Ç (𝑚𝑚 𝐻2𝑂
𝑚𝑚 𝑁𝑁𝑁

) 

3 4.050 72.9 62.76 14.42 10.512 6.462 1.596 

4 2.620 45.9 68.76 15.32 7.032 4.412 1.684 

5 16.400 58.1 51.06 52.99 30.787 14.387 0.877 

6 17.020 49.52 53.24 64.79 32.084 15.064 0.885 

9 14.300 56.16 43.59 50.74 28.496 14.196 0.993 

10 14.200 52.75 35.68 51.32 27.071 12.871 0.906 

11 16.540 58.72 35.7 53.91 31.656 15.116 0.914 

12 16.190 55.9 35.76 52.54 29.370 13.180 0.814 
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Figure 5-11: Relationship between Ç (mass ratio) and T* 

Based upon the evidence above, one may conclude that the interfacial water molecules present 

on the graphite particle surfaces and graphite inter-/intra-particle spaces may very well be 

adsorbed on the surface and behave differently (and require more energy to be liberated) than 

the bulk water molecules. Furthermore, the amount of water required to adequately “wet” the 

surfaces of the graphite particles is related to the temperature of the graphite-water mixture. 

5.5. DIFFERENTIAL SCANNING CALORIMETRY (DSC) 
 

A DSC analysis was carried out in order to determine the heat capacitance values of various dry 

and “wetted” graphite samples, prepared using NGG. This was done to not only elucidate the 

effect the presence of water intercalated on graphite surfaces has on thermo-physical 

properties, but also for comparison with heat capacitance measurements performed at a later 

stage, using a laser flash analysis (Annexure C). The sample compositions prepared (according 

to the specific wetting values determined by TGA) and then analysed using DSC are described in 

Table 5-13, along with the temperature range applied to the instrumental program. 
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Table 5-13: Prepared sample compositions (containing de-ionised water and nuclear grade graphite) and 
instrumental parameters used in DSC. It must be noted that only a fraction of each of the (wet) 
samples listed below was used 

# Mass NGG 
(mg) 

Ç (mg H2O/mg NGG) Initial temperature, 
Ti (oC) 

Final temperature,    
Tf (oC)k 

1 106 0 (clean graphite) 25 75 
2 832 0.67 26 36 
3 516 0.89 36 46 
4 266 1.12 46 56 
5 1163 1.34 55 65 
6 1274 1.58 65 75 

 

The basic principle employed in a TGA is also employed in a DSC, where the heat flow into the 

sample (at constant pressure) is measured over a period of time. By integration, the total 

amount of thermal energy (∆Q) transferred to (or from) the sample for a specific thermal event 

taking place between two points in time (t1 and t2) is determined.  

 
𝛥𝛥 =  � �

𝑑𝛥
𝑑𝑢
�
𝑠𝑎𝑚𝑝𝑠𝑠

𝑑𝑢
𝑡2

𝑡1
  𝐽𝛽𝑢𝑙𝑐𝛽  

(17)  

 

The specific (isobaric) heat capacity is then determined by dividing the total amount of thermal 

energy (expressed in Joules) transferred by the change in the sample temperature (∆T), over the 

specified time period (expressed in seconds, from t1 to t2), multiplied by the sample mass (m) 

expressed in grams. 

 𝐶𝑝 =  𝛥𝛥 (𝑛 × 𝛥𝑇)�   (18)  

 

A second, more direct method to obtaining the heat capacitance (using the same symbolic 

meaning as above), as a direct function of temperature is the following: 

 
𝐶𝑝 =  𝑑𝛥 𝑛.𝑑𝑇�   

(19)  

 

 

 

                                                             
k The smallest temperature range possible was used as an increase in pressure results in a deviation from 
the isobaric assumption. 
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This formula may also be expressed as a product of the heat flow rate (expressed in Watts) and 

the inverse of the heating rate utilised, expressed in degrees Celsius per second. 

 𝑑𝛥(𝑇)
𝑑𝑇

=  
𝑑𝛥
𝑑𝑢

×
𝑑𝑢
𝑑𝑇

  
 

= 𝐻𝑐𝑎𝑢 𝐹𝑙𝛽𝐹 × 1
𝐻𝑐𝑎𝑢𝑠𝑠𝑔 𝑅𝑎𝑢𝑐�  

(20)  

 

The result of the DSC analysis done for sapphire, required for the calculation of the instrumental 

correction factor, is shown below. 

 

Figure 5-12: Calculated heat capacitance values of sapphire from DSC analysis, with referenced heat 
capacitance values indicated (red) 

The referenced heat capacitance values of sapphire (which were consistently close to 

approximately 0.8 J/g.C) 26 were superimposed with those of the measured heat capacitance 

values of sapphire. Figure 5-12 indicates that, during DSC analysis, thermal equilibration of the 

sapphire sample is only reached after approximately 36°C. Measurements made at 

temperatures close to the surrounding ambient temperature may not easily reach thermal 

equilibration. Thus, when determining the appropriate correction factor to apply when 

calculating the heat capacitance of other samples (such as clean and wet graphite powder), one 

is only able to do so (reliably) for temperatures greater than 50°C. Despite this, the heat 

capacitance data produced for clean and wet graphite for a temperature range of 25°C to 75°C is 

still shown in Figure 5-13. 
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Figure 5-13: Calculated heat capacitance values for clean and wet NGG samples of various specific wetting 
values (Ç) 

Table 5-14: Calculated specific (isobaric) heat capacities for "wetted" graphite samples, containing various 
concentrations of de-ionised water (with an average heat capacitance of approximately 4.18 J/g.K) 

# Mass NGG (mg) Ç(𝑛𝑔𝐻2𝑂 𝑛𝑔 𝑁𝑁𝑁� ) Taverage (°C ) Cp (J/g.K) 

1 106 0 (clean graphite) 52.5 0.83 
2 832 0.67 30 0.10 
3 516 0.89 41 0.65 
4 266 1.12 51 0.26 
5 1163 1.34 60 0.04 
6 1274 1.58 70 0.08 

 

When considering published figures, the specific, isobaric, heat capacity (Cp) of bulk graphite 

powder has been shown to lie between 0.7 and 1.6 J/g.K, with weak linear temperature 

dependence up to 630 K 27,28. When considering the DSC analysis results of pure nuclear grade 

graphite used in this study, a specific (isobaric) heat capacitance of approximately 0.8 J/g.K is 

observed, which is in good agreement with published values.  
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Figure 5-14: Heat capacitance values measured/calculated for dry and wet samples of NGG 

 

NOTE: Scatter and degree of reproducibility 

The degree to which the graphite particles remained “wetted” throughout each of the DSC 

experiments may not remain constant, as some of the graphite particles may conglomerate and 

separate from the water molecules, specifically for samples utilising large quantities of water. A 

much larger number of (DSC) data points would be required in order to confirm the 

reproducibility of the above results. However, due to the multitude of experiments that were 

required to fulfil the requirements of this thesis, it was not possible to focus intensely on any 

single experiment performed in this thesis. One can deduce that, based on the limited data 

produced in the DSC analysis, performing such an analysis on “wetted” graphite samples at 

furnace temperatures close to the ambient temperature makes it difficult for reliable data to be 

produced and may contribute to measurement error. 

When making a comparison between the calculated heat capacities of the dry and wet NGG 

samples (using the average temperature-heat capacitance values), the dry samples have a larger 

heat capacitance. The wet graphite particles with large specific wetting values have a heat 
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capacitance an order of magnitude smaller than that of the dry graphite. This could imply that 

the presence of water intercalated on the surfaces of the graphite particles act as “heat sinks”, 

delaying the expulsion of thermal energy from the graphite particles. 
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6. COMPUTATIONAL MODELLING 
 

The computational strategy followed was to equate the experimentally observed surface area 

(from BET) with the effective amount of water adsorbed on the graphite surface (from TGA) to 

define a graphite model size (with appropriate degrees of freedom) and group symmetry 

appointed, which can be used to calculate thermal conductivity. 

Representation of the graphite surface 

The first stage of the modelling process involved the selection of the appropriate 

hexagonal and rhombohedral unit cell, based on the powder XRD data produced by the 

NGG sample and its subsequent library matches, also derived from the MedeA databases 

(ICSD and Pearson). For the purpose of modelling and specifically extended supercell 

environments (always opened then to space group P1), either the graphite structure at 

space group 186 or 194 can be used, since this transformation reflects a shift in the C-

axis coordinate system, which will not alter the chemical nature and inter-planar d-

spacing. But in the sense of crystallographic application such as TOPAS power 

diffraction refinement, the exact space group environment is crucial and determines the 

abundance of respective diffraction amplitudes at specific reflections and as result 

dictates the respective scaling applied when multi-phases are present during a Rietveld 

analysis. In the case of space group 166 a hexagonal setting R-3m:H or rhombohedral 

setting R-3m:R applies which also can be inter-related by a transformation along the C-

axis, but again is determining the abundance of reflection amplitudes during a pXRD 

pattern analysis. 

 

A structural refinement of the respective graphite unit cells (at full space group 

symmetry of:  P63/mmc and R-3m) was then undertaken using the VASP 5.3 software 

applying density functional theory (DFT). This was followed by the determination of the 

appropriate model size to be used to replicate the surface of a single graphite crystal – 

(as determined from XRD-Rietveld). Once the (in-plane) dimensions of the model were 

determined, VASP 5.3 and DFT were used once again to minimise the supercell structure 

(now at relaxed P1 Space Group symmetry) to ensure that the model created, equates to 

that of a chemically stable surface (based on the rule that the original single crystal unit 

cell and space group should again be deduced from this large relaxed supercell – P1 

symmetry – refinement). 
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The partial atomic charges (NET charges) of each of the carbon atoms within the 

graphite surface models were then determined using the MOPAC code available within 

the MedeA software suite – calculated through a single point analysis.  

Bulk water representation 

At the same time, a single point energy analysis involving a specific number of water 

molecules (determined using the specific wetting values calculated from TGA) using 

MOPAC (PM7 Functional) was performed, in order to determine the partial atomic 

charge of each of the atoms within this bulk water model and create a realistic 

representation of bulk water. It was noted that the final water model should not display 

a significant dipole moment. 

Thermal conductivity 

Finally, the LAMMPS software module was used to determine the thermal conductivity 

properties of the “wetted” and “dry” graphite models, the results of which were 

correlated to those of previous publications. In future publications, these results will be 

correlated to experimental results, produced using a laser flash analysis (LFA). 
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Figure 6-1: Methodology followed in the modelling process 
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6.1 GRAPHITE CRYSTAL SURFACE 

6.1.1 STRUCTURE SELECTION 
Reported (published) crystallographic models of the hexagonal and rhombohedral unit cells are 

available within the structure databases (ICSD and Pearson). A match has been confirmed (from 

the XRD-Rietveld and PDF-database) corresponding to any one of these structures, with the 

hexagonal structure being the major phase present in the NGG-sample. 

Table 6-1: Unit cells selected from the crystallographic databases provided by the MedeA software suite 

XRD library 
match reference 

PDF 00-041-1487 PDF 01-075-2078 

Space group no. 194* 166 
Crystal class Hexagonal Rhombohedral 
Space group P63/mmc R-3m 
Lattice 
parameters 

a (Å) c (Å) α γ Z a (Å) c (Å) α γ Z 
2.470 6.724 90o 120o 4 2.456 10.041 90 o 120 o 6 

MedeA database 
match 

Pearson #1014683 Pearson #1251853 

Space group no. 194 166 
Crystal class Hexagonal Rhombohedral 
Space group P63/mmc R-3m 
Lattice 
parameters 

a (Å) c (Å) α γ Z a (Å) c (Å) α γ Z 
2.463 6.714 90 o 120 o 4 2.461 10.061 90 o 120 o 6 

*The hexagonal unit cell with space group number 194 was selected for use in the modelling of the graphite surface, 
as it represents the dominant phase in the NGG sample. 

VASP 5.3 (DFT) and a GGA-PBE exchange correlation functional including the PBE/PBEsol 

functional (for solids) were used to perform structural refinement of all graphite structures 

above. A bulk structure relaxation was performed, using reciprocal space and a plane wave cut-

off of 400eV. Spacing of the k-points was set at 0.3Angstrom-1(Brillouin mesh 3, 3) using an odd 

Brillouin zone grid size with the origin shifted to Γ. A Gaussian integration scheme with a 

smearing width of 0.1eV was selected. Convergence of the self-consistent-field was set at 1.0e-05 

eV. The result of this minimisation is shown in Table 6-2. 

Table 6-2: Result of structure optimisation simulation 

Structure library Pearson #1014683, P63/mmc (194), 
hexagonal 

Pearson #1251853, R-3m (166), 
rhombohedral 

Library lattice 
parameters 

a (Ặ) c (Ặ) α γ Z a (Ặ) c (Ặ) α γ Z 

2.463 6.714 90 o 120 o 4 2.461 10.061 90 o 120 o 6 

VASP PBE lattice 
parameters 2.463 6.791 90o 120 o 4 2.463 10.262 90 o 120o 6 

VASP refined 
density 2.237Mg/m3 2.220Mg/m3 
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6.1.2 MODEL SIZE 
To determine the appropriate model size, the planar surface area (PSA) in combination with the 

Void Finder Tool provided by MedeA, was utilised. This facility allows one to analyse a given 

crystal for accommodating space, by dividing the cell into Voronoi cells around each atom. A 

Voronoi cell is defined as the volume encapsulating every point (at defined extents, usually 

dictated by v/d Waals interactive distances) that is closer to the atom’s centre than to all other 

surrounding atoms. The physical size of various atomic species is taken into consideration 

through a set of covalent radii 29. 

Initially two small graphite crystal models were constructed, with a unit cell repetition 

transformed as [2,0,0],[0,2,0],[0,0,1] since the planar surface area depends on the in-plane 

dimensions of the crystal surface. Next, the amount of empty space within each crystal was 

determined. 

 

Figure 6-2: The majority of voids within the crystal are shown to pass through the centre of the planes defined 
when considering a 2x2x1 supercell built using the hexagonal unit cell 

The planar surface area for the middle plane and a combination of the top and bottom planes 

provided by a crystallite of this size was calculated by determining the cross-sectional area of 

each of the voids associated with the planes. The average of the two calculated surface areas 

was then compared to the planer surface area obtained by the NGG sample (with PSA ≅ 200 Å2). 

This process was repeated, with an increase in the in-plane dimensions of each of the 
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(hexagonal and rhombohedral) based  crystal models, until the void surface area calculated in 

MedeA came as close as possible to that of the planar surface area of the NGG sample. 

The above process resulted in the selection of a custom graphite crystal for both the hexagonal 

and rhombohedral unit cells, transformed with lattice vectors [7,0,0],[6,12,0],[0,0,1] which 

results in an orthogonal crystal space (confirmed by the MedeA software to reduce to the 

original full hexagonal and rhombohedral symmetry), with an average planar surface area of 

217.8 and 268.9 Å2, respectively, between the inner plane(s) and the consolidated top and 

bottom planes.  

In order to quantify any finite size effects, other graphite models, with reduced in-plane 

dimensions, were created. To select other model sizes, the same principle (explained above) 

was applied. The reduced models allowed for a surface area greater than the required minimum 

planar surface area of approximately 200 Å2. These models allowed for a sufficient number of 

atoms in each direction for effective thermal transport and a reduction in computational 

demand. 

These (orthorhombic-shaped) graphite supercell models were minimised through the use of 

VASP5.3 (DFT), with the use of the GGA-PBEsol exchange correlation (and PBE) functional at P1 

group symmetry and a plane wave cut-off of 400 eV. Spacing of the k-points was set at 

0.3Angstrom-1, using an odd grid size and a Brillouin origin shifted to Γ. A Gaussian integration 

scheme with a smearing width of 0.1eV was selected. Convergence of the self-consistent-field 

was set at 1.0 e-05 eV. The symmetry of these minimized structures produced by the VASP run 

were raised (reduced) to their original space groups and used to build extended supercell 

structures –extending the C-axis, to allow for greater connectivity between the carbon layers 

(seen in the context of heat conductance) when the structure is intercalated with water 

molecules. The model sizes utilised for the purposes of this thesis are shown in Table 6-3. 

Table 6-3: Graphite model sizes utilised for computational modelling 

 Hexagonal space group Rhombohedral space group 

Lattice vectors a b c a b c 

Models Size 1 [7,0,0] [6,12,0] [0,0,2] [7,0,0] [6,12,0] [0,0,2] 
Models Size 2 [5,0,0] [3,6,0] [0,0,4] [5,0,0] [3,6,0] [0,0,3] 
Models Size 3 [5,0,0] [3,6,0] [0,0,3] [5,0,0] [3,6,0] [0,0,2] 
Models Size 4 [5,0,0] [3,6,0] [0,0,2] - - - 
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Figure 6-3: One of two final (orthorhombic shaped) graphite surface models, built using the hexagonal unit 
cell, extended to a super cell within MedeA 

6.1.3 PARTIAL CHARGES 
The two carbon atoms in the hexagonal unit cells are considered not to be equivalent and the 

partial charges for these carbons are calculated through a single-point calculation (using the 

restricted Hartree Fock scheme – for a closed electron shell system), using the MOPAC module 

within MedeA, (which solves the Schrodinger equation of an N-electron system by 

approximating the electronic wave function using the Slater determinant). 

These partial charges would be used in the equilibrium molecular dynamics (EMD) simulation 

to predict thermal conductivity, applied to an orthorhombic shaped graphite supercell surface 

model. MOPAC (developed by Dr James J.P. Stewart, of Stewart Computational Chemistry) is a 

semi-empirical quantum code used for optimising the electronic structure of molecules and 

solids/surfaces. A flow chart technique shown in Figure 6-4 is used in MedeA for the convenient 

assignment of variable conditions, but also offers the flexibility to divide calculations into a 

sequence of stages, to be adjusted in subsequent refining of modelling conditions.   
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Figure 6-4: (MOPAC) Flow chart used to produce partial atomic charges. 

The MOPAC-PM7 parameterisation was selected to produce the Hamiltonian. The atomic 

positions (as Cartesian co-ordinates) produced by the MOPAC.out file were converted to 

fractional positions in the orthogonal cell and raised (enhanced) in symmetry by the MedeA 

crystallographic interface, to offer the complete construction of a single unit cell -- a limitation 

in the MOPAC/MedeA interface software. 

The SCF convergence scheme was selected automatically, with convergence being set at 0.0001 

kcal/mol. It is important to note that, when utilising MOPAC within MedeA (specifically for a 

graphite structure such as the one in Figure 6-3), both the initial and finalised structures 

extracted and displayed by the MedeA environment are not directly related (with regards to 

atomic positioning) to the structure contained within the MOPAC.out file, which utilises a 

Cartesian atomic co-ordinate system.  

To determine which sum of atomic positions would result in the complete construction of a 

single unit cell when using the MOPAC module within MedeA, the atomic positions produced by 

the MOPAC.out file were visualised using a Cartesian co-ordinates system.  

The co-ordinates of these atoms and their corresponding properties (such as their net partial 

charges) were extracted from the MOPAC.out file. Finally, by analysing the symmetry of the unit 

cell extracted, the unique atoms (derived by performing the appropriate symmetry operations, 
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could reproduce the entire unit cell) and their corresponding properties were selected. From 

this data it was observed that there existed a periodic distribution of charge within the 

hexagonal (194) based graphite surface model (Table 6-4); however, this was not the case with 

the rhombohedral based graphite surface model, in which the atomic partial charges (Table 6-5) 

were also calculated to be two orders of magnitude smaller than those of the hexagonal based 

surface model and all carbon atoms considered to be equivalent. Hence, the rhombohedral 

based surface model was considered as having a partial atomic charge of zero assigned to each 

of its carbon atoms.  

This data (in combination with the application of a pcff+ forcefield, appropriate for applications 

involving benzene-like ring structures 29) was manually assigned to each of the atoms of the 

orthorhombic supercell graphite structures (used as the initial structure in the MOPAC run). 

The atom force field designation of type “cp” (for sp2 hybridised carbon, which refers to the 

atomic bonding configuration) was assigned to each of the atoms. This allowed for a more 

realistic representation of the distribution of charge throughout the crystal structure. 

Table 6-4: (MOPAC) Calculated partial charges of carbon atoms comprising a single hexagonal unit cell within 
the orthorhombic - shaped supercell graphite surface (figures presented to four decimal places) 

“Net atomic” charges and dipole distributions “Mulliken” charges Unit cell 
Atom 
no. 

Partial 
charge 

No. of 
elecs. s-Pop p-Pop 

Atom 
no. 

No. of 
elecs. 

Partial 
charge 

 

413 -0.0015 4.0015 1.0592 2.9423 413 4.0016 -0.0016 
415 0.0015 3.9985 1.0594 2.9391 415 3.9984 0.0016 
416 0.0016 3.9984 1.0594 2.9389 416 3.9982 0.0018 
422 -0.0016 4.0016 1.0592 2.9424 422 4.0018 -0.0018 
423 0.0015 3.9985 1.0594 2.9392 423 3.9984 0.0016 
424 0.0016 3.9984 1.0594 2.9390 424 3.9982 0.0018 
519 0.0015 3.9985 1.0594 2.9392 519 3.9984 0.0016 
520 0.0016 3.9984 1.0594 2.9390 520 3.9982 0.0018 
527 0.0015 3.9985 1.0594 2.9391 527 3.9984 0.0016 
528 0.0016 3.9984 1.0594 2.9390 528 3.9982 0.0018 

 

Atom numbers 413 and 422 correspond to one unique atomic position (1/3,2/3,¼) at the 

crystallographic Wyckoff position 2c, while the remaining atom numbers correspond to the 

second unique atomic position (0,0,¼) with the Wyckoff position 2b. A periodic repetition of the 

partial atomic charges tabulated above was observed throughout the hexagonal based surface 

model. Hence, by taking into account all the data produced by the MOPAC single point analysis 

of a supercell model to calculate the average net charge for each of the unique atomic positions, 

a net charge of -0.0015 e and +0.0015 e was assigned to each of the 2c and 2b atoms, 

respectively, within the (hexagonal-based) graphite surface model. 
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Table 6-5: (MOPAC) Calculated partial charges of carbon atoms comprising a single rhombohedral unit cell 
within the orthorhombic - shaped supercell graphite surface (figures presented to four decimal 
places) 

“Net atomic” charges and dipole distributions “Mulliken” charges Unit cell 
Atom 
no. 

Partial 
charge 

No. of 
elecs. s-Pop p-Pop 

Atom 
no. 

No. of 
elecs. 

Partial 
charge 

 

30 0.0000 4 1.0593 2.9407 30 4.0000 0.0000 
31 -3.1E-05 4 1.0593 2.9407 31 4.0000 -0.0000 
32 0.0000 4 1.0593 2.9407 32 3.9999 0.0000 
33 -4.6E-05 4 1.0593 2.9407 33 4.0000 -3.6E-05 
34 0.0000 4 1.0593 2.9407 34 3.9999 0.0000 
35 -0.0000 4 1.0593 2.9407 35 4.0000 -6E-06 
36 0.0000 4 1.0593 2.9407 36 3.9999 0.0000 
37 0.0000 4 1.0593 2.9407 37 3.9999 0.0000 
38 -2E-05 4 1.0593 2.9407 38 4.0000 -6E-06 
39 -3.8E-04 4 1.0593 2.9407 39 4.0000 -1.9E-05 
40 0.0000 4 1.0593 2.9407 40 4.0000 0 
41 0.0000 4 1.0593 2.9407 41 4.0000 0 
42 -1E-05 4 1.0593 2.9407 42 4.0000 -2E-06 
43 -1.5E-05 4 1.0593 2.9407 43 4.0000 -1.8E-05 
44 -6E-06 4 1.0593 2.9407 44 3.9999 0.0000 

 

NOTE: Use of partial atomic charges in the thermodynamic calculations 

• For the purposes of this thesis, only the Equilibrium Molecular Dynamics (EMD) approach 

utilising neutral models carrying no partial atomic charges were considered. Only van der 

Waals interactions were considered. 

• The autocorrelation function utilised in the EMD software package of MedeA (v2.14) at the 

time did not take into account the Ewald summation of electrostatic interactions in the pcff+ 

force field used to characterise the interatomic potentials. (Refer to Annexure D for a brief 

outline of the EMD approach) 

• Models considering the partial atomic charges of each of the carbon, hydrogen and oxygen 

atoms were to be analysed (using both the EMD and NEMD approach) at a later stage and 

form part of a second publication. Simulations involving a larger number of “wetted” 

graphite models will also constitute a second publication.  
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6.2 BULK WATER 
 

The required mass of water to be included into the graphite surface models (and the subsequent 

number of water molecules that would be needed to create the bulk water supercell) was 

calculated by multiplying the total mass of each of the orthorhombic supercell graphite surface 

models (using Avogadro’s Law) by the specific wetting value, calculated earlier, as derived from 

TGA analysis. It was decided that a total of five bulk water models would be created, each of 

which corresponds to a specific temperature (“T*”) and specific wetting value (“Ç”) in Figure 5-

11. The details of each of these models are shown in Table 6-6. 

Table 6-6: Calculated size (using TGA data) of bulk water super cells required to represent graphite "wetted" 
surfaces 

Temperature (T*) oC 30 40 50 60 70 
Specific wetting value(Ç) mg H2O/mg C 0.67 0.89 1.12 1.35 1.57 
Total no. H2O molecules # 53 72 89 108 127 
No. H2O per plane (see Sect. 6.3) # 26 36 44 54 64 

 

A bulk water supercell was created, for each temperature presented in Table 6-6, using the 

molecular builder included in MedeA. The cell was then “cleaned” (which involves a preliminary 

minimisation process utilising molecular mechanics and a UNIVERSAL force field for organics) 

to achieve a local minima of the bulk water (as an initial estimate, optimised within the 3-D 

space permitted). A periodic copy of the supercell was created and its dimensions adjusted such 

that the lengths of the A- and B- axes were equal to that of the orthorhombic supercell graphite 

surface models and the length of the C-axis equal to 3 Angstrom (which is slightly less than the 

inter-planar distance between the carbon layers).  

 

Figure 6-5: Average partial charges calculated for oxygen and hydrogen contained in a bulk water model, using 
MOPAC 

MOPAC was then used (with the same parameters that were used in the charge determination of 

carbon atoms in the “dry” hexagonal graphite surface model) to determine the partial atomic 

charge of each of the atoms within the bulk water model. The average partial charges associated 
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with the oxygen and hydrogen atoms in bulk water, calculated by MOPAC, are given in Table 6-

7. 

Table 6-7: Average partial charges calculated for oxygen and hydrogen contained in a bulk water model, using 
MOPAC l 

Atom Average net partial charge (e) Average mulliken charge (e) 

Oxygen -0.751765 -0.813729 
Hydrogen  0.375882  0.406864 
   

By assigning the pcff+ forcefield (with atom FF assignment types set as “o*” – [or oh’] for oxygen 

and “hw” for hydrogen) to the supercell and by using the data produced by the MOPAC.out file, 

the partial charges were assigned to each of the oxygen and hydrogen atoms in the bulk water 

supercell. This became the representative model for a bulk water cell, to be placed on the 

boundaries of – and intercalated with – the “dry” graphite model. 

6.3 “WETTED” GRAPHITE MODEL 
 

To create the graphite-water model, the “merge” tool within the MedeA builder was utilised, 

with the graphite surface models acting as the host structure and the bulk water supercell 

(Figure 6-5) as the guest “molecule”. A number of bulk water supercells (Table 6-6) were added 

onto the top and bottom surfaces of the graphite model and in between each of the carbon 

layers. An equal number of water molecules were inserted on the horizontal plane lying in 

between each layer and on the top and bottom surfaces (the combination of which is also 

referred to as a single plane) throughout the entire modelling process. Once water cells were 

added into the graphite models, the resulting model was replicated along the C-axis, 

periodically. 

                                                             
l Using a (VASP minimised) bulk water model containing 14 H2O molecules, MOPAC was used (with the same 
parameters that were used in the charge determination of carbon atoms in the hexagonal-based supercell 
graphite surface model) to determine the partial atomic charge of each of the atoms within the bulk water 
model. 
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Figure 6-6: Hexagonal-based, “wetted” graphite surface models 

 

6.4 THERMO-PHYSICAL ANALYSIS 
 

The thermal conductivity module within MedeA was used to calculate the thermal conductivity 

of both “dry” and “wetted” graphite surface models, based on the hexagonal and rhombohedral 

unit cell. 

A calculation process flow was constructed (shown in Figure 6-7), which consisted of a number 

of molecular dynamics (LAMMPS) analyses, with the PCFF+ force-field assigned, prior to the 

thermal conductivity calculation. The parameters used in each of the simulation stages are also 

shown.  

The EMD (Green-Kubo) and (at a later stage) the NEMD approach were considered to calculate 

the thermal conductivity of the (dry and wet) graphite models. However, the NEMD method 

(unavailable to the author at the time) is seen as the most appropriate method due to the fact 

that this approach is 30,31: 

(i) applicable to all systems; 

(ii) capable of handling non-homogeneous structures, such as those intercalated with 

water; and 

(iii) capable of dealing with systems with and without electrostatic terms. 
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Figure 6-7: Flow chart used to determine the thermal conductivity of each “wetted” graphite surface 
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6.5 COMPUTATIONAL RESULTS AND INTERPRETATION 
 

The graphs below illustrate some the results obtained for all thermal conductivity simulations, 

utilising the EMD (Green-Kubo) approach. For graphical representations of all the data 

produced, refer to Annexure A. 

 

Figure 6-8: Thermal conductivity results obtained for the dry and wet, hexagonal (i.e. 194), graphite model 
with lattice vectors a[5,0,0], b[3,6,0] and c[0,0,4]. Only the direct integral values for intra-planar 
thermal conductivities along the “X-axis” are shown for the wet graphite models. 

 

 

Figure 6-9: Thermal conductivity results obtained for the dry and wet, hexagonal (i.e. 194), graphite model 
with lattice vectors a[5,0,0], b[3,6,0] and c[0,0,4]. Only the direct integral values for intra-planar 
thermal conductivities along the “Y-axis” are shown for the wet graphite models. 
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Figure 6-10: Thermal conductivity results obtained for the dry and wet, hexagonal (i.e. 194), graphite model 
with lattice vectors a[5,0,0], b[3,6,0] and c[0,0,4]. Only the direct integral values for inter-planar 
thermal conductivities along the “Z-axis” are shown for the wet graphite models. 

 

 

Figure 6-11: Thermal conductivity results obtained for the dry and wet, rhombohedral (i.e. 166), graphite 
model with lattice vectors a[5,0,0], b[3,6,0] and c[0,0,3]. Only the direct integral values for intra-
planar thermal conductivities along the “X-axis” are shown for the wet graphite models. 
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Figure 6-12: Thermal conductivity results obtained for the dry and wet, rhombohedral (i.e. 166), graphite 
model with lattice vectors a[5,0,0], b[3,6,0] and c[0,0,3]. Only the direct integral values for intra-
planar thermal conductivities along the “Y-axis” are shown for the wet graphite models. 

 

 

Figure 6-13: Thermal conductivity results obtained for the dry and wet, rhombohedral (i.e. 166), graphite 
model with lattice vectors a[5,0,0], b[3,6,0] and c[0,0,3]. Only the direct integral values for inter-
planar thermal conductivities along the “Z-axis” are shown for the wet graphite models. 
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Intra-planar thermal conductivities were calculated to lie in the range of approximately 1500 to 

2000 W/m.K for models with lattice vectors a[5,0,0] and b[3,6,0]. When increasing the model 

size to lattice vectors a[7,0,0] and b[6,12,0], the thermal conductivity is calculated to be as low 

as 614 W/m.K. When only considering the average value of the calculated intra-planar thermal 

conductivities for all model sizes utilised, a value of approximately 1500 W/m.K is obtained. 

Out-of-plane thermal conductivities are shown to be heavily dependent on the C-axis extension 

of the model. As the extension of the C-axis is increased from two repetitions to four repetitions, 

the calculated inter-planar thermal conductivity converges to a value of approximately 35 

W/m.K. A comparison was made between inter-planar thermal conductivities produced using 

one model with lattice vectors a[5,0,0], b[3,6,0], c[0,0,2] and another larger model with lattice 

vectors a[7,0,0], b[6,12,0], c[0,0,2]. From this comparison (refer to Annexure A) it can be seen 

that inter-planar thermal conductivities are heavily dependent on the intra-planar dimensions 

of the various models used. This is expected, as the EMD approach is known to be susceptible to 

finite size effects 30,31. 

Table 6-8: Predicted thermal conductivities, for all dry hexagonal and rhombohedral models. The values 
reported below are the average values, calculated over the entire temperature range (refer to 
Annexure A for detail) 

 

Hexagonal space group – 

average (direct) λ, for 

entire temperature 

range 

Rhombohedral space 

group – average 

(direct)   λ, for entire 

temperature range 

Av
g.

 in
tr

a-
pl

an
ar

  

Av
g.

 in
te

r-
pl

an
ar

  
Direction of thermal 

energy transfer 
λx λy λz λx λy λz λx / λy λz Transformation applied to 

unit cell 
a b c W/m.K 

[7,0,0] [6,12,0] [0,0,2] 1 262 1 247 3.50 1 025 1 404 5.01 1235 4.26 

[5,0,0] [3,6,0] [0,0,2] 1 664 1 601 25.76 1 741 1 752 26.94 1690 26.35 

[5,0,0] [3,6,0] [0,0,3] 1 647 1 750 30.40 1 925 1 848 23.53 1792 26.96 

[5,0,0] [3,6,0] [0,0,4] 1 914 1 869 40.37 - - - 1891 40.37 

 

Although the thermal conductivities reported above all correlate with those of other authors 

(refer to Section 3.3.5), the wide range of reported values do not allow one to accurately predict 

the thermal conductivity of (dry) natural graphite nanopowders. 
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Table 6-9: Correlation of calculated (dry graphite) thermal conductivities (averaged over both space groups) 
to published figures also produced using computational modelling techniques 
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 [5,0,0] [3,6,0] [0,0,2] 1690 26.35 

[5,0,0] [3,6,0] [0,0,3] 1792 26.96 

[5,0,0] [3,6,0] [0,0,4] 1891 40.37 

 

Table 6-10: Correlation of calculated (dry graphite) thermal conductivities (averaged over both space groups) 
to published figures, produced using experimental techniques 
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[5,0,0] [3,6,0] [0,0,3] 1792 26.96 

[5,0,0] [3,6,0] [0,0,4] 1891 40.37 
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The calculated thermal conductivities of each of the wet models are shown to be orders of 

magnitude lower than that of the dry graphite models. This is in line with the observation made 

using the heat capacitance measurements (performed using DSC). These measurements showed 

a decrease in the heat capacitance with the addition of water to the dry graphite samples, 

implying a lower thermal conductivity in comparison to dry graphite, due to the water 

molecules acting as “heat sinks” (refer to section 5.5), delaying the expulsion of thermal energy 

from the graphite surface(s). 

6.6 SOURCES OF DISCREPANCY 
 

From the data produced it is clear that measured thermal conductivities of natural 

polycrystalline graphite are significantly lower than those predicted using computational 

modelling techniques. The primary reason for this discrepancy may be attributed to the fact that 

computational modelling techniques utilise nano-scopic, periodic/crystalline, defect free 

structures at specific crystal-space densities, and not bulk densities, applicable to bulk graphite 

samples. Physical measurements made on graphite samples characterise the thermo-physical 

properties of macro-sized, polycrystalline, imperfect structures.  

In most cases measurements made on bulk graphite samples involve the use of a chemical 

binder to form a solid graphite disk, utilised for physical measurement. The presence of the 

binder itself will have a significant effect on the overall thermo-physical properties of the 

sample. 

Furthermore, when the thermal conductivities of bulk (polycrystalline) graphite samples are 

reported as being either intra-planar or inter-planar, this is by no means indicative of the 

thermal conductivity that would be expected when calculating the intra- and inter-planar 

thermal conductivities of a single graphite crystal.   

By comparing the calculated thermal conductivities (produced using computational modelling) 

and the measured thermal conductivities of natural graphite, it is clear that each of the factors 

mentioned above further reduce the (intra- and inter-planar) thermal conductivities of each of 

the graphite crystallites that constitute the bulk, polycrystalline, graphite sample. 
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7. CONCLUSION 
 

A complete structural characterisation of nano-scopic, natural, nuclear grade graphite was 

successfully performed, utilising multiple experimental techniques. From this, it was made clear 

that there is little understanding of the crystallographic structure of bulk natural graphite, 

which is still being debated to this day. This thesis has shown that if one is to completely 

characterise the structure of any nano-scopic sample, multiple structural characterisation 

techniques (such as the ones utilised in this thesis), are required. 

Both dry and “wet” graphite models were successfully created and refined, utilising a 

combination of density functional theory and semi-empirical molecular dynamics. The thermal 

conductivity of each of the models created was then calculated, utilising the large-scale 

atomic/molecular massively parallel simulator (LAMMPS). The thermal conductivities 

calculated in this thesis, utilising “dry” models, are shown to be in-line with the computational 

results of other authors, with the in-plane and out-of-plane thermal conductivities calculated to 

lie in the range of 1000 to 2000 W/m.K and 3 to 40 W/m.K, respectively.   

Calculated thermal conductivities of graphite intercalated with water molecules are shown to be 

orders of magnitude lower than that of the dry graphite models. Measurements made to 

determine the heat capacitance of both dry and wet graphite samples showed that the heat 

capacitance of wet graphite is reduced significantly in comparison to dry graphite. This may be 

interpreted as that wet graphite has a lower thermal conductivity as opposed to dry graphite, 

due to the water molecules acting as “heat sinks” (refer to section 5.5), delaying the expulsion of 

thermal energy from the graphite surface(s) and effectively “insulating” the graphite surface. 

By comparing the calculated thermal conductivities and the thermo-physical measurements 

made using dry natural graphite, it is clear that several factors which distinguish the 

computational environment from the real-world scenario, further reduce the (intra- and inter-

planar) thermal conductivities of graphite crystallites. 
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8. RECOMMENDATIONS 
 

It is recommended that further experimentation takes place, utilising wet natural graphite 

samples, in order to further characterise the thermo-physical properties of “surface-wetted” 

natural graphite. This is to be done by means of differential scanning calorimetry (DSC), thermo-

gravimetric analysis (TGA) and laser flash analysis (LFA). Such data regarding “surface-wetted” 

graphite samples (specifically those concerned with thermal conductivity) is currently 

unavailable and could constitute a second publication. 

Once a detailed understanding of how the thermo-physical properties of graphite within a 

computational environment are related to those within the real world, only then can the 

investigation into the use of crystalline solids solvated within a (semi-electrolytic) fluid, begin.
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ANNEXURE 

PART A – CALCULATED THERMAL CONDUCTIVITIES 
Space group 194 (i.e. hexagonal) thermal conductivity results obtained through the use of computational modelling. 
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Space group 166 (i.e. rhombohedral) thermal conductivity results obtained through the use of computational modelling. 
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PART B – DIFFERENTIAL THERMO-GRAVIMETRIC ANALYSIS (DTGA) DATA PLOTS 
 

 
 

Offset of bulk water expulsion and onset of intercalated water expulsionOnset of bulk water expulsion
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PART C – LASER FLASH APPARATUS LABORATORY PARAMETERS 
 

Location: 

Date: 

Performed by: 

_____________________________ 

_____________________________ 

_____________________________ 

 

Aim:  

The aim of this experiment is to determine the thermal conductivity of multiple “surface-wetted” 

natural graphite samples. 

Apparatus: 

The Laser Flash Apparatus must operate in agreement with international standards such as DIN 

30905 and DIN EN 821. 

Instrument name:  
 
Sample holder:  
 
Sample size:  
 
Incident laser energy:  
 
Temperature measurement: 
 
Capabilities:  

_______________________________________________________________ 
 
Hermetically sealed, low-viscosity liquid sample holder (Fig. B-2) 
 
Diameter  10 to 13 mm and thickness 1 to 1.5 mm 
 
> 20 J/pulse 
 
Thermocouple or IR detection 
 
Thermal diffusivity measurement 

 

Methodology: 

Calibration 

Atmosphere: Air, helium or argon. 

Atmospheric pressure: 1 bar 

Temperature: Ambient to 80°C 
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Sample properties 

Graphite:  

Grade 

Natural (99.98%), nuclear grade 

Appearance 

Black micro-powder 

Hazard identification (Regulation (EC) No 1272/2008 [EU-GHS/CLP]) 

Eye irritation (Category 2) 

Specific target organ toxicity - single exposure (Category 3)  

Crystallographic structure (measured) 

Hexagonal and rhombohedral 

Particle size (measured) 

16 to 20 µm 

Thermal properties (literature) 

The in-plane and out-of-plane thermal conductivity of natural polycrystalline 

graphite (at room temperature) has been estimated to lie in the range of 70-500 

W/m.K and 1.5 to 38 W/m.K, respectively1–5. The thermal diffusivity of Graphite is 

reported to lie in the range of 50 to 1000mm2/s, but is dependent on its density 

and crystal structure 6. 

Water: 

Quality 
De-ionised, laboratory grade 

 
Thermal properties (literature) 

The thermal conductivity of water is known to lie in the range of 0.56 and 0.67 

W/m.K, for a temperature range of 270 to 370 degrees Kelvin 7. 
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Samples for analysis 

The samples stipulated in the table below are to be analysed. Each sample (or set of samples) is to 

be analysed at a specific temperature. 

Table C-1: Sample compositions (containing de-ionised water and nuclear grade graphite) and measurement 
temperatures used in thermal conductivity measurement 

Sample # *Ç (mL H2O/g 
NGG) 

Ç (mL H2O/mg 
NGG) 

Measurement 
Temp. (oC) 

Measurement 
Pressure (bar) 

Repeats 

1 0 0 30 1 X 1 
2 0 0 40 1 X 1 
3 0 0 50 1 X 1 
4 0 0 60 1 X 1 
5 0 0 70 1 X 1 

6-10 0.67134 0.67 30 1 X 5 
11-15 0.89178 0.89 40 1 X 5 
16-20 

 

1.12224 1.12 50 1 X 5 
21-25 1.35270 1.35 60 1 X 5 
26-30 1.57314 1.57 70 1 X 5 

*Conversion based on water density at 20C. Ç {mgH2O / mg NGG} X 1.002 = Ç {mL H2O / g  NGG} 
 

Sample preparation 

Prior to the preparation of any sample, the (empty) sealed sample holder must be weighed and 

the mass noted. The volumetric capacity of the sample holder must also be determined and noted. 

Dry samples (containers 1 to 5): 

Dry graphite powder is to be placed in a sample holder that is capable of providing a 

hermetic seal. A sample holder such as those utilised for low-viscosity liquids is required. 

The material within the sample holder must be compressed, to ensure sufficient packing 

density. Compression of the sample material is to be performed manually, applying 

pressure using a flat (clean) glass plate.  Sufficient material must be placed within the 

sample holder, such that a measurement sample with a diameter of 10 to 13 mm and 

thickness 1 to 1.5 mm (after compression) is obtained. The mass of the sealed, loaded, 

sample holder must be measured and noted. The mass of the empty sample holder must 

then be subtracted from the mass of the loaded sample holder. By using the calculated 

mass of sample material present in the sample holder and the volume of the sample 

holder, the density of the measurement sample is obtained.  
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Wet samples (containers 6 to 30): 

Any sample container containing both graphite and water bust be shaken vigorously (by 

hand) prior to their opening. This is to ensure a homogeneous mixture of water and 

graphite is placed within the sample holder. The same sample holder used for the analysis 

of the dry graphite samples (above) is required. Like the preparation of the dry samples, 

the wet sample material is to be manually compressed after being placed in the sample 

holder. HOWEVER, only a small amount of pressure is to be applied, using a flat 

hydrophobic surface to apply pressure. A microscope slide, either coated with epoxy or 

polytetrafluoroethylene (PTFE) 8, is recommended. Sufficient material must be placed 

within the sample holder, such that a measurement sample with a diameter of 10 to 13 

mm and thickness 1 to 1.5 mm (after compression) is obtained. The density of the wet 

sample material which was loaded into the sample holder is to be determined in the same 

manner as for the dry graphite samples (above). 

Theoretical background 

A LFA involves the heating of a sample using a short laser pulse and the measurement of the rate 

at which the temperature on the reverse side of the sample (by either making use of an infrared 

camera or thermocouple), changes. This measurement is used to determine the thermal 

diffusivity (α) of the sample, using the ti/2 method, where h is the sample thickness (in 

millimetres) and t1/2 is the time (in seconds) taken for the rate of change in sample temperature 

to become constant. The thermal diffusivity of graphite is reported to lie in the range of 50 to 

1000 mm2/s and is dependent on its density and crystal structure 9. 

 
𝛼 (𝑇) ≅  −

ln �1
4�

𝜋2
.

ℎ2

𝑢1
2�

(𝑇)
 

(B-1) 

 

With the density of the sample being known (by dividing the sample mass by the sample holder 

volume), the thermal conductivity is calculated as follows, with the density and heat capacitance 

being expressed using units of g/mm3 and J/g.K, respectively: 

 𝑘(𝑇) =  𝛼(𝑇) ∙ 𝜌(𝑇) ∙ 𝐶𝑝(𝑇) (B-2) 
 

The density of the sample was considered to be constant during experimentation, as the sample 

was contained in a hermetically sealed sample holder. 
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Thermal measurement  

The preparation and thermal analysis of wet graphite samples with a particularly high volume of 

water (numbers 21 to 30) must be carried out quickly and must not be left to stand for extended 

periods of time prior to measurement. If possible, the loaded sample holder must be shaken and 

inserted into the measurement chamber once it has reached thermal equilibrium.  If this is not 

possible, the loaded sample holder must be shaken before it is placed inside the measurement 

chamber. This is done to prevent the sample from becoming a non-homogeneous mixture. 

Measurement of thermophysical properties are to be carried out in the following manner: 

i. It must be ensured that the measurement chamber reaches thermal equilibrium at the 

specified temperature (Table C-I).  

ii. Three consecutive measurements must be made. Each measurement must be made 

between three to five minutes apart. 

iii. Measurements of thermal diffusivity, α, and heat capacitance, Cp, are to be made on each of 

the samples. The thermal diffusivity is to be determined by means of the “t1/2” method. 

iv. From this data, the thermal conductivity is calculated. 

 

𝑘(𝑇) =  𝛼(𝑇) ∙ 𝜌(𝑇) ∙ 𝐶𝑝(𝑇) 
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Figure C-1: Samples prepared for LFA measurement 
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Figure C-2: Low viscosity liquid sample holder utilised in LFA measurements 
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PART D – BRIEF OUTLINE OF THE EMD APPROACH 
 

The flow chart below describes the mathematical approach used to calculate the thermal 

conductivity of crystal structures using Equilibrium Molecular Dynamics (EMD) and the Green-

Kubo approach. 

 

Figure D-1: Flowchart outlining the computational and mathematical approach to calculating the thermal conductivity of 
crystal structures, using Equilibrium Molecular Dynamics 
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In the flowchart of Figure D-1, the thermal conductivity vector is denoted by the symbol k, the 

volume of the cell, V, the temperature of the atoms in the cell, T, and the heat current vector 

denoted by the symbol J. The heat current vector is then described by a time dependant 

summation/integration of the total energy, E, multiplied by the displacement, r, of each atom in 

the cell. The positions and the total (potential and kinetic) energy of each atom are obtained from 

the raw data produced by the EMD analysis of the structure. 

A model size sufficient in all directions must be used, in particular in the direction perpendicular 

to the planar surface of the graphite crystal, in order for convergence of the heat current 

autocorrelation function, 〈�̅�(0) ∙ �̅�(𝑢)〉.  

Using equation B-2 of annexure C, the thermal conductivity calculated in the EMD simulation may 

be converted into a heat capacitance value. This calculated value can then be compared to the 

heat capacitance results produced by the DSC analysis of section 4.5, offering a direct correlation 

between molecular modelling and physical experimentation. 
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