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Nonlinear Optics in a Thermal Rb
Vapour at High Magnetic Fields

Daniel J. Whiting

Abstract

We present investigations of nonlinear optical phenomena using a 87Rb thermal
vapour in a high magnetic field. The magnetic field (of strength 0.6 T) separ-
ates the optical transitions by more than their Doppler-broadened linewidths.
This technique provides a high level of control over thermal-vapour systems,
which can be used as a simpler alternative to conventional state-preparation
methods such as optical pumping. Using this approach, we study electro-
magnetically induced transparency in a non-degenerate 3-level ladder system.
Finding excellent agreement with the numerically modelled transmission
spectra, we are able to directly infer the dipole moment of the 5P3/2 →5D5/2

transition |〈5P3/2||er||5D5/2〉| = (2.27 ± 0.002stat ± 0.04syst) ea0. Changing
the coupling field to a standing-wave geometry, we observe resonant enhanced
absorption: an effect that previously had only been observed in systems
involving 4 or more atomic states. We also consider four-wave mixing (FWM)
in a diamond level-scheme. Compared to the zero magnetic field case, we find
good agreement with the FWM spectra using a simple model, even in the
regime of strong laser dressing. Finally, we investigate heralded single-photon
generation by spontaneous FWM. With strong laser dressing we observe the
appearance of collective quantum beats, a single-photon interference effect due
to the relative motion of atoms in a collective spin excitation. A violation of
the Cauchy-Schwarz inequality by 6.7 standard deviations is reported.
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Chapter 1

Introduction

1.1 Nonlinear optics

Photons, the fundamental quanta of light, do not interact with each other
in everyday life. An important consequence of this is the ability to transmit
information via light over very large distances with little degradation in signal
quality. However, photons can interact with each other strongly in nonlinear
materials, where the polarisation (i.e. the dipole moment per unit volume)
of the material responds non-linearly to the electric field of the light. Most
materials exhibit these optical nonlinearities when the incident light has a
sufficiently high intensity.

The polarisation ~P (t) of the material system interacting with the electric field
~E(t) of the light can be written as [1]

~P (t) = ε0[χ(1) ~E(t) + χ(2) ~E2(t) + χ(3) ~E3(t) + ... ], (1.1)

where χ(1) is the linear susceptibility and χ(2) and χ(3) are the second- and
third-order nonlinear susceptibilities respectively1. For low light intensities,
only the first term of equation 1.1 is significant and the polarisation of the
1Note that χ(n) are tensors for n ≥ 2.
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Chapter 1. Introduction

medium scales linearly with the electric field strength. As the field strength is
increased, nonlinear processes that give rise to the nonlinear susceptibilities
[encapsulated in the higher-order terms of equation 1.1], begin to appear.
Since the development of lasers in 1960 [2], much higher optical intensities
have been accessible and a vast array of nonlinear effects have been explored,
with wide-ranging applications from optical frequency conversion [3] to light
storage [4] and quantum information processing [5]. In particular, the study
of nonlinear phenomena in optically driven multi-level atomic systems is a
flourishing field of research [6]. For example, electromagnetically induced
transparency (EIT) [7, 6], coherent population trapping (CPT) [8] and four-
wave mixing (FWM) have been instrumental in the development of atomic
clocks [9, 10], magnetometers [11], sub- and super-luminal propagation of
light [12, 13].

More recently, advances in nonlinear optics have lead to the relatively new
field of quantum nonlinear optics, where nonlinear interactions persist on the
level of single photons. One of the prominent ideas to come out of this field
is the so-called “quantum internet” [14]. The main idea is that photons act
as flying quantum bits (qubits) that transfer quantum-information between
the nodes of a network. At the nodes, the photonic qubits can be coherently
mapped onto long-lived excitations of stationary media, using nonlinear
interactions [15]. The stationary media can exhibit strong interactions that
enable rapid quantum logic operations to be performed [16]. For example,
single-photon controlled phase gates [17, 18] and CNOT gates [19].

The success of these schemes relies on the development of several key compon-
ents that include: sources of single photons at frequencies that can be trans-
mitted over long distances in free-space or optical fibres, and well-controlled
strongly interacting systems to act as the nodes of the network. Atomic sys-
tems are promising candidates on both fronts [20], with the demonstration of
high-brightness single-photon sources [21, 22, 23] that are naturally frequency
and bandwidth matched to atomic quantum memories [24, 25, 26, 15, 27],
and with well-defined optical transitions and long coherence times, providing
strong and controllable interactions with photons [4, 28].

2
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1.2 Thermal atomic vapours

The group 1 elements of the periodic table, called the alkali metals, exist in
metallic form at room temperature and can be easily stored in glass vacuum
cells. The atomic vapour pressure inside the cells is significant at room
temperature and scales exponentially with temperature, meaning that very
high optical densities can be achieved with relative ease [29]. This is in direct
contrast to cold-atom systems, where bulky vacuum chambers and complex
laser systems are required to cool and trap atoms. The ability to produce
small-scale thermal vapour cells with high optical densities has led to the
development of many practical devices including chip-scale atomic clocks [30],
brain sensors [31], terahertz detectors [32] and microwave electrometers [33].
Furthermore, scalability is a key requirement of any realisable quantum
computer, making thermal vapours a strong candidate for such systems. For
example a recent work [34] showed the potential for generating a large number
of intensity-squeezed fields by cascading multiple vapour cells.

Of course, thermal atomic vapours are not without issue. The atomic motion
at room temperature introduces Doppler-broadening of the absorption lines,
which typically exceeds the atomic hyperfine splittings. This makes it difficult
to interact with individual atomic states in a controlled manner and can
complicate modelling and optimisation of the system. The most commonly
used method to improve control over thermal vapour systems is optical
pumping, where a strong circularly-polarised laser field is applied to the
vapour to drive all of the atoms into a single “dark”-state which is not coupled
to the light [35]. While this method can reduce the number of participating
atomic energy levels, it is practically challenging to realise in thermal vapours,
and typically requires further complexities such as the use of buffer gases
and/or anti-relaxation coatings [36, 37] to reduce the effect of state-changing
collisions. In addition to this, many applications rely on the use of excited
states, where buffer gases lead to significant unwanted broadening.

3
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1.3 The hyperfine Paschen-Back regime

The study of atom-light interactions in magnetic fields began with Michael
Faraday in 1845 [38], who observed that the plane of polarisation of light
propagating through leaded glass was modified by the application of a mag-
netic field. This Faraday effect is the basis for optical isolators and optical
circulators [39] that are used extensively in the telecommunications industry.
Recent progress on the quantitative modelling of linear atom-light interactions
in magnetic fields [40, 29] has led to significant developments in both funda-
mental physics, such as the observation of the cooperative lamb shift [13],
and novel technologies including: compact optical isolators [41], narrowband
atomic filters [42] and self-stabilised diode lasers [43].

Atomic energy levels and transition strengths are extremely sensitive to an
externally applied magnetic field, as first observed by Zeeman in 1896 [44]. In
magnetic field strengths of the order of 1 T ground state alkali-metal atoms
enter the hyperfine Paschen-Back (HPB) regime, where the Zeeman shifts
exceed the atomic hyperfine splittings. In this regime each of the transitions
can become individually resolved and separately addressable [40, 45], despite
the presence of Doppler broadening in thermal vapours. In addition to the
high level of control that this brings, the reduced number of states that
are simultaneously coupled to the light can greatly simplify spectroscopic
measurements in thermal vapours [46, 45, 47, 48].

1.4 Motivation

It is the aim of this investigation to study nonlinear optical effects in a thermal
atomic vapour exposed to high magnetic fields. We shall study the effects
of EIT, electromagnetically induced absorption (EIA) and FWM. Finally,
we will consider spontaneous FWM with a view to single-photon generation.
Previous studies of these effects in magnetic fields have focussed primarily on
lambda systems, where two long-lived ground states are optically coupled to
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a single excited state. Here, we extend these studies to ladder systems, where
an relatively short-lived excited state is coupled to a long-lived ground state
and an additional excited state. In lambda systems, the wavelengths of the
two optical transitions are very close, making separation of the beams difficult,
especially in experiments working with single-photon generation. In contrast,
the optical wavelengths in ladder systems are sufficiently distinct to employ
dichroic beam splitters or narrowband interference filters to easily separate out
the light of interest. In lambda systems the optimum signal is usually obtained
with co-propagating optical fields, as the atom-light interaction is essentially
Doppler insensitive, whereas for ladder systems the most Doppler insensitive
signal is obtained with counter-propagating fields. Ladder excitation schemes
are currently of significant interest as a means of exciting Rydberg atoms
that exhibit long-range interactions [49]. In the case of each of the nonlinear
phenomena that we investigate, we will endeavour to quantitatively compare
the results of experiments with theoretical models. By doing so we hope to
further the understanding of the underlying physics in these complex systems
and to discover if the simplifications afforded by the HPB regime extend to
nonlinear optical effects.

1.5 Thesis summary

Chapter 2 – A minimal introduction to atom-light interactions in thermal
vapours is given. We discuss the atomic structure of rubidium atoms, which
are the atom of choice for the experiments in this thesis. We then focus on
the effects of an externally applied magnetic field on the atomic structure
and absorption spectra.

Chapter 3 – A theoretical model for EIT in a three-level ladder scheme
is developed and an experimental investigation of EIT in the HPB regime is
presented. We find excellent agreement with the simple model, enabling us
to go on to make a direct measurement of the of the rubidium 5P3/2 →5D5/2

transition dipole matrix element in rubidium.
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Chapter 4 – We investigate EIA in a three-level ladder scheme. By the
addition of a co-propagating coupling laser beam to the EIT set-up, many
multi-photon resonances appear. With a resonant coupling field we observe
enhanced-absorption. The resultant line-shapes provide an explanation of
small structures observed in the EIT spectra of the previous chapter.

Chapter 5 – Seeded FWM in a four-level diamond scheme is studied. We
develop a simple four-level theoretical model that finds excellent agreement
with the experimentally obtained FWM spectra, even when there is strong
laser dressing. We investigate the dependence of the FWM signal on laser
detunings, powers and the atomic density of the vapour.

Chapter 6 – We investigate spontaneous FWM as a heralded source of
single photons. Experimentally, we observe the appearance of beats in the
arrival times of the single-photons which cannot be explained within the
framework of conventional quantum beats. We develop a theoretical model
that finds excellent agreement with the data and explains the origin of the
beats.

Chapter 7 – The important results are summarised and future directions
for this research are discussed.

1.6 Publications

The following papers have come out of the work described in this thesis:

D. J. Whiting, J. Keaveney, C. S. Adams, and I. G. Hughes, Direct measure-
ment of excited-state dipole matrix elements using electromagnetically induced
transparency in the hyperfine Paschen-Back regime, Physical Review A 93,
043854 (2016), 10.1103/PhysRevA.93.043854.
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Chapter 2

Atom-light interactions in
magnetic fields

The majority of results presented in this thesis are based upon the interaction
of rubidium atoms with coherent optical laser light. In chapters 3 through 5
it will be sufficient to model this interaction by treating the light as a classical
electromagnetic field and the atom as a quantised harmonic oscillator. In
section 2.1 we present a basic overview of this semi-classical model (a more
detailed description can be found in e.g. [50]). In section 2.2 we briefly discuss
the atomic structure of rubidium atoms and finally, in section 2.3 we discuss
modifications to the structure when the atom is placed in an external magnetic
field.

In chapter 6 it will become necessary to consider the quantum nature of the
light. The appropriate theoretical treatment is presented there.

2.1 The two-level atom

In this section we present a semi-classical description of the interaction between
an atom and a coherent light field, beginning with the simplest possible case:
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ω

|g〉

|e〉
Γ

∆

Figure 2.1: The hypothetical two-level atom with an incident optical field of
frequency ω detuned by ∆ from an electric dipole transition between state
|g〉 and state |e〉 which has a spontaneous decay rate Γ.

the hypothetical two-level atom (figure 2.1) with ground-state |g〉 of energy
Eg and excited-state |e〉 of energy Ee, where Ee − Eg = ~ω0.

We describe the state of the atoms using a density matrix formalism [51].
The density matrix of the unperturbed atom is

ρ̂ =
ρgg ρge

ρeg ρee

 ,
where the diagonal elements ρgg and ρee correspond to the populations in
the ground and excited states respectively and the off-diagonal elements
correspond to coherent superpositions of the ground and excited states.

Consider an incident plane-wave optical field of frequency ω propagating
in the z-direction with electric field ~E = ~εE0 cos(kz − ωt)1, where ~ε is the
polarisation vector and k = 2π/ω is the wavenumber. The field couples states
|g〉 and |e〉 via an electric dipole transition which has the dipole operator

d̂ =
 0 ~dge
~deg 0

 ,
1Since the spatial extent of the atomic wavefunctions are much smaller than the wavelength
of the light we can neglect the z dependence of the electric field and write that ~E =
~εE0 cos(ωt) = ~εE0(eiωt + e−iωt)/2 in the region of an atom. This is known as the dipole
approximation.
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where ~dij = 〈i|e~r|j〉 are the dipole matrix elements with e the electron charge
and ~r the displacement vector. We also have that ~dij = ~d∗ji since d̂ is a
Hermitian operator. The atom-field interaction is then described by the
Hamiltonian Ĥint = −d̂ · ~E.

The time evolution of the density matrix is governed by the von Neumann
equation [51]

dρ̂
dt = − i

~
[Ĥ, ρ̂], (2.1)

where the total Hamiltonian Ĥ = Ĥ0 + Ĥint is the sum of the interaction
Hamiltonian and the unperturbed atomic Hamiltonian

Ĥ0 =
Eg 0

0 Ee

 .

2.1.1 Rotating frame transformation

The coherent evolution can be completely modelled using the above form-
alism. However, in order to elucidate some of the effects that will be later
discussed, it is useful to make a unitary transformation into a rotating frame,
oscillating with the driving field frequency, and to shift the energy scale by
the energy of the atomic ground-state. This is accomplished with the unitary
operator [52]

Û =
exp(−iEg/~t) 0

0 exp(−iωt) exp(−iEg/~t)

 ,
which gives the transformed density matrix

ρ̃ = Û †ρ̂Û =
 ρgg ρge exp(−iωt)
ρeg exp(iωt) ρee

 ,
11
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and the transformed Hamiltonian

H̃ = Û †ĤÛ − i~Û †dÛdt

= 1
2

 0 −~dge · ~εE0[1 + exp(−2iωt)]
−~deg · ~εE0[1 + exp(+2iωt)] 2[Ee − Eg − ~ω]

 .
Note that since this is a unitary transformation (U †U = 1), equation 2.1 is
unchanged in the rotating frame. The rapidly oscillating terms in the off-
diagonal elements can be neglected since their time dependence averages out
over the much slower evolution of the atomic populations. This is called the
rotating wave approximation (RWA). Using the definitions for Rabi frequency
Ω = −~dge ·~εE0/~ and detuning ∆ = ω−ω0 we have the, now time-independent,
Hamiltonian

H̃RWA = ~
2

 0 Ω
Ω∗ −2∆

 .

2.1.2 Dissipation

The von Neumann equation (equation 2.1) describes the fully coherent evolu-
tion of the density matrix, in response to a Hamiltonian. In our case H̃RWA

describes only the interaction between the atom and the incident single-mode
light field but, in practice, the atom can also interact with other electro-
magnetic field modes in its environment, albeit usually empty ones. This
interaction leads to the spontaneous emission of photons, and is the subject of
study in chapter 6. Here it is sufficient to say that this interaction introduces
decoherence, since we lose information about the system by choosing not to
model the entire environment.

The time evolution of the density matrix including these processes is described
by the Lindblad master equation [53]

dρ̂
dt = − i

~
[Ĥ, ρ̂] + L̂, (2.2)
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where L̂ contains terms relating to dissipation. Explicitly, L̂ can be constructed
as L̂ = ∑

n[2Ĉnρ̂Ĉ†n−(ρ̂Ĉ†nĈn+Ĉ†nĈnρ̂)]/2, where Ĉn = √γnÂn are the collapse
operators, and Ân are the operators through which the environment couples
to the system with rates γn.

In the case of the two-level atom (figure 2.1) the collapse operator for spon-
taneous decay from the excited state, with lifetime τ = 1/Γ, to the ground
state is Ĉ =

√
Γ|g〉〈e|.

2.1.3 Relating microscopic and macroscopic properties

It is common to relate the microscopic and macroscopic properties of the
atomic vapour via the polarisation density [54]. For an isotropic medium the
polarisation density is given by the number density of dipoles N multiplied
by the expectation value of the dipole operator

~P = N〈d̂〉 = Tr[ρ̂d̂ ]N = N(~dgeρ̃ege−iωt + c.c.). (2.3)

We can also write the polarization of the macroscopic medium as

~P = ε0χ(ω) ~E = 1
2ε0

~E(χe−iωt + c.c.), (2.4)

where χ is the electric susceptibility of the medium. The susceptibility is
frequency dependent and complex; the real part describes the dispersive
properties of the medium while the imaginary part describes its absorptive
properties. Equating equations 2.3 and 2.4 the susceptibility can be written
in terms of microscopic quantities as

χ(ω) = −2|~dge|2
~ε0

ρ̃eg
Ω∗N.

The refractive index of the medium is related to the susceptibility by n =
√

1 + χ.
In a medium of refractive index n the propagation of the electric field is
modified. In terms of the real and imaginary parts of the refractive index
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Figure 2.2: Transmission profiles of a weak laser beam through ensembles of
2-level atoms. (a) A typical Lorentzian line shape for cold atomic ensembles.
The width is determined by the spontaneous decay rate from the excited
state, Γ. (b) In a room temperature (20 ◦C) atomic ensemble, motion results
in the Doppler-broadening of the Lorenzian (blue) into the Voigt line shape
(orange). For room temperature alkali-metal atoms the Doppler-broadened
width is much larger than Γ.

(n = nR + inI) we can write the electric field as Ê(z) = ε̂E0e
i(nRkz−ωt)e−knIz

where a positive nI leads to an exponentially decaying amplitude describing
extinction of the field.

Calculating the steady-state value of ρeg using equation 2.2 and taking the
limit of ρ̃eg/Ω∗ as Ω→ 0, i.e. in the limit of a weak incident electric field, we
find that

lim
Ω→0

ρ̃eg
Ω∗ = 1

2∆ + iΓ . (2.5)

In this limit, known as the weak-probe regime [55], the susceptibility and
refractive index are independent of the incident electric field strength. Thus
the transmitted intensity through a slab of material of thickness l can be
written as T = exp(−αl) where the so-called absorption coefficient α depends
linearly on the imaginary part of the refractive index α = 2knI. Figure 2.2(a)
shows an example theoretical transmission spectrum as a weak field (called
the probe) is tuned through resonance. The absorption line displays the
characteristic Lorentzian line-shape of equation 2.5 with a full width at half
maximum of Γ.
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2.1.4 Doppler broadening

So far we have only considered the interaction of light with stationary atoms.
For the experiments described in this thesis, the atoms are in the vapour
phase and are assumed to be in thermal equilibrium with the Pyrex vapour
cell windows2. In this case the distribution of atom velocities is the Maxwell-
Boltzmann velocity distribution. The partial distribution for vz, the velocity
component in the z direction, is p(vz) = exp(−v2

z/u
2)/(u

√
π) where u =√

2kBT/m is the characteristic width of the distribution, kB is the Boltzmann
constant, T is the vapour temperature and m is the atomic mass. For 87Rb
atoms at a temperature of 20 ◦C we have u = 236 ms−1. For an applied
laser field directed along z, moving atoms experience a Doppler shifted light
frequency ω′ = ω − kvz. Thus, a laser detuned by ∆ in the laboratory frame
interacts resonantly with atoms moving at vz = ∆/k.

The total susceptibility of the medium is given by the sum over all velocities
weighted by p(vz). In a two-level system interacting with a single optical
field this leads to a broadening of the spectral lines with a characteristic
Doppler width of ωD = ku. Typically in hot atomic vapours this width is
much larger than the natural linewidth of the transition Γ. For example the
87Rb D2 transition with k = 2π/780 nm and a temperature of 20 ◦C has
ωD/2π = 303 MHz compared with the natural linewidth of Γ/2π = 6 MHz [56].
In figure 2.2(b) we show the theoretical probe transmission spectra with and
without Doppler broadening for u = 100Γ. In this case the line shape takes the
form of a Voigt function [54], which resembles a Gaussian at small detunings
(∆ << ωD) and a Lorentzian at large detunings (∆ >> ωD).

With increasing numbers of levels and fields, the Doppler effect plays a more
complex role, leading to effects such as velocity selective optical pumping [57]
and multi-photon resonances (chapter 4).

2This assumption may break down if anti-relaxation coatings are used.
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2.2 Rubidium atomic structure

In this section we briefly discuss the electronic structure of rubidium atoms
that is relevant to understanding the experiments contained within this thesis.
Rubidium is an alkali-metal atom with a single valence electron; its electronic
structure is similar to that of hydrogen atoms. Naturally occurring rubidium
has two isotopes; 85Rb (72.2%) with nuclear spin I = 5/2 and 87Rb (27.8%)
with nuclear spin I = 3/2. A detailed analysis of the structure of alkali-metal
atoms can be found in most atomic physics text books (e.g. [58]) but for the
sake of completeness we list a few of the key results here.

A schematic diagram of the electronic energy level structure of 87Rb atoms
is shown in figure 2.3. The gross structure is determined by the principal
quantum number and the orbital angular momentum of the electron. The
electron orbital angular momentum ~L couples to the electron spin ~S (LS-
coupling) which results in fine structure splitting. The new energy eigenstates,
with spin-orbit angular momenta ~J = ~L+~S, are well identified by the quantum
number J = | ~J |, along with the projection of ~J onto the quantization axis,
mJ . The electron spin-orbit angular momentum ~J further couples to the
nuclear spin of the atom ~I, resulting in hyperfine structure splitting. The new
energy eigenstates, with total angular momenta ~F = ~J + ~I, are well identified
by the quantum number F = |~F |, along with the projection of ~F onto the
quantization axis, mF .

In the absence of external electric or magnetic fields the atomic structure
is well described by the above formulation. The weak probe transmission
spectrum of the 87Rb D2 line (5S1/2 → 5P3/2) in a 7.5 cm vapour cell at
room temperature (20 C), calculated using the ElecSus program [29], is shown
in figure 2.4(a). The two absorption lines correspond to transitions from
each of the two ground-states (F = 1, 2) which are separated in frequency by
6.83 GHz. The excited state hyperfine structure is smaller than the Doppler
width and is therefore unresolved. We now go on the discuss the effect of an
external magnetic field being applied to the atoms.

16



Chapter 2. Atom-light interactions in magnetic fields

fine structuregross structure hyperfine structure

5P

5S
5S1/2

5P1/2

5P3/2 F=3

5D
5D3/2

5D5/2

F=3
F=2
F=1
F=0

F=4
F=3
F=2
F=1

6.83 GHz

817 MHz

496 MHz

795 nm
377 THz 780 nm

384 THz

F=2
F=1
F=0

F=2

F=2

F=1

F=1

89 GHz

386 THz

393 THz
776 nm

762 nm

86 MHz

68 MHz

D2

D1

Figure 2.3: Schematic diagram of the 87Rb atomic structure relevant to the
experiments in this thesis.
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2.3 The hyperfine Paschen-Back regime

The atomic energy levels shift in response to an applied magnetic field ~B

(the Zeeman effect). This is due to a coupling of the field to the electron
orbital motion, to the electron spin and to the nuclear spin, which is formally
described by the Hamiltonian [58]

ĤB = −µB

~
(gL~L+ gS ~S + me

mp
gI~I) · ~B,

where µB is the Bohr magneton, me,p are the electron and proton rest masses
and gL,S,I are the angular momentum g-factors. At small field strengths, the
interaction is weaker than the hyperfine interaction3 and the energy level shift
is proportional to the magnetic field strength B, ∆E = gFmFµBB, where
gF is the Landè g-factor for F [59]; this is known as the hyperfine linear
Zeeman regime. As the field strength increases, the coupling to the external
field becomes similar in strength to the hyperfine interaction. In this regime
it is often said that there are “no good quantum numbers” which means
that the relevant eigenstates cannot be described by a single S, L, I, J or F
quantum number and its projection m. At even larger fields, the nuclear
spin and spin-orbit angular momenta decouple, since individually they couple
more strongly to the field than to each other. In this hyperfine Paschen-Back
(HPB) regime [58] the energy levels again shift linearly with the applied
field but now according to ∆E = gJmJµBB, where gJ is the Landè g-factor
for J . At still larger fields, where the Zeeman interaction exceeds the fine
structure splitting, one enters the Paschen-Back regime4. For the states and
field strengths considered in this thesis, the maximum Zeeman shift is around
one third of the fine structure splitting so this last regime need not be further
discussed.

Figure 2.4(d) shows the shift of the energy levels in the ground and excited

3For the 87Rb 5S1/2 state the Zeeman and hyperfine interaction strengths are approximately
equal in a field of strength 0.24 T.

4For the 87Rb 5P1/2 and 5P3/2 states this requires a field strength of more than 170 T.
For the 5D3/2 and 5D5/2 states the field strength would have to be more than 1.3 T.
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manifolds of the 87Rb D2 line as a function of applied B-field up to a maximum
field strength of 0.6 T. In zero magnetic field the mF states are degenerate,
the atom having no preferred orientation in space (quantisation axis). The
F = 1, 2 branches of the ground-state (5S1/2) can be clearly seen whereas the
hyperfine intervals in the excited state are smaller and cannot be seen on the
scale of the plot. In the low-field linear Zeeman regime, the degeneracy of the
mF states is lifted, with the magnetic field vector establishing a quantisation
axis. In the ground-state the HPB regime is reached at a field strength
of 0.24 T. Here, J = 1/2 and there are two branches of states defined by
their magnetic spin-orbit quantum numbers mJ = ±1/2, each of which
contain 2I + 1 = 4 states with mI = ±1/2,±3/2 that are separated by
the hyperfine interaction energy. The Landè g-factor gJ = 2 so that the
states with mJ = ±1/2 shift linearly by ±14.0 GHz/T respectively in the
applied field. For B=0.6 T, the interaction of the ground state with the field
is not large enough to completely decouple the spin-orbit and nuclear spin
angular momenta. On the right hand side of figure 3.5 we write the 5S1/2

eigenstates in the uncoupled basis, |mJ ,mI〉, which show clearly (in blue) the
small remaining fraction of hyperfine mixing. In the excited state (5P3/2) the
hyperfine interaction is significantly weaker and the HPB regime is reached
at a field strength of just 15 mT. Here, J = 3/2 and there are four branches
of states defined by mJ = −3/2,−1/2, 1/2, 3/2. The Landè g-factor gJ = 4/3
which gives a shift of ±28.0 GHz/T for the stretched (maximal values of |mJ |)
states mJ = ±3/2 respectively. For B=0.6 T we are very far into the HPB
regime and any residual hyperfine mixing is negligible. For this reason we
choose not to write out the full state decomposition.

Through the shifting of energy levels and the modification of the hyperfine
coupling, the Zeeman interaction changes the transition frequencies and line
strengths. The modified weak probe transmission spectrum is shown in
figure 2.4(a,b,c) for different magnetic field strengths (indicated on the right
hand side). Notice that the probe detuning axes have different scales to
accommodate the large line shifts in the high magnetic field regime. In (a)
the Doppler broadening masks the hyperfine structure in the excited state.
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Figure 2.4: Theoretical transmission spectra for the 87Rb D2 line in different
magnetic field regimes. (a) In zero external B-field there are two absorption
lines corresponding to the two hyperfine ground-states F = 1, 2. Three
transitions (F → F ′, F → F ′ − 1, F → F ′ + 1) are unresolved within each
of the Doppler-broadened lines. (b) In intermediate B-fields many of the
transitions are partially resolved but identifying individual lines is tricky. (c)
In the HPB regime all the transitions are well resolved and can be easily
identified. (d) On the left the splitting of the D2 line energy levels is shown
as a function of B-field. In the HPB regime arrows are used to indicate
the individual transitions in (c). On the right we display the 5S1/2 state
decomposition in the |mJ ,mI〉 basis. Residual hyperfine mixing results in the
small mixed fractions of the states (shown in blue) which correspond to the
transitions with blue arrows.

20



Chapter 2. Atom-light interactions in magnetic fields

In (b) the excited state is already in the HPB regime but the ground state
is not. Many of the transitions become partially resolved but identifying
individual lines and understanding the relative line-strengths is tricky. Finally,
in (c) which corresponds to the HPB regime for both ground and excited
states, the lines become fully resolved and the spectrum shows a symmetry
about zero detuning. Each of the observed absorption lines can be mapped
onto the individual transitions indicated by the vertical arrows in (d). Note
that transitions between states with different mI are not dipole coupled. In
this example the probe field propagates along the magnetic field vector5 and
therefore σ± (∆mJ = ±1) transitions are driven by the left and right circular
components of the probe polarisation. Here, the probe is linearly polarised,
i.e. containing equal quantities of left- and right-circular polarisation. Apart
from the weak transitions indicated by the blue coloured arrows, the negative
detuning part of the spectrum contains σ− transitions and the positive part
σ+ transitions. Since the probe is linearly polarised, both sets of absorption
lines have equal depth. The weak transitions in the centre of the spectrum are
the result of the residual hyperfine mixing in the ground state manifold. Their
line-strength therefore decreases with increasing B. For more information
the reader is referred to [60] where these transitions and the dependence of
their line strengths on magnetic field have been investigated in detail. Finally,
we note that in addition to being fully resolved, the transition between the
stretched states mJ = 1/2 → 3/2 and mJ = −1/2 → −3/2 are closed, i.e.
the only decay is to the original ground-state, making these the text-book
2-level systems.

2.4 Summary

In summary we have presented a semi-classical model for the electric suscept-
ibility of a thermal vapour of 2-level atoms interacting with coherent radiation
5By choosing a non-zero angle between the probe and magnetic-field vectors, one could
also drive π (∆mJ = 0) transitions since this requires that the electric field polarisation
has some component pointing along ~B.
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such as that produced by a laser. We have discussed the atomic structure
and spectra of the rubidium D2 line and shown how it is modified under the
application of magnetic fields. In particular we discussed the theoretical probe
transmission spectra in the HPB regime, showing how individual two-level
systems can be resolved and easily identified. In the following chapter we
increase the model’s complexity to allow for three atomic-levels coupled by two
optical fields. In this new system we investigate the nonlinear phenomenon
of EIT, whilst in the HPB regime.
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Chapter 3

Electromagnetically induced
transparency (EIT)

This chapter is based on the following publication:

D. J. Whiting, J. Keaveney, C. S. Adams, and I. G. Hughes, Direct measure-
ment of excited-state dipole matrix elements using electromagnetically induced
transparency in the hyperfine Paschen-Back regime, Physical Review A 93,
043854 (2016), 10.1103/PhysRevA.93.043854.

3.1 Introduction

Laser-induced coherence of atomic states can lead to interference between the
excitation pathways that control a medium’s optical response. This can be
used to eliminate the absorption at the resonant frequency of a transition, an
effect known as electromagnetically induced transparency (EIT) [61]. Since
the first observation of EIT in a strontium vapour [62], the effect has been
investigated in a wide variety of atoms and level-schemes. A review of the
subject is presented in [6].

Historically, the primary interest in EIT stemmed from the fact that it
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generates an enhanced nonlinear susceptibility in a spectral region associated
with induced transparency. This fulfils the requirements for efficient wave-
mixing [61] and is the basis for all-optical switching [63] protocols. In Rydberg
EIT [64], where coherence is induced between an atomic ground-state and a
highly excited (Rydberg) state, the strong atom-atom interactions can lead
to an optical nonlinearity that is strong on a single-photon level. These
atom-mediated photon-photon interactions can be used for nonclassical light
generation and quantum gate protocols [65, 66]. Associated with the increase
in transmission is a change in the medium’s dispersive properties, dramatically
reducing the group-velocity on resonance. A reduction in the group-velocity
results in a slowing of optical pulses that propagate through the medium. This
effect is known as slow-light, with propagation speeds as low as 8 m/s having
been observed in thermal atomic vapours [67]. If the coupling field is switched
off whilst the pulse is propagating through the medium, the pulse can even be
stored for lengths of time in excess of 1 ms, before being coherently retrieved
by switching the coupling field back on [68, 69].

For applications involving precision measurement or optimisation of devices,
it is imperative to obtain an accurate quantitative understanding of the
relevant physical phenomena. Accurate quantitative modelling of nonlinear
optical effects, such as EIT, remains difficult for atomic thermal vapours
due to the unresolved hyperfine structure [70]. This is in contrast to linear
optical phenomena (e.g. absorption, Faraday rotation) where there has
been significant recent progress in quantitative modelling, both in terms of
fundamental physics and applications [13, 40, 41, 42, 29]. A recent experiment
[45] demonstrated that applying a large magnetic field can greatly simplify
spectroscopic measurements by separating out individually-addressable two-
level systems. In this chapter we investigate whether this simplification can
be extended to three-level systems, to allow for accurate modelling of EIT
spectra.

Previous investigations of EIT in magnetic fields have led to the development
of sensitive magnetometers [71, 11]. The steep dispersion profiles obtainable
with EIT mean that small variations in frequency equate to large changes of
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refractive index. Thus, these devices can be highly sensitive to the Zeeman
shifts induced by a magnetic field. Usually these devices operate in the linear
Zeeman regime, where the Zeeman shift is much smaller than the hyperfine
structure splittings of the atom. In large magnetic fields (the HPB regime),
studies of EIT have been limited to Λ systems [72], where two long-lived
ground states are coupled via a short lived intermediate state. We extend this
work by investigating a ladder system, which is relevant for many schemes
involving highly excited states such as Rydberg EIT [64] and four-wave
mixing [73, 74, 75].

3.2 Theoretical model

One of the main aims of this chapter is to investigate whether, by applying
a strong magnetic field, one can individually address three-level systems
in a thermal atomic vapour, thereby enabling quantitative modelling of
EIT spectra. We therefore begin by presenting a theoretical semi-classical
description of a thermal vapour of three-level atoms interacting with two
continuous-wave driving fields.

3.2.1 The three-level atom

We consider the three-level ladder-system shown in figure 3.1. Following the
methods introduced in section 2.1 we arrive at the Hamiltonian for the system
(in the rotating wave approximation),

Ĥ = ~
2


0 Ωp 0

Ω∗p −2∆p Ωc

0 Ω∗c −2δ

 , (3.1)

where Ωp,Ωc are the pump and coupling Rabi frequencies and δ = ∆p + ∆c is
the two-photon detuning with ∆p,∆c being the pump and coupling detunings
respectively. In the weak probe limit (as Ωp → 0) the eigenstates of this
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Figure 3.1: The three-level ladder-system depicted in the atom-only eigen-
basis (bare states) and in the atom + light eigen-basis (dressed states). Here,
the dressed states are depicted in a reference frame rotating at the coupling
field frequency. In the dressed state picture, destructive interference between
excitation to |d1〉 and |d2〉 results in transparency for the probe field.

Hamiltonian are |0〉 and

|d1,2〉 = |2〉+
∆c ∓

√
∆2

c + Ω2
c

Ωc
|1〉

with corresponding eigenvalues (energies) E = 0 and

E = −~
2

(
2∆p + ∆c ±

√
∆2

c + Ω2
c

)
. (3.2)

These are often referred to as the dressed states since the atomic (bare) states
have been modified ("dressed") by the strong coupling field. The energy shift
of states |1〉 and |2〉 due to the coupling field is known as the AC Stark
shift [76].

The dressed-state picture provides an intuitive explanation for EIT. For
resonant probe and coupling fields ∆p = ∆c = 0 the dressed states |d1,2〉 =

1√
2(|2〉 ∓ |1〉) are split in energy by ~Ωc [figure 3.1(b)]. This splitting of the
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dressed states is referred to as Autler-Townes splitting [76]. The probability
amplitudes for excitation to the dressed states via the dipole transition
|0〉 → |1〉 are equal but exactly out of phase and therefore cancel, resulting in
transparency for the probe field.

Although it is possible to find an analytic solution for the steady state of
the density matrix for arbitrary Ωp, using symbolic mathematics software
packages, the equations are too unwieldy to display here. In the weak probe
limit, the resulting probe transition coherence simplifies to [77]

ρ10

Ωp
=

1

2∆p + iΓp −
Ω2

c

2δ + iΓc

, (3.3)

where Γc is the decay rate of state |2〉. For Ωc = 0 we return to the solution
for a 2-level system (equation 2.5). In the case of resonant probe and coupling
fields (∆p = ∆c = 0) the absorption coefficient on the probe transition

α = 2kpnI ≈
2kp|~d01|2N

~ε0
1

1 +
Ω2

c

ΓcΓp

,

where the approximation is that nI = Im[
√

1 + χ] ≈ χI/2, which is true
for χ � 1. Keaveney et al. [78] have shown that for a high density Rb
vapour χmax = 0.3 and so this approximation is valid within the context of
this discussion. From this it is clear that there is a significant transparency
induced for the probe field when Ω2

c/ΓcΓp > 1. Theoretical probe transmission
lineshapes based on equation 3.3, with Γc = 0.1Γp, are shown for a range of
coupling-field Rabi frequencies in figure 3.2.

3.2.2 Doppler broadened EIT

Up to this point we have neglected the atomic velocity distribution in the
modelling of the lineshapes. We now include this in the same way as in
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Figure 3.2: Theoretical weak-probe transmission spectra of a cold atomic
gas. As a strong coupling field is applied, the initially Lorentzian absorption
line (solid line) develops a resonant transparency (dashed line). With a
much stronger coupling field the absorption line is completely split into an
Autler-Townes doublet (dotted line) with a splitting equal to the coupling
Rabi frequency and almost complete transparency at zero probe detuning.
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section 2.1, i.e. by integrating the susceptibility over all velocity classes
weighted by the Maxwell-Boltzmann distribution. In this case the atomic
motion results in Doppler shifted detunings for both probe and coupling
fields: ∆′p = ∆p − ~kp · ~v and ∆′c = ∆c − ~kc · ~v where ~kp, ~kc are the probe and
coupling field wave-vectors and ~v is the atom velocity. In general the angle
between the two beams can be arbitrary but here we limit our discussion to
the two special cases that are most relevant to the experiments presented in
this thesis: exactly co- and counter-propagating beams.

For a counter-propagating coupling field, the Doppler shifted two-photon
detuning δ(vz) = δ− (kp− kc)vz, where kp and kc are the probe and coupling
field wavenumbers respectively. In the rubidium ladder scheme with transitions
5S1/2 →5P3/2 →5D5/2 we have kp = 2π/780 nm and kc = 2π/776 nm. Since
kp ≈ kc we have that δ(vz) is almost independent of the atomic motion.
We therefore refer to this as the Doppler-free configuration. In the case of
a co-propagating coupling field, the Doppler shifted two-photon detuning
δ(vz) = δ − (kp + kc)vz depends strongly on the velocity. We refer to this
as the Doppler-selective configuration. Figure 3.3(a) shows the imaginary
component of the refractive index on the probe transition (proportional to the
absorption coefficient) for the different velocity classes of the medium, along
with the resulting absorption lineshape in each of the above configurations.

In the limit of a weak coupling field, there is no dressing of the atomic states.
In this case the one-photon absorption resonance will occur for atoms moving
with kpvz = ∆p. The two-photon absorption resonances, between probe and
co- or counter-propagating coupling fields, will occur for atoms moving with
kpvz = δkp/(kp ± kc) respectively. These conditions are plotted as dashed
lines in the velocity maps of figure 3.3. To determine the conditions for probe
absorption resonances in the presence of dressing we need to consider the
dressed-state energies (equation 3.2). A probe absorption resonance occurs
when the probe field is resonant with the |0〉 → |d1,2〉 transition. In the rotat-
ing reference frame, this occurs when the energies of the dressed states |d1,2〉
are equal to the ground-state energy, i.e. 0 = −~/2(2∆p + ∆c ±

√
∆2

c + Ω2
c)
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Figure 3.3: Theoretical EIT in a thermal atomic vapour with a resonant
coupling field in Doppler-free (a) and Doppler-selective (b) geometries. The
imaginary component of the medium refractive index is shown for differ-
ent velocity classes (top). The probe resonance condition (kpvz = ∆p) is
shown by the dashed blue lines and the two-photon resonance condition
[(kp ± kc)vz = ∆p] is shown by the dashed orange lines. The transmission
profile of a weak probe field (bottom) depends on the sum of all velocity
classes. The imaginary component of the refractive index exhibits avoided
crossings, with the special case of symmetric Autler-Townes splitting for
vz = 0. The avoided crossing leads to the formation of a transparency window
in (a).
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which is true for
∆2

p + ∆c∆p = Ω2
c

4 .

Thus for atoms with vz = 0 the probe absorption resonances occur for
∆p = −1

2(∆c ±
√

∆2
c + Ω2

c). For a resonant coupling field (∆c = 0) the reson-
ances occur for ∆p = ±Ωc/2, i.e. the Autler-Townes splitting is observed in the
probe transmission spectrum. Including the Doppler shift ∆p,c → ∆p,c−kp,cvz

we can write that

kp(kp + kc)v2
z − (2kp∆p + kc∆p + kp∆c)vz + ∆p(∆p + ∆c) = Ω2

c
4 (3.4)

which can be solved to find the resonant velocity classes

kpvz =
(2kp + kc)∆p + kp∆c ±

√
(kc∆p − kp∆c)2 + kp(kp + kc)Ω2

c

2(kp + kc)
. (3.5)

In figure 3.3(a) we see that the Doppler-free geometry results in a narrow
transparency window and a line shape resembling the result for stationary
(cold) atoms (figure 3.2). However, from the velocity-map we observe that fast-
moving atoms lead to absorption at small detunings, which can be understood
as follows: The moving atoms are Doppler shifted out of resonance with the
coupling field, reducing the AC Stark shift, and giving rise to an asymmetry
in the dressed states. This increases the absorption at the edges of the
transparency window, leading to an effective narrowing of the transparency
window. This narrowing means that to observe a similar level of transparency,
the coupling Rabi frequency must be significantly larger in a thermal vapour
than in a cold atomic gas.

In figure 3.3(b) we see that the Doppler-sensitive geometry results in only a
small and broad reduction in probe absorption. Although the probe transmis-
sion spectrum is only marginally modified by the addition of the coupling field,
the distribution of the excited atoms amongst the velocity classes is changed
dramatically. With only a resonant probe field, atoms with vz = 0 are excited.
With the addition of the coupling field, a resonant probe field simultaneously
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Figure 3.4: Schematic of the experimental apparatus. PBS - Polarizing beam
splitter; λ/4 - quarter waveplate; L - lens with 200 mm focal length; Vapour
Cell - 2 mm 87Rb vapour cell; PD - high-gain photodetector.

excites two groups of atoms with velocities kpvz = ±Ωc
2

√
kp/(kp + kc) (equa-

tion 3.5). This distribution of the excitation amongst the velocity classes is
crucial to the phenomenon of collective quantum beats, which is discussed in
chapter 6.

3.3 Experiment

In this section we experimentally investigate EIT in the HPB regime. We will
consider the transmission of a weak probe laser through a thermal rubidium
vapour which is coupled to a strong continuous laser field on an optical
transition between two excited states.

3.3.1 Experimental details

A schematic diagram of the experimental apparatus is shown in figure 3.4.
We use a 2 mm long vapour cell, containing isotopically enriched 87Rb with
98.25% 87Rb and 1.75% 85Rb, which is heated to 70 ◦C to provide a suitable
resonant optical density for the probe. Due to nature of the manufacturing
process, a small quantity of background gases are trapped within the vapour
cell. Collisions between rubidium and these background gases give rise to a
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measured Lorentzian line broadening of ∼7 MHz on the D2 transition [79].
We measure the transmission of a weak [55] (20 nW) probe laser at 780 nm as
its frequency is scanned ∼25 GHz around the rubidium D2 (5S1/2 → 5P3/2)
transition. A second laser at 776 nm provides a strong (27 mW) coupling
field resonant with the 5P3/2 → 5D5/2 transition which counter-propagates
with the probe. The vapour cell is placed between two cylindrical NdFeB
permanent magnets (the figure shows a cross-sectional view of the top-hat-
profile of the magnets) with an axial magnetic field of strength 0.6 T which
Zeeman-splits the 5S1/2, 5P3/2 and 5D5/2 manifolds into the HPB regime
(see section 2.3). The magnets are designed to provide a magnetic field
that is uniform to the 1 mT level over the extent of the vapour cell in the
beam propagation direction (see appendix A for additional details of the
field profile). Figure 3.5(b) shows the evolution of the state energies with
increasing magnetic field strength.

In the HPB regime the relevant states are well identified by their spin-
orbit angular momentum projection values mJ

1 and their nuclear angular
momentum projection values mI which we write in the basis |mJ ,mI〉. The
coupling field has a power of 27 mW and is tuned on-resonance with the
5P3/2|12 ,−1

2〉 → 5D5/2|32 ,−1
2〉 transition. The pump and coupling polarizations

are set using λ/4 waveplates such that they drive σ+ (∆mJ = +1) transitions.
The beams are focused through the vapour cell to 1/e2 radii of 54± 1 µm for
the probe and 116 ± 1 µm for the coupling. The beam sizes are chosen as
a compromise between maximizing the coupling intensity, minimizing beam
diffraction across the cell and ensuring that the probed atoms observe a
uniform coupling-beam electric field profile. The temperature and magnetic
field strength are verified by quantitatively fitting the probe transmission
spectra with the coupling beam blocked [29].

1Projection onto the quantization axis defined by the magnetic field vector.
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Figure 3.5: Panel (a) shows an experimentally measured weak probe transmission spectrum for a 87Rb vapour
cell placed in a magnetic field of B = 0.6 T (red) with a strong counter-propagating coupling field. The dotted
purple line is the probe-only spectrum for a vapour cell with natural isotopic abundance, for a frequency reference.
Panel (b) is a diagram of the transitions associated with each of the spectral features in panel (a). On the left of
the panel is an energy level diagram for the relevant states, showing the evolution into the HPB regime at large
magnetic fields. The eigenstates of the system in the |mJ ,mI〉 basis are shown to the right of the diagram for a field
strength of B = 0.6 T. Even at this large field there still exists a significant admixture of states with opposite spin
(blue text) in the 5S1/2 ground-state manifold; these result in the weak transitions indicated by the blue arrows.
The large splittings between ground states as well as the electric dipole selection rule ∆mI = 0 ensure that only
three atomic states are involved in each of the two-photon resonances. An expanded view of the three-level EIT
resonance 5S1/2| − 1

2 ,−1
2〉 → 5P3/2|12 ,−1

2〉 → 5D5/2|32 ,−1
2〉 is shown in panel (c) for coupling-beam powers of 0, 3, 9

and 27 mW. Vertical offsets have been added for clarity. Zero detuning is given as the weighted D2 line center of
naturally abundant rubidium in zero-magnetic field [80].
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3.3.2 Results

The experimentally measured probe transmission spectrum after addition of
the coupling field is shown in figure 3.5(a). We observe several narrow spec-
troscopic features associated with the addition of the coupling field, which can
be mapped onto individual ∆mJ transitions as we show in figure 3.5(b).

The lines labelled 1-4 correspond to the four nuclear spin states (mI =
−3/2,−1/2, 1/2, 3/2) of the mJ = −1/2→ 1/2→ 3/2 two-photon resonance.
For a single coupling field frequency these lines simultaneously display Doppler-
free EIT, with the observed transparency windows each detuned differently
from their respective probe-only absorption lines. The relative detunings
of the transparencies are given by the relative energies of the mI states
in the 5P3/2 mJ = 1/2 and 5D5/2 mJ = 3/2 excited manifolds. Since the
hyperfine structure intervals (mI splittings) in these manifolds are significantly
smaller than the Doppler width, the two-photon resonances are simultaneously
observed within the four Doppler-broadened absorption lines. Part (c) of
figure 3.5 shows an expanded view of line 3 for coupling-beam powers of 0,
3, 9 and 27 mW. At 27 mW we observe a high contrast transparency. There
is evidently a slight variation in the central frequency of the transparency
between each data set which can be explained by a drift in the coupling laser
frequency as it is not actively stabilised.

The weak absorption lines labelled 9-11 correspond to probe transitions from
the residual mJ = −1/2 components of the predominantly mJ = 1/2 ground-
state manifold. Here, the 5P3/2 excited states are the same as for lines 1-3
and therefore we observe the formation of similar EIT resonances.

Additionally we observe four Doppler-free two-photon absorption lines labelled
5-8, approximately 1.5 GHz red detuned from their respective probe-only
absorption lines. The leftmost of these lies in a transmissive region of the
spectrum and can be tuned in frequency with the coupling beam detuning,
in width with the coupling beam power and in depth by the atomic number
density through changing the cell temperature. This line can be tuned around
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the frequencies of the commonly used 87Rb F = 1 and 85Rb F = 2 transitions
in the zero magnetic field spectrum and therefore could find application as a
narrowband notch filter or optical switch.

Since all of the D2 resonances are fully resolved in the HPB regime, the
probe field couples to an individual |mJ ,mI〉 ground state and the transition
selection rule ∆mI = 0 determines that the coupling field only interacts with
the probe via a single intermediate state. Thus, all the observed two-photon
resonances involve only three atomic states. Given this, we can apply the
theoretical formalism introduced in section 3.2 in order to quantitatively
model the line shapes.

Focusing on the | − 1
2 ,−1

2〉 → |12 ,−1
2〉 → |32 ,−1

2〉 EIT resonance (labelled
3 in figure 3.5) we show the experimental transmission spectra as well as
a least-squares fit to three level model, in figure 3.6. In the model the
5P3/2 decay rate is fixed as the 6 MHz natural linewidth plus the 7 MHz
broadening (Γp/2π = 13 MHz) due to collisions with background gases. The
free parameters of the fit are: the probe transition line centre frequency ∆(0)

p ,
the coupling field detuning ∆c, the coupling-field Rabi frequency Ωc, the
5D5/2 decay rate Γc and the atomic number density N . The values resulting
from the fit are: ∆(0)

p /2π = 13.9002± 0.0001 GHz, ∆c/2π = −5.5± 0.2 MHz,
Ωc/2π = 255.1 ± 0.1 MHz Γc/2π = 30.0 ± 0.1 MHz. The model is clearly
in excellent agreement with the data as indicated by the smallness of the
residuals. We calculate a reduced chi-squared statistic χ2

ν = 2 [81], which is
larger than expected for the number of data points, due to the noticeable
structure in the residuals (near to line centre) which is symmetric about
resonance. We find that the observed structure is consistent with a small
amount of electromagnetically induced absorption [82] (EIA) caused by the
back-reflected coupling light in the cell (this EIA is the subject of investigation
in chapter 4).

Figure 3.7 shows experimental spectra and fits for three different coupling
detunings, ∆c/2π ≈ 0, 400, 800 MHz. The transition from resonant EIT
to off-resonant two-photon absorption is clearly displayed across this range
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Figure 3.6: Experimental transmission spectrum (blue) showing a purely
three-level EIT resonance in a hot 87Rb vapour. The red line is a least-
squares fit to the data using a three-level EIT model. The fit results in a
measurement of the coupling-beam Rabi frequency Ωc/2π = 255.1± 0.1 MHz
where the uncertainty is from the statistical error of the fit. The residual
(R = Experiment − Fit) shows the excellent agreement between the model
and data, with the small amount of structure near line center being explained
by the EIA effect (see main text).
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Figure 3.7: Experimental transmission spectra (blue) and numerical fits (red)
for three coupling-beam detunings. The fit parameters except for coupling
detuning are constrained to be equal in all three data sets. The extracted
coupling-beam detunings are ∆c/2π = −18.8 ± 0.6, 408.0 ± 0.6, 834.7 ±
0.7 MHz. The residuals (R) show the excellent agreement between the model
and data.
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providing an excellent test for the model. In this case all fit parameters,
except for coupling detuning, are constrained to be equal for all data sets.
Again we find that the resulting fits are in excellent agreement with the
experimental data.

In summary, the application of a large magnetic field, in the HPB regime,
allows the selective coupling of individual two-photon resonances. This
results in EIT line-shapes that have good contrast and can be easily and
accurately modelled with a simple analytic formula. In contrast, such good
agreement is not easily obtained for the case of zero magnetic field. In the
latter case, multiple overlapping resonances lead to reduced EIT contrast
and more complex line shape, the modelling of which is computationally
demanding [70].

3.4 Dipole matrix element measurement

Matrix elements for the alkali-metal atom D-lines are known to a very high
precision by measuring fluorescence decay lifetimes [56]. Extending this
technique to transitions between excited states is generally very difficult
owing to the many possible decay channels. In most cases these matrix
elements can be inferred by combining experimentally measured lifetimes
with theoretically predicted branching ratios. However, in the case of excited
states with large orbital angular momenta, e.g. D states, properties such
as lifetimes and branching ratios are more difficult to calculate accurately
[83, 84]. Direct experimental measurements of these matrix elements are
therefore needed to support theoretical models.

Based on the excellent agreement between experiment and theory in the
previous section, we now extract the coupling Rabi frequency from the
numerical fitting, for a range of coupling-beam powers and detunings, allow-
ing us to make the first direct measurement of the dipole matrix element
|〈5P3/2||er||5D5/2〉|.
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Figure 3.8: Extracted values of the coupling Rabi frequency (Ωc) for in-
creasing coupling-beam power (P ). The red line is a least-squares fit to the
function Ωc = α

√
P , with α/2π = (46.57± 0.03) MHz/

√
mW. The residuals

(R) are shown below and the fit has a reduced chi-squared of 0.9. The inset
shows the same data on a logarithmic scale.

At each power Rabi frequencies are extracted for 15 coupling-beam detunings
(between −80 and +80 MHz) and these are averaged to give the data points
shown in Fig. 3.8; the error bars shown are the standard error on the mean.
Since the Rabi frequency is proportional to the local electric field amplitude,
we expect to observe a square root dependence on the coupling-beam power.
In Fig. 3.8 the red line is the result of a least-squares fit to the experimental
data using the function Ωc = α

√
P , from which it is determined that α/2π =

(46.57± 0.04) MHz/
√

mW. The agreement between model and experimental
data is excellent, considering there is only a single free-parameter, with
structureless residuals and reduced chi squared χ2

ν = 0.9 [81]. In the following
section we provide details of how the measured value α can be converted into
the dipole matrix element.
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Figure 3.9: Experimentally measured beam profiles of the probe (a) and
coupling (b) lasers at the position of the centre of the atomic vapour cell.
The normalised sums of pixel row and column values are shown (blue) along
with the fit to a Gaussian function (orange). The fitted (1/e2) waists are
displayed.

3.4.1 From Rabi frequency to dipole-moment

To calculate the dipole moment we first need to determine the absolute
value of the coupling-beam electric field in the atoms’ vicinity. Therefore,
the vapour cell and magnet are removed from the experimental set-up and
a Thorlabs DC1545M CMOS camera is used to record the beam intensity
profiles in relative units, Bpixel. The absolute calibration of the electric field
at each pixel, Epixel, is provided by the pixel size (d = 5.20 µm square) and
the measured total beam power (P ) through the equation

Epixel = 1
d

√
Bpixel∑
Bpixel

√
2P
cnε0

. (3.6)

The normalised intensity profiles are displayed in figure 3.9.

Since the coupling-beam intensity changes significantly over the probe beam
extent, we use a weighted average of the coupling-beam electric field pro-
file (Ecoupling) that is weighted by the probe-beam intensity profile (Iprobe),
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i.e.

E0 =
∫ ∫

Iprobe(x, y)Ecoupling(x, y) dxdy∫ ∫
Iprobe(x, y) dxdy .

Note that the total detector size is 5 mm × 5 mm which means that for
a Gaussian beam of waist 100 µm the fraction of power that falls outside
the detector is negligible. We then determine the dipole moment of the
driven transition (between ground and excited states |g〉 and |e〉) through the
equation:

|〈g|er+1|e〉| = ~
Ωc/
√
P

E0/
√
P

= (0.72± 0.0006stat ± 0.01syst) ea0

where the subscript +1 refers to the transition being of σ+-type in which the
final magnetic spin-orbit angular momentum m′J = mJ + 1.

To go from the measured dipole moment of the driven transition to the
reduced matrix element for the 5P3/2 →5D5/2 transition, which is a quantity
of more general interest, we use the Wigner 3-j symbol [85]

|〈J,mJ |er−1|J ′,mJ ′〉| =
 J 1 J ′

−mJ −1 mJ ′

 |〈J ||er||J ′〉|
which gives

|〈5P3/2||er||5D5/2〉| =
√

10|〈5P3/2, mJ = 1/2|er−1|5D5/2, mJ = 3/2〉|
= (2.27± 0.002stat ± 0.04syst) ea0.

Our measured value is within 2σ of the theoretically calculated value of
2.334 ea0 [84]. Over the course of the following section we discuss the possible
sources of uncertainty in the measurement and give suggestions for future
improvements.
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Source Correction (%) Uncertainty (%)
Statistical 0.08

Optical power meter 1.5
Beam spatial profiles 0.7

Coupling polarization purity 0.5 0.05
Vapor cell transmittance 2.9 0.3
Line shape systematics 0.5

Total 2

Table 3.1: Error budget of the |〈5P3/2||er||5D5/2〉| dipole moment measure-
ment. The second column shows the corrections we have made to account for
the measured polarization impurity of the coupling field and for the measured
reflectivity of the vapour cell windows.

3.4.2 Uncertainties

Table 3.1 shows a breakdown of uncertainties in the measurement. One of the
major sources of systematic uncertainty is the optical power meter (Thorlabs
S121C sensor). Optical power meters that are sensitive over this range in
beam-powers typically have calibration uncertainties of 3% or more. Having
measured the powers of identical beams with several devices, we determine
that our device is within its 3% calibration uncertainty. Since this is the
largest single source of uncertainty in the measurement, we envisage that this
method could be used to improve the calibration of power meters given a
precisely known dipole moment.

Another large source of uncertainty comes from the beam profile measurements.
The uncertainty in the axial positioning of the camera with respect to the
centre of the vapour cell is 1 mm. Additionally the thickness of the vapour cell
is 2 mm. Over this range the beam profile changes marginally but significantly.
The corresponding uncertainty in the matrix element measurement can be
estimated by calculating its value using beam profiles recorded at axial
positions of ±1 mm for the probe beam and ±2 mm for the coupling beam2.
We estimate the errors associated with the probe and coupling beams to be
0.4% and 0.5% respectively. By adding these in quadrature we find the total
2Beam profiles for ±1 mm for the coupling beam were not recorded.
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error associated with beam profile measurement is 0.7%. In future by using
broader beams and/or thinner vapour cells it would be possible to reduce
this uncertainty significantly.

Knowing the polarization purity of the coupling beam is crucially important
to the measurement. This is because the power meter is only sensitive to
the total beam-power and not the power in the relevant polarisation mode.
The transition used to measure the matrix element is a σ− transition and
therefore only the fraction of the coupling beam that has the correct circular
polarization will contribute to the EIT. To complicate matters the polarisation
purity cannot simply be measured using standard polarimetry techniques [86]
as the vapour cell has birefringent properties meaning that the polarisation
inside and outside the vapour cell are different. Therefore we have developed
a method with which to measure the polarisation purity within the cell to a
high level of precision. First, we find a different resonance for the coupling
laser, which is driven by light of the opposite handedness, in this case a
σ− transition. We then observe any EIT that appears due to the impure
polarization component in the coupling field, fitting the lineshape to extract
the coupling Rabi frequency. To make the measurement simpler we choose
two transitions with the same dipole moments so that by comparing the
extracted Rabi frequencies we have a direct measure of the polarization purity.
Using this method we measure a purity of (99.1± 0.1)%. With this precise
measurement we are able to apply a correction to the measured dipole moment,
reducing the polarisation purity uncertainty to a negligible level.

Similarly we make a correction for the coupling beam power that is lost due
to reflection at the vapour cell interfaces. The glass cell is not anti-reflection
coated and so we expect approximately 4% reflection at each interface. As
expected we measure a total propagation loss, through all four surfaces, of
16.4%. After applying this correction the associated uncertainty is again
reduced to a negligible level.

Finally, to reduce the systematic uncertainty to less than 1% it becomes
necessary to consider many sources of systematic changes to the line shape
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Source Uncertainty (%)
Coupling beam intensity distribution 0.4

EIA modification <0.2
Frequency calibration 0.1

Absolute calibration of transmission 0.2
Effective probe saturation 0.08
B field non-uniformity 0.1

Total 0.5

Table 3.2: Breakdown of line shape systematic uncertainties.

such as the small amount of EIA [82] we observe in the transmission spectra.
A breakdown of these systematic line shape effects is presented in the following
section.

3.4.3 Systematic line shape effects

Table 3.2 shows a breakdown of potential sources of error in the dipole matrix
element measurement caused by systematic changes to the EIT line shape.
In all cases the uncertainties are estimated by numerically modelling the
modified line shapes and then performing a least-squares fit to the three-level
EIT model [77]. The following subsections provide details of these systematic
changes to the EIT line shape.

Coupling beam intensity distribution

The three-level EIT line shape [77] implicitly assumes that every atom within
the probe field experiences the same coupling-beam electric field. In practice
this can be achieved by using specially engineered diffractive optics [87] to
create super-Gaussian or top-hat shaped beams of light. However, this beam
shape is not a stable propagating mode and rapidly changes shape away from
the focal plane. For simplicity we take the alternate approach of expanding
the coupling beam to approximately double the size of the probe beam.
This approach leads to a lower peak Rabi frequency but has the advantage
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that the beam profile does not change significantly on propagation through
the medium. We calculate the theoretical probe transmission spectrum for
probe and coupling fields that have Gaussian spatial profiles and then fit the
theoretical line-shape which assumes constant intensities. By doing so, we
estimate that making the assumption of constant coupling-beam intensity
leads to a 0.4% overestimate of the matrix element.

EIA modification

The vapour cell windows are uncoated and have a measured reflectivity of
approximately 4% at each surface. The reflected light from the coupling beam
partially overlaps with the interaction region (the cell is tilted to minimise
the overlap) and gives rise to weak EIA resonances. This effect is the subject
of chapter 4 and the associated publication [82]. Its modifying effect on the
EIT line shape is well understood and can be quantitatively modelled [82].
Figure 3.10 shows the expected EIA line shape assuming a 4% back reflection
overlapping with 15% of the length of the interaction region. The three-level
EIT model [Eq. (3.3)] is fitted to the modified line shape and the residual
shows the same structure that is observed in the experimental data. Although
the effect on the line shape is quite noticeable, the fit reveals that the effect on
the extracted Rabi frequency is small, typically a < 0.2% change. Additionally,
the sign of the change varies across the range of coupling-beam powers used
and therefore the impact on the measurement of the matrix element is smaller
still.

B field non-uniformity

If the vapour cell is not positioned correctly at the centre of the magnetic field
profile there will be a significant magnetic field gradient across the cell leading
to an effective broadening of the lines. The effect on the line shape can be
quite large so care is taken to ensure the cell is positioned correctly. The
uncertainty in the positioning of the cell is ±0.5 mm. From the theoretical

47



Chapter 3. Electromagnetically induced transparency (EIT)

0.75

0.80

0.85

0.90

0.95

1.00

T
ra

n
sm

is
si

on

EIA Theory

EIT Fit

−0.8 −0.6 −0.4 −0.2 0.0 0.2 0.4 0.6 0.8
Linear detuning (GHz)

−1
0
1

10
0

R

Figure 3.10: Predicted EIA line shape for a 4% back reflection of the coupling
beam overlapping with 15% of the interaction region. The dashed line shows
the fit to this line shape using a three-level EIT line shape and the residual
(R) shows the same structure as is found in the experimental data.

magnetic field profile we estimate that this leads to a maximum RMS field
variation of 0.05 mT which corresponds to a line broadening on the 1 MHz
level. Simulating the modified line shape and fitting using equation 3.3 results
in a 0.1% overestimate of the matrix element.

Effective probe saturation

In our experiment the probe-beam Rabi frequency is 0.5 MHz which is
significantly smaller than the natural linewidth of 6 MHz. As such there
is very little power broadening of the spectral lines and the weak probe
assumption [55] (section B) is very good. Nevertheless we find that making this
approximation leads to a 0.08% underestimate of the matrix element.
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Frequency calibration

The experimental spectra are frequency calibrated using an optical cavity with
a free spectral range of 375 MHz and an atomic reference based on hyperfine
optical pumping spectroscopy [88] (details can be found in appendix D). The
uncertainty in the frequency scaling is estimated to be 0.1%, which directly
correlates with the uncertainty in the dipole matrix element.

Absolute calibration of transmission

The presence of other nearby absorptive resonances can modify the EIT
line shape. Specifically, the absorption in the wings of the line is increased
more than the line-centre value. Since the nearest absorptive resonances are
∼ 1.5 GHz away, this effect is small and leads to a 0.2% underestimate of the
matrix element.

3.5 Summary

In summary, we have experimentally investigated EIT in a thermal atomic
vapour the HPB regime. We have demonstrated that the HPB regime vastly
reduces the complexity of modelling nonlinear atom-light interactions in
thermal vapours. We have made use of the excellent agreement between
experiment and theory to directly measure an excited-state dipole matrix
element, which has hitherto only been possible indirectly through lifetime
measurements. In the following chapter we extend the experiment and theory
to include an additional coupling field and we investigate the appearance of
EIA.

Note that the analysis presented in this chapter has been slightly modified
since the publication of article [47] due to a minor error in the calculation,
which changes the quoted value of the matrix element by less than the error
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bar. We are writing to the journal to make a formal alteration to the published
work.
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Chapter 4

Electromagnetically induced
absorption (EIA)

This chapter is based on the following publication:

D. J. Whiting, E. Bimbard, J. Keaveney, M. A. Zentile, C. S. Adams, and I. G.
Hughes, Electromagnetically induced absorption in a nondegenerate three-level
ladder system, Optics Letters 40 18, 4289 (2015), 10.1364/OL.40.004289.

4.1 Introduction

Three-level atoms driven by two applied fields display a variety of effects,
including EIT [7], coherent population trapping [8] and coherent population
transfer [89]. By adding further fields and states, a plethora of different
phenomena have been observed. Two such effects are the appearance of
electromagnetically induced gratings/Bragg reflection [90, 91, 92] and elec-
tromagnetically induced absorption (EIA) [93, 94]. In contrast to the sharp
increase in resonant transmission that characterises EIT, these effects are
identified by a decrease in resonant transmission due to the presence of
additional coupling fields. A concomitant change in sign of dispersion can
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be used to switch between subluminal and superluminal light propagation
[95, 96, 97, 98, 99]. Previous work on EIA focussed on Zeeman-degenerate
systems, where the interpretations of the phenomenon relied upon spontan-
eous transfer of coherence [100, 101, 102, 103] or population [104], with a
minimum of four levels. More recently, EIA has been observed in a degenerate
lambda system [105] and also in a four-level N -system [106], even when the
degeneracy is lifted by applying a small magnetic field. The effects of thermal
motion on such systems have also been investigated [107].

In this chapter we present the first experimental observation of EIA in a
non-degenerate three-level ladder system. In a thermal 87Rb vapour, the
degeneracy is lifted by a strong magnetic field, in which the atoms enter the
HPB regime [72, 45, 108] where, due to selection rules, all of the relevant
optical transitions are separated in frequency by more than the Doppler width.
Hence, the transitions are individually addressable and a pure non-degenerate
three-level system is formed. EIA is observed by measuring the transmission
of a weak probe beam [55] through an atomic vapour which is dressed by
both co- and counter-propagating coupling beams. Both coupling beams have
the same optical frequency, since they are from the same laser source, and
are resonant with an excited-state transition forming a ladder system similar
to standard EIT configurations [77]. A model based on [109] reproduces the
experimental results and highlights the prominent role of fast moving atoms
in the observed spectral features.

Using the same ladder system, albeit in the absence of any applied magnetic
field, narrow absorption resonances due to four-wave mixing have recently
been observed [75]. In our experiment we observe no such four-wave mixing
emission, nor any strong dependence of the EIA signals on the beam angles as
would be expected if phase-matching were important. Instead, our results can
be understood simply in the context of multi-photon resonances for moving
atoms, which we will now discuss.
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|2〉
(ii) (iii)(i)

Figure 4.1: Conditions for multi-photon resonances (in the atomic reference
frame). Atoms travelling with velocity component vz along the probe field
direction observe a Doppler shifted coupling field detuning ∆lab

c ± kcvz for
the co- and counter-propagating coupling fields respectively. Odd numbers of
coupling photons (orange) lead to resonances between states |0〉 and |2〉 (e.g.
i, iii), and even numbers between states |0〉 and |1〉 (e.g. ii). These resonances
occur when the probe photons (purple) are detuned by the amounts shown
below each diagram.

4.2 Theoretical model

In the rest frame of an atom moving with velocity component vz along
the probe field direction, the two coupling fields of wavenumber kc (with
detuning ∆lab

c in the laboratory frame) are detuned by ∆atom
c,± = ∆lab

c ± kcvz

(co- and counter-propagating fields respectively) and thus appear to have
a non-zero frequency difference δ∆atom

c = 2kcvz. It is therefore possible to
form resonances involving increasing numbers of coupling photons, m, by
choosing a suitable probe field detuning ∆lab

p . These resonances are shown
diagrammatically in figure 4.1 in the rest frame of the moving atom.

For odd numbers of coupling photons (i and iii) we can form resonances
between states |0〉 and |2〉 if the probe detuning

∆lab
p = −∆lab

c + (kp ±mkc)vz. (4.1)
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For even numbers of coupling photons (ii) we can form resonances between
states |0〉 and |1〉 for

∆lab
p = (kp ±mkc)vz. (4.2)

These multi-photon resonances and the interaction between them causes the
overall medium response to differ dramatically from standard EIT.

In order to model the probe transmission spectra we adapt the results of [109]
to the case of a three-level ladder system. As we have already done for EIT,
the first step is to write the Hamiltonian for a three-level atom (equation 3.1).
However, in this case the coupling Rabi frequency Ωc has a spatially dependent
amplitude since the two counter-propagating coupling beams coherently add.
Experimentally we consider the situation where the probe and coupling fields
all propagate axially along z and therefore we write the spatially varying Rabi
frequencies Ωp(z) = Ωpe

ikpz and Ωc(z) = Ω+e
ikcz + Ω−e−ikcz, where Ω± are

the Rabi frequencies associated with the forward- and backward-propagating
coupling beams respectively.

Now, it should be possible to numerically solve the Lindblad master equation
(equation 2.2) for each position z in the medium and thereby determine the
atomic coherences and the action of the medium on the probe field. However,
since the spatial variation of the coupling Rabi frequency is periodic, a more
insightful approach is to look for Fourier series expansions (in space) of the
density matrix elements. Specifically we write

ρij =
∑
m

ρ
(m)
ij eimkcz ij = {00, 11, 22, 21},

ρij = eikpz
∑
m

ρ
(m)
ij eimkcz ij = {10, 20}.

The Lindblad master equation then produces a series of coupled equations
on the elements ρ(m)

ij , with different values of m coupled by the joint action
of the two control fields. Since we are only interested in terms oscillating at
the probe frequency1, the relevant action of the medium on the probe field is

1This is equivalent to the rotating wave approximation.

54



Chapter 4. Electromagnetically induced absorption (EIA)

entirely contained within the term ρ
(0)
10 which is the element of the coherence

on the probe transition that oscillates at or near the probe frequency.

To simplify the calculation we work in the weak probe regime (Appendix B),
and perform a perturbative expansion with Ωp as a small parameter. To
zeroth-order ρ10 = 0 since the initial populations ρ11 = ρ22 = 0 in a ladder
system. To first order (i.e. terms linear in Ωp), the solution for ρ(0)

12 for a
given velocity class vz can be written as a continued fraction involving two
Lorentzian lineshapes (j = 1, 2)

Lj0(m) = 1
2

1
∆lab
j − (kp +mkc)vz + iγj0

, (4.3)

which describe precisely the aforementioned multi-photon resonances, in-
volving |m| coupling photons. Here, ∆lab

1 = ∆lab
p , ∆lab

2 = ∆lab
p + ∆lab

c , γ10

and γ20 are the decay rates of the coherences between the corresponding
states.

In terms of Lj0(m), the coherence of interest can be written as

ρ
(0)
10

Ωp
= 1
L10(0)−1 + [X+(1) +X−(1)] , (4.4)

where the X± functions are defined by the recurrence relation

X±(n) = − Ω2
±

L20(±n)−1 −
Ω2
∓

L10(±n± 1)−1 +X(n+ 2)

. (4.5)

The absorption coefficient of the probe field α can then be calculated in the
usual way (chapter 2). For the purposes of this discussion it is only important
to note that α is proportional to ρ(0)

10 /Ωp.

In order to get an idea of the structure of this result, we consider a few simple
limiting cases and approximations. In each case we plot, in figure 4.2, the
normalised probe absorption coefficient as functions of atom velocity and
probe detuning. The parameters used to generate the plots are kp = kc,
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Figure 4.2: Velocity maps of the probe absorption coefficient are shown
for several limiting cases and approximations of a model for EIA which is
discussed in the main text. The dashed lines show the atom velocities and
probe detunings that correspond to multi-photon resonances involving m
coupling photons which give rise to the many avoided crossings. The atom
velocities vz and the probe detunings ∆p have been scaled by the probe
wavenumber kp and the Doppler width ωD.
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γ31 = γ21, ωD = 100γ21, Ω± = 30γ21 and ∆c = 0.

Firstly, considering the situation with both coupling beams switched-off
(setting Ω± = 0), only the first term in the denominator of equation 4.4
remains and so we return to the probe-only response [figure 4.2(a)] as ex-
pected. Secondly, considering the situations where either the co- or counter-
propagating beams are switched off (setting Ω+ = 0 or Ω− = 0), we obtain
the standard results (equation 3.3) for Doppler-free and Doppler-selective EIT
respectively [figure 4.2(b,c)]. We previously discussed the roles of the different
velocity-classes in section 3.2. Here, we only note the avoided crossings which
occur for coincident one- and two-photon resonances. The dashed lines in
figure 4.2(b,c) correspond to two-photon resonances involving the co- and
counter-propagating coupling fields individually [figure 4.1(i)], which lead to
the avoided-crossings.

When both beams are switched on (Ω± 6= 0), equation 4.5 becomes a contin-
ued fraction describing the effects of the multi-photon resonances shown in
figure 4.1. To gain some further physical insight we can make approximations
of ρ(0)

10 by truncating the continued fraction at some level. Keeping only terms
with m = 0 we return to the probe-only response. Keeping terms with |m| ≤ 1
we receive a first-order approximation of the probe coherence which takes
into account only the resonances involving 0 or 1 coupling photons, and the
interference between them. In figure 4.2(d) we show the results of this first-
order approximation. Here, it is clear to see the additional avoided crossings
that are generated by the combined effect of the two coupling fields. Higher
order terms (|m| ≥ 2) in the continued fraction correspond to higher-order
interaction of the medium with coupling photons, and involve multi-photon
resonances occurring for particular values of v and ∆lab

p . In figure figure 4.2(e)
we show the results for |m| ≤ 2, i.e. additionally including resonances (ii)
from figure 4.1. The additional resonance frequencies are plotted on the
velocity-map as new dotted lines which have smaller gradients.

In the low-order approximations considered so far, the individual level cross-
ings can be easily followed and understood. In figure 4.2(f) we show the
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Figure 4.3: Theoretical probe absorption spectra. The absorption coefficients
are normalised to the maximum of the Doppler-broadened probe-only spec-
trum (blue dotted line). Switching on a counter-propagating coupling field
results in a Doppler-free EIT line shape (orange dashed line) which can be
seen clearly in the expanded view (left inset plot). Additionally, switching
on a co-propagating coupling field of equal strength results in a change from
transparency to enhanced absorption (green solid line). The right inset plot
shows an expanded view of the narrow absorption feature, with probe detuning
now in units of the natural linewidth (γ10).

results for |m| ≤ 20. Further increases in m do not qualitatively change
the appearance of the results. For a resonant coupling field (∆lab

c = 0) the
multi-photon resonances are degenerate at v = 0, ∆p = 0. This means that
as resonances involving more coupling photons are included, the number
of level crossings increases rapidly and it becomes difficult to identify ab-
sorption lines corresponding to particular transitions. The probe absorption
spectra resulting from summation over the responses of all velocity classes is
shown in figure 4.2. The dotted line shows the Doppler-broadened probe-only
absorption line. The dashed line shows the Doppler-free EIT line shape
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obtained by setting Ω+ = 0 [figure 4.2(b)]. For the chosen parameters the
EIT shows good contrast with an 82% reduction in absorption on resonance
(left inset). The solid line shows the dramatically modified response in the
presence of both co- and counter-propagating coupling fields. Rather than a
narrow transparency on resonance (EIT), there is now a narrow absorption
feature (EIA) with a resonant absorption coefficient ∼ 6 times that of the
probe-only spectrum. The spectral width of the enhanced absorption feature
is approximately equal to the natural linewidth of the probe transition γ10,
as can be seen in the right-hand inset of figure 4.2, despite the fact that the
coupling Rabi frequencies Ω± = 30γ10.

By examining figure 4.2(f) it is clear that the resonant EIA is due to an
integrated effect of many velocity classes having strong absorption at ∆lab

p =
0. A complementary physical explanation for this is as follows. For fast
atoms such that kcvz > Ω±, the two resonant coupling beams are Doppler
shifted far off-resonance with ∆c,± > ±Ω±. Taken independently, each of the
coupling fields Stark shift the two-photon absorption line to ∆lab

p ≈ ±Ω2
±/4kcvz

respectively [6]. Therefore to a first order approximation the addition of the
second coupling beam simply cancels the light-shift of the first, creating a
2-photon resonance at precisely ∆lab

p = 0 for all velocity classes.

This being the case we should expect that the maximum absorption is obtained
for equal co- and counter propagating coupling field strengths (Ω+ = Ω−).
In figure 4.4(a) we plot the resonant absorption coefficient (relative to the
probe-only absorption) against the ratio of the two coupling-beam Rabi
frequencies. The two lines correspond to two different Rabi frequencies for
the backwards coupling field; the blue solid line is for Ω− = 0.25ωD and
the orange dashed line is for Ω− = ωD. In both cases there is a smooth
transition from EIT to EIA with increasing strength of the forward field. The
absorption coefficient has a maximum for equal forward and backward field
strengths, independently of the absolute field strengths. As the strength of
the forward field is further increased, the absorption smoothly decreases again.
At very high field strengths (Ω+ > ωD) the medium becomes transparent
again due to the strong Autler-Townes splitting by the forward coupling field
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(a) (b)

Figure 4.4: (a) Dependence of resonant absorption on the ratio of the forward
and backward coupling field Rabi frequencies. The maximum absorption is
obtained for equal field strengths. The two lines correspond to Ω− = 0.25ωD
(solid) and Ω− = ωD (dashed). (b) Dependence of resonant absorption on the
absolute coupling-field Rabi frequency when the forward and backward field
strengths are equal (solid). When the forward beam is switched off (dashed)
the absorption decreases with the applied field strength (EIT). The dotted
lines in both (a) and (b) are guides for the eye.

being larger than the Doppler width. In figure 4.4(b) we plot the resonant
absorption coefficient against the coupling Rabi frequency (in units of the
Doppler width) under the condition Ω+ = Ω−. The solid blue line shows the
absorption in the Doppler-free EIT configuration (Ω+ = 0) and the orange
line shows the absorption in the EIA configuration (Ω± 6= 0). We observe that
the absorption increases approximately linearly with Ω± before saturating
at around Ω± = ωD. We note that only fast-enough (kpvz > Ω±) atoms feel
a perturbative light-shift that is linearly dependent on the atom velocity2,
and so only these atoms experience a cancellation of the light shift. Thus the
saturation corresponds to the point at which the number of atoms moving
fast enough to contribute to the resonant absorption begins to decrease
rapidly.

Having discussed a theoretical model for EIA in an atomic three-level system,

2In contrast, slow atoms (kpvz � Ω±) experience a light shift (to first order) of ±Ω±,
which is independent of the atom velocity and therefore does not give rise to a light-shift
cancellation.
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Figure 4.5: Schematic of the experimental setup. PBS - polarising beam
splitter; λ/2 - half-wave plate; λ/4 - quarter-wave plate; L - lens; M - plane
mirror; PD - photodiode; PM - permanent ring magnet. Switching from EIT
to EIA is achieved by switching on the dashed 776nm coupling beam. Angles
are exaggerated for clarity, the crossing angles between probe and coupling
beams was less than 20 mrad.

we will now present the details and results of an experimental investigation,
based on the same three-level ladder system in rubidium atoms that we
investigated in chapter 3.

4.3 Experimental details

Experimentally, we study the probe field transmission spectra using the setup
shown in figure 4.5. A weak probe beam (purple) is focussed through a 2
mm long vapour-cell containing 98.25% 87Rb and 1.75% 85Rb which is heated
to 80 ◦C. As in the previous chapters the cell is positioned in a uniform
axial magnetic field of strength B = 0.6 T, which is aligned with the probe
beam. In the strong field the atoms enter the HPB regime, allowing an
isolated three-level ladder system of states 5S1/2(mJ = 1/2,mI = 1/2) →
5P3/2(mJ = 3/2,mI = 1/2) → 5D5/2(mJ = 5/2,mI = 1/2) to be addressed
by circularly polarised probe (780 nm) and coupling (776 nm) beams. The
crossing angle between the probe beam and each of the co- and counter-
propagating coupling beams was less than 20 mrad and the beam waists (1/e2
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radii) at the centre of the vapour cell were measured to be 50 µm (probe) and
120 µm (co-propagating coupling). The counter-propagating coupling beam
was set up to have the same beam waist, although this was not independently
measured.

4.4 Results

4.4.1 Dependence on coupling strength

We begin by measuring the probe transmission spectra in the case of a
resonant coupling field (∆lab

c = 0) with a fixed counter-propagating beam
power of 47 mW. We study the dependence of the transmission spectra
on the co-propagating coupling beam power, which is varied between 0
and 50 mW. Figure 4.6(a) shows the experimentally measured transmission
spectra (solid orange lines) for a range of co-propagating coupling-beam
powers (5 mW, 10 mW, 20 mW, 40 mW). The blue dashed lines are individual
least-squares fits to the theoretical model (equation 4.4), with resulting model
parameters Ω+/2π = (19, 59, 102, 145)± 3 MHz and averaged parameters:
Ω−/2π = 189± 3 MHz, ∆offset

p /2π = −3.2± 1.5 MHz, ∆c/2π = 4.6± 1.5 MHz
and γ20/2π = 25 ± 5 MHz. On the whole, the model is in good agreement
with the data, with the range of powers clearly showing the transition from
EIT to EIA (the black dotted lines show the probe-only transmission). The
observed contrast of the EIA is significantly lower than in the discussion
of the theoretical model [figures 4.2 and 4.4(b)]. This is in part because
we show the transmission as opposed to the absorption coefficient, but it is
mainly because of the larger linewidth on the coupling transition relative to
the Doppler width. The fit value of γ20/2π = 25 ± 5 MHz is much larger
than the natural width γ20/2π = 0.33 MHz [110] suggesting that there are
additional broadening mechanisms at play. Fitting the probe-only spectrum
with ElecSus [29], we have identified an additional broadening on the D2

line of 7 MHz, which we attribute to collisions with background gases in the
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Figure 4.6: Experimentally measured probe transmission spectra (solid orange
lines) displaying the transition from resonant EIT to EIA with increasing power
in the co-propagating coupling field. The power in the counter-propagating
field (P−) is fixed at 47 mW and the power in the co-propagating field (P+) is
shown on each of the axes. The blue dashed lines show the results of a fit to
the theoretical model described in the text and the black dotted lines show
the probe-only transmission spectra.
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cell. It is well known that collisional broadening of the 5P→5D transitions is
significantly stronger than that of the D2 line [79], suggesting that the strong
broadening of γ20 is also due to collisions with background gases.

In the case of the experiment presented in this chapter alone, the coupling
beam was not prepared in a single spatial mode before being incident on the
atoms. In fact, in order to generate the large powers used in the experiment,
the coupling laser was first put through a tapered amplifier system which
led to a strongly non-Gaussian spatial mode. In this case the atoms in the
probe beam may be subject to several different coupling field strengths (in the
transverse direction), which leads to an effective broadening and a washing-
out of finer spectral details. We suggest this as an explanation for the lower
quality of agreement between experiment and theory than observed in the
previous chapter. Additionally this may explain why the Rabi frequencies
extracted from the fits are smaller than predicted for the measured beam
size.

4.4.2 Dependence on coupling detuning

We now consider the effect of detuning the coupling field. The co- and
counter-propagating beam powers are set to be equal and the detuning of
the coupling field is decreased step-wise from zero in -20 MHz steps. The
measured and theoretical probe transmission spectra are displayed in figure 4.7.
Qualitatively, we observe a change from enhanced absorption at small ∆c

(dark region) to the formation of three narrow transparencies at large ∆c (light
regions). The position of the leftmost transparency tends to ∆p = 0 while
the middle transparency tends to ∆p = ∆c/3 and the rightmost transparency
tends to ∆p = ∆c.

We now consider a particular coupling field detuning (∆lab
c /2π = −457

MHz), which clearly displays the three separate transparencies, and discuss
the observed spectral features with reference to the theoretically calculated
velocity map. The velocity map and associated transmission spectrum are
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Figure 4.7: Dependence of EIA probe transmission spectra on the detuning
of the coupling field. Both the experimental (a) and theoretical (b) spectra
display a transition from enhanced absorption at zero detuning, to three
narrow transparencies at large detuning. The transparencies have different
detuning dependencies which are explainable in terms of avoided crossings
which are associated with resonances involving multiple coupling photons.
The white dashed lines are a guide to the eye.

shown in figure 4.8. Compared with the probe-only transmission spectrum
[dotted black line in (b)], there are three distinct transparencies in the
transmission spectrum [solid line in (b)], at detunings indicated by the
vertical grey lines. The transparencies appear due to interference between
the one-photon (probe-only) and many-photon resonances. The various
atom velocities and probe frequencies corresponding to these multi-photon
resonances (equations 4.1 and 4.2) are plotted on top of the velocity map as
orange lines. Making use of this, we now discuss the origin of the observed
spectral features.

Previously we discussed the case of a resonant control field, where the can-
cellation of light-shifts due to each of the two coupling beams led to a large
number of atoms absorbing strongly in a narrow range of probe frequencies
around resonance. However, in the case of an off-resonant coupling field the
two light-shifts no longer cancel. Instead, where the probe-only absorption
resonance coincides with a multi-photon resonance involving the coupling
field, an avoided crossing leads to a small window of transparency for the
probe field.

In the following we describe the origins of the spectral features labelled (i-iii)
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(b)

(a)

Figure 4.8: Probe transmission spectra obtained for an off-resonant standing-
wave coupling field. Panel (a) shows the absorption coefficient of different
atomic velocity classes in the vapour. Resonances involving 1, 2 and 3
coupling photons are shown for positive detunings by the dashed, dot-dashed
and dotted lines respectively. The crossing of these resonances with each
other and the main two-level absorption line (solid line) produces the multiple
transparencies at the detunings indicated by the vertical grey lines. Panel
(b) shows the experimentally measured probe transmission spectrum (solid
line) along with a theoretical model (dashed line) which is obtained by
integrating panel (a) over all velocities. The residuals (experiment-model)
are plotted below. The parameters chosen for the colour-map in (a) are
the result of a numerical fit, with resulting parameters: Ω−/2π = 169 MHz,
Ω+/2π = 163 MHz, γ10/2π = 12 MHz, γ20/2π = 16 MHz and ∆lab

c /2π = −457
MHz. The dotted (black) line shows the transmission spectrum with both
coupling beams switched off.
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in figure 4.8. Firstly, (i) is the usual feature associated with off-resonant
Doppler-free EIT. This corresponds to the crossing of the probe resonance
(solid line described by ∆lab

p = kpvz) with the two-photon resonance involving
the counter-propagating coupling beam (dashed line described by ∆lab

p =
−∆lab

c + (kp − kc)v ≈ −∆lab
c ). Secondly, (ii) appears primarily due to the

crossing of the probe resonance with the resonances described by equation 4.2
with m = ±2 (dot dashed lines). More generally, resonances involving even
number of coupling photons do not depend on the coupling detuning, and
all cross at vz = 0, ∆lab

p = 0. As a result, we predict and observe a probe
transparency around resonance, which is strongly independent of the coupling
detuning. Experimentally, we see that the transparency does not occur
exactly at ∆lab

p = 0. This can be understood as the light-shift of state |1〉
due to coupling of the states |1〉 and |2〉 by the off-resonant coupling field.
We therefore expect the shift to reduce with increasing coupling detuning,
which is observed experimentally [figure 4.7(a)]. Finally, (iii) is associated
with a four-photon transition occurring when the probe resonance crosses the
resonance described by equation 4.1 with m = −3. Although there are in
theory infinitely many resonances involving an infinite number of coupling
photons, in practice their amplitude very quickly becomes negligible.

4.5 Summary

In summary we have observed EIA for the first time in a non-degenerate three-
level ladder system, demonstrating that a 4-level system is not required to
observe EIA. Our model, adapted from [109], shows excellent agreement with
experimental transmission spectra and clearly reveals the origin of enhanced
absorption in these systems where fast velocity classes contribute strongly to
the overall absorption.

Switching on the co-propagating field also leads to a change from normal to
anomalous dispersion, which allows for switching between subluminal and su-
perluminal propagation of pulses in the medium. Indeed, such an observation
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merits further investigations of pulse propagation in media exhibiting this
type of EIA, however these are beyond the scope of this thesis.

In the following chapter we extend our investigation to four levels coupled
by three driving fields, under which conditions we observe the appearance of
another nonlinear phenomenon, four-wave mixing.
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Chapter 5

Four-wave mixing (FWM)

This chapter is based on the following publication:

D. J. Whiting, R. S. Mathew, J. Keaveney, C. S. Adams, and I. G. Hughes,
Four-wave mixing in the hyperfine Paschen-Back regime, to appear in Journal
of Modern Optics arXiv:1705.01855.

5.1 Introduction

Continuous resonant driving of a 2-level atomic medium sets up spatial and
temporal polarisation oscillations in the medium [6] (called a spin wave).
These polarisation oscillations lead to the emission of an EM-field that has
the same frequency as the driving field but is exactly out of phase. The
destructive interference between the two leads to the extinction of the driving
field which we have so far described by the “absorption” coefficient α.

In a system of four atomic levels (and four dipole transitions) coupled by three-
driving fields (figure 5.1), a component of the atomic polarisation oscillates at
the sum or difference frequency of the driving fields, leading to the emission
of light on the uncoupled transition. This process is called non-degenerate
four-wave mixing (FWM) [111].
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Driving
Phase

Emission

Figure 5.1: Illustration of a spin wave. Under phase-matched conditions the
driving fields create a polarisation grating (spin wave) with a period equal to
the wavelength of the emitted light, leading to highly directional emission.

FWM continues to generate much interest within the atomic physics com-
munity, with a growing list of applications that include: precision spectro-
scopic measurements [112]; displacement measurements in electro-mechanical
cantilevers [113]; investigations of motional dephasing [114] and photon stor-
age [115] in pulse-seeded Rydberg systems; producing correlated photon-pairs
and single-photons [116, 21] for use in quantum information protocols; relative
intensity squeezing [117]; creating entangled imaging systems [118] and trans-
spectral transfer of orbital angular momentum carrying light fields [119].

In a spatially-extended medium, where the dimensions of the atom-light
interaction region are greater than the wavelength of the light, the radiation
pattern of the emitted field depends on the spatial variation of the driving fields.
Under so-called phase-matched conditions, the fields emitted by all atoms
add constructively in a particular direction (illustrated in figure 5.1). This
phase-matching criterion is key to many of the applications of FWM.

The phase-matching condition takes the form of momentum conservation
for the incoming and outgoing photons. Depending on the particular level
scheme and wavelengths, there are a variety of configurations of beam angles
that fulfil this criteria. Various arrangements of energy levels have been
used to generate FWM: the double lambda [120, 121, 122, 123, 21]; double
ladder [124, 125, 75] and the diamond [126, 74, 127] schemes being the most
widely reported. In our case we will consider the diamond energy-level scheme
in rubidium1 that is shown in figure 5.2(a). This diamond scheme has the
1Note that we have changed to using the 5D3/2 state as the 5P1/2 →5D5/2 transition is
electric dipole forbidden.
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Figure 5.2: Four-wave mixing scheme. (a) Diamond energy-level configuration
in rubidium. (b) Phase matching configuration with small angles θcoupling
and θsignal. The phase mismatch over the cylindrical interaction region (with
diameter w and length l) for different beam angles. The solid white lines are
a contour marking a phase-mismatch equal to 1.

advantage that the emitted field (signal) with a wavelength of 762 nm can be
easily separated from the background of the driving fields with wavelengths of
780 nm (pump), 776 nm (coupling) and 795 nm (seed). This can be achieved
simply with the use of narrowband interference filters as opposed to the
significantly more complex optical cavity based filter methods [128].

In our experiment we use a geometry with all four fields propagating in the
forward direction [shown in figure 5.2(b)]. In this geometry perfect phase-
matching is achieved by having all four fields exactly co-propagating. In
practice it is not necessary that perfect phase matching be achieved, only that
for all positions in the interaction region ~r, the phase mismatch |∆~k · ~r| � π,
where the wavevector mismatch ∆~k = ~kp +~kc−~ksignal−~kseed. The pump and
seed beams are perfectly overlapped on a polarising beam splitter and the
coupling beam is set up to cross at a small angle θcoupling which enables easy
separation of the beams after the vapour cell. For the 2 mm long vapour cell
and beams waists of approximately 50 µm that are used in the experiment,
the interaction region is roughly cylindrical. The phase-matched angles for
signal emission are shown in figure 5.2(b) as a function of the angle θcoupling.
The solid white lines are a contour marking ∆krw + ∆kzl = 2π, where ∆kr,z
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are the radial and axial components wavevector mismatch respectively and
w = 50 µm and l = 2 mm are the dimensions of the interaction region. From
this it is clear that the phase-matching requirement is relatively relaxed in
this geometry: the coupling beam angle can be changed significantly and
the phase-matching dictates that the signal beam (762 nm) is emitted at the
same angle.

In this chapter we will use a 0.6 T magnetic field to enter the HPB regime,
and comprehensively characterise four-wave mixing in this regime. Further,
we will show that in this regime the observed FWM signals can be mapped
to an isolated four-level system that can easily be modelled using only simple
4-level optical Bloch equations.

In figure 5.3 we show the general principle of the experiment. In the ab-
sence of an applied magnetic field (left), the hyperfine splitting of the 5S1/2,
5P3/2, 5P1/2 and 5D3/2 terms creates many paths to generate a FWM signal.
Four-wave mixing is a coherent process where the electric fields from different
paths interfere with one another, complicating the observed FWM signal
which becomes difficult to predict. In a thermal atomic vapour, the hyperfine
splitting of the 5P and 5D states is smaller than the Doppler width, so many
sub-states are simultaneously excited amongst different atomic velocity groups.
Additionally, although strong pumping (with high Rabi frequencies) is often
desirable in order to obtain high conversion efficiencies, Rabi frequencies
similar to the hyperfine structure splitting can also lead to this multi-path
interference [127, 70]. The bottom-left panel of figure 5.3 shows an example
FWM spectrum illustrating the effect of multiple excitation pathways. How-
ever, when a large enough magnetic field is applied (in the HPB regime),
adjacent levels in the 5S manifold are separated by much more than the
Doppler width and, due to selection rules for electronic transitions, individual
two- [40, 45], three- [82, 47] and four-level systems can be coupled separately,
as shown on the right of figure 5.3. The FWM signal in this case is much
simpler, consisting of an Autler-Townes split doublet that results from the
strong dressing by the coupling laser.

72



Chapter 5. Four-wave mixing (FWM)
po

we
r

po
we

r

Figure 5.3: Energy levels in the rubidium diamond scheme and example
experimental four-wave mixing spectra in the absence (left) and presence
(right) of a magnetic field of strength 0.6 T. In its absence, interference
along multiple paths results in four-wave mixing spectra that are both highly
sensitive to experimental conditions and difficult to model. The magnetic
field removes the multiple-path interference, resulting in textbook four-wave
mixing spectra that can be quantitatively modelled. The states labelled 0–3
are those used in the model.
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Figure 5.4: Schematic of the experimental setup. Three continuous-wave
laser beams are focused through a heated vapour cell of length 2 mm, which
contains isotopically enriched 87Rb and is placed in a permanent magnetic
field of strength B = 0.6 T directed along the pump beam axis. The coupling
beam crosses the pump beam at an angle of 10 mrad (not to scale). The
phase-matching condition is fulfilled as shown in the inset. The pump and
seed beams are combined on a polarising beam splitter (PBS) and their
polarisations are set by a quarter-waveplate (λ/4).

5.2 Experimental details

A schematic of the experimental setup is shown in figure 5.4. As in previous
chapters we use a 2 mm long vapour cell containing isotopically enriched
rubidium (> 98% 87Rb), which is positioned in a permanent magnetic field of
strength 0.6 T that is uniform to level of 1 mT (the field profile is discussed
in appendix A). The vapour pressure, and hence the atomic number density,
is controlled via the cell temperature. In the magnetic field, the circularly
polarised pump beam at 780 nm drives the σ+ transition between the |5S1/2,
mJ = 1

2〉 and |5P3/2, mJ = 3
2〉 states. The pump beam is overlapped in the cell

with the coupling (776 nm) and seed (795 nm) beams, which drive the |5P3/2,
mJ = 3

2〉 → |5D3/2, mJ = 1
2〉 and |5S1/2, mJ = 1

2〉 → |5P1/2, mJ = −1
2〉 trans-

itions, respectively. Only states with mI = 3
2 are resonantly coupled by the

driving fields. In order to achieve the necessary high intensities, the driving
fields are focussed by a plano-convex lens with a 200 mm focal length to
1/e2 radii of between 50 µm and 60 µm at the centre of the cell. The phase-
matching condition is fulfilled as shown in the inset of figure 5.4. The pump
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and seed beams are co-propagating, whilst the coupling beam crosses at a
small angle. This is so that the signal and seed beams can be easily separated
from the pump and coupling beams by the use of narrowband interference
filters. The signal beam is detected using a photon counting module and the
transmitted seed light is measured on a high gain photodiode. The pump
and seed powers are set to 1 µW whilst the coupling power is 34 mW. These
correspond to peak Rabi frequencies of approximately 10 MHz and 180 MHz
respectively. The relatively low Rabi frequencies on the D1 and D2 lines are
chosen to be close to the saturation intensities of these transitions whereas
the larger Rabi frequency of the coupling field is necessary to display the
effect of Autler-Townes splitting on the four-wave mixing spectrum.

5.3 Four-level model

We model a system of four-levels |0 − 3〉, labelled anti-clockwise from the
ground-state in figure 5.3, interacting with three CW driving fields with Rabi
frequencies Ωp, Ωc, Ωseed and detunings ∆p, ∆c, ∆seed. Note that these are
angular detunings whereas linear detunings (∆/2π) are used in the spectra
that appear in the following figures. We write the interaction Hamiltonian
(in the rotating wave approximation) as

Ĥ = ~
2


0 Ωp 0 Ωseed

Ωp −2∆p Ωc 0
0 Ωc −2(∆p + ∆c) 0

Ωseed 0 0 −2∆seed

 ,

and solve the Lindblad master equation to find the steady-state density matrix
ρ. The atomic polarisation density at any point can be expanded in the usual
way (equation 2.3) as

~P = N〈d̂〉 = N(~d01ρ10 + ~d12ρ21 + ~d03ρ30 + ~d32ρ23), (5.1)
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where for simplicity we have included only the positive frequency components
of the dipole allowed transitions. The component of the polarisation that
oscillates at the frequency of the signal transition ωsignal is ~Psignal = N ~d32ρ23.
The oscillating dipoles radiate an electric field with a strength proportional
to ~Psignal. The total radiated field will be the sum of the fields emitted from
each atom, and thus the intensity will be proportional to |∑n ρ23|2 where
the sum is over all atoms. In general one should consider the back-action
of the emitted field on the atoms. However, in our case the emitted field
is weak enough to ignore any back-action. Additionally, we find that we
do not need to consider any propagation effects (absorption and dispersion)
on the emitted field as the polarisation, and thus the refractive index, is
sufficiently small. We do however need to take into account three effects in
calculating the total radiated field. Firstly, we must sum over all the atomic
velocity classes which experience different, Doppler-shifted, detunings of the
driving fields. Secondly, the pump and seed fields experience a significant
amount of absorption on propagation through the medium. We calculate their
respective absorption coefficients from the density matrix elements ρ10 and
ρ30 as described in section 2.1.3, and propagate them through the medium.
Finally, we find it is necessary to sum over the radial intensity profiles of
the driving fields. We do this by assuming that all of the driving fields have
Gaussian intensity profiles in the radial direction r (which is consistent with
our measurements) and are perfectly overlapped. The radiated field is then
calculated for radial shells over which constant intensities can be assumed. In
the experiment we detect the signal using a single-mode optical fibre and a
photon counting module. The effect of the optical fibre collection is modelled
as a Gaussian spatial filter acting on the emitted FWM field and therefore
we calculate the theoretical signal amplitude as

S ∝
∫ ∞

0
|〈ρ23〉|2 exp(−2r2/w2

D) rdr, (5.2)

where wD ∼ 90 µm is the measured waist of the optical fibre detection mode
at the position of the cell, and the angled brackets 〈〉 refer to integration over
the velocity distribution and the length of the medium in the propagation
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direction.

5.4 Results

Figure 5.5 shows a typical spectrum as the seed laser frequency is scanned. In
panel (a) we show, for reference, a theoretical transmission spectrum [29] of
the Rb D1 line with (solid line) and without (dashed line) the applied magnetic
field. Note that the spectrum without field is for a naturally abundant vapour
cell while the spectrum with field is for an isotopically enriched 87Rb cell. Zero
detuning is the weighted D1 line centre of naturally abundant rubidium in
zero magnetic field [80]. In panel (b) we scan the seed laser over the leftmost
absorption line [unshaded region in panel (a)] and measure its transmission
spectrum in the absence of the pump and coupling fields (olive dashed line).
Adding the resonant 780 nm pump beam (red dotted line) creates a V-system
which exhibits a small peak at line-centre due to EIT. When the strong
coupling laser is also added (blue solid line), it dresses the pump transition
and the EIT feature is split into an Autler-Townes doublet. Where the three
lasers are resonant with the dressed states of the system, we observe a FWM
signal, shown in panel (c). The maximum FWM signal coincides in frequency
with the position of the Autler-Townes doublet in panel (b). The combined
use of narrowband interference filters and photon-counting modules to detect
the FWM signal yields a high signal-to-noise ratio. This is necessary because
we use a low temperature and low pump and seed powers, resulting in a small
absolute FWM signal (pW). Experimentally we observe that changing the
alignment of the beams modifies the lineshapes; we conjecture that this is
due to the presence of back-reflections since the cell is not anti-reflection
coated. We optimise the alignment to ensure that the Autler-Townes splitting
is maximised.

We now look at how the observed FWM signal changes with a selection of
the experimental parameters. The complete parameter space is too large to
fully explore here, but we show the results of a range of experiments along

77



Chapter 5. Four-wave mixing (FWM)

po
we

r

Figure 5.5: (a) Theoretical transmission spectrum of the rubidium D1
(795 nm) line in the presence (thick grey line) and absence (dotted grey
line) of a 0.6 T magnetic field at a temperature of 80◦C. The shaded region
highlights the detuning range for the experimental data shown below. (b)
Experimentally measured seed laser transmission spectra. The seed-only
spectrum is displayed by the solid olive line. Switching on a resonant pump
laser results in V-type EIT resonance (red dotted line). Additionally switching
on a resonant coupling laser (dashed blue line) splits the EIT feature as a
result of the strong dressing of the 5P3/2 state. (c) Four-wave mixing spectrum
where the splitting is also evident; the solid line is the model as given by
Eq. (5.2), with α = 35 and Ωc reduced by 14% from the measured value. (d)
Residuals (experiment minus theory) are plotted (Res.).
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with the theoretical model demonstrating the success of the 4-level model in
the HPB regime.

5.4.1 Model parameters

The natural decay rates of the relevant atomic states are Γ10 = 2π × 6 MHz,
Γ30 = 2π × 5.7 MHz, Γ21 = 2π × 0.17 MHz, Γ23 = 2π × 0.43 MHz and
Γ20 = 2π × 0.07 MHz [110]. In the model, the decay rates Γ21, Γ23 and Γ20

are multiplied by a factor α which includes contributions from broadening of
the excited-state transitions due to collisions with background gases [79] and
the effect of magnetic field inhomogeneity. We find good agreement with the
experimental spectra using a value of α = 35, corresponding to an additional
broadening of ∼ 20 MHz, which is in agreement with previously measured val-
ues [47]. We have independently measured the collision-broadened linewidths
Γ10/2π,Γ30/2π = 13 MHz and so these values are fixed in the model.

The blue line in figure 5.5 panel (c) shows the results of the model using
independently determined values of all parameters except for: Ωc, which
has been reduced by 14% from the value calculated using the measured
Gaussian beam waist, α = 35 and an overall scaling factor. Given the lack
of free-parameters we find that the model is in excellent agreement with the
data as indicated by the small residuals. However, there is clearly additional
broadening of the lines that is not currently accounted for by the model. We
expect that the main source of discrepancy between experiment and theory is
that the model used to account for the optical fibre collection mode is not
sufficiently detailed. Other possible sources of discrepancy include imperfect
alignment of the driving fields (perfect overlap is assumed in the model), the
fact that we do not consider a full propagation model, e.g. the Maxwell-Bloch
model [129], that fully accounts for back-action of the medium on the driving
fields as they propagate. The relative simplicity of our system, with only
4 coupled atomic levels, means that it could be an ideal test-bed for such
models.
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Figure 5.6: Four-wave mixing signal as a function of both coupling (776 nm)
and seed beam (795 nm) detunings. The system exhibits an avoided crossing,
which is characteristic of Autler-Townes splitting. The solid lines in the panel
(a) are a plot of ∆seed = kseedv2photon where v2photon is given by Eq. (5.3).
Panel (b) and (c) show the FWM signals at coupling detunings of 0 MHz
and -360 MHz respectively, where the solid lines are the model as given by
Eq. (5.2) with α = 35 and Ωc reduced by 14% from the measured value.

5.4.2 Dependence on coupling detuning

In figure 5.6 we plot the normalised signal level against the detunings of
both coupling and seed lasers. The strong coupling laser dresses the pump
transition, creating two pathways to the 5D state. Hence we observe two
features in the FWM signal that correspond to the resonances with these
dressed states. In the limit of low Ωc and low Ωseed, the seed laser weakly
probes the two-photon absorption resonance |0〉 → |2〉. For a resonant
pump laser (∆c) the atoms that are two-photon resonant have axial speeds
(equation 3.5)

v2photon = ∆ckc

a
±
√

∆2
ck

2
c

a2 + Ω2
c

2a , (5.3)
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where a = 2(k2
p + kpkc).

In figure 5.6 we plot ∆seed = kseedv2photon [solid blue line in panel (a)] where
kseed is the seed transition wavenumber and Ωc is the measured peak Rabi
frequency reduced by 14% for the coupling beam. The model agrees reasonably
well with the positions of the FWM resonances, as is expected for seed and
pump Rabi frequencies that are significantly smaller than the coupling Rabi
frequency, but there is a clear overestimation of the Autler-Townes splitting
for ∆c = 0. This is to be expected since the total FWM signal is obtained
from the entire spatial profile of the coupling field, resulting in a reduced
effective Rabi frequency.

5.4.3 Dependence on coupling power

The dressed-state resonance frequencies depend on both the coupling detuning
(figure 5.6) and also the coupling laser power, which is plotted in figure 5.7.
The coupling laser Rabi frequency, ΩC , is proportional to the square-root of
the coupling laser power. When the pump and coupling lasers are both on
resonance with the bare atomic states, the dressed states are symmetrically
split, with the well-known Autler-Townes splitting energy ~ΩC [6].

The dotted lines in figure 5.7(b) show the expected square-root behaviour of
the splitting with laser power, which coincide well with the observed peak
FWM signals. Note these dotted lines are a guide to the functional form of
the splitting, not a fit to the data. Note also that since the seed and coupling
lasers are not actively frequency stabilised there is some drift of the laser
frequencies between measurements (typically on the order of 100 MHz per
hour). In the case of the displayed data we have attempted to correct for
the drift of the seed laser in post-processing by fitting the centre frequency
of the broad Gaussian line shapes in the (simultaneously measured) seed
transmission spectra.

As the coupling laser power is increased, the dressed-state energy levels
split as expected, but the peak power of the FWM signal quickly saturates.
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Figure 5.7: (a) Four-wave mixing signal as a function of the coupling beam
power, with pump and coupling fields on resonance with the bare atomic
transitions. For powers larger than ∼ 10 mW the signal saturates, but the
spectral dependence on seed detuning in panel (b) continues to evolve. Autler-
Townes splitting is clearly visible as the coupling power increases and shows
the expected square root dependence as shown by the dashed lines. The seed
detunings have been shifted to correct for the frequency drift of the seed laser.
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Figure 5.8: Four-wave mixing signal as a function of the power of the seed
beam. The three curves correspond to pump powers of 2 µW (purple N),
1 µW (blue •) and 0.5 µW (red H). After an initial sharp rise in signal with
seed power, the signal saturates. The peak signal power at saturation is higher
for the different pump powers, however the saturation point is unchanged.
The dashed lines are power-law fits to the lowest three powers of each data
set.

This fits well to a simple saturation model given by 1− 1
(1+P 2/A2) with fit

parameter A = 2.8± 0.1 mW, and physically corresponds to the saturation
of the number of excitations in the medium for given values of both seed and
pump laser power [dotted line in figure 5.7(a)].

5.4.4 Dependence on seed power

Figure 5.8 shows the peak signal intensity as a function of seed power, for
3 different pump powers. Increasing the seed power initially results in a
sharp increase in the FWM signal, but this quickly saturates after a seed
power of around Psat= 2.5 µW. Fitting the initial increase to the (power law)
function αP β with free parameters α and β, results in the dashed lines shown
in figure 5.8. For the pump powers of 2 µW, 1 µW and 0.5 µW the fitted
values of the exponent β are 0.74 ± 0.03, 0.7 ± 0.1 and 0.6 ± 0.1 respectively.
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With additional pump power, the peak signal increases, but Psat does not
change. For very high seed powers, the signal decreases which we attribute
to power broadening of the pump transition.

5.4.5 Dependence on atomic number density

In figure 5.9 we plot the resonant FWM signal power as a function of atomic
number density, with the corresponding vapour temperature on the bottom
axis (the abscissae are the same for both panels). The total emitted electric
field scales linearly with the number of atoms since FWM is a coherent effect.
Therefore the signal intensity initially scales quadratically with atomic density
[solid blue line in panel (a)]. A quadratic fit (i.e. with an exponent of 2) for
the data in the unshaded region in panel (a) yields a reduced chi-squared
value of 0.1 [81], indicating a good fit. If the exponent is allowed to vary in
the fit, we obtain a best-fit exponent of 2.1 ± 0.3. Outside of this region,
at densities above ∼ 5 × 1018 m−3 (temperature around 90◦C), the 2 mm
long vapour becomes optically thick for the ground state transitions, and this
reduces the FWM signal, since the resonant pump and seed beams on the D2
and D1 transitions are strongly scattered by the medium. The extinction can
be described by the Beer-Lambert law. When phase-matching is present, the
total electric field from all atoms is simply the constructive superposition of
the individual fields. The intensity is then given by [130]

I ∝
(
N

dopt

)2[
1− exp

(
− dopt

2

)]2
, (5.4)

where the medium has a density N and optical density dopt.

The dotted blue line in panel (a) indicates reasonable agreement with the
model described by Eq.(5.4). With the same optical depth, we expect transmis-
sion of the driving fields given by the dotted blue line in panel (b). Although
the functional form of the model agrees with the measured seed transmission
(yellow circles), the model predicts a higher optical density at any given cell
temperature. In the experiment, both seed and pump lasers are being strongly
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Figure 5.9: Resonant FWM peak power and seed transmission as a function of
atomic number density and temperature. After an initial quadratic rise (solid
blue line), the maximum signal is reached at a temperature of ∼ 90◦C. The
dotted line in (a) is a fit using equation 5.4 and shows good agreement with
the data. Comparing the extracted optical depth from this model [dashed
line in (b)] suggests the saturation is caused primarily by the pump laser
absorption, rather than the seed absorption [olive points in (b)].
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absorbed by the vapour, with the pump being more strongly absorbed (the
D2 line is stronger than the D1 line). Clearly, a model that takes into account
the absorption of both seed and pump lasers is required in order to expect
better agreement with the experimental data.

5.5 Summary

We have presented an experimental study of seeded non-degenerate FWM
in the HPB regime where the relevant atomic energy levels are reduced to
a simple four-level system. The applied magnetic field removes multi-path
interference and therefore allows for quantitative agreement with a simple
theoretical model, based on 4-level optical Bloch equations, even in the
regime of strong driving. We have investigated how the FWM signal depends
on laser detunings, powers and the atomic density of the vapour, finding
excellent agreement between theory and experiment. This study adds to
previous related works [82, 47] demonstrating how many nonlinear optical
phenomena can be simplified in thermal vapours by the application of a
large magnetic field, allowing for detailed quantitative modelling. Following
on from the development of a range of technologies based on linear atom-
light interactions [131, 41, 42, 43], we envision that similar comprehensive
modelling of nonlinear systems will enable the design and optimisation of
future devices.
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Chapter 6

Heralded single-photon
generation

This chapter is based on the following publication:

D. J. Whiting, N. Šibalić, J. Keaveney, C. S. Adams, and I. G. Hughes, Single-
photon interference due to motion in an atomic collective excitation, Physical
Review Letters 118, 253601 (2017), 10.1103/PhysRevLett.118.253601.

6.1 Introduction

The engineering of quantum states is a critical component in the development
of quantum technologies, such as quantum communication and computa-
tion [132, 133], quantum simulation [134, 135] and quantum metrology [136].
Optical quantum states are of particular interest in quantum information
transfer because of their typically weak interactions with the environment,
meaning they can be transmitted over large distances without significant
losses. The generation of optical quantum states also has important con-
sequences for fundamental physics research. Historically, the development of
sources of single photons, based on radiative atomic cascades and spontaneous

87

https://doi.org/10.1103/PhysRevLett.118.253601


Chapter 6. Heralded single-photon generation

parametric down conversion (SPDC), enabled some of the first experiments on
the quantum nature of light: quantum interference of single photons [137, 138]
and Hong-Ou-Mandel interference [139]. More recently, squeezed light has
been employed to improve the sensitivity of the LIGO instrument in the
detection of gravitational waves [140]. For these reasons, optical quantum
state engineering continues to be a rapidly growing field of research span-
ning a wide range of subject areas within physics. Each having their own
advantages and disadvantages, there are a veritable smorgasbord of emerging
technologies.

Sources of engineered quantum states fall broadly into two categories: those
that are heralded, and those that are on-demand. In a heralded source the
state preparation is inherently stochastic but is temporally correlated with a
measurable ‘herald’ event, i.e. the detection of a herald signals the preparation
of the state. These sources usually operate at low enough rates to reduce
the likelihood of more than one emission event occurring simultaneously,
thereby modifying the heralded state. In contrast, on-demand sources are
much sought-after since they hold the potential for much higher rates of
communication and computation.

In the solid-state [141], quantum dots [142] and nitrogen vacancy centres [143]
hold tremendous potential as on-demand sources, however there are still
major obstacles to be overcome. One challenge is to achieve reproducibility
of the devices: the typical production method involves the manufacture of
many devices and the ones with the desired properties are post-selected.
Another challenge is that the spectral widths of the generated optical states
are typically several THz [142]. Apart from resulting in a low spectral
brightness (the number of photons per second per unit bandwidth), this
limits their compatibility with many existing technologies, including atomic
quantum memories. In order to interface efficiently with atomic systems, the
photon spectrum should be compatible with the atomic transition in both its
bandwidth (typically < 1 GHz) and central frequency. Some progress has been
made to reduce the bandwidth by inserting these devices inside high-finesse
optical cavities [144] or by using narrowband atomic filters based on the
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Faraday effect [145]. However, these methods are based on filtering a portion
of a wider bandwidth and come at the expense of increased experimental
complexity.

Atomic media are an attractive alternative [20], with well-defined optical
transitions, long coherence times, strong nonlinearities that produce control-
lable phase shifts [28] and established coherent control protocols based on
slow-light and adiabatic following [4].

Trapped single atoms [146] and ions [147] are an obvious choice for on-demand
single-photon production since preparation in an excited state guarantees
the emission of one and only one photon. Unfortunately the emission can be
difficult to collect efficiently, since the radiation modes (e.g. dipole modes)
have a large spread in angles. The more loss that is introduced into the col-
lection, the more stochastic a source becomes, losing its on-demand character.
The collection efficiencies that have been attained to-date are typically on
the order of 1% [146]. A solution exists in the form of trapping the single
atom [148, 149] or ion [150] inside a high finesse optical cavity. Within the
modes of the cavity, the density of states of the atomic emission pattern
is increased, hence the photons have a higher probability of being emitted
into a cavity mode, with increased collection efficiency. Another interesting
method involves trapping a single ion at the focus of a parabolic mirror,
allowing the full dipole emission pattern of the ion to be collected with high
efficiency [151].

A completely different approach is to use extended atomic media: thermal
vapours and cold trapped ensembles. Since these sources usually contain
many independent emitters, the state preparation is stochastic and must
be heralded, rather than on-demand. However, the emitted photons are
naturally frequency and bandwidth matched to atomic quantum memories,
enabling the conversion from a heralded source into an on-demand source [27].
A major advantage of such schemes is that through collective interactions
with the same free-space optical modes, the atoms can preferentially emit
photons in a single direction, negating the need to use high finesse optical
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cavities [152]. Another advantage is that the state preparation is highly
robust to single-atom loss, due to the large numbers of atoms involved in the
state-generation. Finally, it is pertinent to mention experiments that involve
extended atomic media, but which also make use of the Rydberg blockade
phenomenon, in an effort to achieve on-demand single-photon generation.
That the medium is extended allows for collectively enhanced emission into
a single direction while the Rydberg blockade guarantees that only a single
atomic excitation exists within the medium [153, 65].

While methods involving room-temperature atomic vapours currently lack
the high levels of control that can be gained by the cooling and trapping of
atoms, they have the very important advantage of being easily scalable, since
they do not rely on cryogenic cooling or vacuum chambers. This scalability
has led to the development of many practical devices including chip-scale
atomic clocks [30], brain sensors [31] and microwave electrometers [33]. For
this reason, optical quantum-state engineering in thermal atomic vapours is
already an established field of research. One of the most significant early
advances in this field was the development of the double-lambda scheme in
alkali-metal atoms [120, 154]. Experiments on this front have reported high
levels of relative intensity squeezing, high-brightness single-photon sources [21]
and quantum memories [24, 25, 26]. Significantly less research has been done
on state-engineering using ladder excitation schemes, which, when involving
Rydberg states, have the aforementioned potential to be on-demand sources.
One notable example of work in this field is the development of a heralded
source of telecomms-wavelength single photons [22].

Motion-induced dephasing [155] often inhibits the wider use of thermal atomic
vapours in quantum state engineering applications. Because of the broad
atomic velocity distribution, the prepared states typically have very short
coherence times (<1 ns). Doppler-selective excitation schemes may be used in
order to reduce the amount of dephasing. However, in such schemes it is not
normally possible to address individual atomic states in a controlled manner,
due to the hyperfine structure being unresolved within the Doppler-broadened
absorption lines. One solution is to use optical pumping to initially prepare
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the system in a single hyperfine ground-state, using buffer gases [156] or
anti-relaxation coatings [157, 158] to mitigate decoherence processes. Unfor-
tunately, for schemes relying on excited state coherence [79] or thin-cells [159]
these methods cannot usually be applied. Buffer-gases lead to additional
broadening of excited-state transitions [79] and vapour-cell coatings do not
work at the high temperatures required to achieve usable optical densities in
thin-cells [160, 78]. In these situations, an alternative solution is to apply a
strong magnetic field (to achieve the HPB regime) that resolves the individual
transitions (as in the previous three chapters, where this approach resulted
in enhanced control of EIT, EIA and FWM).

In this chapter we investigate the generation of single-photons using a thermal
rubidium vapour in the HPB regime. Using a Doppler-selective excitation
scheme with strong laser-dressing, we prepare a novel quantum state that
consists of a single excitation as a robust collective superposition of two
velocity classes. The single excitation is emitted as a single photon with two
frequencies. At present there is much interest in these ‘bi-chromatic’ photons
as they could be used to entangle spatially separated quantum memories
or perform spectroscopy with small numbers of photons [161, 162]. The
arrival times of the single-photons display collective quantum beats [163],
demonstrating the coherent nature of the splitting of the single excitation
amongst atoms with primarily two different velocities.

6.2 Experimental details

The single-photon generation scheme is based on the nonlinear optical process
called spontaneous four-wave mixing (SFWM) [122, 22] and is illustrated in
figure 6.1. Following on from the FWM experiment of the previous chapter,
the seed laser (795 nm) is removed from the set-up and the medium is left to
spontaneously decay from the 5D3/2 excited state via the “herald” (762 nm)
and “signal” channels (795 nm). The reason for this new naming convention
will become clear in the course of the following discussion. In the chosen
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Figure 6.1: Cascade spontaneous four-wave mixing scheme in 87Rb. (a) The
energy levels and transition wavelengths used in the experiment. (b) The
phase matching scheme with all beams almost co-propagating and the phase-
mismatch as a function of the emission angles of the herald (θherald) and signal
(θsignal) photons.

configuration, with pump and coupling lasers almost co-propagating, a steady-
state spin-wave is imprinted on the atomic vapour with wavenumber ≈ kp +kc,
which is approximately double that of the herald wavenumber kh. This means
that there is no phase-matched emission for herald photons: they are emitted
uniformly in all directions. However, in the event that a herald photon is
emitted in the forward direction, the resulting spin-wave (with wavenumber
kp + kc − kh ≈ ks) leads to the subsequent phase-matched emission of a
signal photon in the forward direction. Figure 6.1(b) shows the herald photon
emission angles that lead to phase matched emission of signal photons. The
dashed white line indicates the region within which the phase mismatch is less
than 2π radians. There are clearly 2 combinations of angles that are very well
phase-matched, corresponding to emission in the directions of the two driving
fields. Due to this phase-matching condition for photon pairs, detection of
the first photon to be emitted announces (heralds) the subsequent emission
of a photon into the phase-matched direction.

The level structure of 87Rb in the magnetic field is shown in Fig. 6.2 (without
the mI structure for clarity). In the experiment the magnetic field is aligned
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Figure 6.2: Diagram of the atomic energy levels in a large magnetic field
and the optical transitions relevant to the experiment. The excited atom can
decay back to the ground-state via π or σ± transitions. However, the applied
magnetic field prevents the emission from the π transitions in the direction of
the detector.
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with the axis defined by the pump laser. The only transitions that can be
driven by the pump and coupling fields in this geometry are σ+ and σ− trans-
itions. As we have discussed in previous chapters, these transitions are separ-
ated from their neighbours in frequency by more than the Doppler broadened
linewidths. The pump laser is tuned to drive the mI = 3/2 state with a
σ+ transition from 5S1/2(mJ = 1/2) → 5P3/2(mJ = 3/2) and the coupling
laser is tuned to drive the σ− transition 5P3/2(mJ = 3/2)→5D3/2(mJ = 1/2).
Therefore only the |5D3/2, mJ = 1/2,mI = 3/2〉 state is populated by the
driving fields. From here the atoms can spontaneously decay back to the
initial ground state via two paths. Because of the magnetic field the atoms
that decay via the π transitions cannot emit light in the direction of the
detectors. Furthermore, we apply polarization filtering to the signal mode
such that only the light from the σ− transition can be detected. Overall, this
means that photons reaching the detectors must come from a single decay
pathway and thus, the application of the magnetic field allows the isolation
of an ideal 4-level system with which to study single photon generation by
SFWM.

A measure of the correlation between the emitted herald and signal photons
is called the normalised cross-correlation g(2)

h,s(τ) [54]. Experimentally this is
measured in the following way. The herald and signal photons are collected
by single-mode optical fibres positioned in the phase-matched directions:
θherald = 2 mrad, θsignal = 0. The fibres connect to single photon avalanche
diodes (SPADs) which, upon detection of a photon, output an electronic
pulse with a sub 1 ns rise-time and a specified 350 ps timing uncertainty
(jitter). The pulse times are recorded by an electronic counting card with
a 27 ps timing resolution. The time delays, τ , between herald and signal
detection events are then binned to give the correlation function G(2)

h,s(τ) (also
known as the joint detection probability). Finally, the histogram is normalised
according to

g
(2)
h,s =

G
(2)
h,s

rhrsT∆τ (6.1)

where rh,s are the herald and signal channel count rates, T is the total data
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acquisition time for the experiment and ∆τ is the width of the histogram
time bins. The normalised correlation function measures the probability
of detecting a signal photon at time t + τ conditional on detection of a
herald photon at time t, compared to the same probability when there is
no correlation between herald and signal photons. For example a g(2)

h,s of
10 means that upon detection of a herald photon, subsequent detection
of a correlated signal photon is 9 times more likely than detection of an
uncorrelated ‘background’ photon.

Before proceeding to present the results of the experiment, we spend some
time developing a theoretical model for g(2)

h,s which will prove crucial to
understanding the data.

6.3 Theoretical model

The model of atom-light interactions developed in section 2.1, which has been
sufficient to explain the effects discussed thus far, involved treating all of the
optical fields as classical EM fields. The effects of the atoms interacting with
the EM vacuum were limited to the dissipation introduced by spontaneous
emission. However, in order to describe the effects of SFWM we need to
explicitly consider the quantum nature of the interaction of the atoms with
the EM field, keeping track of the state of the emitted photons. In this
section we develop a theoretical model for heralded single-photon generation
by spontaneous four-wave mixing (SFWM) in a thermal atomic vapour.
Specifically, we are interested in calculating the joint detection probability
g

(2)
h,s . For comparison, a related analysis is presented in [164] for the case of
cold atoms in a lambda system with strong laser dressing.

We consider the dynamics of an ensemble of N four-level atoms, enumerated
with j, located at positions rj and moving with velocities vj , that are coupled
to electromagnetic (EM) field modes (Fig. 6.3). Two of these modes are the
strong pump and coupling laser fields from chapter 5 that will be treated
here as classical driving fields, whose driving strengths are given by the Rabi
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Figure 6.3: A spatially extended medium (max[|ri − rj|]� 2π/ks) contain-
ing N atoms, enumerated by j, located at positions rj, and moving with
velocities vj. Internally (inset on the right) the atoms have four levels,
and are driven by pump and coupling fields with Rabi frequencies Ωp and
Ωc. Atoms can spontaneously decay to the herald mode kh and the signal
mode ks under the influence of the operators ghâ

†
kh

and gpâ
†
ks , or to one

of the other modes β with a rate of Γj,β. The system is analysed in the
basis ⊗j |αj, rj,vj〉

⊗ |n̂kh〉
⊗ |n̂ks〉, α ∈ {0, 1, 2, 3}, which is coupled to the

Markovian reservoir of all other vacuum modes.
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frequencies Ωp and Ωc, and directions by the wavevectors kp and kc. The
dynamics of two specific field modes, named the herald and signal modes,
with energies corresponding to the |2〉 → |3〉 and |3〉 → |0〉 transitions, are
considered separately. Their spatial directions, labelled by the wavevectors
kh and ks respectively, are defined by the directions of the single-mode inputs
of the single-photon detectors used to detect herald and signal photons in
the experiment. All of the empty EM field modes, except the herald and
signal modes, will be treated with the usual coupling to the Markovian
reservoir, giving rise to spontaneous emission from each level α with rates
Γj,α. The system is analysed in the basis ⊗j |αj, rj,vj〉

⊗ |n̂kh〉
⊗ |n̂ks〉, α ∈

{0, 1, 2, 3}.

6.3.1 The Hamiltonian

The dynamics of the internal degrees of freedom are modelled using the
Hamiltonian H̄ = H̄1 + H̄2 (with ~ = 1), where

H̄1 =
∑
j

[ω1|1j〉〈1j|+ ω2|2j〉〈2j|+ ω3|3j〉〈3j|]

+
∑
j

[
Ωp

2 eikprj(t)−iωpt |1j〉〈0j|+
Ωc

2 eikcrj(t)−iωct |2j〉〈1j|+ h.c.

]

describes the four level system driven, in the rotating wave approximation
(RWA), by strong pump and coupling laser fields with respective frequencies
ωp and ωc, driving the transitions |0〉 ↔ |1〉 and |1〉 ↔ |2〉. The energies of
the states |α〉 are ωα. Additionally,

H̄2 =
∑
j

[
gh e−ikhrj(t)+iωht â†kh

|3j〉〈2j|+ gs e−iksrj(t)+iωst â†ks |0j〉〈3j|+ h.c.
]

describes the coupling of atom, in the RWA, to the herald and signal detection
modes. The coupling strengths between the atom and the vacuum modes,
gh and gs for herald and signal channels respectively, formally correspond to
gs,h = ∑

k∈ks,h±∆k g23,30 where |∆k| � |k| defines the range of emitted photon
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directions that hit the detector’s sensitive area, and g23,30 are the vacuum
Rabi coupling frequencies on the herald and signal transitions respectively.
The coupling of the atoms to all other EM field modes is described by the
Lindblad super-operator

L[ρ̂N ] =
∑
j,β

(Lj,βρ̂NL†j,β −
1
2L
†
j,βLj,βρ̂N −

1
2 ρ̂NL

†
j,βLj,β), (6.2)

where ρ̂N is the N -atom density matrix and Lj,β are the decay channels of
atom j, enumerated by β. In our case coupling of the atom to the herald and
signal modes, described by H2, is negligible compared with the coupling to
all the other spatial modes. Therefore, the decay of states |2〉 and |3〉 is still
described, to an excellent approximation, by the usual spontaneous decay
rates Γ2 and Γ3. Evolution of the external degrees of freedom, due to atomic
motion, is accounted for by setting rj(t) = rj(0) + vjt.

6.3.2 Rotating frame transformation

Before solving for the dynamics, we transform the equations into a convenient
basis by applying the unitary transformation operator

Û = exp
i
∑
j

{[ωpt− kp · rj(t)]|1j〉〈1j|+ ω3t|3j〉〈3j|

+ [(ωp + ωc)t− (kp + kc) · rj(t)]|2j〉〈2j|}
,
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such that a new evolution Hamiltonian H1 +H2 = Û †H̄Û− iÛ † dÛ
dt is obtained.

Thus

H1 =
∑
j

[−∆p|1j〉〈1j| − δ|2j〉〈2j|] +
∑
j

[
Ωp

2 |1j〉〈0j|+
Ωc

2 |2j〉〈1j|+ h.c.

]
,

(6.3)

H2 =
∑
j

{
gh ei(kp+kc−kh)·rj(t)+i(ωh+ω3−ωp−ωc)t â†kh

|3j〉〈2j|

+ gs e−iks·rj(t)+i(ωs−ω3)t â†ks |0j〉〈3j|+ h.c.
}
, (6.4)

where ∆p ≡ ωp− kp · vj − ω1, δ ≡ ωp + ωc− (kp + kc) · vj − ω2 are the pump
and two-photon detunings respectively.

6.3.3 Perturbative dynamics

Since ghâ
†
kh
, gsâ

†
ks � Ωp,Ωc, we treat the dynamics due to H2 perturbatively.

In the zeroth-order approximation (H2 = 0), the system density matrix evolves
only under driving H1 and dissipation L (equation 6.2). This evolution is
described by the master equation d

dt ρ̂N = −i[ρ̂N ,H1] + L[ρ̂N ] ≡ L[ρ̂N ], which
reaches a steady state ρ̂(0)

N under the Liouvillian L. The system evolution under
H1 decomposes to the evolution of individual atoms ρ̂N = ⊗

j ρ̂j
⊗ |0kh0ks〉,

where ρ̂j is the single atom density matrix for the j-th atom. In particular,
atoms with the same velocity v at different spatial locations will evolve under
H1 to the same single-atom density matrix ρ̂(v). From this it appears that
relative atomic positions are irrelevant. However, we shall see that the relative
positions of atoms in the ensemble will play a crucial role due to the phase
factor in H2.

In order to obtain the herald-signal joint-detection correlation function g(2)
h,s (τ)

we are interested in calculating 〈Ê†s (t+ τ)Ês(t+ τ)Ê†h(t)Êh(t)〉. The simplest
non-zero contribution to this element originates from the second-order per-
turbation by H2. Initially, H2 perturbatively acts on the steady-state ρ̂(0)

N at
some time t, causing the emission of a herald photon. After the first-order
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perturbation the new density matrix ρ(0)
N (t) = H2(t) ρ(0)

N H†2(t). Subsequently,
the system will evolve under L before at some time τ later, under the influence
of H2(t+ τ), a signal photon is emitted:

〈Ê†s (t+ τ)Ês(t+ τ)Ê†h(t)Êh(t)〉 = Tr
[
Ê†s (t+ τ)Ês(t+ τ)Ê†h(t)Êh(t) ρ̂(2)

N

]
,

(6.5)

ρ̂
(2)
N = H2(t+ τ) e−iLτρ(1)

N (t) H†2(t+ τ),

where the trace is over all the atomic degrees of freedom and the herald and
signal field modes.

6.3.4 Herald photon emission

Analysing the time dependence of the atom coupling to the herald mode,
i.e. the terms containing âkh in H2 [Eq.(6.4)], we see that for atoms with a
velocity v the dominant decay is to a mode with frequency ωh = ωp + ωc −
ω3 − (kp + kc − kh) · vj. Starting from the steady state density matrix ρ̂(0)

N ,
the emission of a photon in the herald mode acts on the states as

ρ̂
(1)
N (t) ≡ H2(t)ρ̂(0)

N H†2(t) ∝
∑
i

ci

∑
j1

c′j1 gh ei(kp+kc−kh)·rj1 (t)| . . . 3j1 . . . 1kh〉


×
∑
j2

c′j2 gh e−i(kp+kc−kh)·rj2 (t)〈. . . 3j2 . . . 1kh |
 .

We see that emission, and subsequent detection of the herald photon, projects
the system into a state where a single excitation is stored collectively as a
coherent spin-wave with a periodic phase variation given by the wavevector
kp+kc−kh. The broadband detection scheme does not discern the frequency of
the herald photon ωh, since Êh = ∑

ωh âkh where the sum over ωh encompasses
the full Doppler broadened emission profile from the vapour. Therefore the
system will be projected in a state where the excitation is stored in all atomic
velocity classes.
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6.3.5 Signal photon emission

Subsequently, for a time τ the atoms move to new locations rj(t + τ) =
rj(t) + vjτ . During this time the internal state of the system changes only
due to the atoms in state |3〉, since all other atoms are already in a stationary
state of L. This state is decoupled from H1 [Eq. (6.3)], but evolves due to
spontaneous decay and dephasing collisions under L (equation 6.2), resulting
in an amplitude reduction of exp(−γτ). Upon signal photon emission, the
system will be left in the state

ρ̂
(2)
N (t+ τ) ≡ H2(t+ τ) ρ̂(1)

N (t+ τ) H†2(t+ τ)
∝ exp(−2γτ)

×
∑

j1

e−i(kh+ks−kp−kc)·rj1 (t)+i(ωs−ks·vj1−ω3)τ | . . . 0j1 . . . 1kh1ks〉


×
∑

j2

ei(kh+ks−kp−kc)·rj2 (t)−i(ωs−ks·vj2−ω3)τ 〈. . . 0j2 . . . 1kh1ks|


+ . . . ,

where we have explicitly omitted terms that do not contribute to the correlated
emission of photons in the herald and signal channels. In order for this event
to have a significant probability of occurring at any time t+ τ , the emitted
signal photon must comprise frequencies centred on ωs = ω3 + ks · vj, i.e.
the moving atom must emit the photon within the linewidth of the signal-
transition. In other words, velocity classes differing by δv will emit photons
with frequencies differing by ks · δv, with well defined initial relative phases
and amplitudes set by the emission of an initial herald photon. Crucially,
since the signal detector does not discern the close energies of the emitted
photons, in calculating the amplitude for the detection event Ês = ∑

ωs âks we
must sum over the range of ωs corresponding to the detector bandwidth, and
in this way we do not measure which velocity class emitted the photon.

The amplitudes of photon emission from different atoms will interfere, lead-
ing to directional emission, provided that the photons do not leave any
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information in the medium about which atom stored the excitation. States
that fulfil this condition have atoms j1 and j2 in a coherent superposi-
tion where one is excited to |2〉 and the other is in the ground state |0〉,
i.e. | . . . 0j1 . . . 2j2 . . .〉 and | . . . 2j1 . . . 0j2 . . .〉. Since after two-photon decay
both of these states end up with both of the atoms in the ground state
| . . . 0j1 . . . 0j2 . . .〉, there is no information left in the medium conveying which
of the two atoms decayed. This leads to interference of the decay amplitudes
(to the ground-state), obtained as a sum of decays from different atoms.
Therefore, in calculating [Eq. (6.5)] the dominant non-zero elements1 will
originate from 〈. . . 0j1 . . . 2j2 . . . |ρ̂(0)

N | . . . 2j1 . . . 0j2 . . .〉 and the corresponding
conjugate. Given that the dynamics under L decompose into the single-atom
dynamics, the contributing matrix elements traced over all atoms other than
j1, j2 are equal to ρ̂02(vj1) ρ̂20(vj2), where ρ̂(v) is the steady-state single-atom
density matrix. Therefore the initial relative phases and amplitudes of photon
emission from different velocity classes in state |3〉 are inherited, by the herald
emission process, from ρ̂20. Equation 3.1 in chapter 3 can be used to calculate
the steady-state value of ρ20.

6.3.6 Joint detection probability

Overall, the joint detection probability [Eq. (6.5)] can be written as

〈Ê†s (t+ τ)Ês(t+ τ)Ê†h(t)Êh(t)〉 ∝∣∣∣∣∣∣
∑
j

ghgs ρ̂20(vj) exp(−γτ) exp(−iks · vjτ) exp[i(kp + kc − kh − ks) · rj(t)]
∣∣∣∣∣∣
2

.

In order to obtain non-zero values, summation over random atomic positions
rj must produce a constant value, which gives rise to the condition kp + kc −
kh − ks = 0 which is the usual phase matching condition for wave-mixing
processes in extended media. When this condition is fulfilled, the remaining
1Terms proportional to ρ22 do not interfere, so emission is not significantly enhanced in
the signal direction. They are therefore much smaller than the interfering terms and can
be neglected.
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time dependence can be written as an integral over all velocity classes

〈Ê†s (t+τ)Ês(t+τ)Ê†h(t)Êh(t)〉 ∝

∣∣∣∣∣∣∣∣∣
∫

v
dv p(v) ρ20(v) exp(−γτ) exp(−iksvτ)︸ ︷︷ ︸

≡Ψ

∣∣∣∣∣∣∣∣∣
2

,

(6.6)
where p(v) is the probability density function that an atom has velocity v.
We note that this calculation only includes the contribution from correlated
decays. There is also a constant background of uncorrelated decays produced
by other events. For example, following herald emission in channels other than
kh there is no clear phase matching condition for the signal emission, which can
then still end up in ks. Furthermore, in collisional processes population can
be transferred non-radiatively from |1〉 to |3〉, causing additional background
emission. Due to this the normalised signal for detection, with low heralding
efficiency, will have the form

〈Ê†s (t+ τ)Ês(t+ τ)Ê†h(t)Êh(t)〉
〈Ê†s Ês〉〈Ê†hÊh〉

= 1 + c〈Ψ|Ψ〉,

where c is a constant dependent on the background level.

6.3.7 Discussion

In order to gain some insight into the results of this model we can consider
three limiting cases. In all three cases we assume that the velocity distribution
p(v) is Gaussian and that ksp(v) is much wider than the linewidth of the
coherence on the signal transition γ. A sketch of the limiting cases ( 1 – 3 )
is shown in figure 6.4.

1 Firstly, in the case that the distribution of the excitation ρ20(v) is uniform
(independent of velocity), the joint detection probability is a Gaussian decay
with a width inversely proportional to the width of the velocity distribu-
tion. This limit makes clear the origin of motional dephasing in thermal
vapours.
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Figure 6.4: Illustration of three limiting cases of the theoretical model for the
joint detection probability g(2)

h,s . The distribution of the excitation amongst the
atomic velocity classes is shown on top and the corresponding g(2)

h,s (τ) is shown
below. 1 A Gaussian distribution of excitation with a width determined
by the Doppler-width results in a Gaussian decay with a lifetime inversely
proportional to the Doppler-width. 2 A distribution of excitation much
narrower than the natural linewidth γ results in an exponential decay over
the natural lifetime 1/γ. 3 Interference of the emission from two narrow
groups of atoms results in oscillations with a frequency proportional to their
difference in velocity with an amplitude decaying over the natural lifetime.
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2 Secondly, in the case that the distribution of the excitation ksρ20(v) is
much narrower than γ, the joint detection probability is simply an exponential
decay with a lifetime determined by the coherence lifetime 1/γ. We note here
that the same result is obtained in the case that ksp(v) is much narrower that
γ, which is the usual situation in cold atom experiments [23].

3 A final limiting case is that the distribution of the excitation ksρ20(v)
is composed of two groups of atoms, each with a width much narrower
than γ. In this case, there is interference between the light emitted by
each group of atoms, resulting in beats in the detection probability, with
a frequency proportional to the difference in velocity. Since the widths of
the two velocity groups are much narrower than γ the overall decay is still
determined by γ.

These situations are good approximations in several regimes of the exper-
imental parameters, and will therefore assist in our interpretations of the
results.

6.4 Results

6.4.1 Resonant driving with strong dressing

We first consider the situation of resonant pump and coupling fields, with
powers of 10 µW and 34 mW respectively. The cell temperature, measured
using a thermocouple, is 80◦C. The experimentally measured normalised cross-
correlation is displayed in figure 6.5(a) (blue circles). In contrast with the three
special cases that we previously discussed (figure 6.4), the correlation does
not display a maximum at τ = 0. The difference here is that the excitation
distribution p(vz)ρ20(vz) is complex valued with a velocity dependent argument
(phase). The theoretically calculated magnitude and phase distributions of
Ψ(vz) (equation 6.6) are shown in figure 6.5(b) for different delays. The blue
lines show the distributions immediately after heralding (τ = 0). The form of
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(a)

(b)

Figure 6.5: Interference gives rise to structure in the joint detection probability.
(a) The measured cross correlation for resonant driving fields is shown (blue
circles) for time delays (τ) between herald and signal photon detection. A fit
to the theoretical model developed in the text is also shown (solid purple line).
(b) The theoretical amplitude and phase distributions (resulting from the fit
parameters) of the two-photon coherence amongst the atomic velocity classes
are plotted for several delays: τ = 0 (solid blue lines), τ = 1.5 ns (dashed
orange lines) and τ = 5 ns (dotted green lines). In (a), amplitude-weighted
histograms of the theoretical phase distributions are plotted for the same
three delays as indicated by the blue, orange and green vertical dashed lines.
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the magnitude distribution is quite complicated due to the strong dressing
by the pump and coupling fields, with peak Rabi frequencies of 35 MHz and
280 MHz respectively. In the calculation of Ψ(vz) we sum over the measured
Gaussian intensity profiles of the pump and coupling fields. The variation of
the Rabi frequencies leads to broadening of the lines and a resultant lineshape
that is quite complicated. However, we can highlight some simple features in
order to make sense of the resulting correlation.

Firstly, all of the dynamics occurs within a time window of ∼10 ns, during
which time the magnitude of the excitation is only marginally decreased by
spontaneous decay. This can be seen by the dashed orange and dotted green
lines in figure 6.5(b) which correspond to time delays of τ = 1.5 ns and
τ = 5 ns respectively. Therefore the observed dynamics are predominantly
determined by the atomic motion resulting in Doppler-shifted emission which
is described by the exp(−iksvzτ) term in equation 6.6. This term gives rise to
the phase wrapping observed in the phase distribution [figure 6.5(b)]. A more
intuitive way to display the same information, is to histogram the theoretically
calculated phases of different velocity classes, weighted by their magnitudes.
Three of these histograms are displayed as polar plots in panel (a) for the
delays τ = 0, 1.5, 5 ns, with red arrows indicating the (scaled) g(2)

h,s . For τ = 0,
the phase rapidly changes by 2π through resonance (vz = 0) resulting in a
significant amount of destructive interference and a low correlation. Even
though the magnitude is significantly smaller for fast velocity classes, the phase
varies slowly around π and there is therefore constructive interference between
these atoms. The phases associated with the fast-moving atoms evolve rapidly
to the point, at τ = 1.5 ns, where the interference with the slow moving atoms
is almost perfectly destructive (the red arrow has been scaled by 105 in order
to be visible). Subsequent evolution decreases this destructive interference
to the point, at τ = 5 ns, where the maximum correlation is reached. A
measure of the amount of interference is given by |〈Ψ(vz)〉vz |/〈|Ψ(vz)|〉vz ,
where the angled bracket notation refers to the integration over vz. Values
of 1 and 0 correspond to complete constructive and destructive interference
respectively. Even at τ = 5 ns, when there is the maximum correlation,
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|〈Ψ(vz)〉vz |/〈|Ψ(vz)|〉vz ≈ 0.2 showing that the correlation is significantly
hampered by this destructive interference. Any method to post-select herald
photons with a particular frequency, corresponding to a particular velocity
class, would result in a significantly increased correlation, albeit at the cost
of a decreased rate of single photons.

The overall detection rate of correlated photon pairs can be calculated by
summing the raw cross-correlation histogram and subtracting the number of
uncorrelated counts: Pair rate = ∑t1

τ=t0 G
(2)
h,s(τ)− rhrs(t1 − t0)T , where t0 and

t1 should in principle be −∞ and ∞ but in practice it is sufficient to choose
cut-offs at −5 ns and 20 ns. With this we calculate a pair rate of 87 Hz
which is compared to the individual herald and signal detector count rates
of 127 kHz and 470 kHz respectively. The rate of correlated photon pairs is
more than one thousand times smaller than the rate of uncorrelated photons.
The heralding efficiency (uncorrected for losses in the detection), which is the
probability of detecting a signal photon, conditional on the detection of a
herald, is therefore very low (< 0.1%) compared to the best SPDC sources
(83% uncorrected for losses [165]).

The origin of the large background is not yet fully understood, however we
can give some suggestions as to its origin. Firstly, any steady-state population
in the excited state |2〉 may decay to state |3〉 emitting herald photons in
any-direction since there is no well-defined phase-relation on this transition.
The herald photon emission angles that give rise to phase-matched emission
of signal photons are displayed in figure 6.1(b). If herald photons that are
emitted in other directions are detected (due to having a large optical fibre
detection mode), there will be no correlated detection of a signal photon.
Additionally, the efficiency of the detection system plays a crucial role since
signal photons can be lost en-route to the detector. The quantum efficiency
of the detectors is approximately 60% at 780 nm and we estimate the optical
fibre collection efficiency to be on the order of 50%. Additionally, the optical
fibres used for collection have a built-in 50-50 beam splitter which results
in another ∼50% loss. The losses in the narrowband interference filters are
less than 5% for each filter (typically 3 filters are used) and the total loss
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due to reflection at the vapour cell surfaces is measured to be ∼8%. Thus
the total efficiency of the detection system for each of the herald and signal
modes is estimated to be in the range of 10%. Finally, signal photons emitted
by atoms with different velocities have different relative phases (figure 6.5).
Destructive interference in the emission from different atoms therefore leads
to non-phase matched emission. At high temperatures, the medium becomes
optically thick to the signal photons, resulting in a significantly decreased
heralding efficiency as we will see in the following section.

6.4.2 Dependence on temperature

We now consider the effect of varying the atomic number density via the
cell temperature, across a range of 55-142◦C. The experimentally measured
count-rates on the herald and signal detectors are displayed in figure 6.6(a).
The blue circles show the count-rates on the herald detector (762 nm). The
measured count-rates on the signal detector are the sum of the orange and
empty green circles, where the empty green circles are the count-rates with
the coupling beam switched off. The lines are fits to a simple theoretical
model which is developed as follows.

For a weak pump laser, ρ20 and ρ22 are proportional to the pump electric
field and intensity respectively. Upon propagation by distance z through the
medium of length L, the pump intensity decreases exponentially following
the Beer-Lambert law. Furthermore, the emitted photons can be re-scattered
by the remaining length of medium. In order to calculate the total rate of
emitted photons we should integrate ρ over the whole length of the medium.
In this case the total count-rates for uncorrelated emission are expected to
follow

Countrate = AN
∫ L

0
exp(−BNz) exp[−CN(L− z)] dz (6.7)

= A

B − C [exp(−CNL)− exp(−BNL)], (6.8)
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Figure 6.6: Temperature dependence of heralded single-photon generation
with resonant driving fields. (a) The individual count rates of herald and
signal photons are shown by the blue and orange circles respectively. The
empty green circles show the background count rate of signal photons when
the coupling laser is switched off. (b) The cross correlations measured at cell
temperatures of 55◦C and 125◦C. (c) The measured rate of photon pairs and
the heralding efficiency. The lines in (a) and (c) are fits to a simple model
described in the text.
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where A is an overall scaling parameter, BN is the absorption coefficient for
the pump field and CN is the absorption coefficient for the emitted photons.
For the herald photons, CN is assumed to be zero since the steady-state
population of state |3〉 is negligible. This simple model finds good agreement
with the data from the herald detector for constants A = 420 kHz and
B = 2.5× 10−19 m3 [blue line in figure 6.6(a)], despite the fact that the pump
is well above the saturation intensity of the 5P3/2 →5P3/2 transition. The large
difference in the value of A between the herald and signal detectors appears
due to the poor collection efficiency of the herald detection system.

The large remaining background of uncorrelated signal photons present when
the coupling laser is switched off is a surprising result. One explanation is
that this appears due to collisional population transfer between one 5P3/2

excited atom and one ground-state atom [166] (known as fine structure
changing collisions) or between two excited 5P3/2 atoms [167] (known as
energy pooling). The subject of energy transfer in dense thermal vapours is a
substantial research area in itself and this uncorrelated background light may
have a significant limiting effect on the levels of correlation attainable in this
type of system. For these reasons, investigations into the origin of this energy
transfer are currently ongoing. In the context of this thesis, we will only
concern ourselves with the dynamics of the heralded single photons produced
in this experiment, which are unaffected by the background photons.

At high densities the re-scattering of the signal photons has a significant effect
on the time dependence of the correlation [figure 6.6(b)]. At low densities
the peak g(2)

h,s occurs at approximately τ = 5 ns. At high densities, the large
optical density (OD) on-resonance means that the emission from the slow
velocity-classes is re-scattered, leaving mainly the off-resonant emission, due
to fast velocity-classes, to be detected. As we discussed in the previous section,
these atoms are initially in-phase but due to the large spread in velocities,
they rapidly dephase resulting in the observed short coherence time.

The experimentally measured pair-rates are plotted as blue circles in fig-
ure 6.6(c) along with a simple model (solid line) which is described by
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Pair rate = CN2, where C is an overall scaling parameter. The model has
been fitted to the first four data points. In the low density regime the number
of herald photons scales linearly with N . Emission and detection of each
herald photon projects the atoms into a collective superposition state and
the directionality of the photons emitted from this state scales linearly with
the number of atoms. In total this gives rise to the N2 dependence that is
observed in the data.

6.4.3 Dependence on coupling detuning

We have already seen that the time dependence of the correlation between
herald and signal photons is dictated by the distribution of the two-photon
coherence ρ20 amongst the atomic velocity classes. With resonant pump
and coupling fields, the strong dressing of the coupling laser (with a peak
Rabi frequency of Ωc ≈ 270 MHz) results in the symmetric Autler-Townes
splitting of the two-photon absorption line. Detuning the coupling laser
increases the splitting (and introduces an asymmetry) to the dressed states.
This is reflected in the distribution of the excitation amongst the velocity
classes as a function of coupling detuning, as is shown in figure 6.7. The
strong dressing by the coupling laser leads to the excitation of two narrow
velocity-groups (with well defined relative phases) satisfying the condition
2kvz ≈ 1

2(∆c±
√

∆2
c + 2Ω2

c) (equation 3.5 defining k ≡ kp ≈ kc). The emission
of a herald photon coherently splits a single excitation into a superposition of
these two velocity groups and, subsequently, the emitted signal fields interfere
due to their Doppler shifted frequencies. This interference results in the
appearance of beats in the measured cross-correlations (figure 6.8).

In this experiment the pump power was set to 4 µW and the coupling power
was 40 mW. The data clearly displays an increase in oscillation frequency
with detuning, as expected due to the increased difference in velocity between
the two excited groups of atoms. The intermediate detunings correspond to
case 3 in figure 6.4 while for larger detunings the fast atoms are predomin-
antly excited, leading to less visible beats and a simpler exponential decay
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Figure 6.7: Theoretical magnitude distribution of two-photon coherence |ρ20|
amongst the atomic velocity classes as a function of the coupling beam
detuning ∆c.

corresponding to the narrow Lorentzian excitation distribution amongst these
atoms: case 2 in figure 6.4. The solid lines are fits to the experimental data
using chi-squared minimization [81] with common fit parameters for all data-
sets displayed. Overall we find excellent agreement between the developed
theoretical model and the experimental temporal correlation data.

6.4.4 Dependence on pump detuning

Setting the coupling laser on resonance, we observe that detuning the pump
laser has a dramatic effect on the magnitude and shape of the observed photon
correlations [figure 6.9(a-c)]. At a detuning of −560 MHz we observe the
appearance of oscillations in the cross-correlation similar to those in figure 6.8.
As before these result from the splitting of the dressed 5P3/2 and 5D3/2 states
and the beat frequency increases with detuning in the same fashion. At much
larger detunings, the oscillatory component of the correlation vanishes and
we are left with a narrow peak at τ = 0 which has a maximum correlation
that increases rapidly with detuning. The reason for the sharp increase in
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Figure 6.8: Experimental data (blue) showing interference resulting from
coherent splitting of a single excitation across two groups of atoms with relative
motion. The Doppler shift leads to beats in the state readout with a frequency
proportional to the relative velocity. The detuning of a strong dressing laser,
∆c, sets the velocities of the excited atoms and thereby determines the beat
frequency. A theoretical model (red) finds excellent agreement with the
data across the entire range of detunings studied. The error bars on the
experimental data are calculated assuming Poissonian noise on the individual
histogram bins [81].
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(a)

(b)

(c)
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Figure 6.9: The effect of detuning the pump field (with a resonant coupling
field) on photon pair generation. (a-c) Measured cross-correlations for three
pump detunings (the detunings are shown on the plots). (d) Count rates
on the herald (blue) and signal (orange) detectors as a function of pump
detuning. The signal count rates have had the background (green) subtracted,
which was measured in each case with the coupling beam off. (e) Pair rates
(blue) and the peak value of g(2)

h,s(τ) (orange). (f) Heralding efficiency.
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correlation is postulated to be as follows. In the case that the pump detuning
exceeds the Doppler width, only a small number of atoms are directly two-
photon resonant with the pump and coupling lasers, the majority fall within
the long tail (1/∆2

p) of the Lorentzian line-shape of ρ20. When the detuning
is sufficiently large (typically two Doppler-widths or more for alkali metal
vapours [168]), the total coherence due to the off resonant interactions is
stronger than that due to resonant interactions (the excitation distribution
is near Gaussian as in case 1 of figure 6.4). This has two effects: Firstly,
far from resonance the phase of the coherence is independent of detuning
(velocity) and the emitted fields add constructively. Secondly, the coherence
ρ20 decreases more slowly with detuning than the population ρ22. Given that
the major source of background photons in our experiment appears from the
population ρ22, the correlation increases with detuning.

Clearly, as the detuning is increased the overall rates of single and pairs
will decrease and there is a trade-off between having a strong correlation
and a high pair rate. This can be clearly seen in figure 6.9(e) where we see
that while the on-resonance pair rate is ∼200 Hz, the off-resonance pair rate
(to obtain a g(2)

h,s > 20) is less than 1 Hz. The cross-correlations that we
have observed for a detuned pump field are expected to be in violation of
the Cauchy-Schwarz inequality. We therefore devote the next section to an
explanation and measurement of this inequality.

6.4.5 Cauchy-Schwarz violation

The Cauchy-Schwarz inequality is a measure of the non-classicality of a light
source. For a light source that contains only classical intensity correlations,
the square of the cross-correlation is bounded by the product of the auto-
correlations for each of the two modes [54] (herald and signal):

R =
[g(2)

h,s(τ)]2

g
(2)
h (0)g(2)

s (0)
≤ 1. (6.9)
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The measured cross- and auto-correlation functions for pump detunings of
∆p/2π = −750 ± 50 MHz and ∆p/2π = −1130 ± 50 MHz are displayed
in figure 6.10. Note that owing to only having two photon detectors, we
measured each of the correlation functions during independent experimental
runs. The total data-aquisition time of the runs varied between 103 and
104 seconds. The unheralded light in each of the herald and signal modes is
expected to display bunching, as is typical of thermal chaotic light sources [54].
The photon bunching is be observed as a peak at τ = 0 in the auto-correlation
measurement. For a thermal chaotic light source the expected auto-correlation
functions are Gaussian, with a width that is inversely proportional to the
velocity-distribution of the emitters [54]. In our case, this Gaussian should
be further broadened by timing jitter in the photon detection. With the
exception of the signal channel for −750 MHz pump detuning [figure 6.10
panel (e)], the auto-correlation functions are not well-resolved due to the
relatively low count rates. In the one well-resolved case we fit a Gaussian
function g(2)

s (τ) = 1 + A exp(−x2/w2) to the data which results in good
agreement with parameters A = 0.39 and w = 0.92 ns. The narrow g(2)

is indicative of the broad distribution of excitation that is produced via
off-resonant excitation [168].

Using τ = 0 we obtain R = 5.7 ± 0.7 and R = (6 ± 3) × 10 at the pump
detunings of 750 and 1130 MHz respectively. While the value of R is larger in
the case of the more detuned pump, the significantly smaller pair-rate means
that accumulating the statistics takes substantially longer. We therefore
observe a much stronger violation in the less detuned case: 6.7 standard
deviations.

At this point it is pertinent to note that in principle we have only shown a
strong (and non-classical) correlation between two different optical fields, by
using the twin-beam Cauchy-Schwarz inequality [54]. However, we have not
shown that upon a heralding detection, the signal field is a single-photon state
(or that it is non-classical). To do so requires measurement of the single-mode
Cauchy-Schwarz inequality for the signal mode upon each heralding event.
We have attempted to make such a measurement, however, the single-photon
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Figure 6.10: Measured cross- and auto-correlations for two different pump
detunings: −750 MHz (left) and −1130 MHz (right). The upper row shows
the cross-correlation between herald and signal channels, the middle row
shows the auto-correlation on the herald channel and the lower row the auto-
correlation of the signal channel. The dashed orange lines are guides to the
eye.
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rates in our experiment were too low to make any meaningful measurement
of the inequality in the time frame available.

6.5 Discussion

In our system, we cannot observe conventional single-atom quantum beats
that originate due to state superposition within the single atom structure [169,
170, 171]. This is because the strong magnetic field enforces only a single
decay pathway that can emit photons in the detector direction. Instead, we
have observed collective beats that originate due to a superposition of atoms
with different velocities being in the same internal excited state |3〉. We note
that if one chooses a different geometry where light from the π transitions
can be detected, the single-atom quantum beat frequency will be of the order
of 10s of GHz due to the large splitting of the intermediate states.

Beating of light fields emitted by two groups of atoms with different velocities
has previously been observed in superradiant emission from thermal ensembles
after pulsed excitation [172]. However, these superradiant beats cannot be
observed on a single photon level, since which-path information is stored in
the excited state regarding which atoms decay in the process; one could in
principle check, for each emitted photon, which velocity class is in the excited
state. Similarly, if one were to use an energy resolving detector in our system,
that could distinguish which velocity class emitted the photon, the beats
would cease to be observed. Finally, we note that single photon beats have
been observed in cold atoms (only one velocity class) by using an additional
laser to dress the levels involved [164, 173].

With near resonant driving, the observed lifetime of the collective coherence is
on the order of the excited state lifetime. During this coherence time, atoms
in different velocity groups can be independently perturbed by external fields,
e.g. by exploiting their Doppler shifted optical resonances with coherent
driving. An applied perturbation would imprint a different phase on the
excitation stored in each velocity group, which could be directly measured
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by the accompanying change in the herald-signal correlation. In future an
inverted-Y scheme could be used, combining a typical Λ scheme with an
additional laser that strongly dresses the intermediate state [174]. This would
enable storage and deterministic retrieval of the split single-photon, due to the
long lived ground-state coherences and longer spin-wave period [175]. During
the storage time the usual qubit rotation operations could be performed by
applying off-resonant driving that imprints a relative phase via the AC-Stark
shift.

By detuning the coupling field we can engineer the situation that the heralded
single-photon has primarily two frequency components, corresponding to the
two excited atomic velocity groups. By choosing the detuning ∆c and driving
strength Ωc of the coupling laser, with wavevector k, one can set the velocities
vz of the two excited velocity groups and thereby tune the two frequency
components of the single photon. Such a two-color photon may be a useful
resource for entangling two spatially separated atomic quantum memories. In
such a scheme each memory would absorb one part of the two-color photon. A
symmetric resource state can be prepared by resonant driving (∆c = 0) that
symmetrically excites two velocity classes, moving in opposite directions with
velocities ±Ωc/(k

√
8) set by the coupling laser power through Ωc. Alternate

diamond schemes in rubidium, that utilise the 6S1/2 level instead of the
5D3/2 level, would allow for the generation of telecoms-wavelength single
photons [116].

6.6 Summary

In summary, we have investigated SFWM in the HPB regime as a source
of heralded single-photons. The excellent agreement between theory and
experiment demonstrates that atoms in strongly-dressed thermal vapors [176]
offer a reliable platform for quantum-state engineering. The addition of
external magnetic fields allows for selective excitation and observation of well-
defined simple systems that can be completely and accurately modelled [82, 47].
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The excellent understanding and control of the state preparation achieved in
our experiment compares very favourably to the cases without control over
the initial state, like recent experiments in pulse-seeded four-wave mixing
[130, 115]. Collective excitation of two velocity groups is an example of an
entangled state that is robust against single-atom loss and dephasing [177].
With the emission of two-color heralded single photons providing a direct
relative phase measurement, and tunability of the atomic response through
adjustments to the dressing laser, these states can be further explored in
protocols for quantum state control of atoms and light.
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Chapter 7

Summary and Outlook

7.1 Summary

We initially set out to investigate nonlinear optical phenomena in the regime
of a large magnetic field, known as the hyperfine Paschen-Back (HPB) regime.
One of the main motivations behind this was that previous investigations
of the HPB regime in rubidium vapours revealed the ability to selectively
interact with atoms in a single quantum state, despite the usual problem of
motional broadening, and without the need for complex state preparation
techniques. This state-selection is particularly promising for applications
involving nonlinear phenomena, where high levels of control are often required
to achieve optimum operation of devices. We have therefore investigated
the nonlinear effects of electromagnetically induced transparency (EIT) and
absorption (EIA) and four-wave mixing (FWM) in the HPB regime.

In chapter 3 we experimentally investigated EIT. We found that the state selec-
tion previously observed in two-level systems also applies in this case, meaning
that the observed EIT resonances are, to a very good approximation, due
only to individual 3-level systems. This enabled us to achieve excellent agree-
ment between experiment and theory in fitting the transmission lineshapes.
Making use of this agreement, we directly measured an excited-state dipole
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matrix element, which has hitherto only been possible indirectly through
lifetime measurements. We measured the value of the rubidium 5P3/2 →5D5/2

transition to be |〈5P3/2||er||5D5/2〉| = (2.27± 0.002stat ± 0.04syst) ea0.

In chapter 4 we observed resonant EIA for the first time in a non-degenerate
three-level ladder system, demonstrating that a 4-level system is not required.
A second coupling beam was added, in a standing-wave geometry, to a
standard Doppler-free EIT configuration. This resulted in the dramatic
change from resonant EIT to a narrow window of enhanced absorption. Again,
we found that the state-selection allowed for excellent agreement between the
experimental transmission spectra and the developed 3-level theory. Further,
the relative simplicity of the model clearly exposes the origin of enhanced
absorption in these systems where fast velocity classes contribute strongly
to the overall absorption. On resonance, the light shift of the excited state
(normally resulting in EIT) is cancelled by the additional laser field for all
velocity classes, resulting in enhanced absorption. The resultant line-shapes
provide an explanation of structure observed in the residuals in the dipole
matrix element measurement.

In chapter 5 we conducted an experimental study of seeded non-degenerate
FWM in the HPB regime. In zero magnetic field the FWM spectra exhibit
multi-path interferences which are difficult to model and obscure the underly-
ing physics. Applying the magnetic field removed the multi-path interference
so that we observed text-book FWM resonances that could be quantitatively
explained with a simple 4-level model even in the regime of strong driving.
We investigated the dependence of the FWM signal on laser detunings, powers
and the atomic density of the vapour, on the whole finding excellent agreement
between theory and experiment.

Finally, in chapter 6 we studied spontaneous FWM as a heralded source of
single photons. The addition of external magnetic fields allowed for selective
excitation of a single internal state of the atoms. Strong laser dressing and
heralding lead to the collective excitation of two well-defined atomic velocity
classes, which is an example of an entangled state that is robust against single
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atom loss and dephasing [177]. The collective state emits a bi-chromatic
single photon, the two-frequency nature of which is observed as oscillations
in the photon detection probability over time. Finally, we observed a strong
violation (6.7 standard deviations) of the Cauchy-Schwarz inequality using
off resonant driving. Operating in the HPB regime allowed for excellent
understanding and control of the system, demonstrated by the high levels of
agreement found between experiment and theory. Similar operation can be
obtained over a wide range of operating frequencies by tuning of the magnetic
field.

In general, the more atomic states involved in a particular process, the
more computationally demanding it becomes to accurately model. In many
cases, this means that there is a trade-off between speed and accuracy in the
modelling. Since working in the HPB regime can reduce the number of coupled
states, it can significantly decrease the time taken to accurately model the
system. Following on from the development of a range of technologies based
on linear atom-light interactions in strong magnetic fields [131, 41, 42, 43],
we envision that similar comprehensive modelling of nonlinear systems will
enable the design and optimisation of future devices. Finally, we would
like to point out that the simplifications afforded by working in the HPB
regime are not only applicable to fundamental physics research, but may
also find application in teaching laboratories, where it would allow for a
more foundational approach. The permanent magnets used to gain access to
the HPB regime are inexpensive and readily available and would make an
excellent addition to any optics laboratory.

7.2 Outlook

The work contained within this thesis is by no means a complete study of all
nonlinear effects in the HPB regime. There are several avenues of investigation
that we have been unable to pursue due to time limitations. In this final
section we will put forward some ideas for future investigations.
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In the investigation of EIA we showed that by controlling the power in the
co-propagating coupling laser, it is possible to switch from reduced absorption
(EIT) to enhanced absorption (EIA) in a narrow frequency window. This being
the case, further investigations could lead to the implementation of simpler and
more efficient all-optical switching protocols. In addition, concomitant with
the change from EIT to EIA is a change from normal to anomalous dispersion,
which may be interesting to study as a method of rapidly switching between
subluminal and superluminal propagation of pulses in the medium.

In the single-photon generation experiment, we chose to use a Doppler-
selective beam geometry as the velocity selection enabled the generation of
photons with spectral widths matched to atomic transitions. It would be
interesting to extend our investigation to Doppler-free geometries. In such
a geometry, all velocity classes are excited, resulting in a high brightness
source of single photons, although at the cost of short coherence times for the
emitted photons [75]. Another modification worth considering is the change
from focussed to unfocussed driving fields. Currently, a lens must be used
for collection of the photon pairs. Unfortunately this also collimates the
uncorrelated fluorescence which leads to a large background, low correlation
and low heralding efficiency. Using larger beams would mean the collection
lens could be moved further from the atoms, reducing the number of collected
background photons. Working in the Voigt geometry (with the magnetic
field orientation perpendicular to the driving fields), the photons can even be
generated on-resonance with the zero-field transitions, for compatibility with
existing technologies.

Another exciting possibility is the study of quantum memories in the HPB
regime. An illustration of a Λ-type quantum memory (based on the DLCZ
scheme [178]) is shown in figure 7.2. The operation of this type of quantum
memory can be described as follows. Initially the atomic population is
prepared in a single ground-state |g1〉. Occasionally, a photon is scattered
from the weak control field into a detector, signalling the storage of a single
excitation in the second long-lived ground-state |g2〉. The control field can
then be switched off. After some time, a different laser field can be applied in
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Figure 7.1: Illustration of a Λ-type quantum memory.

order to coherently retrieve the stored excitation. Currently, one of the effects
limiting the efficiency of atomic quantum memories is parasitic FWM [179,
180]. In this process, the efficiency of the memory is limited because the
initial control field that stores the excitation, also immediately retrieves it.
Due to the usually small energy separation of the ground states ∆Eg, the
coupling field is near resonant with the transition |g2〉 ↔ |e〉, which leads to
a significant amount of this parasitic FWM. In the HPB regime, the ground
state splitting can be increased dramatically, which would significantly reduce
this effect.

Over the course of this work we have demonstrated that working in the
HPB regime vastly reduces the complexity of modelling nonlinear atom-
light interactions in thermal vapours. We note however, that we have only
investigated a fraction of the nonlinear phenomena that may be enhanced
or at least simplified by making use of the HPB regime. We hope that our
investigation opens up new possibilities for studying coherent phenomena in
many-level systems. As for nonlinear optics in thermal vapours, there is light
at the end of the tunnel, and it’s single photons.
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Appendix A

Magnetic-field profile

To generate the strong magnetic field needed to study the HPB regime we use
a pair of cylindrical top-hat shaped permanent magnets separated by 15 mm.
A cross sectional view with the magnet dimensions is shown in figure A.1(a)
along with an image of the magnets held in place by an aluminium block in
(b). The magnetic field Bz along the axis of symmetry z of a single annular
magnet, which is positioned at z0, is given by [181]

Bz(z) = Br

2

 z + z0 + t√
(z + z0 + t)2 +R2

− z + z0 − t√
(z + z0 − t)2 +R2

 (A.1)

− Br

2

 z + z0 + t√
(z + z0 + t)2 + r2

− z + z0 − t√
(z + z0 − t)2 + r2

 (A.2)

where Br is the remanence of the magnet, and 2t, R and r are the thickness,
outer radius and inner radius of the magnet respectively. The magnets
are axially magnetised and are made from N52 grade NdFeB alloy with a
remanence previously measured to be 1.42 T [40]. The two magnets are
arranged in a Helmholtz geometry, such that the fields add constructively
at z = 0. Via the superposition principle, the total magnetic field is given
by the sum of equation A.2 over each of the four annular rings of magnetic
material. Based on the specified magnet proporties, the calculated axial
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Figure A.1: (a) The dimensions of the magnets and their separation in mm.
(b) An image of the magnets held in an aluminium block. (c) The axial
magnetic field profile between the magnets. The blue dots show the measured
values with error bars two small to see. The solid red line shows the predicted
magnetic field for the design specification. The difference of ∼ 20 mT seen
in the residuals is likely due to a slight demagnetization of the Neodymium
since purchase. The inset shows the field variation over the space normally
occupied by the vapour cell (blue shaded region) which has an rms variation
of 4 µT.
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magnetic field is displayed in figure A.1(c) as a function of z. With this
magnet specification we expect a B-field at z = 0 of 0.62 T, which is more
than sufficient to enter the HPB regime for rubidium. In the region occupied
by the vapour cell (−1 < z < 1 mm) the magnetic field variation (shown in
the inset) should be less than 4 µT. A variation this small lead to less than
0.1 MHz broadening of the rubidium D2 transitions. The axial magnetic field
was experimentally measured with a Hall probe and the results are shown
by the blue dots in figure A.1(c). The maximum measured value of the field
was 0.605 ± 0.005 T, which has been independently verified by fitting of
the weak probe D2 transmission spectra using the ElecSus code [29]. The
difference of ∼ 20 mT (clearly seen in the residuals) is likely due to a slight
demagnetization of the Neodymium since purchase. The measurements of the
field variation over the region occupied by the vapour cell are in agreement
with the theoretical calculation, showing zero variation within the 1 mT
measurement uncertainty.

The theoretically calculated variation of the magnetic field (4 µT) assumed
that the vapour cell was positioned exactly between the two magnets and
that the magnets were separated by exactly 15 mm. In fact, the rms variation
depends strongly on the axial position of the vapour cell, as is show in
figure A(a). From the theoretical model we find that the cell must be
positioned centrally between the magnets to a precision of better than ∼1 mm
in order to avoid additional broadening of the transition lines. Maintaining
this alignment can be challenging given that often the cell must be tilted to
reduce unwanted back reflections of the beams within the vapour. Furthermore
it is important to set the separation of the magnets correctly. In the case
of our magnets design specification, we find that the separation must be set
to 15.0 ± 2 mm to avoid additional line broadening [figure A(b)]. Finally,
we note that these values are calculated based on the rms variation of the
field and the ∼14 MHz/mT shift of the Rb ground-state energy levels in an
applied B-field. If we choose to use the peak to peak variation of the B-field
as a measure for the additional line-broadening, clearly the requirements on
the positioning of the vapour cell and magnets become more stringent.
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Figure A.2: The rms and peak-to-peak variation of the axial B-field over the
extent of the vapour cell as a function of the cell position and the separation
of the magnets. The dashed horizontal lines show the rms variation that
corresponds to a broadening of rubidium D2 σ-transitions by approximately
6 MHz.
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The weak-probe regime

In figure 2.2 we showed the theoretical transmission spectra of a weak probe
field on a closed transition. As the intensity of the probe field is increased,
the steady-state population of the excited state increases until it saturates at
half the ground state population. The saturation is caused by the appearance
of stimulated emission which drives population out of the excited state. In a
fully saturated medium the rates of absorption and stimulated emission are
equal and therefore any additional photons in the driving field are transmitted.
Thus saturation appears as the increased transmission of a driving field of
increasing intensity. The saturation of the on-resonance absorption coefficient
for a gas of stationary atoms is characterised by α = α0/(1 + I/Isat) where
the saturation intensity Isat = 2π2~c/(3λ3τ) [182]. In the case of a thermal
vapour however, not all of the atoms interact resonantly with the driving
field, since their motion Doppler shifts the driving field out of resonance.
This has two effects: firstly, for an equal atomic number density, the value of
α0 is significantly reduced, and secondly, there is a new form of saturation
behaviour α = α′0/

√
1 + I/Isat [183].

In rubidium atoms the excited-state population can usually decay to several
ground-states where it is no longer coupled to the driving field (optical
pumping). This can lead to a massive reduction in the effective Isat [55].
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In practice the field has a finite extent and atoms leaving the interaction
region will remain optically pumped until they undergo ground-state hyperfine
changing collisions with other atoms or the vapour cell walls. Therefore the
populations of the atomic states depend strongly on the beam size, the
amount of buffer gases present and whether or not the vapour cell walls are
anti-relaxation coated. Furthermore, atoms transit the beam before reaching
a steady state and transit-time effects must be considered [184]. Indeed, even
the concept of a saturation intensity becomes questionable when a steady-state
is not reached.

A more practical definition of the weak-probe regime is where the absorption
coefficient becomes independent of the driving field intensity. The exper-
imentally measured transmission or resonance with the D2 |12 , 3

2〉 → |32 , 3
2〉

transition, is plotted for various probe intensities in figure B.1.

The data clearly show that saturation occurs for probe powers much larger
than Isat. We have fitted to the data the expected saturation function for a
thermal vapour with Isat scaled by the free parameter b. We find qualitative
agreement with the formula using b = 5.4± 0.1. i.e. we find that saturation
occurs at significantly higher beam intensities than the theoretical Isat! One
potential explanation of this increase is transit time effects due to the small
(1/e2 radius 50 µm) beam size. For an approximate calculation, consider an
atom moving at the most probable speed, vp =

√
2kBT/m ≈ 255 ms−1 for

T = 70 C. The time taken to cross the beam is ∼200 ns whereas the time
taken for resonant atoms to reach a steady-state is much shorter, on the order
of the excited state lifetime (27 ns). From this calculation we would therefore
expect negligible transit-time effects since, at any one time, most of the atoms
in the beam should be in the steady-state. Clearly a more detailed study is
required and this will be the subject of an ongoing investigation.
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Figure B.1: Experimental measurements of the weak-probe regime with
focussed laser beams. The transmission on resonance with the D2 |12 , 3

2〉 →
|32 , 3

2〉 transition is plotted for various beam intensities (purple points). A
model for saturation (described in the text) has been fitted to the data (blue
line). The dashed vertical blue line shows the saturation intensity determined
by the fit.
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Appendix C

Laser-frequency stabilisation

Throughout the course of the experiments presented in this thesis several
different laser-frequency stabilisation methods have been used. For the data
presented in chapter 3 the laser frequencies were not actively stabilised.

C.1 Optical cavity method

In chapter 4 the experiment required frequency stabilisation of the coupling
laser (776 nm), which was achieved using the following method.

Firstly, an additional laser which we call the reference laser, has its frequency
actively stabilised to that of an atomic transition. An error signal is generated
by polarisation spectroscopy of rubidium [185] and the feedback electronics
follow a standard PID configuration [186]. Secondly, the transmission of
light from the reference laser, through an optical cavity, is monitored on a
high-gain photo diode. Application of a periodic linear voltage ramp (at a
frequency of ∼100 Hz) to a piezo-electric stack attached to one of the cavity
mirrors, changes the length of the cavity by several wavelengths, generating a
comb of cavity transmission lines in the photo-diode signal. Simultaneously
monitoring the transmission of the coupling laser through the cavity (on a
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second photo diode), we observe another comb of transmission lines. Since the
reference-laser comb provides an absolute frequency reference, stabilising the
coupling laser amounts to maintaining the offset (in time) between the two
combs. The outputs of the two photo-diodes are monitored by comparator
chips which transfer the analogue inputs into digital outputs that are logic
high above a manually set threshold voltage, and logic low otherwise. These
outputs are monitored by a micro-controller that is programmed to output,
via an digital to analogue converter (DAC), a PID feedback signal to stabilise
the laser frequency via the voltage applied to its scan control.

This method enables the stabilisation frequency to be tuned arbitrarily which
was important in obtaining the detuning-map presented in figure 4.7(a).
One limitation of the method is that the cavity transmission signals are
susceptible to noise (including acoustic noise) on the cavity which translates
into instability. Additionally, the feedback response rate is limited by the
cavity scan rate, which cannot be increased beyond the mechanical response
rate of the piezo driving the motion of the cavity mirror.

C.2 Faraday-rotation method

In chapters 5 and 6 the experiments required active stabilisation of the pump
laser (780 nm). The stabilisation scheme is based upon the measurement of
optical rotation due to the Faraday effect near an atomic resonance.

For an atomic medium in an external magnetic field, the refractive indices for
left- and right-hand circularly polarised light differ. Therefore, on propagating
through the vapour, light that is initially linearly polarised will have its plane
of polarisation rotated by an amount proportional to the (real part of the)
refractive index difference. The amount of rotation depends on the detuning
of the light from the atomic transitions and this dependence forms the basis
of our laser-frequency stabilisation. The rotation can be measured with the
Stokes-parameter S1 = Ix − Iy [187] which is the difference between the
intensities of the orthogonal linear polarisation components of the light. Each
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full (2π) rotation of the polarisation leads to a zero crossing in S1 which we
can stabilise the laser frequency to by using a PID feedback loop. In order to
create a suitable zero crossing at the intended frequency of laser operation, a
large magnetic field is applied (of strength 0.3-0.6 T), pushing the atoms into
the HPB regime. Faraday rotation in this regime has been investigated in
detail in [45]. The set-up in figure C.2(a) is used to measure S1.

The vapour cell has a thickness of 1 mm and contains isotopically enriched
87Rb. It is placed between a pair of permanent magnets with the same design
specifications as those used in the main part of the experiment but with a
larger separation to reduce the field strength in the vapour cell. Light from the
pump laser is prepared in a linear polarisation by a polarising beam splitter
(PBS). It then passes through a half-wave plate which is set to rotate the
plane of polarisation by 45◦. After propagating through the atomic vapour it
is split into orthogonal linear polarisation components Ix and Iy (by a PBS)
which are measured by a differencing photo-diode circuit. The theoretical
weak-probe transmission spectrum (at 80◦C) and S1 spectrum (at 125◦C), for
a magnetic field strength of 0.6 T, are shown in figure C.2(b,c).

The zero-crossing most frequently used for stabilisation in the experiments is
indicated by an arrow on panel (b) of the figure. On either side of resonance
the dispersion (and therefore rotation) has the opposite sign, this means
that half-way between two resonances of the same strength the light is not
rotated. The position of this zero-crossing in the spectrum is therefore only
weakly dependent on the number density (typically < 1 MHz/◦C) meaning
that the cell temperature need not be actively stabilised. However, we most
often require the laser to be stabilised to a different frequency. This is simply
achieved by changing the separation between the magnets which shifts the
atomic resonances, and therefore shifts the zero-crossing to the necessary
frequency.
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Figure C.1: Laser frequency stabilisation using Faraday rotation. (a) the
experimental set-up used to measure the rotation signal S1 = Ix − Iy. The
half-wave plate λ/2 is set to rotate the plane of polarisation by 45◦. (b) the
theoretical weak-probe transmission spectrum (S0 = Ix+Iy) for a temperature
of 80◦C. (c) the theoretical S1 spectrum for a temperature of 125◦C with
an arrow indicating the zero crossing which is most-often used for frequency
stabilisation.
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Frequency calibration of atomic
spectra

Many of the data presented in this thesis take the form of atomic spectra
where some electronic signal is measured over time as the frequency of a
laser is scanned. In order to convert the raw signals over time (acquired
using an oscilloscope) into quantitative spectra with known frequencies, we
simultaneously measure the transmission of light from the same laser through
an optical cavity. The optical cavity has a measured free-spectral range of
375± 1 MHz. By extracting the locations (in time) of the cavity transmission
peaks and fitting a polynomial of order 5, we are able to convert between time
and (relative) frequency units and also to account for any non-linearity of the
laser scan frequency over time. Additionally, the absolute frequencies can be
determined by simultaneously performing hyperfine pumping spectroscopy [88]
in a second vapour cell (in zero magnetic field), measuring the frequencies
of the rubidium hyperfine transitions, and comparing to the known values.
In a typical experimental run we obtain an absolute frequency calibration
uncertainty of ∼ 1 MHz for the weighted line-centre of naturally abundant
Rb.

In the case of chapter 4, the optical cavity was used for laser frequency
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stabilisation and was therefore unavailable for use as a frequency reference.
Instead, the frequency axis of the probe transmission spectrum was calibrated
by measuring the vapour-cell temperature to calculate the Doppler width and
subsequently fitting the theoretical Voigt lineshape [80, 188].
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