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The relationship between the intergalactic
medium and galaxies

Nicolas Tejos

Abstract

In this thesis we study the relationship between the intergalactic medium (IGM)
and galaxies at z . 1, in a statistical manner. Galaxies are mostly surveyed
in emission using optical spectroscopy, while the IGM is mostly surveyed in
absorption in the ultra-violet (UV) spectra of background quasi-stellar objects
(QSOs). We present observational results investigating the connection between
the IGM and galaxies using two complementary methods:

• We use galaxy voids as tracers of both underdense and overdense regions.
We use archival data to study the properties of H I absorption line systems
within and around galaxy voids at z < 0.1. Typical galaxy voids have sizes
& 10 Mpc and so our results constrain the very large-scale association. This
sample contains 106 H I absorption systems and 1054 galaxy voids.

• We use a sample of H I absorption line systems and galaxies from pencil
beam surveys to measure the H I–galaxy cross-correlation at z . 1. Our
sample is composed of a combination of archival and new data taken by
the author and collaborators. This survey covers transverse separations
between H I and galaxies from ∼ 100 kpc (proper) up to ∼ 10 Mpc, filling
the gap between the very large scales and those associated with the so-called
circumgalactic medium (CGM). This sample contains 654 H I absorption
systems and 17509 galaxies.

Our results hint towards a picture in which there are at least three types of associa-
tion between the diffuse gas in the Universe and galaxies at z . 1:

• One-to-one direct association because galaxies do contain diffuse gas.

• Indirect association because both the IGM and galaxies trace the same over-
dense underlying dark matter distribution. We provide quantitative ev-
idence for this association. Moreover, we show that not all galaxies are
related to the diffuse gas in the same way. In particular, a non negligible
fraction of ‘non-star-forming’ galaxies might reside in environments devoid
of diffuse H I.

• No association because there are regions in the Universe that contain a signif-
icant amount of diffuse gas but that are devoid of galaxies. In these regions,
only the IGM follows the underdense underlying dark matter distribution
because galaxies are not present. We provide quantitative evidence for this
scenario.
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Chapter 1
Introduction

Given that the aim of this thesis is to address the relationship between the

intergalactic medium (IGM) and galaxies, in this chapter we explicitly define what

we mean when referring to these two concepts. To do so, we briefly review the

key observational facts that has lead us to our current galaxy formation paradigm,

as well as the main observables of these extragalactic objects.

1.1 Dark matter, dark energy and ΛCDM

Our current understanding of the Universe relies on the presence of a significant

fraction of ‘exotic’1 forms of matter and energy, commonly referred by the use of

the prefix ‘dark’. Optically invisible matter has been invoked to explain several

observations, spanning from the velocity dispersion of galaxies in galaxy clusters

(e.g. Zwicky, 1933, 1937), rotational curves of spiral galaxies (e.g. Babcock, 1939;

Rubin et al., 1980), gravitational lensing of galaxy clusters (e.g. Clowe et al., 2006)

and the power spectrum of the cosmic microwave background (CMB) (e.g. Ko-

matsu et al., 2011; Planck Collaboration et al., 2013). Some of this ‘invisible’ matter

can still be non-exotic (normal), but just not emitting detectable optical light (e.g.

gas, dust, planets, faint stars, etc.). However, these observations—interpreted

under our accepted theoretical models—indicate that ∼ 80% of the total matter

in the Universe is indeed exotic ‘dark matter’ (e.g. Komatsu et al., 2011; Planck

Collaboration et al., 2013). Direct experiments to detect such a dark matter particle

in the laboratory have not been successful yet (e.g. Aprile et al., 2012, although

see Bernabei et al. 2010 for a recent claim), hinting towards an extremely weak or

1With respect to what is normally found on the Earth.

1
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null electromagnetic interaction of dark matter with baryons2.

Observations of galaxies in the Local Universe have revealed that their radial

velocities are proportional to their distances (e.g. Hubble, 1929). Such a behaviour

is naturally explained under the framework of an expanding isotropic universe,

giving important support to Einstein’s General Theory of Relativity (GR, Einstein,

1916) applied to the Universe as a whole (e.g. Friedman, 1922; Lemaître, 1927;

Robertson, 1935; Walker, 1935). If the Universe is expanding at the present, it

should have been more compact, denser and hotter in the past, starting from a

state in which all the constituents of the Universe may have been coupled (e.g.

Lemaître, 1931). Observational evidence for such an state comes from (i) the

CMB, interpreted as the radiation from the moment in which photons and matter

decoupled after the Big Bang3 (e.g. Dicke et al., 1965; Penzias and Wilson, 1965);

and (ii) the abundances of light elements (in particular Deuterium, 2H; e.g. Pettini

and Cooke 2012), interpreted as being produced by the Big Bang nucleosynthesis

(e.g. Gamow, 1948).

Under the framework of GR, the Universe can have a geometrical curvature.

Current observations however—mainly from the CMB—favor no curvature at

all (e.g. Komatsu et al., 2011; Planck Collaboration et al., 2013). In a flat, matter

dominated universe, the expansion will eventually stop because gravity is an at-

tractive force. Observational experiments to measure such a deceleration revealed

an unexpected result: the Universe is not decelerating but rather accelerating

(Riess et al., 1998; Perlmutter et al., 1999). Such a behaviour requires an extra

component to the energy density of the Universe acting against gravity, referred

as ‘dark energy’. This dark energy can be described by a ‘cosmological constant’,

Λ, in Einstein’s field equations. Given the expansion of the Universe, the matter

2Note that astronomers usually include electrons and neutrinos (fermions) in the baryonic
component census to make an explicit distinction between baryons (‘normal’ matter) and dark
matter (‘exotic’ matter). Also note that fermions are considerably lighter than baryons and so,
they do not contribute significantly to the total matter density.

3We define Big Bang as the ‘origin’ of the Universe, i.e. the extrapolated singularity in which
the Universe’s energy density and size tend to infinity and zero, respectively.
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and radiation density energies decrease with time. In contrast, the density energy

of Λ remains constant, which leads to a natural equivalence with the energy of

space itself (vacuum). We note however that there is a significant discrepancy

between the observed value of the cosmological dark energy density with that

of the vacuum energy density predicted by the Quantum Field Theory (by ∼ 120

orders of magnitude!; e.g. Weinberg, 1989; Carroll, 2001). Solving the tension

between such observations and the theoretical predictions will probably lead

to a major breakthrough in our understanding of the Universe. We note that

some efforts to explain current observations without the need of ‘dark matter’

or ‘dark energy’ have been indeed presented (e.g. Milgrom, 1983; Moffat, 2006;

Alfonso-Faus, 2008; Hajdukovic, 2011, 2012, among many others), all of which

deserving proper scientific scrutiny. For the purposes of this thesis however, we

will assume that we live in an accelerated expanding flat Universe, in which both

dark matter and dark energy dominate the current energy densities (e.g. Komatsu

et al., 2011; Planck Collaboration et al., 2013).

This cosmological paradigm is commonly referred as ΛCDM, which stands for

‘Λ cold dark matter’ (CDM). As mentioned, Λ corresponds to the cosmological

constant used to explain ‘dark energy’, and CDM corresponds to the type of

matter used to explain ’dark matter’ (see Section 1.2 for further details). The

term ‘cold’ in CDM is used to account for the massive and non-relativistic nature

of these particles, which is needed to explain the observed large-scale structure

(traced by galaxies) as being related to the temperature fluctuations observed in

the CMB. If dark matter were relativistic (‘hot’; e.g. neutrinos), then the resulting

clustering of galaxies would be inconsistent with observations (e.g. White et al.,

1983). Given that CDM is presureless and disipationeless, its evolution is only

governed by gravity (e.g. Springel et al., 2005). Primordial baryonic material4 will

therefore cool (by radiation), condense, and eventually form stars and galaxies

at the peaks of the underlying dark matter distribution (e.g. Press and Schechter,

4Primordial material is defined as that produced by the Big Bang nucleosynthesis.
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1974; Rees and Ostriker, 1977; White and Rees, 1978; White and Frenk, 1991; Kereš

et al., 2005). For an extended and exhaustive description of galaxy formation

under the ΛCDM paradigm, we refer the reader to Mo et al. (2010).

1.2 Cosmology

Independently of the real nature of dark matter and dark energy, our current

cosmological paradigm allows us to place extragalactic observations in a useful

framework. For an isotropic and homogeneous universe, the most general space-

time metric, ds, has the form:

ds2 = −c2dt2 + a2(t)

{
dr2

1− kr2
+ r2dθ2 + r2 sin2(θ)dφ2

}
, (1.1)

(e.g. Friedman, 1922; Lemaître, 1927; Robertson, 1935; Walker, 1935), where c is the

speed of light (constant), t is the cosmological time, r, θ and φ are the ‘co-moving’

spatial spherical coordinates (radial distance, polar angle and azimuthal angle

respectively), k is the sign of the spatial curvature of the Universe (k ∈ {−1, 0, 1}

corresponding to open, flat and close respectively), and a(t) is the cosmological

scale factor. Basically, this is a metric of a universe which expands or contracts by

a factor a(t), which is a function of t only.

From such a metric with k = 0, the proper distance between two objects

separated by r in co-moving coordinates is,

dp(t) =

∫ r

0

a(t)dr = a(t)r , (1.2)

which leads to a proper apparent velocity of,

ḋp(t) = ȧ(t)r =

(
ȧ

a

)
dp(t) , (1.3)

given by the expansion (or contraction) of the Universe. This is a generalized

expression of Hubble’s findings (Hubble, 1929):
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v = H0d , (1.4)

where v is the observed velocity, d is the observed distance, and H0 is commonly

referred as the Hubble constant. In fact, Equation 1.3 defines the Hubble parame-

ter,

H(t) ≡
(
ȧ

a

)
, (1.5)

which is a function of cosmological time. In the Local Universe, we have that

H0 = H(t0), where t0 is the present time.

One of the principles of Einstein’s Special Theory of Relativity (SR, Einstein,

1905) is that the light in vacuum propagates at a constant (finite) speed (e.g. see

Michelson et al., 1935, for observational evidence), which is independent of the

reference frame in which it is emitted or observed (e.g. see Michelson and Morley,

1887; Michelson, 1925; Michelson and Gale, 1925, for observational evidence).

This means that the further the distance to an observed object is, the further in the

past its photons were emitted. In GR, because of the expansion of the Universe,

photons will also get their wavelengths dilated,

λ0

λe

=
a(t0)

a(te)
, (1.6)

where λ0 is the observed wavelength at t0, and λe is the emitted wavelength at te,

due to the time dilation,

∆t0
a(t0)

=
∆te
a(te)

. (1.7)

This means that knowing the rest-frame wavelength of a photon, λrest, we

can infer the scale factor at which a photon was emitted, a(te), by looking at the

difference between the observed and rest-frame wavelength,

zcos ≡
λobs − λrest

λrest

=
a(t0)

a(te)
− 1 , (1.8)
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where zcos is defined as the cosmological redshift. Extragalactic objects will have

other components contributing to the observed redshift (non-cosmological), like

Doppler redshift (zpec; due to the line-of-sight component of peculiar velocities)

and gravitational redshift (zgrav; due to the time dilation in gravitational poten-

tials). In such a case the observed redshift will be given by,

1 + zobs ≈ (1 + zcos)(1 + zpec)(1 + zgrav) . (1.9)

For the typical galaxies and IGM clouds considered in this thesis, the gravita-

tional redshift can be neglected however. Assuming locally flat space-time, the

relativistic Doppler redshift given by the peculiar velocity along the line-of-sight,

vpec, is

1 + zpec =

√
1 + vpec/c

1− vpec/c
. (1.10)

which for vpec � c can be approximated by 1 + zpec ≈ 1 + vpec/c. It follows that

the peculiar velocity difference (along the line-of-sight), ∆v, between two objects

having a small observed redshift difference, ∆z, at redshift zcos is

∆v

c
=

∆z

(1 + zcos)
. (1.11)

In order to know the cosmological time at which the photons of an extragalactic

object were emitted (or absorbed) one needs to know the functional form of a(t).

Using the metric presented in Equation 1.1 with k = 0 in Einstein’s field equations,

we obtain the so-called Friedman equation,

(
ȧ

a

)2

=
8πG

3c2
ε+

Λ

3
, (1.12)

where G is the gravitational constant and ε is the energy density of the Universe,

and Λ is the cosmological constant (for a pedagogical derivation see Ryden, 2003).

Assuming isotropy and homogeneity, ε is a function of t only. If we model the

Universe as a perfect fluid, by the First Law of Thermodynamics (conservation of
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energy) we obtain the so-called fluid equation,

ε̇+ 3

(
ȧ

a

)
(ε+ p) = 0 , (1.13)

where p is the pressure (e.g. Ryden, 2003). From these equations Λ is equivalent to

having εΛ = Λ
8πG

and pΛ = −εΛ.

In the general case, Equations 1.12, 1.13 provide 2 independent equations and

3 unknown variables: a, ε and p. A third independent equation is given by the

relation between p and ε, the equation of state. For individual fluids such equation

is of the form

p(ε) = wε , (1.14)

where w is assumed to be independent of time.5 For a fluid composed of photons

wr = 1/3; for a fluid composed of presureless non-relativistic matter wm = 0;

and for a fluid composed of dark energy coming from a cosmological constant

wΛ = −1. Considering an Universe containing only those components, from

Equation 1.13 we have that

εi(a) = εi,0a
−3(1+wi) , (1.15)

where the sub-index i denotes an individual component. εi,0 is the value when

a = 1, which we arbitrarily define as the present, a(t0) ≡ 1. As expected, εm

decreases in proportion to the increase in volume as εm ∝ a−3; εr ∝ a−4 decreases

faster than an increase in volume by a factor of a−1, which is consistent with the

extra energy lost due to the wavelength dilatation (e.g. see Equation 1.6); and εΛ

is constant.

The total density energy is usually written as,

Ω = Ωr + Ωm + ΩΛ , (1.16)

5This might not always be the case though.
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where Ωi ≡ εi/εc,0, and

εc,0 ≡
3c2H2

0

8πG
, (1.17)

is the critical density energy at the present, defined as that of a flat Universe.6

From Equation 1.15,

Ω(a) = Ωr,0a
−4 + Ωm,0a

−3 + ΩΛ,0 (1.18)

where as usual, the sub-index 0 denotes that of the present value. Replacing our

new definitions into Equation 1.12 we have

ȧ

a
= H0(Ωr,0a

−4 + Ωm,0a
−3 + ΩΛ,0)1/2 (1.19)

in which H0, Ωr,0, Ωm,0 and ΩΛ,0 are all observables.

In this thesis we will use the observed redshift of an extragalactic object to

obtain their cosmological radial (along the line-of-sight) co-moving distance.

From the metric presented in Equation 1.1 and our previous findings, the radial

co-moving distance is given by,

r = c

∫ t0

te

dt

a(t)

= c

∫ a(t0)≡1

a(te)

da

a(t)ȧ(t)

=
c

H0

∫ 1

a(te)

da

a2(Ωr,0a−4 + Ωm,0a−3 + ΩΛ,0)1/2
,

(1.20)

which in terms of cosmological redshift (observable) is finally given by

r =
c

H0

∫ zcos

0

dz

{Ωr,0(1 + z)4 + Ωm,0(1 + z)3 + ΩΛ,0}1/2
. (1.21)

6Note that for an actually flat Universe the critical density energy is indeed the total density
energy.
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The latest observational constraints for these cosmological parameters are close

to H0 ≈ 70 km s−1 Mpc−1, Ωr,0 ≈ 0, Ωm,0 ≈ 0.3 and ΩΛ,0 ≈ 0.7, with a curvature

parameter k ≈ 0 (e.g. Komatsu et al., 2011; Planck Collaboration et al., 2013). The

highest redshifts involved in this thesis are z ∼ 1; hence, the energy contribution

of photons will be ignored, i.e. Ωr,0(1 + z)4 = 0.7

In this thesis we focus on the baryonic component of the universe at z .

1, which corresponds to half of the history of the Universe for this adopted

cosmological model.

We also measure distances associated with a given projected angle in the

sky, ∆θ, at an observed zcos. From the metric presented in Equation 1.1 and our

previous findings, the angular proper distance is given by,

dA,p(t) =

∫ ∆θ

0

a(t)rdθ = a(t)r∆θ . (1.22)

where r is the radial co-moving distance given by Equation 1.21. Consequently,

the angular co-moving distance is given by,

dA(t) = r∆θ . (1.23)

The luminosity distance to an object of luminosity L is defined as,

dL ≡
√

L

4πF
, (1.24)

where F is the flux received by the observer. In GR, the flux of an object of

luminosity L will get dimmer not only because of the co-moving distance (∝ r−2),

but also because of the energy lost due to the expansion of space (∝ a; see

Equation 1.6) and time dilation (∝ a; see Equation 1.7). (Flux is a measure of

energy per unit time, per unit area.) Consequently,

F =
L

4π

(a
r

)2

. (1.25)

7Note that at sufficiently large zcos, the contribution of photons will become dominant and
should not be neglected.
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Replacing into 1.24 and using redshift instead,

dL(z) = (1 + z)r . (1.26)

1.3 Basic rest-frame observables

In this section we briefly describe the main observables for a rest-frame galaxy

and intergalactic cloud that are relevant for this thesis.

1.3.1 Galaxy observables

Galaxies have been surveyed using optical spectroscopy. Thus, the spectrum

of the galaxy is the main observable. The continuum in a galaxy spectrum is

dominated by the emission of the stars, while the emission lines are commonly

produced in gas regions around young stars. Therefore, these emission lines are

good tracers of star-formation activity: the more intense the line, the larger the

current star-formation rate. The most common of these optical emission lines

are the hydrogen Hα λ6563 Å and Hβ λ4861 Å (Balmer series), and the oxygen

[O II] λλ 3726,3729 Å and [O III] λλ 4959,5007 Å. Some emission lines can also be

produced by active galactic nuclei (AGN) activity (including the previous ones),

but these are typically broader and much more highly ionized.

In contrast, absorption features in the optical are typically produced by stellar

atmospheres. The most common of these are the D4000 break—produced by a

combination of stellar Ca II H λ3969 Å and Ca II K λ3934 Å absorption and the

Balmer break λ3646 Å—, higher order hydrogen Balmer series (e.g. Hγ λ4341 Å

and Hδ λ4101 Å), the G band of the CH molecule λ4303 Å, and Mg λ5175 Å.

The intensity of these absorption features—especially the D4000 break—are good

indicators of the star-formation history of the galaxy: the weaker the break, the

more recent the star-formation activity. As an example, Figure 1.1 shows the

rest-frame spectrum of a typical star-forming (top panel) and non-star-forming

(bottom panel) galaxy.
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Figure 1.1: Composite rest-frame spectrum of a typical star-forming (top panel) and non-
star-forming (bottom panel) galaxy obtained from the Sloan Digital Sky Survey (SDSS;
Abazajian et al., 2009). Vertical dashed lines show some of the most important spectral
features. Copyright by SDSS.
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Dust in the galaxy will modify the spectrum by absorbing and scattering pho-

tons. The net effect is a ‘reddening’, as dust will preferentially absorb and scatter

shorter wavelengths. This reddening will consequently affect the estimation of the

star-formation history based on emission/absorption features. This effect can be

corrected for by assessing the amount of dust or by using observables that are less

affected by dust extinction (e.g. ratios of emission lines at similar wavelengths).

1.3.2 Intergalactic medium observables

Because of the extremely low densities of the ionized IGM, its observation is

difficult and limited. Currently, the only feasible way to observe such a diffuse gas

is through intervening absorption line systems in the spectra of bright background

sources. The idea is to use a source with a known and simple spectrum, and

look for absorption that is inconsistent with being part of the source itself (e.g.

Gunn and Peterson, 1965; Greenstein and Schmidt, 1967; Burbidge et al., 1968).

These features are interpreted as being due to absorption of intervening material,

whose redshifts can be determined from the observed wavelength of the identified

transition (e.g. see Rauch, 1998, for a review). This technique limits the IGM

characterization to being one-dimensional, but allows the tracing of extremely

weak column densities of neutral hydrogen (e.g. NHI & 1013 cm−2) in a fairly

unbiased way.8 By combining multiple lines-of-sight and galaxy surveys, an

averaged three dimensional picture can still be obtained.

In this thesis, we will survey the IGM using ultra-violet (UV) spectroscopy

of a backgroung QSO, by means of the H I Lyα λ1216 Å transition. Depending

on the redshift and H I column density of the cloud, we will also observe the H I

Lyβ λ1026 Å transition. Contrary to what is observed at high redshifts (z & 2),

the Lyα forest at z . 1 is much more sparse. This fact allows us to characterize

individual lines by fitting an appropriate profile. Figure 1.2 shows a schematic of
8Note that the selection function is dominated by the background source, and so it is, in

principle, independent of the intervening clouds themselves. But also note that intervening
galaxies can indeed introduce a bias because of the presence of dust and/or gravitational lensing.
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Figure 1.2: Schematic of the QSO absorption line technique. The observed QSO spectrum
is represented by the black lines, which is the result of invervening absorption superposed
to the original (unabsorbed) QSO continuum and broad emission lines (red lines) shifted
by a given redshift. Vertical dashed lines show some of the most important spectral
features. Copyright by Michael Murphy.

the QSO absorption line technique.

The observed absorption profile will be the results of many processes. First,

the natural profile of the line is given by quantum mechanics. Because of the

uncertainty principle, the transition wavelength is not perfectly constrained, and

so there is a probability of absorption at a different wavelength. This probability

function is well approximated by a Lorentzian profile centred at the transition

energy, whose width can be determined in the laboratory. Second, thermal mo-

tions of the gas will broaden the intrinsic profile because of the Doppler effect.

This thermal broadening is well characterized by a Gaussian profile, whose width

is ∝
√
T/m, where T is the temperature and m the mass of the absorbing ion.

Third, collisions between particles will also introduce broadening of the line pro-

file. In this case the profile will be Lorentzian, whose width is ∝ nσcol

√
T/m,

where T is the temperature and m the mass of the absorbing ion, n is the density
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and σcol is the collisional cross-section. Fourth, the presence of turbulence in the

gas will introduce an extra broadening, usually assumed to be Gaussian, whose

width is proportional to the bulk velocity dispersion along the line-of-sight. Fifth,

the expansion of the Universe will also cause an apparent broadening, with a

profile that can be asymmetric. This effect is only important for extremely un-

derdense and uncollapsed material; at a first approximation, it can be included

as a turbulence term (Gaussian). Sixth, the spectrograph from which the line is

observed will introduce an instrumental broadening, whose profile is called the

line-spread-function (LSF) and is usually well known. The LSF is usually well

approximated by Gaussian profile, but this is not always the case. Finally, the

observed absorption line profile will be the convolution of all the aforementioned

profiles.

Physical processes will lead then to either Gaussian or Lorentzian profiles.

The convolution of these two is known as a Voigt profile, and is widely used in

astronomy to fit these lines (e.g. van de Hulst and Reesinck, 1947). In this way,

the Voigt profile of the line contains the relevant information on the physical

conditions of the IGM and will serve as the main observable (after deconvolution

with the known LSF).

A useful observable quantity is the ‘equivalent width’, defined as,

W ≡
∫ λ2

λ1

(1− F (λ)

Fc(λ)
)dλ , (1.27)

where λ1 and λ2 are the wavelength limits of the absorption line, F (λ) is the

observed flux at a given wavelength, and Fc(λ) is the flux of the background

source in the absence of absorption (i.e. the ‘continuum’). In the absence of

emission from the absorbing material (which is usually the case), W is equivalent

to,

W =

∫ λ2

λ1

(1− e−τ(λ))dλ , (1.28)

where τ(λ) is the ‘optical depth’ of the absorbing cloud for that transition. The
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optical depth is τ(λ) = σabsN(λ), where σabs is the absorption cross-section and

N(λ) is the column density per unit wavelength. The total column density is

defined as

N ≡
∫
n(~r) dl , (1.29)

which corresponds to the integrated volumetric density, n(~r), along the line-

of-sight path. The absorption cross-section is σabs ∝ foscφ(λ), where fosc is the

so-called ‘oscillator strength’ and φ(λ) is the line profile described above (Voigt).

The oscillator strength is a measure of the probability of having that transition,

which can be measured in the laboratory. The relation between W and N , W (N),

is known as the ‘curve of growth’ (COG).

For optically thin transitions (τ � 1), we have that (1 − e−τ ) ≈ τ and so

W ∝ N . The profile of τ � 1 lines is usually dominated by thermal broadening

(Gaussian), and so it is common to parametrize its width as a ‘Doppler parameter’,

b ≡
√

2σGauss, where σGauss is the standard deviation of the Gaussian profile. For

purely thermal broadening,

b =

√
2kBT

m
, (1.30)

where kB is the Boltzmann constant and T and m take the previous meaning. In

the presence of turbulence,

b =

√
2kBT

m
+ b2

turb , (1.31)

where bturb is the turbulence broadening (assumed Gaussian). Collisional broad-

ening can be usually neglected in studies of the IGM, as the densities are very

small.

For optically thick lines (τ ∼ 1) the Gaussian profile is no longer a good

representation. Moreover, W ∝ b
√

ln (N/b) (e.g. see Draine, 2011), and so there is

a degeneracy between N and b for a fixed W , making it difficult to (confidently)

recover these physical quantities from W . One can overcome this problem by
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looking at another transition of the same ion, for which the line appears optically

thin. Due to observational limitations this is not always possible however.

For extremely saturated lines (τ � 1), the damping wings of the Lorentzian

profile start to take over, breaking the degeneracy between N and b. In this regime

W ∝
√
N . We refer the reader to Draine (2011) for further description of the

physics of absorption (and emission) lines.

In this thesis we focus on H I absorption line systems in the optically thin

regime. As mentioned, these profiles are well described by Gaussians and both

column densities and Doppler parameters can be measured confidently.

1.4 Galaxy definition

Even though is widely used in astronomy, the concept of ‘galaxy’ is not well

defined (e.g. see Forbes and Kroupa, 2011, for a recent discussion about this).

From a theoretical perspective—under the ΛCDM paradigm—galaxies are often

defined as the gravitationally bounded baryonic component, within the potential

well of a (cold)9 dark matter halo, that has formed stars. Despite the undoubtedly

success of ΛCDM, it is still worrying to rely on the presence of exotic dark matter

for the galaxy definition; as mentioned in previous sections, the real nature of dark

matter remains a mystery. Willman and Strader (2012) have recently proposed

a more conservative definition as follows: "a galaxy is a gravitationally bound

collection of stars, whose properties cannot be explained by a combination of baryons and

Newton’s laws of gravity". Because of observational limitations however, it is not

always easy (or even possible) to assess the total mass and exact dynamics of

extragalactic objects, making this last proposed definition unpractical. It seems

more convenient then to define a galaxy in terms of its observed properties. Given

that the work presented in this thesis is mainly based on spectroscopy, we define

a galaxy as:

• a gravitationally bound system,

9Hereafter we will omit the term cold when referring to dark matter.
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• whose observed spectrum is consistent with that of a single or multiple

stellar populations, and/or with that of diffuse gas in emission, shifted by a

fixed velocity,

• with an integrated luminosity greater than that of a globular cluster (&

106−7L�)

In this way, we are not considering the so called ‘dark galaxies’—those having

cold gas (e.g. H I 21 cm emission) but no stars (e.g. Doyle et al., 2005)—as galaxies.

Similarly, tidal streams are not considered galaxies either, as they often lack

significant amount of stars. Our definition will also exclude AGN from being

galaxies, as long as its continuum and emission lines do not require an observed

stellar component.

The main observables of galaxies that are relevant for this thesis are:

• redshift,

• position in the sky,

• spectral type, and

• luminosity.

The redshift and position in the sky will be used to constrain their co-moving

coordinates, while spectral type and luminosity will be used to constrain their

star-formation history. We refer the reader to Mo et al. (2010) and Draine (2011) for

extensive and comprehensive description of current interpretation of the physics

of galaxies.

1.5 Intergalactic medium definition

The intergalactic medium (IGM) is loosely defined as the baryonic material that

is not part of a galaxy. Consequently, the IGM definition is intimately related to

that of the galaxy. A relevant quantity to assess then is where a galaxy ends or
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in other words, how the ‘edge’ of a galaxy is defined. This is a tricky question

because there might not be sharp transitions in terms of the gas or matter density

of galaxies.

According to theoretical models, the density profiles of dark matter are smooth,

with no sharp edges at large distances. The most commonly adopted density

profiles are ∝ r−2 (isothermal), or ∝ r−3 (e.g. Navarro et al., 1996, 1997), where

r is the distance to the center of the halo. Baryons might presumably follow the

same underlying dark matter smooth distribution, but because of observational

limitations, this hypothesis has been difficult to test. Even though the surface

brightness of stars in galaxies seem to provide much steeper profiles, e.g. ∝ e−kr
1/n ,

with k and n constants (e.g. Sérsic, 1963), a considerably fraction of baryons in

galaxies are in diffuse gas that might not follow the distribution of stars (stars are

decoupled from the bulk of gas).

At present, observations of the H I 21 cm transition provide a viable way to

map gas in emission, but this is limited to the neutral component only, and at

relatively large column densities (NHI & 1018 cm−2; e.g. Doyle et al., 2005). Even

though these maps do show sharp transitions at larger radii, these apparent edges

are likely driven by a sudden change in the ionization state of the gas rather than

its density (e.g. Zheng and Miralda-Escudé, 2002; Altay and Theuns, 2013).

The UV background (UVB) is an important ingredient needed to understand

the physical condition of the gas in the Universe. In our current picture of galaxy

formation, galaxies form from the cooling and condensation of primordial mate-

rial. These galaxies start to produce photons with energies capable of ionizing

neutral hydrogen (> 13.6 eV), via stellar emission and/or AGN activity (e.g.

Haardt and Madau, 1996). A fraction of these photons escape from the galaxies

and start to ionize the IGM. Observational constraints indicate that the hydrogen

component of the IGM is already mostly ionized at z ∼ 6 (e.g. Fan et al., 2001,

2006). For a sufficiently large H I column density however, the gas clouds can

be ‘self-shielded’ from the UVB, and so their inner parts can remain mostly neu-

tral. The typical H I column densities at which self-shielding is important are
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NHI & 1018 cm−2 (e.g. Altay et al., 2011; Altay and Theuns, 2013).

From a theoretical point of view, the galaxy edge is usually defined in terms of

the so-called r200 or ‘virial radius’, i.e. the radius of an spherical region centred

in a galaxy that has an averaged density 200× the critical mass density of the

Universe (e.g. Cole and Lacey, 1996; Navarro et al., 1997). However, such a virial

radius does not imply any intrinsic physical difference between what is inside and

outside it. As an example, the Milky Way virial radius is about∼ 200 kpc (proper),

but there is not evidence for a change in the physical condition of the medium at

that particular scale. Again, it seems more practical to aim for a definition of the

IGM, based on its observed properties instead. Therefore, for the purposes of this

thesis we define IGM as:

• a baryonic system that emits or absorbs light,

• at a proper distance larger than 300 kpc from the closest galaxy.

The 300 kpc limit is somewhat arbitrary from the point of view of H I but it is the

value usually adopted in the literature. Motivation for such a limit arises from

the presence of highly ionized metal line systems that seem to be fairly common

around galaxies within such a distance (e.g. C IV, O VI; Tumlinson et al., 2011;

Stocke et al., 2013; Prochaska et al., 2011b).

In this way, ‘dark galaxies’ and tidal streams will be considered as part of the

IGM as long as they do not lie close to a galaxy. If they lie close to a galaxy these

systems are left undefined (they are neither galaxies nor IGM). In order to account

for all the processes that might or might not be directly linked to galaxies but

happen close to galaxies, an intermediate definition has been usually adopted in

the literature: the circumgalactic medium (CGM). Characterization of the CGM is

very important for understanding galaxy evolution for obvious reasons: the CGM

is the interface where enriched material from the galaxies is expelled and the new

material from the IGM is accreted. Even though in this thesis we do not cover

scales around galaxies much smaller than this limit, for the sake of completeness
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we (arbitrarily) define the interface between the CGM and galaxies to be at 50 kpc

(but see Richter, 2012, for a potential motivation of this value).

Absorption line systems in the spectra of background objects provide a means

to observe the physical conditions of both the CGM and the IGM. In particular, H I

absorption systems are commonly classified into three main categories, according

to their H I column densities: Damped Lyman Alpha Systems (DLAs, NHI ≥ 1020.3

cm−2; e.g. Wolfe et al. 2005), Lyman Limit Systems (LLSs, 1017 ≤ NHI < 1020.3

cm−2; O’Meara et al. 2007) and the Lyα forest (NHI < 1017 cm−2; e.g. Rauch

1998). Due to their column densities, DLAs are mostly neutral, whereas the Lyα

forest is mostly ionized. LLSs are in the transition of these two regimes. This

classification is independent of the presence of a close galaxy and so we can

explore the statistical connection between galaxies and absorption line systems as

a function of H I column density.

The main observables of such absorption lines that are relevant for this thesis

are:

• redshift,

• position in the sky,

• column density, and

• Doppler parameter.

The redshift and position in the sky will be used to constrain their co-moving

coordinates, while column density and Doppler parameters will be used to con-

strain their typical densities and temperature (and turbulence), respectively. For a

recent review on the physics of the IGM and its wide applications in astrophysics

and cosmology, we refer the reader to Meiksin (2009).

1.6 Motivation and structure of the thesis

The motivation of the present work is simple: understand the relationship between

the IGM and galaxies in a statistical manner. To do so, we will use observational
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samples of galaxies and H I absorption line systems found in the same volumes at

z . 1. We will cover a wide range of scales and environments, especially towards

the somewhat unexplored underdense regions. Our results range from scales of

∼ 100 kpc (proper) to & 10 Mpc, covering both the CGM and IGM. We aim to

provide meaningful observational results, that can serve as references for current

theoretical models of the evolution of baryonic matter in the Universe.

The structure of the thesis is the following:

• In Chapter 2 we explore the statistical connection of H I absorption line

systems and the large-scale structure of galaxies, as traced by galaxy voids.

This work is based on archival data and represents a new, simple and

reliable method for identifying IGM associated to different environments.

We present results on the statistical properties of H I absorption systems

within and around galaxy voids at z < 0.1 and compare them with the

prediction from a state-of-the-art hydrodynamical simulation. We finally

discuss the implications of our results on the IGM–galaxy connection.

• In Chapter 3 we summarize the basic definitions of the two-point correlation

function, which will be used as the main tool in the analysis presented in

Chapter 4. We also derive basic analytical properties of the two-point corre-

lation, which will be used to interpret our observational results obtained in

Chapter 4.

• In Chapter 4 we address the statistical connection between H I absorption

systems by means of the two-point correlation function. This work is based

on a combination of archival data and new data taken by the author and

collaborators. The final dataset corresponds to the largest sample of H I

and galaxies in the same volume, available to date. We present results for

the H I–galaxy cross-correlation as well as the galaxy–galaxy and H I–H I

auto-correlations, measured independently along and transverse to the line-

of-sight. This is the first time that these three quantities have been measured

from the same dataset, and the first time that the H I–H I auto-correlation
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has been measured transverse to the line-of-sight at z . 1. We have also

introduced a new quantity based on the Cauchy-Schwarz inequality, which

assesses the degree of linear dependence between the samples and hence

helps with the interpretation of the results. We discuss our results an provide

a simplistic model that can account for them.

• In Chapter 5 we finally summarize our main results and conclusions, and

briefly review broad future projects that are natural continuations of the

present work.



Chapter 2
IGM within and around

galaxy voids

2.1 Overview

We investigate the properties of the H I Lyα absorption systems (Lyα forest) within

and around galaxy voids at z . 0.1. We find a significant excess (> 99 per cent

confidence level, c.l.) of Lyα systems at the edges of galaxy voids with respect

to a random distribution, on ∼ 5 Mpc scales. We find no significant difference

in the number of systems inside voids with respect to the random expectation.

We report differences between both column density (NHI) and Doppler parameter

(bHI) distributions of Lyα systems found inside and at the edge of galaxy voids at

the & 98 and & 90 per cent c.l. respectively. Low density environments (voids)

have smaller values for both NHI and bHI than higher density ones (edges of

voids). These trends are theoretically expected and also found in GIMIC, a state-

of-the-art hydrodynamical simulation. Our findings are consistent with a scenario

of at least three types of Lyα systems: (1) containing embedded galaxies and

so directly correlated with galaxies (referred as ‘halo-like’), (2) correlated with

galaxies only because they lie in the same over-dense LSS, and (3) associated with

under-dense LSS with a very low auto-correlation amplitude (≈ random) that

are not correlated with luminous galaxies. We argue the latter arise in structures

still growing linearly from the primordial density fluctuations inside galaxy voids

that have not formed galaxies because of their low densities. We estimate that

these under-dense LSS absorbers account for 25− 30± 6 per cent of the current

Lyα population (NHI & 1012.5 cm−2) while the other two types account for the

23
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remaining 70−75±12 per cent. Assuming that onlyNHI ≥ 1014 cm−2 systems have

embedded galaxies nearby, we have estimated the contribution of the ‘halo-like’

Lyα population to be ≈ 12− 15± 4 per cent and consequently ≈ 55− 60± 13 per

cent of the Lyα systems to be associated with the over-dense LSS.

2.2 Introduction

The inter-galactic medium (IGM) hosts the main reservoirs of baryons at all

epochs (see Prochaska and Tumlinson 2009 for a review). This is supported by

both observations (e.g. Fukugita et al., 1998; Fukugita and Peebles, 2004; Shull

et al., 2012) and simulations (e.g. Cen and Ostriker, 1999; Theuns et al., 1999; Davé

et al., 2010). Efficient feedback mechanisms that expel material from galaxies to

the IGM are required to explain the statistical properties of the observed galaxies

(e.g. Baugh et al., 2005; Bower et al., 2006; Schaye et al., 2010). Given that galaxies

are formed by accreting gas from the IGM, a continuous interplay between the

IGM and galaxies is then in place. Consequently, understanding the relationship

between the IGM and galaxies is key to understanding galaxy formation and

evolution. This has been recognized since the earliest Hubble Space Telescope (HST)

spectroscopy of QSOs, where the association between low-z IGM absorption

systems and galaxies was investigated for the first time (e.g. Spinrad et al., 1993;

Morris et al., 1993; Morris and van den Bergh, 1994; Stocke et al., 1995; Lanzetta

et al., 1995).

The large scale environment in which matter resides is also important, as it is

predicted (e.g. Borgani et al., 2002; Padilla et al., 2009) and observed (e.g. Lewis

et al., 2002; Lopez et al., 2008; Padilla et al., 2010) to have non negligible effects on

the gas and galaxy properties. Given that baryonic matter is expected to fall into

the considerably deeper gravitational potentials of dark matter, the IGM gas and

galaxies are expected to be predominantly found at such locations forming the

so called ‘cosmic web’ (Bond et al., 1996). Identification of large scale structures

(LSS) like galaxy clusters, filaments or voids and their influence over the IGM and
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galaxies is then fundamental to a complete picture of the IGM/galaxy connection

and its evolution over cosmic time.

With the advent of big galaxy surveys such as the 2dF (Colless et al., 2001) or

the Sloan Digital Sky Survey (SDSS, Abazajian et al., 2009) it has been possible to

directly observe the nature and extent of the distribution of stellar matter in the

local universe. Galaxies tend to lie in the filamentary structure which simulations

predict, however, very little is known about the actual gas distribution at low-z.

In this work we focus on the study of H I Lyα (hereafter referred simply as Lyα)

absorption systems found within and around galaxy voids at z . 0.1.

Galaxy voids are the best candidates to start our statistical study of LSS in

absorption. Voids account for up to 60 − 80% of the volume of the universe

at z = 0 (e.g. Aragón-Calvo et al., 2010; Pan et al., 2012). Some studies have

suggested that when a minimum density threshold is reached, voids grow in a

spherically symmetric way (e.g. Regos and Geller, 1991; van de Weygaert and

van Kampen, 1993). This suggests that voids have a relatively simple geometry,

which makes them comparatively easy to define and identify from current galaxy

surveys (although see Colberg et al., 2008, for a discussion on different void

finder algorithms). Galaxy voids are a unique environment in which to look for

evidence of early (or even primordial) enrichment of the IGM (e.g. Stocke et al.,

2007). It is interesting that galaxy voids are present even in the distribution of

low mass galaxies (e.g. Peebles, 2001; Tikhonov and Klypin, 2009) and so there

must be mechanisms that prevent galaxies from forming in such low density

environments.

Previous studies of Lyα absorption systems associated with voids at low-z

have relied on a ‘nearest galaxy distance’ (NGD) definition. (e.g. Penton et al.,

2002; Stocke et al., 2007; Wakker and Savage, 2009). In order to have a clean

definition of void absorbers the NGD must be large, leading to small samples.

For instance, Penton et al. (2002) found only 8 void absorbers (from a total of 46

systems) defined as being located at > 3 h−1
70 Mpc from the nearest ≥ L∗ galaxy.
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Wakker and Savage (2009) found 17 void absorbers (from a total of 102) based on

the same definition. Stocke et al. (2007) had to relax the previous limit to > 1.4

h−1
70 Mpc in order to find 61 void absorbers (from a total of 651 systems), although

only 12 were used in their study on void metallicities. Note that a low NGD limit

(of 1.4 h−1
70 Mpc) could introduce some contamination of not-void absorbers. This

is because filaments in the ‘cosmic web’ are expected to be a couple of Mpc in

radius (González and Padilla, 2010; Aragón-Calvo et al., 2010; Bond et al., 2010).

Considering the Local Group as an example, being 1.4 h−1
70 Mpc away from either

the Milky Way or Andromeda cannot be considered as being in a galaxy void.

On the other hand, given that there is a population of galaxies inside voids (e.g.

Rojas et al., 2005; Park et al., 2007; Kreckel et al., 2011), the NGD definition could

also miss some ‘real’ void absorbers relatively close to bright isolated galaxies. In

fact, Wakker and Savage (2009) found that there may be no void absorbers in their

sample (based on the NGD definition) if the luminosity limit to the closest galaxy

is reduced to 0.1L∗. Note however that their sample is very local (z ≤ 0.017 or

. 70 h−1
70 Mpc away), and it might be biased because of the local overdensity to

which our Local Group belongs.

In this work we use a different approach to define void absorption systems.

We based our definition on current galaxy void catalogues (typical radius of > 14

h−1
70 Mpc), defining void absorbers as those located inside such galaxy voids. This

leads to larger samples of well identified void absorbers compared to previous

studies. Moreover, this approach allows us to define a sample of absorbers located

at the very edges of voids, that can be associated with walls, filaments and nodes,

allowing us to get some insights in the distribution of gas in the ‘cosmic web’

itself. This definition is different from the NGD based ones and it focuses on the

‘large scale’ (& 10 Mpc) relationship between Lyα forest systems and galaxies. The

results from this work will offer a good complement to previous studies based on

‘local’ scales (. 2 Mpc).

This Chapter is structured as follows. The catalogues of both Lyα systems and

galaxy voids that we used in this work are described in §2.3. Definition of our
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LSS in absorption samples and the observational results are presented in §2.4. We

compare our observational results with a recent cosmological hydrodynamical

simulation in §2.5. We discuss our findings in §2.6 and summarize them in §4.10.

All distances are in co-moving coordinates assuming H0 = 100 h km s−1 Mpc−1,

h = 0.71, Ωm = 0.27, ΩΛ = 0.73, k = 0 cosmology unless otherwise stated. This

cosmology was chosen to match the one adopted by Pan et al. (2012) (D. Pan,

private communication; see §2.3.2).

2.3 Data

2.3.1 IGM in absorption

We use QSO absorption line data from the Danforth and Shull (2008, hereafter

DS08) catalogue, which is one of the largest high-resolution (R ≡ λ
∆λ
≈ 30 000−

46 000), low-z IGM sample to date1. Briefly, the catalogue lists 651 Lyα absorption

systems at zabs ≤ 0.4, with associated metal lines (O VI, N V, C IV, C III, Si IV,

Si III and Fe III; when the spectral coverage and signal-to-noise allowed their

observation), taken from 28 AGN observed with both the Space Telescope Imaging

Spectrograph (STIS, Woodgate et al., 1998) on the HST, and the Far Ultraviolet

Spectroscopic Explorer (FUSE, Moos et al., 2000). The systems are characterized by

their rest-frame equivalent widths (Wr), or upper limits onWr, for each individual

transition. Column densities (NHI) and Doppler parameters (bHI) were inferred

using the apparent optical depth method (AODM, Savage and Sembach, 1991)

and/or Voigt profile line fitting. In particular for the Lyα transition, a curve-of-

growth (COG) solution was used when other Lyman series lines were available

(see also §2.4.4). We refer the reader to DS08 (and references therein) for further

description and discussion.

In order to identify absorbing gas associated with LSS (drawn from the SDSS

1We note that after this Chapter was accepted as a paper in 2012, a new pre-print by Tilton et al.
(2012) appeared with an updated version of the DS08 catalogue. We checked that our results were
not considerably affected using this new catalogue instead.



2. IGM within and around galaxy voids 28

Table 2.1: IGM sightlines from DS08 that intersect the SDSS
survey.

Sight Line RA (J2000) Dec (J2000) zAGN S/Na

PG 0953+414 09 56 52.4 +41 15 22 0.23410 14

Ton 28 10 04 02.5 +28 55 35 0.32970 9

PG 1116+215 11 19 08.6 +21 19 18 0.17650 18

PG 1211+143 12 14 17.7 +14 03 13 0.08090 30

PG 1216+069 12 19 20.9 +06 38 38 0.33130 3

3C 273 12 29 06.7 +02 03 09 0.15834 35

Q 1230+0115 12 30 50.0 +01 15 23 0.11700 12

PG 1259+593 13 01 12.9 +59 02 07 0.47780 12

NGC 5548 14 17 59.5 +25 08 12 0.01718 13

Mrk 1383 14 29 06.6 +01 17 06 0.08647 16

PG 1444+407 14 46 45.9 +40 35 06 0.26730 10
a Median HST/STIS signal-to-noise ratio per two-pixel
resolution element in the 1215 − 1340 Å range (C. Dan-
forth, private communication). The expected minimum
equivalent width, Wmin, at a c.l. of cl corresponding to a
given S/N can be estimated from Wmin = clλ

R(S/N)
, where

R is the spectral resolution (e.g., see DS08).

DR7), we use a subsample of the DS08 AGN sightlines that intersect the SDSS

volume (PG 0953+414, Ton 28, PG 1116+215, PG 1211+143, PG 1216+069, 3C 273,

Q 1230+0115, PG 1259+593, NGC 5548, Mrk 1383 and PG 1444+407; see Table 2.1).

Despite the fact that PG 1216+069 spectrum has a poor quality, it is still possible

to find strong systems in it, and so we decided to do not exclude it from the

sample (this inclusion does not affect our results; see §2.4.1)2. We use the rest of

the sightlines in the DS08 catalogue to derive the general properties of the average

absorber for comparison (see §2.4.4).

In our analysis we focus on statistical comparisons of the H I properties in

different LSS environments. Metal systems have smaller redshift coverage and

lower number densities than Lyα absorbers. Consequently, we do not aim to

draw statistical conclusions from them. We intend to pursue metallicity studies in

2We note that Chen and Mulchaey (2009) have presented a Lyα absorption system list along
PG 1216+069 sightline at a better sensitivity than that of DS08. In order to have an homogeneous
sample, we did not include this new data in our analysis however.
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future work.

2.3.2 Galaxy voids

We use a recently released galaxy-void catalogue from SDSS DR7 galaxies (Pan

et al., 2012, hereafter P12), which is the largest galaxy-void sample to date. Here-

after we will use the term void to mean galaxy-void unless otherwise stated. P12

identified & 1000 cosmic voids using the VoidFinder algorithm described by

Hoyle and Vogeley (2002), with redshifts between 0.01 . z . 0.102. To summa-

rize, it first uses a nearest neighbor algorithm on a volume limited galaxy survey.

Galaxies whose third nearest neighbor distance is greater than 6.3 h−1Mpc are

classified as potential void galaxies, whereas the rest are classified as wall galaxies.

Void regions are identified by looking for maximal empty spheres embedded

in the wall galaxy sample. These individual void spheres have radii between

10 < Rvoid . 25 h−1Mpc, with mean radius 〈Rvoid〉 ≈ 13 h−1Mpc. The minimum

radius of 10 h−1Mpc for the void spheres was imposed. Only galaxies with spec-

troscopic redshifts were used and therefore we expect the uncertainties in the

void centres and radii to be small (. 1 Mpc; we will discuss the effects of peculiar

velocities in §2.4.1). Independent void regions are defined by combining all the

adjacent spheres that share more than 10% of their volume with another. Void

galaxies are defined as those galaxies that lie within a void region. We refer the

reader to P12 for further description and discussion.

In our analysis, for simplicity, we use the individual spheres as separate voids

instead of using the different independent void regions. This choice has the

following advantages. First, it allows us to use a perfectly spherical geometry,

making it possible to characterize each void by just one number: its radius.

Thus, we can straightforwardly scale voids with different sizes for comparison.

Secondly, this approach allows us to identify regions at the very edges of the voids.

P12 found that the number density of galaxies has a sharp peak at a distance

≈ Rvoid from the centre of the void spheres, a clear signature that walls are well

defined (at least from the point of view of bright galaxies at low redshifts). This is
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also consistent with the predictions of linear gravitation theory (e.g. Icke, 1984;

Sheth and van de Weygaert, 2004) and dark matter simulations (e.g. Benson et al.,

2003; Colberg et al., 2005; Ceccarelli et al., 2006, P12). Therefore, by looking for

absorption systems very close to the edge of voids, we expect to trace a different

cosmic environment. Thirdly, using the individual void spheres securely identifies

void regions. The void-edge sample on the other hand, could be contaminated by

void regions associated with the intersections of two void spheres. We checked

that this is not the case though (see §2.4.2). This contamination should only reduce

any possible difference between the two samples rather than enhance them. We

also note that systematic uncertainties produced by assuming voids to be perfect

spheres should also act to reduce any detected difference.

2.4 Data analysis and results

2.4.1 Number density of absorption systems around voids

We have cross-matched the IGM absorption line catalogue from DS08 (see §2.3.1)

with the void catalogue from P12 (see §2.3.2). A total of 106 Lyα absorption

systems were found in the 11 sightlines that intersect the void sample volume

(i.e., those with 0.01 ≤ zabs ≤ 0.102).

We first look for a possible difference in the number density of Lyα systems as

a function of the distance to voids. We take two approaches. First, we define X

as the three-dimensional distance between an absorption system and the closest

void centre in Rvoid units, so

X ≡ min
sample

s

Rvoid

, (2.1)

where s is the co-moving distance between the centre of a given void and the

absorber. Thus, 0 ≤ X < 1 corresponds to absorption systems inside voids

and X > 1 corresponds to absorption systems outside voids. A value of X ≈ 1

corresponds to absorption systems around void edges as defined by the galaxy



2. IGM within and around galaxy voids 31

distribution.

The second approach defines D as the three-dimensional distance between an

absorption system and the closest void edge in co-moving h−1Mpc, so

D ≡ min
sample

(s−Rvoid) [h−1Mpc]. (2.2)

Negative D values correspond to absorption systems inside voids while positive

values correspond to absorbers outside voids. Values of D ≈ 0 h−1Mpc are

associated with absorption systems around void edges as defined by the galaxy

distribution.

Distances were calculated assuming the absorption systems to have no peculiar

velocities with respect to the centre of the voids. Although this assumption might

be realistic for gas inside voids, it might not be the case for gas residing in denser

environments, where gas outflows from galaxies might dominate. However, some

studies have suggested that the bulk of Lyα forest lines have little velocity offset

with respect to galaxies (e.g. Theuns et al., 2002; Wilman et al., 2007, and also

§4). As an example, a velocity difference of ∼ 200 km s−1 at redshift zabs . 0.1

would give an apparent distance shift of the order of ∼ 2 h−1Mpc, which is

somewhat higher than, but comparable to the systematic error of the void centre

determination (given that voids regions are not perfectly spherical as assumed

here). Note that the uncertainty in the void centre is smaller than the uncertainty

of a single galaxy because the void is defined by an average over many galaxies.

As previously mentioned, such an uncertainty should not artificially create a false

signal but rather should dilute any real difference.

Although the X and D coordinates are not independent, we decided to show

our results using both. This has the advantage of testing the consistency of our re-

sults using two slightly differently motivated definitions. X is a scaled coordinate,

good for stacking voids of different radius. It is also good for comparisons with

some of the P12 results. D gives a direct measure of the actual distances involved,

while still using Rvoid. For convenience, results associated with the X definition

will be shown normally in the text while results associated with the D definition
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Figure 2.1: Normalized (in area) distribution of H I absorption systems as a function
of X (left panel; 0.1 binning) and D (right panel; 1 h−1Mpc binning) for both real and
random samples. Error bars correspond to the Poissonian uncertainty from the analytical

approximation σ+
n ≈

√
n+ 3

4 + 1 and σ−n ≈
√
n− 1

4 (Gehrels, 1986). Real and random
distributions are different at a & 99.5% confidence level (see §2.4.1 for further details).

will be shown in parenthesis: X (D) format.

Figure 2.1 shows the histogram of absorption systems as a function of X and

D (left and right panel respectively). In order to show the effects of the geometry

of the survey, the random expectations are also shown (shaded distributions).

To generate the random samples, we placed 1000 random absorption systems

per real one, uniformly between zlim < zabs ≤ 0.102 for each sightline, where zlim

corresponds to the maximum of 0.01 and the minimum observed redshift for a

Lyα in that sightline. In this calculation we have masked out spectral regions

over a velocity window of ±200 km s−1 around the position where strong Galactic

absorption could have been detected (namely: C I, C II, N V, O I, Si II, P III, S I, S II,

Fe II and Ni II) before the random redshifts are assigned. A total of 106 000 random

absorbers were generated. We observe a relative excess of absorption systems

compared to the random expectation between X ' 0.9–1.3 and/or D ' −2–4

h−1Mpc. Assuming Poisson uncertainty, there were 61 ± 8 (65 ± 8)3 observed,

3Results regarding distances from the centre of voids are presented in a X (D) format (see
§2.4.1). Reference to this footnote will be omitted hereafter.
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while ≈ 38.3± 0.2 (42.4± 0.2) were expected from the random distribution. This

corresponds to an ≈ 3σ excess. Similarly, there is a significant (≈ 3σ) deficit

of absorption systems at X & 1.3 and/or D & 4 h−1Mpc, for which 17 ± 4

(19± 4) systems were observed compared to the 33.9± 0.2 (34.1± 0.2) randomly

expected. We also checked that such an excess and deficit did not appear by

chance in 1000 realizations, consistent with the < 0.1% probability of occurrence.

No significant difference is found for systems at X . 0.9 and/or D . −2 h−1Mpc,

for which the 28± 5 (22± 5) found are consistent with the random expectation

of 33.4 ± 0.2 (29.0 ± 0.2). The Kolmogorov-Smirnov (KS) test between the full

unbinned samples gives a ≈ 0.3% (0.5%) probability that both the random and

the real data come from the same parent distribution. We checked that no single

sightline dominates the signal by removing each individual one and repeating

the previous calculation. We also checked that masking out the spectral regions

associated to possible Galactic absorption does not have an impact on our results

as the same numbers (within the errors) are recovered when these regions are not

excluded. These results hint at a well defined gas structure around voids, possibly

analogous to that seen in galaxies. The current data are not sufficient to confirm

(at a high confidence level) the reality of the apparent two-peaked shape seen in

the real distributions however.

2.4.2 Definition of large scale structure in absorption

We define three LSS samples observed in absorption:

• Void absorbers: those absorption systems with X < 1 and/or D < 0 h−1Mpc.

A total of 45 (45) void absorbers were found.

• Void-edge absorbers: those absorption systems with 1 ≤ X < 1.3 and/or

0 ≤ D < 4 h−1Mpc. A total of 44 (42) void-edge absorbers were found.

• Unclassified absorbers: those absorption systems with X ≥ 1.3 and/or D ≥ 4

h−1Mpc. A total of 17 (19) unclassified absorbers were found.
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To be consistent with the galaxy-void definition, we use X = 1 and/or D = 0

h−1Mpc as the limits between void and void-edge absorbers. The division between

void-edge and unclassified absorbers was chosen to match the transition between

the overdensity to underdensity of observed absorbers compared to the random

expectation at X > 1 and/or D > 0 h−1Mpc (see Figure 2.1).

We have assumed here that the centre of galaxy voids will roughly correspond

to the centre of gas voids, however that does not necessarily imply that gas

voids and galaxy voids have the same geometry. In fact, as we do not find a

significant underdensity in the number of void absorbers with respect to the

random expectation, it is not clear that such voids are actually present within

the Lyα forest population. Of course, the fact that we do not detect this under-

density, does not imply that the gas voids are not there. A better way to look at

these definitions is by considering void absorbers as those found in galaxy under-

densities (galaxy voids) and void-edge absorbers as those found in regions with a

typical density of galaxies. We do not have a clear picture of what the unclassified

absorbers correspond to. Unclassified absorbers are those lying at the largest

distances from the catalogued voids, but this does not necessarily imply that they

are associated with the highest density environments only. In fact, there could

be high density regions also located close to void-edges, at the intersection of the

cosmic web filaments. Given that voids of radius . 10 h−1Mpc are not present

in the current catalogue it is also likely that some of the unclassified absorbers

are associated with low density environments. Therefore, one interpretation of

unclassified-absorbers could be as being a mixture of all kind of environments,

including voids, void-edges and high density regions.

We checked the robustness of these definitions by looking at the number of

voids and void-edges which can be associated with a given absorber. In other

words, for a given absorption system, we counted how many voids or void-edges

could have been associated with it by taking simply X ≡ s/Rvoid or D ≡ s−Rvoid

(in contrast to having taken the minimum values). Out of the 45 void absorbers, 41

are associated with only one void and 4 are associated with 2 voids, independently
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Figure 2.2: Panels (a) and (b) show the distribution of column densities of H I as a
function of X and D respectively. Panels (c) and (d) show the distribution of Doppler
parameters as a function of X and D respectively. Our LSS samples are shown by
different color/symbols: void (black circles), void-edge (red squares) and unclassified
(blue triangles). Histograms are also shown around the main panels. Vertical red dashed
lines show the limits of our LSS definitions (see §2.4.2).
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of the definition used (either X or D). Likewise, out of the 44 (42) void-edge

absorbers, 31 (28) are associated with just one void-edge, 12 (13) are associated

with two void-edges and 1 (1) is associated with three void-edges. This last system

is located at X = 1.04 (D = 0.55 h−1Mpc) and has NHI = 1014.17±0.35 cm−2 and

bHI = 25+21
−7 km s−1 at a redshift of zabs = 0.01533. From these values the system

does not seem to be particularly peculiar. Finding an association with more than

two void-edges is not surprising as long as the filling factor of voids is not small4.

Void absorbers have on average 1.1 ± 0.3 voids associated with them, with a

median of 1. Void-edge absorbers have in average 1.3± 0.5 (1.4± 0.5) void-edges

associated with them, with a median of 1(1). These values give a median one-to-

one association. Therefore, we conclude then that the LSS definitions used here

are robust.

2.4.3 Properties of absorption systems in different large scale

structure regions

Figure 2.2 shows the distribution of column densities and Doppler parameters as

a function of both X and D. At first sight, no correlation is seen between NHI or

bHI and distance to the centre of voids. Table 2.2 gives the mean and median values

of log(NHI [cm−2]) and bHI for our void, void-edge and unclassified absorption

systems. These results show consistency within 1σ between the three LSS samples.

A closer look at the problem can be taken by investigating the possible dif-

ferences in the full NHI and bHI distributions of void, void-edge and unclassified

absorbers.

Column density distributions

Figure 2.3 shows the distribution of column density for the three different LSS

defined above (see §2.4.2). The top panels show the normalized fraction of

systems as a function of NHI (arbitrary binning), whilst the bottom panels show

4For reference, voids found by P12 have a filling factor of 62%.
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Figure 2.3: H I column density distribution for the three different LSS defined in this work
(see §2.4.2): void absorbers (solid-black lines), void-edge absorbers (red-dashed lines) and
unclassified absorbers (blue-dotted lines). Top panels show the normalized distribution
using arbitrary binning of 0.5 dex. Bottom panels show the cumulative distributions for
the unbinned samples. Left and right panels correspond to absorbers defined using X
and D coordinates respectively.

the cumulative distributions (unbinned). We see from the top panels that this

distribution seems to peak systematically at higher NHI from void to void-edge

and from void-edge to unclassified absorbers. We also observe a suggestion of

a relative excess of weak systems (NHI . 1013 cm−2) in voids compared to those

found in void-edges. This can also be seen directly in Figure 2.2 (see panels (a) and

(b)). The KS test gives a probability P logN
void/edge ≈ 2% (0.7%) that void and void-edge

absorbers come from the same parent distribution. This implies a > 2σ difference

between these samples. No significant difference is found between voids or void-

edges with unclassified absorbers, for which the KS test gives probabilities of

P logN
void/uncl. ≈ 74% (66%) and P logN

edge/uncl. ≈ 56% (24%) respectively. These results can

be understood by looking at the bottom panels of Figure 2.3, as we see that the
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maximum difference between the void and void-edge absorbers distributions

is at NHI . 1013.8 cm−2. On the other hand, no big differences are observed

at NHI & 1013.8 cm−2. In fact, by considering just the systems at NHI < 1013.8

cm−2, the significance of the difference between void and void-edge absorbers is

increased, with P logN
void/edge ≈ 0.9% (0.2%). Likewise, at NHI ≥ 1013.8 cm−2, void and

void-edge absorber distributions agree at the ≈ 86% (86%) confidence level. We

note however that there were ≤ 10 systems per sample for this last comparison

and therefore, it is likely to be strongly affected by low number statistics.

We also investigated possible differences between void, void-edge and un-

classified absorbers and their complements (i.e., all the systems that were not

classified as these: not-void, not-void-edge, not-unclassified). Not-voids corre-

spond to the combination of void-edge and unclassified absorbers and so on. The

KS gives probabilities of P logN
void/not−void ≈ 4% (4%), P logN

edge/not−edge ≈ 3% (0.6%) im-

plying that void and void-edge absorbers are somewhat inconsistent with their

complements. On the other hand, the distribution of unclassified absorbers is

consistent with the distribution of their complements with a KS probability of

P logN
uncl./not−uncl. ≈ 64% (54%). These results are summarized in Table 2.3.

Doppler parameter distributions

Figure 2.4 shows the distribution of Doppler parameter for the three different

LSS defined above (see §2.4.2). The top panels show the normalized fraction of

systems as a function of bHI (arbitrary binning), whilst bottom panels show the

cumulative distributions (unbinned). This figure suggests a relative excess of

low-bHI systems (bHI . 20 km s−1) in voids compared to those from void-edge

and unclassified samples. A relative excess of unclassified absorbers compared to

that of voids or void-edges at high-bHI values (bHI & 35 km s−1) is also suggested

by the figure. The KS test gives a probability P b
void/edge ≈ 8% (6%) that void

and void-edge absorbers come from the same parent distribution. This implies

no detected difference between void and void-edge absorbers. Likewise, no

significant difference is found between voids or void-edges with unclassified
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Figure 2.4: H I Doppler parameter distribution for the three different LSS defined in this
work (see §2.4.2): void absorbers (black-solid lines), void-edge absorbers (red-dashed
lines) and unclassified absorbers (blue-dotted lines). Top panels show the normalized
distribution using arbitrary binning of 5 km s−1. Bottom panels show the cumulative
distributions for the unbinned samples. Left and right panels correspond to absorbers
defined using X and D coordinates respectively.

absorbers, for which the KS test gives probabilities of P b
void/uncl. ≈ 18% (17%) and

P b
edge/uncl. ≈ 71% (75%) respectively.

As before, we also investigated possible difference between LSS and their com-

plements. In this case, neither void, void-edge or unclassified absorbers are signifi-

cantly different than their complements with KS probabilities of P b
void/not−void ≈ 7%

(7%), P b
edge/not−edge ≈ 20% (14%) and P b

uncl./not−uncl. ≈ 32% (32%). These results are

also summarized in Table 2.3.
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2.4.4 Check for systematic effects

Comparison between our subsample and the whole DS08 sample

In this section we explore whether the subsample of H I systems used here

is statistically different from the rest of the H I population found in the other

sightlines of the DS08 catalogue. For this, we compared the column density (NHI)

and Doppler parameter (bHI) distributions between the 106 absorption systems

found inside the void catalogue volume (0.01 ≤ zabs ≤ 0.102 in 11 sightlines) with

those 545 outside this volume. The KS test gives a probability of ≈ 5% and ≈ 90%

that both NHI and bHI distributions, inside and outside the void catalogue volume,

are drawn from the same parent distribution respectively. This shows there is no

significant difference in the bHI distribution and an ≈ 2σ difference between the

NHI distributions.

One explanation for such a difference could be due to an intrinsic evolution of

the Lyα forest between zabs . 0.102 and 0.102 . zabs < 0.4. To check this, we per-

formed a KS comparison between the 286 absorbers at zabs < 0.102 (regardless of

whether they are inside the void catalogue volume or not) with the 365 systems at

higher redshifts, to look for a possible difference in both NHI and bHI distributions.

The distribution of bHI does not show any difference (KS Prob. ≈ 87%). On the

other hand, the KS probability for the two NHI distributions is ≈ 8%, hinting that

such evolution could be present. We note, however, that an observational bias

between low and high-z systems (e.g. due to different selection functions) could

also explain the observed difference. We did not further explore this matter.

Finally, we repeated the previous comparisons between the 106 systems inside

the void catalogue volume with those 155 outside it having 0.01 ≤ zabs ≤ 0.102.

The KS test gives this time a probability of ≈ 23% and ≈ 81% of both NHI and

bHI inside and outside the void catalogue volume are drawn from the same parent

distribution, respectively. No significant (> 2σ) differences are found for these

samples. Thus, we conclude that the properties of the systems in the sightlines

used in this work are not statistically different from the properties of the systems
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in other sightlines when we restrict ourselves to the same redshift range.

We note that for our comparisons we use systems with NHI below the com-

pleteness of the column density distribution itself (NHI . 1013.4 cm−2). The

classification of absorber environment does not depend on column density but

rather corresponds to a geometrical association of absorbers with known galaxy

voids. Therefore, this should not affect any of our results. We also checked that

none of the AGN used here were observed in particular for having sightlines

intersecting a known void region.

Systematics in the DS08 characterization method

A particular source of concern is the fact that DS08 used different methods for

obtaining the H I column densities and Doppler parameters in the catalogue.

They used curve-of-growth (COG) solutions when other Lyman series lines were

available other than Lyα. For the rest of the systems they used either a single

Voigt profile fit (preferentially for strong or blended lines) and/or the apparent

optical depth method (AODM, Savage and Sembach, 1991, preferentially for weak,

asymmetric or noisy lines). We will refer to these as Lyα-only methods. Given that

we have been using systems without distinction between these different methods

we will explore any possible bias that this could produce.

Figure 2.5 shows H I column densities versus H I Doppler parameters for the

106 systems in our sample, where the different characterization methods used

by DS08 are shown in different colors/symbols. It is possible to observe a clear

separation between column densities derived from Lyα-only methods and COG

solutions. This difference is a direct consequence of the fact that COG solutions

can only be obtained for systems showing a high order Lyman series line, whose

equivalent widths are smaller than Lyα for the same NHI and bHI values (because

they have smaller wavelengths and smaller oscillator strengths). This results in a

shift of the completeness level to higher column densities for the COG solutions,

as can be seen in Figure 2.5. On the other hand, no significant difference seems to

be present for bHI values between different characterization methods, which has
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Figure 2.5: H I column density versus H I Doppler parameter for systems in our sample.
Different characterization methods (see §2.4.4) are shown by different colors/symbols.
Red circles correspond to systems measured by Voigt profile fits. Blue squares correspond
to systems measured by the AOD method. Green triangles correspond to systems mea-
sured by a COG solution. Histograms (arbitrary binning) are also shown around the main
panel using the previous color definition.

been confirmed by a KS test.

Our definitions of the different LSS samples do not depend on either NHI nor

bHI but it rather correspond to a geometrical selection of how far away a system

lies from the centre of a void. Thus, the aforementioned difference observed

in NHI should not affect the conclusions drawn from this study as long as our

different LSS samples have similar contributions of systems measured with one

method or the other. Assuming a Poisson distribution for the number of systems

in each sample, there is a relative contribution of 82%±18% (82%±18%), 73%±17%

(74%±17%) and 82%±30% (79%±27%) for systems measured by either Voigt fit or

AOD methods in the void, void-edge and unclassified samples respectively. These
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numbers are all consistent with each other within 1σ. Therefore we conclude

that different characterization methods do not introduce an important bias in our

analysis.

There is also a reported systematic effect seen when using Lyα only systems

by which NHI estimates are typically (with large scatter) low by a factor of ∼ 3

while bHI are high by a factor of ∼ 2 (Shull et al., 2000; Danforth et al., 2006).

This systematic effect is important for higher column densities. Our sample is

dominated by systems with NHI < 1014 cm−2, for which the effect is smaller than

the quoted numbers (see figures 2 and 3 from Danforth et al., 2006). So, despite

the fact that our sample is dominated by Lyα-only measurements, we do not

consider this effect to be important. Finally, as previously argued, even if any of

these effects are present they will affect each of our LSS samples in roughly the

same proportion.

Observables as a function of redshift

We also checked that no bias is present in our samples as a function of redshift.

Figure 2.6 shows both NHI and bHI values as a function of redshift (middle and

bottom panels). Systems belonging to different LSS samples are shown by differ-

ent color/symbols. Both distributions look very uniform across the full redshift

range. The top panel shows the distribution of void, void-edge and unclassified

absorbers as a function of redshift. The KS test shows no significant difference

between these LSS samples. We conclude that there is no evident systematic effect

as a function of redshift. For simplicity we have only used LSS definitions based

on X in Figure 2.6, but the previous results also hold using D instead.

The catalogue of P12 used a nearly complete, magnitude limited sample of

galaxies to define the voids. Despite this, we performed an independent check

by looking at the mean radius 〈Rvoid〉 as a function of redshift. If the catalogue is

well defined, we should expect to have this radius constant across redshift range

(assuming no measurable evolution). We confirmed that this is actually the case

by dividing the sample in 6 redshift bins and measuring the mean value. We
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Figure 2.6: Distribution of observables as a function of redshift. Middle and bottom panels
show the distribution of NHI and bHI respectively. Different LSS samples are shown by
different color/symbols: void (black circles), void-edge (red squares) and unclassified
(blue triangles). Top panel shows the distribution of different LSS as a function of redshift:
void (black-solid line), void-edge (red-dashed line) and unclassified (blue-dotted line).
For simplicity we only show LSS definitions based on X .

found that the mean radius is constant with 〈Rvoid〉 ≈ 13± 3 h−1Mpc in each bin.

Summary

Given that the differences between void and void-edge samples are still at < 3σ

of confidence level, we have investigated possible biases or systematic effects

that could be present in our data analysis. In particular we have investigated (1)

possible differences in our subsample with respect to the whole DS08 sample, (2)

the effect of the different characterization methods used by DS08 to infer the gas

properties, and (3) whether uniformity across our redshift range is present in our

observables. From this analysis we concluded that no important biases affect our

results.
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2.5 Comparison with Simulations

In this section, we investigate whether current cosmological hydrodynamical

simulations can reproduce our observational results presented in §2.4. For this

comparison we use the Galaxies-Intergalactic Medium Interaction Calculation (GIMIC,

Crain et al., 2009). Using initial conditions drawn from the Millennium simulation

(Springel et al., 2005), GIMIC follows the evolution of baryonic gas within five,

roughly spherical regions (radius between 18 − 25 h−1 Mpc5) down to z = 0 at

a resolution of mgas ≈ 107 h−1 M�. The regions were chosen to have densities

deviating by (−2,−1, 0,+1,+2)σ from the cosmic mean at z = 1.5, where σ is the

rms mass fluctuation. The +2σ region was additionally required to be centered

on a rich cluster halo. Similarly although not imposed, the −2σ region is approxi-

mately centered on a sparse void. The rest of the Millennium simulation volume

is re-simulated using only the dark matter particles at much lower resolution to

account for the tidal forces. This approach gives GIMIC the advantage of probing

a wide range of environments and cosmological features with a comparatively

low computational expense.

GIMIC includes (i) a recipe for star formation designed to enforce a local

Kennicutt-Schmidt law (Schaye and Dalla Vecchia, 2008); (ii) stellar evolution and

the associated delayed release of 11 chemical elements (Wiersma et al., 2009a); (iii)

the contribution of metals to the cooling of gas in the presence of an imposed UV

background (Wiersma et al., 2009b); and (iv) galactic winds that pollute the IGM

with metals and can quench star formation in low-mass halos (Dalla Vecchia and

Schaye, 2008). Note that GIMIC does not include feedback processes associated

with AGN. For further details about GIMIC we refer the reader to Crain et al.

(2009).

5Note that GIMIC adopted a H0 = 100 h km s−1 Mpc−1,h = 0.73, Ωm = 0.25, ΩΛ = 0.75,
σ8 = 0.9, k = 0 cosmology. These parameters are slightly different than the ones used in P12.
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2.5.1 Simulated H I absorbers sample

In order to obtain the properties of the simulated H I absorption systems, we

placed 1000 parallel sightlines within a cube of 20 h−1Mpc on a side centered in

each individual GIMIC region at z = 0 (5000 sightlines in total). We have excluded

the rest of the volume to avoid any possible edge effects. This roughly corresponds

to 2.5 sightlines per square h−1Mpc. Given this density, some sightlines could

be tracing the same local LSS and therefore these are not fully independent. We

consider this approach to offer a good compromise of having a large enough

number of sightlines while not oversampling the limited GIMIC volumes.

We used the program SPECWIZARD6 to generate synthetic normalized spectra

associated to our sightlines using the method described by Theuns et al. (1998b).

SPECWIZARD calculates the optical depth as a function of velocity along the line-

of-sight, which is then converted to flux transmission as a function of wavelength

for a given transition. We only used H I in this calculation. The spectra were

convolved with an instrumental spread function (Gaussian) with FWHM of 6.6

km s−1 to match the resolution of the STIS/HST spectrograph7. In order to mimic

the continuum fitting process in real spectra, we set the continuum level of each

mock noiseless spectrum at the largest flux value after the convolution with the

instrumental profile. Given that the lines are sparse at z = 0, there were almost

always regions with no absorption and this last correction was almost negligible.

We used 3 different signal-to-noise ratios in order to represent our QSO sample.

Out of the total of 1000 per GIMIC region, 727 sightlines were modeled with

S/N = 9 per pixel, 182 with S/N = 23 and 91 S/N = 2. These numbers keep the

proportion between the different S/N values as it is in the observed sample (see

last column in Table 2.1)8.

We fit Voigt profiles to the synthetic spectra automatically using VPFIT9, fol-

6Written by Joop Schaye, Craig M. Booth and Tom Theuns.
7Note that the majority of the Lyα used in this work were observed with STIS/HST rather than

FUSE.
8Note that we have divided the mean S/N per two-pixel resolution element by

√
2 to have an

estimation per pixel.
9Written by R.F. Carswell and J. K. Webb (see http://www.ast.cam.ac.uk/∼rfc/vpfit.html).
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lowing the algorithm described by Crighton et al. (2010). First, an initial guess of

several absorption lines is generated in each spectrum to minimize χ2
reduced. If the

χ2
reduced is greater than a given threshold of 1.1, another absorption component is

added at the pixel of largest deviation and χ2
reduced is re-minimized. Absorption

components are removed if both NHI < 1014.3 cm−2 and bHI < 0.4 km s−1. This

iteration continues until χ2
reduced ≤ 1.1. Then, the Voigt fits are stored. We only

kept absorption lines where the values of logNHI and bHI are at least 5 times their

uncertainties as quoted by VPFIT.

The fraction of hydrogen in the form of H I within GIMIC is obtained from

CLOUDY (Ferland et al., 1998) after assuming an ionization background from

Haardt and Madau (1996) that yields a photo-ionization rate Γ = 8.59 10−14 s−1.

This ionization background is not well constrained at z ≈ 0, so we use a post

processing correction to account for this uncertainty. In the optically thin regime

Γthin ∝ 1
τ
, where τ is the optical depth (Gunn and Peterson, 1965). Then, scaling

the optical depth values is equivalent to scaling the ionization background (e.g.

Theuns et al., 1998a; Davé et al., 1999). First, we combined the five GIMIC re-

gions using different volume weights namely: (1/12, 1/6, 1/2, 1/6, 1/12) for the

(−2,−1, 0,+1,+2)σ regions respectively (see appendix 2 in Crain et al., 2009, for

a justification of these weights). Then, we searched for a constant value to scale

all the original optical depth values such that the mean flux of the combined

sample is equal to the observed mean flux of Lyα absorption at low redshift. A

second possibility is to scale the optical depth values in order to match the redshift

number density of H I lines in some column density range, dN/dz, instead of

the mean flux. Ideally by matching one observable the second would be also

matched.

Extrapolating the double power-law fit result from Kirkman et al. (2007) to

z = 0 (see their equation 6), the observed mean flux is 〈F 〉 = 0.987 with a typical

statistical uncertainty of σ〈F 〉 ∼ 0.003. In order to match this number in the

simulation a scale of 1.16 is required in the original optical depth values (0.86

in Γ). From this correction, the redshift number density of lines in the range
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Figure 2.7: Redshift number density of H I lines as a function of both column density
(left panel) and Doppler parameter (right panel) using abritrary binning of ∆ logNHI =
0.2 dex and ∆bHI = 5 km s−1 respectively. Both results have not been corrected for
incompleteness. Green open-circles correspond to real data from the total sample of DS08
(657 systems) while blue filled-circles (slightly offset in the x-axes for clarity) correspond
to the subsample used in this study (106 systems). The black line corresponds to the
volume-weighted result from the combination of the five GIMIC regions where the
shaded region correspond to the ±1σ uncertainty. Dashed lines show the results from
each individual GIMIC region. Error bars correspond to the Poissonian uncertainty from

the analytical approximation σ+
n ≈

√
n+ 3

4 + 1 and σ−n ≈
√
n− 1

4 (Gehrels, 1986).

1013.2 ≤ NHI ≤ 1014 cm−2 is found to be dN/dz ≈ 50. For reference, Lehner et al.

(2007) and DS08 found dN/dz ∼ 50− 90 over the same column density range. We

have repeated the experiment for consistency, using 〈F 〉 = {0.984, 0.990}which

are within ±1σ〈F 〉 of the extrapolated value. To match these, scales of 1.50 and

0.84 are required in the original optical depths values respectively (0.67 and 1.19

in Γ). From those mean fluxes we found dN/dz ≈ {70, 35} respectively along the

same column density range. Therefore, a value of 〈F 〉 = 0.990 underpredicts the

number of H I lines. On the other hand, values of 〈F 〉 = 0.987 and 0.984 are in

good agreement with observations. In the following analysis we use 〈F 〉 = 0.987

unless otherwise stated.
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2.5.2 Comparison between simulated and observed H I proper-

ties

Figure 2.7 shows the redshift number density of H I lines (not corrected for

incompleteness) as a function of both column density (left panel) and Doppler

parameter (right panel). Data from the simulation are shown by the black line

(volume-weighted result) and each individual GIMIC region is shown separately

by the dashed lines. For comparison, data from observations are also shown.

Green open-circles correspond to the total sample from DS08 (657 systems) while

blue filled-circles correspond to the subsample used in this study (106 systems that

intersect the SDSS volume). There is not perfect agreement between simulated and

real data. We see an excess (lack) of systems with NHI . 1013.5 cm−2 (NHI & 1014

cm−2) in the simulation compared to observations while Doppler parameters are

in closer agreement, although there is still a difference at low bHI.

Assuming that the column density distribution can be modeled as a power-

law, the position of the turnover at the low NHI end give us an estimation of

the completeness level of detection in the sample. As the turnover appears to

be around NHI ≈ 1013 cm−2 in both simulated and real data (by design) we do

not, in principle, attribute the discrepancy in the column-density distributions

to a wrong choice of the simulated S/N . Raising the mean flux to a greater

value than 〈F 〉 = 0.987 (less absorption) does not help as the dN/dz in the range

1013.2 ≤ NHI ≤ 1014 cm−2 will then be smaller than the observational result (see

§2.5.1). We attempted to get a better match by using a mean flux of 〈F 〉 = 0.984

(more absorption), motivated to produce a better agreement at higher column

densities. In order to agree at low column densities, we had to degrade the sample

S/N to be composed of ∼ 400, ∼ 100 and ∼ 500 sightlines at signal-to-noise ratios

of 9, 23 and 2 respectively. It is implausible that half of the observed redshift path

has such poor quality.

Another possibility to explain the discrepancy could be the fact that weak

systems in observations were preferentially characterized with the AOD method,
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whereas here we have only used Voigt profile fitting. In order to test this hy-

pothesis, we have merged closely separated systems (within 150 km s−1) whose

summed column density is less than 1013.5 cm−2. Using these constraints, 43 out

of 4179 systems were merged (≈ 1%). Such a small fraction does not have an

appreciable effect on the discrepancy. As an extreme case, we have repeated the

experiment merging all systems within 300 km s−1 independently of their column

densities. From this, 555 out of 4179 systems were merged (≈ 13%) but still it was

not enough to fully correct the discrepancy. Given that the discrepancy is not

explained by a systematic effect from different line characterization methods, we

chose to keep our original simulated sample in the following analysis without

merging any systems.

There is a reported systematic effect by which column densities inferred from

a single Lyα line are typically (with large scatter) underestimated with respect

to the curve-of-growth (COG) solution. Similarly bHI are typically overestimated

(Shull et al. 2000; Danforth et al. 2006; see also §2.4.4 for discussion on how this

may affect our observational results). This effect is only appreciable for NHI & 1014

cm−2 and is bigger for saturated lines. Given that our simulated sample was

constructed to reproduce the observed sample, this effect could be present. If so, it

would in principle help to reduce the discrepancy at the high column density end.

From figure 3 of Danforth et al. (2006) we have inferred a correction for systems

with NHI ≥ 1013.5 cm−2 of,

logN corr
HI =

logNobs
HI − 8.37

1− 0.62
, (2.3)

whereN corr
HI andNobs

HI are the corrected and observedNHI values respectively. From

this correction we found an increase in the number of systems at NHI & 1014.5

cm−2 up to values consistent with observations. This however does not help with

the discrepancy at lower column densities.

At this point, it is difficult to reconcile the simulation result with the real

data using only a single effect. We note that the discrepancy is a factor of ∼ 2

only, so it could be in principle explained through a combination of several
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observational effects. Also note that the number of observed lines at higher

column densities is still small and it could be affected by low number statistics.

The lack of systems with very low NHI and bHI values can be explained by our

selection of the highest signal-to-noise being S/N = 23 while in real data there

could be regions with higher values. It is not the aim of this section to have

a perfect match between simulations and observations but rather examine the

qualitative differences between simulated regions of different densities. Thus

hereafter, we will use the results from the simulation in its original form (as shown

in Figure 2.7), i.e., without any of the aforementioned corrections.

2.5.3 Simulated H I absorbers properties in different LSS regions

Given that GIMIC does not provide enough volume to perform a completely

analogous search for voids (each region is ∼ 20 h−1Mpc of radius), we use them

only as crude guides to compare our results with. We could consider the −2σ

region as representative of void regions as it is actually centered in one. Naively,

we could consider the 0σ regions as representative of void-edge regions, as it

is there where the mean cosmological density is reached. A direct association

for the +1σ and +2σ is not so simple though, as they would be associated to

some portions of the void-edge regions too. It seems more reasonable to use the

GIMIC spheres as representative of different density environments then, where

−2σ/+2σ correspond to extremely under/over-dense regions and so on. For

reference, the whole (−2,−1, 0,+1,+2)σ GIMIC regions correspond to densities

of ρ
〈ρ〉 ≈ (0.4, 0.6, 0.9, 1.2, 1.8)10 at z = 0 respectively, where 〈ρ〉 is the mean density

of the universe (see figure A1 from Crain et al., 2009).

Figure 2.8 shows the cumulative distributions of NHI (left panel) and bHI (right

panel). Results from each of the individual GIMIC region are shown by dashed

lines. Void and void-edge absorbers are shown by solid black and red lines

respectively. For simplicity we show only LSS definition based on X . Cumulative

10Given that we are using cubic sub-volumes centered in these spheres, these cubes should have
higher density differences between them.
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Figure 2.8: Column density (left panel) and Doppler parameter (right panel) cumulative
distributions for H I. Void absorbers are shown by solid-black lines while void-edge
absorbers are shown by solid-red lines. Dashed lines show the result from each individual
GIMIC region. For simplicity we only show LSS definitions based on X .

distributions between real and simulated data do not agree perfectly. However,

in both real and simulated data, there is an offset between column densities and

Doppler parameters found in different environments. Low density environments

have smaller values for both NHI and bHI than higher density ones (and viceversa).

This trend still holds when using a S/N = 23 per pixel for the 5000 sightlines.

The KS test gives a significant difference between the +2σ, +1σ and +0σ

regions, and any other GIMIC region at the� 99%, & 99% and & 95% confidence

level respectively in bothNHI and bHI distributions. The KS test gives no significant

difference between the−2σ and−1σ regions in both NHI and bHI distributions (see

Table 2.4). These results do not change significantly when correcting GIMIC to

match the observed NHI distribution using a different 〈F 〉 and S/N values. We do

not attempt to make a more detailed comparison between distributions coming

from real data (void, void-edge samples) and the different GIMIC regions as there

are already known differences between them (see §2.5.2).
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Table 2.4: Kolmogorov-Smirnov (KS) test probabilities be-
tween different GIMIC regions.a

PPPPPPPPPNHI

bHI −2σ −1σ 0σ +1σ +2σ

−2σ · · · 30% 2% 2% � 1%

−1σ 77% · · · 6% � 1% � 1%

0σ 11% 0.9% · · · 0.7% � 1%

+1σ � 1% � 1% 0.4% · · · � 1%

+2σ � 1% � 1% � 1% � 1% · · ·
aKS test probabilities for logNHI and bHI distributions are
shown in the left-bottom and right-upper sides respec-
tively. � 1% corresponds to values < 10−4%.

2.6 Discussion

2.6.1 Three Lyα forest populations

Our first result is that there is a > 99% c.l. excess of Lyα systems at the edges of

galaxy voids compared to a random distribution (see §2.4.1 and Figure 2.1). Our

random sample was normalized to have the same density of systems in the whole

volume. Then, an excess in a sub-volume means necessarily a deficit in another.

Given that we found no significant difference in the number of systems in voids

with respect to the random expectation, the excess is not explained by a deficit

of Lyα systems inside galaxy voids. The observed excess seems more related to

the lack of systems found at distances & 5 h−1Mpc outside the catalogued voids

(and viceversa). Thus, despite the fact that we see Lyα clustered at the edges of

galaxy voids, it is not clear from this data that Lyα-voids at low-z exist at all (see

Carswell and Rees 1987 for similar result at high-z; although see Williger et al.

2000). This picture is somewhat different from the case of galaxies, where galaxy

voids are present even in the distribution of low mass galaxies (e.g. Peebles, 2001;

Tikhonov and Klypin, 2009). There is agreement though in the sense that both

Lyα system and galaxy distributions have their peaks at the edges of galaxy voids.

We observe a typical scale length of the excess to be ∼ 5 h−1Mpc, consistent with
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numerical predictions for the typical radius of the filamentary structure of the

‘cosmic web’ (∼ 2 h−1Mpc; see González and Padilla, 2010; Aragón-Calvo et al.,

2010; Bond et al., 2010). Note that this scale length is approximately twice the

scale associated with a velocity uncertainty of ∆v ≈ 200 km s−1 at z = 0. Such

dispersions could be present in our void-edge sample.

In our data analysis we have defined three samples of absorption systems,

based on how they are located with respect to the closest galaxy void (see §2.4.2).

Let us consider now a very simple model in which we have only two LSS environ-

ments: under-dense and over-dense LSS. Then we could relate all the ‘random-

like’ Lyα forest systems found in the void sample (X < 0.9 and/or D < −2

h−1Mpc) with the under-dense LSS, while all the systems associated with the ex-

cess over random (0.9 ≤ X < 1.3 and/or −2 ≤ D < 4 h−1Mpc) to the over-dense

LSS11. Note that the fact that we cannot distinguish between the under-dense

LSS Lyα distribution and a random distribution does not mean that the former

is really random. If these Lyα forest systems follow the underlying dark mat-

ter distribution (e.g. see Croft et al., 1998), they should have a non-negligible

clustering amplitude that is not observed only because of the lack of statistical

power of our sample. In relative terms, considering the under-dense LSS Lyα as

random seems to be a good approximation though, especially for the large scale

distances involved in this work (> 1 Mpc). This is also supported by the very

low auto-correlation amplitude observed in the whole population of Lyα forest

systems at such scales (e.g. Croft et al., 1998; Rollinde et al., 2003; Crighton et al.,

2011). This ‘random’ behavior of Lyα systems in the under-dense LSS can be

understood as originating in structures still evolving from the primordial density

perturbations in the linear regime. At z = 0 however, the majority of the mass

resides at the edges of voids (in the ‘cosmic web’) whose density perturbations

have reached non-linear evolution regime at higher redshifts. For reference, we

expect the under-dense and over-dense LSS to have typical δ & 0 and δ . 0

respectively, where δ is the density contrast defined as,

11We have left the unclassified systems out of this interpretation.
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δ ≡ ρ− 〈ρ〉
〈ρ〉

, (2.4)

where ρ is the density and 〈ρ〉 is the mean density of the universe. Note however

that these LSS environments are not defined by a particular density but rather by

a topology (voids, walls, filaments).

Theoretical arguments point out that the observed column density of neutral

hydrogen at a fixed z is,

NHI ∝ ρ1.5
H T−0.26 Γ−1 f 0.5

g , (2.5)

where ρH is the density of hydrogen, T is the temperature of the gas, Γ is the

hydrogen photo-ionization rate and fg is the fraction of mass in gas (Schaye, 2001).

In the diffuse IGM it has been predicted that T ∝ ραH, where α ≈ 0.59 (Hui and

Gnedin, 1997). This implies that for a fixed Γ, the main dependence of NHI is due

to ρH as NHI ∝ ρ1.4
H . Then, despite the extremely low densities inside galaxy voids

we can still observe Lyα systems, although only the ones corresponding to the

densest structures.

Let us consider the predicted ratio between NHI observed inside voids and at

the edges of voids as,

Nvoid
HI

N edge
HI

≈

(
ρvoid

H

ρedge
H

)1.4(
Γvoid

Γedge

)−1
(
fvoid
g

f edge
g

)0.5

. (2.6)

Given that the timescale for photons to travel along ∼ 10− 20 h−1Mpc is� 1 Gyr,

we can consider Γvoid ≈ Γedge. Even if we assume that the gas inside voids has

not formed galaxies, fvoid
g & f edge

g , because fg is dominated by the dark matter.

This implies that a given observed NHI inside and at the edge of galaxy voids

will correspond to similar densities of hydrogen (ρvoid
H ≈ ρedge

H ). This is important

because it means that the Lyα forest in the under-dense LSS is not different

than the over-dense LSS one, and two systems with equal NHI are comparable,

independently of its large scale environment.
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If there were no galaxies, this simple model may suffice to explain the differ-

ences in the observed Lyα population. The fact that some of the Lyα systems

are directly associated with galaxies cannot be neglected though. There is strong

evidence from observations (e.g. Lanzetta et al., 1995; Chen et al., 1998; Stocke

et al., 2006; Morris and Jannuzi, 2006; Chen and Mulchaey, 2009; Crighton et al.,

2011; Prochaska et al., 2011b; Rakic et al., 2011; Rudie et al., 2012) and simulations

(e.g. Fumagalli et al., 2011; Stinson et al., 2012) that NHI & 1015 cm−2 systems are

preferentially found within a couple of hundred kpc of galaxies. Probably an

appropriate interpretation of such a result is that galaxies are always found in

‘local’ (. 100 h−1kpc) high NHI density regions. Then, a plausible scenario would

require at least three types of Lyα forest systems: (1) containing embedded galax-

ies, (2) associated with over-dense LSS but with no close galaxy and (3) associated

with under-dense LSS but with no close galaxy. For convenience, we will refer to

the first type as ‘halo-like’, although with the caution that these systems may not

be gravitationally bound with the galaxy.

Given that there are galaxies inside galaxy voids, the ‘halo-like’ Lyα systems

will be present in both low and high density LSS environments (galaxies are a

‘local’ phenomenon). The contribution of the ‘halo-like’ in galaxy voids could be

considered small though. Assuming this contribution to be negligible, we can

estimate the fraction of Lyα systems in the under-dense LSS as ≈ 25− 30%± 6%12.

Likewise,≈ 70−75%±12%11 of the Lyα forest population are due to a combination

of systems associated with galaxies and systems associated with the over-dense

LSS. We could estimate the contribution of ‘halo-like’ absorbers by directly looking

for and counting galaxies relatively close to the absorption systems. A rough

estimation can be done by assuming that galaxy halos will have only NHI ≥ 1014

cm−2 systems, leading to a contribution of ≈ 12− 15%± 4%13 in our sample.

In summary, our results require at least three types of Lyα systems to explain

12These numbers come from 28±5(22±5) and 61±8(65±8) systems found atX < 0.9 (D < −2
h−1Mpc) and at 0.9 ≤ X < 1.3 (−2 ≤ D < 4 h−1Mpc) respectively (see §2.4.1).

13From either 13/89 (excluding the unclassified sample) or 13/106 (including the unclassified
sample). We have assumed Poisson uncertainty.
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the observed Lyα forest population at low-z (NHI & 1012.5 cm−2):

• Halo-like: Lyαwith embedded nearby galaxies (. 100 h−1kpc) and so directly

correlated with galaxies (≈ 12− 15%± 4%),

• Over-dense LSS: Lyα associated with the over-dense LSS that are correlated

with galaxies only because both populations lie in the same LSS regions

(≈ 50− 55%± 13%) and,

• Under-dense LSS: Lyα associated with the under-dense LSS with very low

auto-correlation amplitude that are not correlated with galaxies (≈ 25 −

30%± 6%).

The relative contributions of these different Lyα populations is a function of the

lower NHI limit. Low NHI systems dominate the Lyα column density distribution.

Then, given that under-dense LSS Lyα systems tend to be of lower column density

than the other two types, we expect the contribution of ‘random-like’ Lyα to

increase (decrease) while observing at lower (higher) NHI limits. Note that there

are not sharp NHI limits to differentiate between our three populations (see Figure

2.2). The ‘halo-like’ is defined by being close to galaxies while the ‘LSS-like’ ones

are defined in terms of a LSS topology (voids, wall, filaments).

Motivated by a recently published study on the Lyα/galaxy association by

Prochaska et al. (2011b), we can set a conservative upper limit to the ‘halo-like’

contribution. These authors have found that nearly all their observed L ≥ 0.01L∗

galaxies (33/37) have NHI ≥ 1013.5 cm−2 absorption at impact parameters < 300

h−1
72 kpc. If we invert the reasoning and assume an extreme (likely unrealistic)

scenario where all theNHI ≥ 1013.5 cm−2 are directly associated with galaxies, then,

the ‘halo-like’ contribution will have an upper limit of< 33%±7%14. Consequently,

the contribution of the over-dense LSS to the Lyα population will be > 37−42%±

14%. Still, note that we have found several systems with 1013.5 . NHI . 1014.5

cm−2 inside galaxy voids for which a direct association with galaxies is dubious

14From either 29/89 (excluding the unclassified sample) or 35/106 systems in our sample
(including the unclassified sample). We have assumed Poisson uncertainty.
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(see Figure 2.2). Also note that only ∼ 10% (∼ 0%) of the Lyα systems between

1013.5 < NHI < 1014.5 cm−2 may be associated with a galaxy at impact parameters

< 300 kpc (< 100 kpc) in the Prochaska et al. (2011b) sample (see their figure 4).

Our findings are consistent with previous studies pointing out a non-negligible

contribution of ‘random’ Lyα systems (at a similar NHI limit) of ≈ 20− 30% (Mo

and Morris, 1994; Stocke et al., 1995; Penton et al., 2002). These authors estimated

that ≈ 70 − 80% of the Lyα population is associated with either LSS (galaxy

filaments) or galaxies. Note that Mo and Morris (1994) put a upper limit of

≈ 20% being directly associated with galaxies, which is also consistent with our

estimation. Our result is also in accordance with the previous estimation that

22% ± 8% (Penton et al. 2002; based on 8 systems) and 17% ± 4% (Wakker and

Savage 2009; based on 17 systems) of the Lyα systems lie in voids (defined as

locations at > 3 h−1
70 Mpc from the closest > L∗ galaxy). This is in contrast with

early models that associated all Lyα systems with galaxies (e.g. Lanzetta et al.,

1995; Chen et al., 1998).

Although there is general agreement with recently proposed models to explain

the origin of the low-z Lyα forest (e.g. Wakker and Savage, 2009; Prochaska

et al., 2011b), we emphasize that our interpretation is qualitatively different and

adds an important component to the picture: the presence of the under-dense

LSS (‘random-like’) systems. For instance, assuming infinite filaments of typical

widths of ≈ 400 h−1
72 kpc around galaxies, Prochaska et al. (2011b) argued that

all Lyα systems at low-z belong either to the circum-galactic medium (CGM;

which includes our ‘galaxy halo’ definition) or the filamentary structure in which

galaxies reside (equivalent to our over-dense LSS definition). Our findings are

not fully consistent with this hypothesis, as neither the ‘CGM model’ nor the

‘galaxy filament model’ seem likely to explain the majority of our under-dense

LSS absorbers at NHI . 1013.5 cm−2. To do so there would need to be a whole

population of unobserved galaxies (dwarf spheroidals?) inside galaxy voids

with an auto-correlation amplitude as low as the ‘random-like’ Lyα one. As

discussed by Tikhonov and Klypin 2009, very low surface brightness dwarf
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spheroidals could be a more likely explanation than dwarf irregulars because the

latter should have been observed with higher incidences in recent H I emission

blind surveys inside galaxy voids (e.g. HIPASS, Doyle et al. 2005). On the other

hand, the formation of dwarf spheroidals inside galaxy voids is difficult to be

explained from the current galaxy formation paradigm (see Tikhonov and Klypin

2009 for further discussion). As mentioned, it seems more natural to relate the

majority of the under-dense LSS absorbers with the peaks of extremely low density

structures inside galaxy voids, still evolving linearly from the primordial density

perturbations that have not formed yet galaxies because of their low densities. Our

interpretation can be tested by searching for galaxies close to our lowest NHI void-

absorbers (see Figure 2.2). Another prediction of our interpretation is that the vast

majority of NHI . 1013 cm−2 systems should reside inside galaxy voids. If the

QSO sightlines used here were observed at higher sensitivities, weak Lyα systems

should preferentially appear at X < 1 (D < 0 h−1Mpc). Therefore, we should

expect to have an anti-correlation between NHI . 1013 cm−2 and galaxies.

2.6.2 NHI and bHI distributions

Our second result is that there is a systematic difference (& 98% c.l.) between the

column density distributions of Lyα systems found within, and those found at

the edge of, galaxy voids. Void absorbers have more low column density systems

than the void-edge sample (see Figure 2.3). A similar trend is found in GIMIC,

where low density environments present smaller NHI values than higher density

ones (see Figure 2.8, left panel). This can be explained by the fact that baryonic

matter follows the underlying dark matter distribution. Then, the highest density

environments should be located at the edges of voids (in the intersection of walls

and filaments), consequently producing higher column density absorption than

in galaxy voids (e.g. see Schaye, 2001).

Also, by construction, there is a higher chance to find galaxies at the edges

rather than inside galaxy voids. Assuming that some of the Lyα forest are asso-

ciated with galaxy halos (see §2.6.1 for further discussion), then this population
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should be present mainly in our void-edge sample. As galaxy halos correspond

to local density peaks, we should also expect on average higher column density

systems in this population. Given that galaxies may affect the properties of the

surrounding gas, there could be processes that only affect Lyα systems close to

galaxies. For instance, the distribution of Lyα systems around galaxy voids seems

to show a two-peaked shape (see Figure 2.1). We speculate that this could be

a signature of neutral hydrogen being ionized by the ultra-violet background

produced by galaxies (see also Adelberger et al., 2003), mostly affectingNHI . 1013

cm−2 inside the filamentary structure of the ‘cosmic web’. Another explanation

could be that in the inner parts of the filamentary structure, Lyα systems get

shock heated by the large gravitational potentials, raising their temperature and

ionization state (e.g. Cen and Ostriker, 1999). A third possibility is that it could

be a signature of bulk outflows as the shift between peaks is consistent with a

∆v ≈ 200 − 300 km s−1. On the other hand, the two peaks could have distinct

origins as the first one may be related to an excess of NHI . 1013 cm−2 systems,

probably associated with the over-dense LSS in which galaxies reside, while the

second one may be related to an excess of NHI & 1014 cm−2 systems, more likely

associated with systems having embedded galaxies. As mentioned, we cannot

prove the reality of this two-peaked signature at a high confidence level from the

current sample and so we leave to future studies the confirmation or disproof of

these hypotheses.

The GIMIC data analysis shows a clear differentiation of bHI distributions

in different density environments (see Figure 2.8, right panel). Low density

environments have smaller bHI values than higher density ones. We see a similar

trend in the real data between our void and void-edge absorber samples, although

only at a & 90% of confidence level (i.e., not very significant; see Figure 2.4). The

main mechanisms that contribute to the observed line broadening are temperature,

local turbulence and bulk motions of the gas (excluding systematic effects from

the line fitting process or degeneracy with NHI for saturated lines). Naturally,

in high density environments, we would expect to have greater contributions
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from both local turbulence and bulk motions compared to low density ones. The

gas temperature is also expected to increase from low density environments to

high density ones. As previously mentioned, theoretical arguments predict the

majority of the diffuse IGM will have temperatures related to the density by

T ∝ ρα with α > 0 (Hui and Gnedin, 1997; Theuns et al., 1998b; Schaye et al.,

1999). This is also seen in density-temperature diagrams drawn from current

hydrodynamical cosmological simulations (e.g. Davé et al., 2010; Tepper-García

et al., 2012). Therefore, our findings are consistent with current expectations.

2.6.3 Future work

The high sensitivity of the recently installed Cosmic Origins Spectrograph (COS/HST,

Green et al., 2012) in the UV (especially the far-UV), will allow us to improve the

NHI completeness limit compared with current surveys. This will considerably

increase the number of observed Lyα absorption systems at low-z. In the short

term, there are several new QSO sightlines scheduled for observations (or already

observed) with COS/HST that intersect the SDSS volume. Combining these with

current and future galaxy void catalogues, we expect to increase the statistical

significance of the results presented in this work. COS/HST will also allow ob-

servations of considerably more metal lines (especially O VI) than current IGM

surveys. Again, in combination with LSS surveys, this will be very useful for

studies on metal enrichment in different environments. For instance, we have

identified 8 systems with observed O VI absorption from STIS/HST in our sam-

ple. Three of these lie inside voids at X ≈ {0.6, 0.7, 0.9} (D ≈ {−5.4,−4.6,−1.6}

h−1Mpc) respectively. The first two systems that lie inside voids correspond to

the highest NHI values (NHI > 1014.5 cm−2; see Figure 2.2). We have performed a

search in the SDSS DR8 for galaxies in a cylinder of radius 1 h−1
71 Mpc and within

±200 km s−1 around these 2 absorbers (both systems belong to the same sightline

and are at a similar redshift; one of them shows C IV absorption also). We found 9

galaxies with these constraints, hinting on a possible association of these systems

with a void galaxy. The one at the very edge of the void limit has NHI = 1013.14±0.07
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cm−2 and NOVI = 1013.69±0.18 cm−2, and it could in principle be associated with

the over-dense LSS. The other 5 O VI absorbers lie in our void-edge sample and

have NHI > 1013.5 cm−2, so they are likely to be associated with galaxies. None of

the observed O VI lie in our unclassified sample. The current sample of O VI sys-

tems is very small, and so we do not aim to draw statistical conclusions from

them. However, these systems individually offer interesting cases worth further

investigation. We intend to perform a carefully search for galaxies that could be

associated to each of the Lyα absorbers presented in our sample in future work.

In the longer term, it will be possible to extend similar analysis to well defined

galaxy filaments and clusters when the new generation of galaxy surveys are

released.

A scenario with three different types of Lyα forest systems, as proposed

here, can help to interpret recent measurements of the cross-correlation between

Lyα and galaxies (Morris et al., 1993; Chen et al., 2005; Ryan-Weber, 2006; Wilman

et al., 2007; Chen and Mulchaey, 2009; Shone et al., 2010; Rudie et al., 2012). These

studies come mainly from pencil beam galaxy surveys around QSO sightlines

where identifying LSS such as voids or filaments is more challenging. As men-

tioned, different Lyα systems are not separated by well defined NHI limits and so

we suggest using our results to properly account for under-dense LSS (‘random-

like’) absorbers in gas/galaxy cross-correlations. Truly random distributions are

easy to correct for, as they lower the amplitude of the correlations at all scales.

Then, acknowledging these ‘random-like’ absorbers, it will be possible to split the

correlation power in its other two main components: gas in galaxy halos and gas

in the over-dense LSS.

2.7 Summary

We have presented a statistical study of H I Lyα absorption systems found within

and around galaxy voids at z . 0.1. We found a significant excess (> 99% c.l.) of

Lyα systems at the edges of galaxy voids with respect to a random distribution,
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over a ∼ 5 h−1Mpc scale. We have interpreted this excess as being due to Lyα sys-

tems associated with both galaxies (‘halo-like’) and the over-dense LSS in where

galaxies reside (the observed ‘cosmic web’), accounting for ≈ 70− 75%± 12% of

the Lyα population. We found no significant difference in the number of systems

inside galaxy voids compared to the random expectation. We therefore infer the

presence of a third type of Lyα systems associated to the under-dense LSS with a

low auto-correlation amplitude (≈ random) that are not associated with luminous

galaxies. These ‘random-like’ absorbers are mainly found in galaxy voids. We

argue that these systems can be associated with structures still growing linearly

from the primordial density fluctuations at z = 0 that have not yet formed galaxies

because of their low densities. Although the presence of a ‘random’ population

of Lyα absorbers was also inferred (or assumed) in previous studies, our work

presents for the first time a simple model to explain it (see §2.6.1). Above a limit

of NHI & 1012.5 cm−2, we estimate that ≈ 25 − 30% ± 6% of Lyα forest systems

are ‘random-like’ and not correlated with luminous galaxies. Assuming that only

NHI ≥ 1014 cm−2 systems have embedded galaxies nearby, we have estimated

the contribution of the ‘halo-like’ Lyα population to be ≈ 12 − 15% ± 4% and

consequently ≈ 50 − 55% ± 13% of the Lyα systems to be associated with the

over-dense LSS.

We have reported differences between both the column density (NHI) and the

Doppler parameter (bHI) distributions of Lyα systems found inside and at the edge

of galaxy voids observed at the > 98% and > 90% of confidence level respectively.

Low density environments (voids) have smaller values for both NHI and bHI than

higher density ones (edges of voids). These trends are theoretically expected. We

have performed a similar analysis using simulated data from GIMIC, a state-of-

the-art hydrodynamical cosmological simulation. Although GIMIC did not give a

perfect match to the observed column density distribution, the aforementioned

trends were also seen. Any discrepancy between GIMIC and real data could

be due to low number statistic fluctuations and/or a combination of several

observational effects.
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In summary, our results are consistent with the expectation that the mech-

anisms shaping the properties of the Lyα forest are different in different LSS

environments. By focusing on a ‘large scale’ (& 10 Mpc) point of view, our results

offer a good complement to previous studies on the IGM/galaxy connection

based on ‘local’ scales (. 2 Mpc).
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Chapter 3
The two-point correlation

function

3.1 Definition

The two-point correlation function (2PCF), ξ(r), is defined as the excess probability

of finding two points at a given separation with respect to the expectation from

a randomly distributed sample (e.g. see chapter 3 of Peebles, 1980). Under the

assumption of isotropy, the correlation function is a function of the separation

between points only. Let n(~r) be the density of points in a volume element δV at

the position ~r. Then, the density fluctuation in such a volume is defined as

δn(~r)

〈n〉
≡ n(~r)− 〈n〉

〈n〉
, (3.1)

where 〈n〉 is the average density of the whole sample. The 2PCF would correspond

then to the averaged product between the density fluctuations in two volume

elements separated by a distance r:

ξ(r) ≡
〈
δn(~r + r)

〈n〉
δn(~r)

〈n〉

〉
=
〈n(~r + r)n(~r)〉

〈n〉2
− 1 , (3.2)

which corresponds to a convolution between density fluctuation functions over

the whole volume. This definition allows values between −1 ≤ ξ(r) < ∞. The

points are correlated when ξ(r) > 0. When r is such that −1 ≤ ξ(r) < 0, it means

that there are less pairs of points than expected from a homogeneous distribution,

so there is an anti-correlation at that separation. On the other hand, the sample is

uncorrelated when ξ(r) = 0.

67
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3.1.1 Auto- and cross-correlation

The previous definition is based on just one population of points, so it will be

referred as the auto-correlation function. The cross-correlation function is equiva-

lently defined by counting pairs composed of points from different populations.

Following the previous notation, it is possible to define δna(~r) and δnb(~r) as

the density fluctuations for a-like and b-like points. In such a case, the cross-

correlation can be written as

ξab(r) ≡
〈
δna(~r + r)

〈na〉
δnb(~r)

〈nb〉

〉
=
〈na(~r + r)nb(~r)〉
〈na〉〈nb〉

− 1 . (3.3)

Note that by the definition symmetry, ξab(r) = ξba(r).

A relation between the cross-correlation and the auto-correlations can be

inferred from the previous definition by considering the Cauchy-Schwarz inequal-

ity:

ξ2
ab(r) =

〈
δna(~r + r)

〈na〉
δnb(~r)

〈nb〉

〉2

≤
〈
δna(~r + r)

〈na〉
δna(~r)

〈na〉

〉〈
δnb(~r + r)

〈nb〉
δnb(~r)

〈nb〉

〉
,

(3.4)

then,

ξ2
ab(r) ≤ ξaaξbb . (3.5)

The equality only holds when both auto-correlations are linearly dependent.

3.1.2 Limited samples

So far we have implicitly defined the 2PCF over a fair sample, i.e., that the sample

is representative of the real underlying distribution. However in practice, the

2PCF is measured over a finite sample which can not be always considered as fair.
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Let us consider ξab(r) as the real underlying cross-correlation while 〈ξab(r)〉 is the

observed one over a volume V , defined by the survey. Thus,

〈ξab(r)〉 ≡ 1

V 2

∫
V

ξab(r) d2V . (3.6)

This means that what we measure as the 2PCF will be inevitably affected by

the limited nature of the sample. This issue was identified early and is usually

refered to as the Integral Constraint bias. Still, the equation 3.5 is also valid for the

measured correlations. Consider,

〈ξab(r)〉2 =

[
1

V 2

∫
V

ξab(r) d2V

]2

=

[
1

V 2

∫
V

[ξ2
ab(r)]

1
2 d2V

]2

,

(3.7)

from equation 3.5 we have,

〈ξab(r)〉2 ≤

[∫
V

(
ξaa(r)

V 2

) 1
2
(
ξbb(r)

V 2

) 1
2

d2V

]2

, (3.8)

and applying the Cauchy-Schwarz inequality again we have,

〈ξab(r)〉2 ≤
∫
V

ξaa(r)

V 2
d2V

∫
V

ξbb(r)

V 2
d2V

≤ 〈ξaa(r)〉〈ξbb(r)〉 . (3.9)

Two situations are worth noting from this result. First, equation 3.9 will also

be valid when the survey has a more general (positive) non-constant selection

function. Second, even if the equality holds for the underlying correlations (i.e.

ξ2
ab = ξaaξbb), it will not be necessarily the case for the observed ones.
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3.2 Pairwise estimators

As can be seen from previous section, the 2PCF is a powerful tool for measuring

clustering. Particularly in astronomy, important properties of the surveyed ob-

jects can be inferred from the 2PCF (e.g. halo masses, power spectrum, spatial

distribution). In practice, an estimator is needed in order to measure the 2PCF.

The most commonly used so far, are the so called pairwise-like estimators1.

From equation 3.2 we have the following

ξ(r) =
〈n(~r + r)n(~r)〉

〈n〉2
− 1 . (3.10)

On one hand, 〈n(~r + r)n(~r)〉 is proportional to the current number of pairs at

separation r over the whole survey, while on the other hand, 〈n〉2 is proportial

to the expected number of pairs from an, equaly dense, randomly distributed

sample. Therefore, a way to estimate the 2PCF in a particular sample would be by

counting pairs. The natural estimator is then defined as,

ξ̂N ≡
DD

RR
− 1 , (3.11)

where DD, RR correspond to the number of data-data, and random-random

pairs at each given separation. While the original data are directly observed, the

random data must be simulated. With the advent of faster and more powerful

computers this task is relatively easy to achieve. A clear advantage of this kind

of estimator is that it takes into account the systematics associated with the ge-

ometry of the survey, as the random points will be confined in the same volume

as the real data. Moreover, it is possible to simulate as much random data as we

want, to make the statistical uncertainties in theRR value as small as it is required.

Similarly, other pairwise-like estimators have been introduced by different

1For a more general discussion about other kind of estimators we refer the reader to Kerscher
(1999) and references therein.
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authors. For instance, the Hewett estimator (Hewett, 1982), is defined as

ξ̂Hew ≡
DD −DR

RR
, (3.12)

while the Davis and Peebles estimator (Davis and Peebles, 1983), is

ξ̂DP ≡
DD

DR
− 1 , (3.13)

where DR data-random pairs at each separation. These estimators are equivalent

than the natural, as the normalized number of data-random pairs is equal to

RR. This is so because the random points are, by definition, uncorrelated, and

therefore the cross-correlation between data-random pairs is equal to 0. Given

that the process of counting data-random pairs is much less time-consuming

than that for counting random-random pairs, the Davis and Peebles estimator is

commonly preferred over either the natural or the Hewett estimator.

3.2.1 Refined pairwise estimators

Given that the 2PCF is measured over a limited sample (see also section 3.1.2),

the uncertainty in the previous estimators are limited by the uncertainty in the

mean density (see Hamilton, 1993; Landy and Szalay, 1993, for a demonstration).

These authors have proposed refined estimators which minimize the statistical

uncertainties in the 2PCF measurement. These are,

ξ̂Ham ≡
DD ×RR

(DR)2
− 1 , (3.14)

and,

ξ̂LS ≡
DD − 2DR +RR

RR
, (3.15)

which are referred as the Hamilton and the Landy and Szalay estimators respec-

tively. Both estimators have proved to be very successful (e.g. see Kerscher et al.,

2000) and nowadays are widely used by the astronomy community. However,
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systematic uncertainties are still important (see section 3.3) and will be present

even in current samples.

3.2.2 Cross-correlation estimators

The previous definitions can be generalized to the cross-correlation between two

kind of populations. Let DaDb and RaRb be the number of data-data and random-

random cross-pairs at a given separation respectively. Analogously, let DaRb and

RaDb be the 2 possible number of data-random cross-pairs at the same separation.

By a symmetry argument, the estimators can be written as,

ξ̂N ≡
DaDb

RaRb

− 1 ,

ξ̂Hew ≡
DaDb −DaRb

RaRb

− 1 ,

ξ̂DP ≡
DaDb

DaRb

− 1 ,

ξ̂Ham ≡
DaDb ×RaRb

DaRb ×RaDb

− 1 ,

ξ̂LS ≡
DaDb −DaRb −RaDb +RaRb

RaRb

.

(3.16)

3.3 Multi-component Samples

It is straightforward to show how the observed 2PCF will be affected by the pres-

ence of different population which are differently correlated, in a given sample.

Let us consider a sample of two distinguishable population of objects, composed

of Na and Nb points respectively which are immersed in a volume V . Let Na and

Nb be each composed by indistinguishable points coming from A and B different

kinds of correlated populations respectively, so Na =
∑A

i Nai and Nb =
∑B

j Nbj .

The mean densities for each component population are then approximated by

〈nai〉 ≈ Nai/V for i ∈ {1, 2, .., A} and 〈nbj〉 ≈ Nbj/V for j ∈ {1, 2, .., B}. Following

the equation 3.3, the probability of finding an object of pop-a in the element δVa

and simultaneously an object of pop-b in the element δVb at separation r will be:
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δP =

A,B∑
i,j

〈nai〉〈nbj〉[1 + ξaibj(r)]δVaδVb , (3.17)

where ξaibj is the cross-correlation function between population ai and bj . Like-

wise, the probability of finding random objects in δVa and δVb at separation r, for

the same sample, is

δP =

A,B∑
i,j

〈nai〉〈nbj〉δVaδVb . (3.18)

The expected number of cross-correlated data-data pairs between both popula-

tions, DaDb, and the expected number of random-random pairs, RaRb, for any

given separation, are then,

DaDb =

A,B∑
i,j

〈nai〉〈nbj〉
∫
V

∫
V

(1 + ξaibj) dVadVb , (3.19)

and,

RaRb =

A,B∑
i,j

〈nai〉〈nbj〉
∫
V

∫
V

dVadVb

= 〈na〉〈nb〉V 2 ,

(3.20)

respectively. From this, the observed cross-correlation, which is estimated from

DaDb/RaRb, will be finally,

(1 + ξobsab ) =
DaDb

RaRb

=

A,B∑
i,j

(
〈nai〉
〈na〉

)(〈nbj〉
〈nb〉

)
(1 + 〈ξaibj〉) ,

(3.21)

then,
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ξobsab =

A,B∑
i,j

(
〈nai〉
〈na〉

)(〈nbj〉
〈nb〉

)
〈ξaibj〉 , (3.22)

where we have defined 〈ξaibj〉 ≡ 1
V 2

∫ ∫
V
ξaibj dVadVb (see section 3.1.2).

Given that in this section we are not interested in the statistical uncertainties

associated to the measurement of the correlation function, but just the systematics

when multi-component samples are present, we will assume that the sample is fair,

so it is large enough that we can consider 〈nai〉, 〈nbj〉 being good representations

of the real values. Likewise, we can consider 〈ξaibj〉 ≈ ξaibj . Defining fai ≡
Nai
Na

and

fbj ≡
Nbj
Nb

, then the observed auto-correlation will be,

ξobsab =

A,B∑
i,j

faifbjξaibj . (3.23)

This result is not just valid for the natural estimator. Given that RaRb ∝

DaRb ∝ DbRa ∝ 〈na〉〈nb〉V 2 (see section 3.2), it is easy to show that all the

pairwise 2PCF estimators will be affected in the same manner.

3.3.1 Simple Examples

Since within a given observed population, there may be no way to distinguish

whether a point belongs to one kind of sub-population or to another, when

estimating the two-point correlation function, the observed correlation will be

considerably affected by the contribution of the different sub-populations. In

the following, we will consider two simple examples in order to illustrate the

situation.

Example 1: contaminated auto-correlation

Let us consider a sample of N = Na1 + Na2 points where Na1 and Na2 came

from different but indistinguishable kind of a-like populations. According to the

previous result (from equation ), the observed auto-correlation will be,
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ξobsaa = fa1fa1ξa1a1 + fa1fa2ξa1a2 + fa2fa1ξa2a1 + fa2fa2ξa2a2

= f 2
a1
ξa1a1 + 2fa1fa2ξa1a2 + f 2

a2
ξa2a2 ,

(3.24)

where ξa1a1 and ξa2a2 are the auto-correlation of each sub-population whereas ξa1a2

(= ξa2a1) is the cross-correlation between both of them. If we are interested in

measuring the ξa1a1 , the a2-like population would correspond to a ‘contamination’,

and we need to correct for it. Then,

ξa1a1 =
ξobsaa
f 2
a1

− 2

(
fa2
fa1

)
ξa1a2 −

(
fa2
fa1

)2

ξa2a2 . (3.25)

If we think now of a contamination of uncorrelated points, say ξa2a2 = 0 (then

also ξa1a2 = 0) and therefore the auto-correlation will be,

ξa1a1 =
ξobsaa
f 2
a2

. (3.26)

So, the observed correlation is considerably attenuated. A contamination of

≈ 10− 20% of uncorrelated points will lead to an observed correlation≈ 20− 36%

smaller than the expected one.

Example 2: contaminated cross-correlation

Let us consider a sample of Na = Na1 +Na2 and Nb points belonging to different

correlated populations as before. In this case, the observed cross-correlation

function between both a-like and b-like objects will be,

ξobsab = fa1fbξa1b + fa2fbξa2b . (3.27)

Given that in this case there is just one type of b-like points, fb = 1 and therefore,

ξobsab = fa1ξa1b + fa2ξa2b , (3.28)

which is independent of Nb. If we are interested in measuring ξa1b, the a2-like
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population would correspond to a ‘contamination’. Finally, the cross-correlation

must be corrected as,

ξa1b =
ξobsab
fa1
−
(
fa2
fa1

)
ξa2b . (3.29)

As before, if we think of a contamination of uncorrelated points, say ξa2a2 = 0,

then ξa2b = 0 and therefore the cross-correlation will be just,

ξa1b =
ξobsab
fa1

. (3.30)

Although smaller than the auto-correlation case, the effect of the contamination

is still significant. If we allow population b to be also contaminated, then the

total attenuation will be proportional to the product between both contamination

fractions.

3.3.2 Implications in astrophysical experiments

In this section we want to emphasize the importance of the contamination in some

astrophysical experiments, and how it should be properly corrected according to

our previous findings.

Photometric galaxy samples

Given that photometry is much cheaper than spectroscopy, photometric galaxy

samples have the advantage of being very large. However, a clear disadvantage is

that the photometric redshift precision is much worst than that from spectroscopy.

Likewise, another disadvantage is the significant presence of contamination.

Examples of these kind of surveys are the narrow-band selected galaxies

like Lyα emitters (LAEs) as well as the Lyα break galaxies (LBGs). The galaxy

clustering at a particular redshift is intended to be measured from such surveys

(e.g. Bielby et al., 2011). However, contamination from stars and interlopers

(galaxies at different redshifts) are inevitable. Therefore, there are two sources of
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contamination in this case. Following equation 3.23 and its notation, the observed

auto-correlation will be,

ξobs = f 2
g ξgg + f 2

i ξii + f 2
s ξss + 2fgfsξgs + 2fgfiξgi + 2fifsξis , (3.31)

where the sub-indexes g,i and s represent galaxies, interlopers and stars respec-

tively. A good approximation is to consider stars as an uncorrelated population so

ξss = ξgs = ξis = 0. The wanted galaxy-galaxy auto-correlation should be properly

corrected by using

ξgg =
ξobs

f 2
g

− 2

(
fi
fg

)
ξgi −

(
fi
fg

)2

ξii . (3.32)

Although it seems to be independent of the uncorrelated population, note that

fg + fi + fs = 1, so the correction does depend on it. One can assume that galaxies

and interlopers come from dependent populations2 then ξgi =
√
ξggξii. However,

one would still need an independent measure of ξii and a fi or fg estimation.

‘Clean’ photometric and spectroscopic galaxy samples

Let us consider now ‘clean’ galaxy samples, which do not have contamination

due to stars or interlopers. By directly looking at the spectrum of each object,

spectroscopic galaxy surveys would not include this contamination. In the case of

photometric galaxy surveys though, they must be properly corrected as we see in

the previous sub-section. Despite these considerations, both surveys could still

contain a less evident source of contamination.

Given that the selection functions are not necessarily related with the physical

properties of the objects surveyed, a cut-off in observed luminosity for instance

will include different types of galaxies which are not necessarily correlated in the

same manner. Likewise, when correlations between the IGM and galaxies are

2This could be the case if both galaxy samples come from the same dark matter distribution for
instance.
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performed, they could be affected by less correlated gas (e.g. Hydrogen) at very

low columns densities for instance. Moreover, different kind of galaxies could

be differently correlated with gas depending on a particular property (their star

formation activity for instance; see Chen et al., 2005) and so on. Thus, special care

must be taken when constructing the sample that will lead a correlation function

measurement. One needs to consider all possible sources of contamination in

order to have a meaningful result.

3.3.3 Summary

In this section have investigated how the 2PCF is affected by the presence of multi-

component samples. We have defined ‘contamination’ as an indistinguishable set

of points coming from different correlated populations which are immersed in

the whole sample of objects for which the real correlation is measured. We have

quantified the net effect of this systematic bias in the observed correlation, which

has been found to be important.



Chapter 4
The IGM–galaxy

cross-correlation at z . 1

4.1 Overview

We present a new optical spectroscopic survey of 1777 ‘star-forming’ (‘SF’) and

366 ‘non-star-forming’ (‘non-SF’) galaxies (2143 in total), 22 AGN and 423 stars,

observed by instruments such as DEIMOS, VIMOS and GMOS, around 3 fields

containing 5 QSOs with HST UV spectroscopy. We also present a new spec-

troscopic survey of 173 ‘strong’ (1014 ≤ NHI . 1017 cm−2), and 496 ‘weak’

(1013 . NHI < 1014 cm−2) well identified intervening H I absorption line sys-

tems at z . 1 (669 in total), observed in the spectra of 8 QSOs at z ∼ 1 by COS and

FOS on the HST. Combining these new data with previously published galaxy cat-

alogs such as VVDS and GDDS, we have gathered a sample of 17509 galaxies and

654 H I absorption systems suitable for a two-point correlation function analysis.

We present observational results on the H I–galaxy (ξag) and galaxy–galaxy (ξgg)

correlations at transverse scales r⊥ . 10 Mpc, and the H I–H I auto-correlation

(ξaa) at transverse scales r⊥ . 2 Mpc. The two-point correlation functions are

measured both along and transverse to the line-of-sight, ξ(r⊥, r‖). We also infer

the shape of their corresponding ‘real-space’ correlation functions, ξ(r), assuming

power-laws of the form ξ(r) = (r/r0)−γ . Comparing the results from ξag, ξgg and

ξaa we constrain the H I–galaxy statistical connection, as a function of both H I

column density and galaxy star-formation activity. Our results are consistent

with the following conclusions: (i) the bulk of H I systems around galaxies have

very little velocity dispersion (� 120 km s−1) with respect to the bulk of galaxies

79
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(hence no strong galaxy outflow or inflow signal is detected); (ii) the vast majority

(∼ 100%) of ‘strong’ H I systems and ‘SF’ galaxies are distributed in the same

locations, together with 75± 15% of ‘non-SF’ galaxies, all of which typically reside

in dark matter haloes of similar masses; (iii) 25± 15% of ‘non-SF’ galaxies reside

in galaxy clusters and are not correlated with ‘strong’ H I systems at scales . 2

Mpc; and (iv) > 50% of ‘weak’ H I systems reside within galaxy voids (hence not

correlated with galaxies), and are confined in dark matter haloes of masses smaller

than those hosting ‘strong’ systems and/or galaxies. We also found evidence that

the ‘absolute bias’ of ‘weak’ H I systems might be b < 1.

4.2 Introduction

4.2.1 Motivation

The study of the intergalactic medium (IGM) and its connection with galaxies is

key to understanding the evolution of baryonic matter in the Universe. This is

because of the continuous interplay between the gas in the IGM and galaxies: (i)

galaxies are formed by the condensation and accretion of primordial or enriched

gas; and (ii) galaxies enrich their haloes and the IGM via galactic winds and/or

merger events.

Theoretical analyses—under a Λ cold dark matter paradigm (ΛCDM)—suggest

that: (i) the accretion happens in two major modes: ‘hot’ and ‘cold’ (e.g. Rees and

Ostriker, 1977; White and Rees, 1978; White and Frenk, 1991; Kereš et al., 2005; van

de Voort et al., 2011); and (ii) galactic winds are mostly driven by supernova (SN)

and/or active galactic nuclei (AGN) feedback (e.g. Baugh et al., 2005; Bower et al.,

2006; Lagos et al., 2008).

Combining ‘N-body’ dark matter simulations (collisionless, dissipationless)

with ‘semi-analytic’ arguments (e.g. Baugh, 2006, and references therein) have

been successful in reproducing basic statistical properties of luminous galaxies

(e.g. luminosity functions, clustering, star-formation histories, among others).
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However, in order to provide predictions for the signatures of ‘hot’/‘cold’ accre-

tion and/or AGN/SN feedback in the IGM, a full hydrodynamical description is

required.

In practice, hydrodynamical simulations still rely on unresolved ‘sub-grid

physics’ to lower the computational cost (e.g. Schaye et al., 2010; Scannapieco

et al., 2012), whose effects are not fully understood. Therefore, observations of the

IGM and galaxies in the same volume are fundamental to testing these predictions

and helping to discern between different physical models (e.g. Fumagalli et al.,

2011; Oppenheimer et al., 2012; Stinson et al., 2012; Hummels et al., 2013; Ford

et al., 2013).

Although the IGM hosts the main reservoir of baryons at all epochs (e.g.

Fukugita et al., 1998; Cen and Ostriker, 1999; Davé et al., 2010; Shull et al., 2012),

its extremely low densities make its observation difficult and limited. Currently,

the only feasible way to observe the IGM is through intervening absorption line

systems in the spectra of bright background sources, limiting its characterization

to being one-dimensional. Still, an averaged three dimensional picture can be

obtained by combining multiple lines-of-sight (LOS) and galaxy surveys, which

is the approach adopted in this work (see Section 4.2.2).

The advent of the Cosmic Origins Spectrograph (COS) on the Hubble Space

Telescope (HST) has revolutionized the study of the IGM and its connection with

galaxies at low-z. With a sensitivity∼ 10 times greater than that of its predecessors,

COS has considerably increased the number of quasi-stellar objects (QSOs) for

which ultra-violet (UV) spectroscopy is feasible. This capability has recently

been exploited for studies of the so-called circumgalactic medium (CGM), by

characterizing neutral hydrogen (H I) and metal absorption systems in the vicinity

of known galaxies (e.g. Tumlinson et al., 2011; Thom et al., 2012; Werk et al., 2013;

Stocke et al., 2013; Keeney et al., 2013; Lehner et al., 2013).

Studies of the CGM implicitly assume a direct one-to-one association between

absorption systems and their closest observed galaxy, which might not always

hold because of incompleteness in the galaxy surveys and projection effects. Given
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that metals are formed and expelled by galaxies, a direct association between

them seems sensible, in accordance with predictions from low-z simulations (e.g.

Oppenheimer et al., 2012). However, the situation for neutral hydrogen is more

complicated, as H I traces both enriched and primordial material.1

The nature of the relationship between H I and galaxies at low-z has been

widely debated. Early studies have pointed out two distinct scenarios for this

connection: (i) a one-to-one physical association because they both belong to the

same dark matter haloes (e.g. Mo, 1994; Lanzetta et al., 1995; Chen et al., 1998);

and (ii) an indirect association because they both trace the same underlying dark

matter distribution but not necessarily the same haloes (e.g. Morris et al., 1991,

1993; Mo and Morris, 1994; Stocke et al., 1995; Tripp et al., 1998). More recent

studies have shown the presence of H I absorption systems within galaxy voids

(e.g. Grogin and Geller, 1998; Penton et al., 2002; Manning, 2002; Stocke et al.,

1995; Tejos et al., 2012), hinting at a third scenario: (iii) the presence of systems

that are not associated with galaxies (although see Wakker and Savage, 2009).2

If we think of galaxies as peaks in the density distribution (e.g. Press and

Schechter, 1974), it is natural to expect the high column density H I systems to

show a stronger correlation with galaxies than low column density ones, owing to

a density-H I column density proportionality (e.g. Schaye, 2001; Davé et al., 2010).

Similarly, we also expect the majority of low column density H I systems to belong

to dark matter haloes that did not form galaxies. Thus, the relative importance of

these three scenarios should depend, to some extent, on the H I column density.

Tejos et al. (2012) estimated that these three scenarios account for ∼ 15%, ∼ 55%

and ∼ 30% of the low-z H I systems at column densities NHI & 1012.5 cm−2,

respectively, indicating that the vast majority of H I absorption line systems are

not physically associated with luminous galaxies (see also Prochaska et al., 2011b).

1Note that whether truly primordial H I clouds exist at low-z is still to be observationally
confirmed.

2Note that little can be said about low surface brightness galaxies, as current spectroscopic
surveys are strongly biased against these, for obvious reasons.
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4.2.2 Study strategy

In this Chapter we address the statistical connection between H I and galaxies

at z . 1 through a clustering analysis (e.g. Morris et al., 1993; Chen et al., 2005;

Ryan-Weber, 2006; Wilman et al., 2007; Chen and Mulchaey, 2009; Shone et al.,

2010), without considering metals. We focus only on hydrogen because it is the

best IGM tracer for a statistical study. Apart from the fact that it traces both

primordial and enriched material, it is also the most abundant element in the

Universe. Hence, current spectral sensitivities allow us to find H I inside and

outside galaxy haloes, which is not the case yet for metals at low-z (according to

recent theoretical results; e.g. Oppenheimer et al., 2012).

Focusing on the second half of the history of the Universe (z . 1) has the ad-

vantage of allowing relatively complete galaxy surveys even at faint magnitudes

(. L∗; elusive at higher redshifts). Faint galaxies are important for statistical

analyses as they dominate the luminosity function, not just in number density,

but also in total luminosity and mass. Moreover, the combined effects of structure

formation, expansion of the Universe, and the reduced ionization background,

allow us to observe a considerable amount of H I systems and yet resolve the

so-called H I Lyα-forest into individual lines (e.g. Theuns et al., 1998a; Davé et al.,

1999). This makes it possible to recover column densities and Doppler parameters

through Voigt profile fitting.

One major advantage of clustering over one-to-one association analyses is that

it does not impose arbitrary scales, allowing us to obtain results for both small

(. 1 Mpc) and large scales (& 1− 10 Mpc). In this way, we can make use of all

the H I and galaxy data available, and not only those lying close to each other.

As mentioned, results from the small scale association are important to put con-

straints on the ‘sub-grid physics’ adopted in current hydrodynamical simulations.

Conversely, results from the largest scales provide information unaffected by these

uncertain ‘sub-grid physics’ assumptions (e.g. Hummels et al., 2013; Ford et al.,

2013). Moreover, the physics and cosmic evolution of the diffuse IGM (traced by

H I) obtained by cosmological hydrodynamical simulations (e.g. Paschos et al.,
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2009; Davé et al., 2010) are in good agreement with analytic predictions (e.g.

Schaye, 2001). Our results will be able to test all of these predictions.

Another advantage to using a clustering analysis is that it properly takes into

account the selection functions of the surveys. Even at scales . 300 kpc (the

typical scale adopted for the CGM), a secure or unique H I–galaxy one-to-one

association is not always possible. This is because H I and galaxies are clustered

at these scales and because surveys are never 100% complete. Clustering provides

a proper statistical analysis, at the cost of losing details on the physics of an

individual H I–galaxy pair. Thus, both one-to-one associations and clustering

results are complementary, and needed, to fully understand the relationship

between the IGM and galaxies.

In this Chapter we present observational results for the H I–galaxy two-point

correlation function at z . 1. Combining data from UV HST spectroscopy of 8

QSOs in 6 different fields, with optical deep multi-object spectroscopy (MOS)

surveys of galaxies around them, we have gathered a sample of 654 well identified

invervening H I absorption systems and 17509 galaxies at projected separations

. 50 Mpc from the QSO line-of-sight (LOS). This dataset is the largest sample to

date for such an analysis.

Comparing the results from the H I–galaxy cross-correlation with the H I–H I

and galaxy–galaxy auto-correlations, we provide constraints on their statistical

connection as a function of both H I column density and galaxy star-formation

activity.

This Chapter is structured as follows. Sections 4.3 and 4.4 describe the IGM

and galaxy data used in this work, respectively. The IGM sample is described

in Section 4.5 while the galaxy sample is described in Section 4.6. Section 4.7

describes the formalisms used to measure the H I–galaxy cross-correlation and

the H I–H I and galaxy–galaxy auto-correlations. Our observational results are

presented in Section 4.8 and discussed in Section 4.9. A summary is presented in

Section 4.10.

All distances are in co-moving coordinates assuming H0 = 70 km s−1 Mpc−1,
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Ωm = 0.3, ΩΛ = 0.7, k = 0, unless otherwise stated, where H0, Ωm, ΩΛ and k

are the Hubble constant, mass energy density, ‘dark energy’ density and spatial

curvature, respectively. Our chosen cosmological parameters lie between the

latest results from the Wilkinson Microwave Anisotropy Probe (Komatsu et al.,

2011) and the Planck satellite (Planck Collaboration et al., 2013).

4.3 Intergalactic medium data

We used HST spectroscopy of 8 QSOs to directly characterize the diffuse IGM

through the observations of intervening H I absorption line systems. We used data

from COS (Green et al., 2012) taken under HST programs General Observer (GO)

12264 (PI: Morris), GO 11585 (PI: Crighton) and GO 11598 (PI: Tumlinson); and

data from the Faint Object Spectrograph (FOS) (Keyes et al., 1995) taken under

HST programs GO 5320 (PI: Foltz), GO 6100 (PI: Foltz) and GO 6592 (PI: Foltz).

Data from program GO 12264 were taken to study the statistical relation-

ship between H I absorption line systems and galaxies at redshift z . 1. We

selected four QSOs at zQSO ∼ 1 (namely J020930.7-043826, J100535.24+013445.7,

J135726.27+043541.4 and J221806.67+005223.6) lying in fields of view that were

already surveyed for their galaxy content by the Very Large Telescope (VLT)

Visible Multi-Object Spectrograph (VIMOS) Deep Survey (VVDS) (Le Fèvre et al.,

2005) and the Gemini Deep Deep Survey (GDDS) (Abraham et al., 2004). Data

from programs GO 5320, GO 6100, GO 6592 and GO 11585 contain spectroscopy

of three QSOs (namely Q0107-025A, Q0107-025B and Q0107-0232) whose LOS

are separated by ∼ 0.4 − 1 Mpc. This triple QSO field is ideal for measuring

the characteristic sizes of the H I absorption systems but it can also be used to

address the connection between H I systems and galaxies (e.g. Crighton et al.,

2010). Data from program GO 11598 were originally taken to investigate the

properties of the CGM by targeting QSOs whose LOS lie within . 150 kpc of a

known galaxy. In this work we used one QSO observed under program GO 11598

(namely J102218.99+013218.8), for which we have conducted our own galaxy
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survey around its LOS (see Section 4.4). Given that this LOS contains only one

pre-selected galaxy, this selection will not affect our results on the IGM–galaxy

statistical connection.

Table 4.1 summarizes our QSO sample while Table 4.2 gives details on their

HST observations.

4.3.1 Data reduction

COS data

Individual exposures from COS were downloaded from the Space Telescope Sci-

ence Institute (STScI) archive and reduced using CALCOS v2.18.5 in combination

with Python routines developed by the authors.3 A full description of the reduc-

tion process will be presented in Finn et al. (2013, in prep.) and so here we present

a summary.

Individual files corresponding to single central wavelength setting, stripe and

FP-POS (i.e. x1d files) were obtained directly from CALCOS. The source extrac-

tion was performed using a box of 25 pixels wide along the spatial direction for

all G130M exposures, and 20 pixels for all G160M and G230L exposures. The

background extraction was performed using boxes encompassing as much of

the background signal as possible, whilst avoiding regions close to the detector

edges. We set the background smoothing length in CALCOS to 1 pixel and per-

formed our own background smoothing procedure masking out portions of the

spectra affected by strong geocoronal emission lines (namely the H I Lyα and

O I λλ1302, 1306) and pixels with bad data quality flags4. We interpolated across

the gaps to get the background level in these excluded regions. The background

smoothing lengths were set to 1000 pixels for the far ultra-violet (FUV)A stripes,

500 pixels for the FUVB stripes and 100 pixels for all near ultra-violet (NUV)

stripes, along the dispersion direction.

The error array was calculated in the same way as in CALCOS, but using

3Available at https://github.com/cwfinn/COS/
4http://www.stsci.edu/hst/cos/pipeline/cos_dq_flags

https://github.com/cwfinn/COS/
http://www.stsci.edu/hst/cos/pipeline/cos_dq_flags
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our new background estimation. Each spectrum was then flux calibrated using

sensitivity curves provided by STScI.

Co-alignment was performed by cross-correlating regions centred on strong

Galactic absorption features (namely, C II λ1334, Al II λ1670, Si II λ1260, Si II

λ1526 and Mg II λλ2796, 2803 Å). For each grating we pick the central wavelength

setting and FP-POS position with the most accurately determined wavelength

solutions from STScI as a reference. These are FP-POS = 3 for all gratings, central

wavelengths of 1309 and 1600 Å for the G130M and G160M gratings respectively,

and 2950 Å (using only the ‘B’ stripe) for the G230L grating. All other settings

for each grating are then cross-correlated on these ones, assuming the reference

and comparison settings both contain one of the absorption features specified.

Wavelengths offsets are then applied to the comparison settings to match the

reference ones. These offsets typically amount to a resolution element or less. For

those settings that could not be aligned on any of the Galactic features specified,

we manually searched for other strong absorption lines on which to perform the

cross-correlation. Strong absorption lines were always found. We then scaled the

fluxes of the comparison setting such that its median flux value matches that of

either the reference or the already calibrated setting in the overlapped region.

At this point we changed some pixel values according to their quality flags:

flux and error values assigned to pixels with bad data quality flags were set to zero,

while pixels with warnings had their exposure times reduced by a factor of two.

We then re-scaled the wavelength scale of each exposure to have a constant spacing

equal to the dispersion for the grating, using nearest-neighbour interpolation.

The combined wavelength scale is therefore three wavelength scales, one for the

G130M grating (λ < 1460 Å), one for the G160M grating (1460 ≤ λ < 1795 Å) and

one for the G230L grating (λ ≥ 1795Å).

The co-addition was then performed via modified exposure time weighting.

Finally, the combined FUV and NUV spectra were re-binned to ensure Nyquist

sampling (two pixels per resolution element). Both are binned onto a linear

wavelength scale with spacing equal to 0.0395 Å for the FUV, and a spacing equal
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to 0.436 Å for the NUV.

FOS data

Individual exposures from FOS were downloaded from the STScI archive and

reduced using the standard CALFOS pipeline. Wavelength corrections given by

Petry et al. (2006) were applied to each individual exposure. As described by

Petry et al., these corrections were determined using a wavelength calibration

exposure taken contemporaneously with the G190H grating science exposures,

and were verified using Galactic Al II and Al III absorption features. The shortest

wavelength region of the FOS G190H settings overlap with the longest wavelength

COS settings, and we confirmed that the wavelength scales in these overlapping

regions were consistent between the two instruments. Then we combined all

individual exposures together, resampling to a common wavelength scale of 0.51

Å per pixel.

4.3.2 Continuum fitting

We fit the continuum of each QSO in a semi-automatized and iterative manner: (i)

we first divide each spectrum in multiple chunks, typically of 12 Å at wavelengths

shorter than that of the H I Lyα emission from the QSOs (at larger wavelengths

we used much longer intervals but these are not relevant for the present work);

(ii) we then fit straight line segments through the set of points given by the

central wavelength and the median flux values for each chunk; (iii) we then

removed pixels with flux values falling 3× their uncertainty below the fit value;

(iv) we repeat steps (ii) and (iii) until a convergent solution is reached; (v) we fit a

cubic spline through the final set of median points to get a smooth continuum.

The success of this method strongly depends on the presence of emission lines,

and on number and positions of the chosen wavelength chunks. Therefore, we

visually inspect the solution and improve it by adding and/or removing points

accordingly, making sure that the distribution of flux values above the continuum
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Figure 4.1: Observed spectra of our sample of QSOs: flux (black lines), uncertainty (mul-
tiplied by a factor of 5 for clarity; green lines) and continuum fit (red lines). Wavelengths
λ < 1795 Å and λ ≥ 1795 Å correspond to data from the FUV and NUV channels respec-
tively (see Table 4.2). The FUV spectra have been re-binned to match the resolution of the
NUV spectra for clarity.
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fit is consistent with a Gaussian tail. We checked that the use of these subjective

steps does not affect the final results significantly (see Section 4.5.4).

Figure 4.1 shows our QSO spectra (black lines) with their corresponding

uncertainties (green lines) and continuum fit (red lines). Note the similarities

between the Q0107-025A and Q0107-025B spectrum, and in some parts with that

of Q0107-0232. This is due to the fact that these three QSO LOS intersect the same

coherent large scale structure (LSS) (see above). This will allow us to constrain

the H I–H I auto-correlation on transverse scales given by the separation between

the LOS, although with the caveat that our results will come from a single field

that might be affected by cosmic variance (see Section 4.8).

4.4 Galaxy data

Our chosen QSOs are at zQSO ∼ 0.7 − 1.3, so we aim to target galaxies at z . 1,

corresponding to the last∼ 7 Gyr of cosmic evolution. The majority of these QSOs

lie in fields already surveyed by their galaxy content. We used archival galaxy

data from: the VVDS (Le Fèvre et al., 2005), GDDS (Abraham et al., 2004) and the

Canada France Hawaii Telescope (CFHT) MOS survey published by Morris and

Jannuzi (2006). Despite the existence of some galaxy data around our QSO fields

we have also performed our own galaxy surveys using MOS to increase the survey

completeness5. We acquired new galaxy data from different ground-based MOS,

namely: the Visible Multi-Object Spectrograph (VIMOS) (Le Fèvre et al., 2003) on

the VLT under programs 086.A-0970 (PI: Crighton) and 087.A-0857 (PI: Tejos); the

Deep Imaging Multi-Object Spectrograph (DEIMOS) (Faber et al., 2003) on Keck

under program A290D (PIs: Bechtold and Jannuzi); and the Gemini Multi-Object

Spectrograph (GMOS) (Davies et al., 1997) on Gemini under program GS-2008B-

Q-50 (PI: Crighton). Table 4.3 summarizes the observations taken to construct our

galaxy samples.

The following sections provide detailed descriptions of the observations, data

5Note that the largest of these surveys, the VVDS, has a completeness of only about 20− 25%.
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reduction, selection functions and construction of our new galaxy samples. We

also give information on the subsamples of the previously published galaxy

surveys used in this work.

4.4.1 VIMOS data

Instrument setting

We used the low-resolution (LR) grism with 1.0 arcsecond slits (R ≡ λ
∆λ
≈ 200)

due to its high multiplex factor (up to 4). As we needed to target galaxies up to

the QSOs redshifts (zQSO ∼ 0.7− 1.3), we used that grism in combination with the

OS-red filter giving coverage between 5500− 9500 Å.

Target selection, mask design and pointings

We used R-band pre-imaging to observe objects around our QSO fields and

SEXTRACTOR v2.5 (Bertin and Arnouts, 1996) to identify them and assign R-

band magnitudes, using zero points given by ESO. For fields J1005, J1022 and

J2218 we added a constant shift of ∼ 0.38 magnitudes to match those reported

by the VVDS survey in objects observed by both surveys (see Section 4.4.5 and

Figure 4.4). No correction was added to the Q0107 field. For objects in fields

J1005, J1022 and J2218 we targeted objects at R < 23.5, giving priority to those

with R < 22.5. For objects in field Q0107 we targeted objects at R < 23, giving

priority to those with R < 22. We did not impose any morphological star/galaxy

separation criteria, given that unresolved galaxies will look like point sources

(see Section 4.6.3). The masks were designed using the VMMPS (Bottini et al.,

2005) using the ‘Normal Optimization’ method (random) to provide a simple

selection function. We targeted typically ∼ 70− 80 objects per mask per quadrant,

equivalent to ∼ 210− 320 objects per pointing. We used three pointings, of one

mask each, shifted by ∼ 2.5 arcminutes centred around the QSO.
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Data reduction for field Q0107

The spectroscopic data were taken in 2011 and the reduction was performed using

VIPGI (Scodeggio et al., 2005) using standard parameters. We took three exposures

per pointing of 1155 s, followed by lamps. The images were bias corrected and

combined using a median filter. Wavelength calibration was performed using the

lamp exposures, and further corrected using five skylines at 5892, 6300, 7859, 8347

and 8771 Å (Osterbrock et al., 1996, 1997). Finally, the slits were spectrophotomet-

rically calibrated using standard star spectra (Oke, 1990; Hamuy et al., 1992, 1994)

taken at similar dates to our observations. The extraction of the one-dimensional

(1D) spectra was performed by collapsing objects along the spatial axis, following

the optimal weighting algorithm presented in Horne (1986). Our wavelength

solutions per slit show a quadratic mean rms . 1 Å in more than 75% of the slits

and a rms . 2 Å in all the cases. We consider these as good solutions, given that

the pixel size for the low resolution mode is ∼ 7 Å. These data were taken before

the recent update of the VIMOS charge-coupled devices (CCDs) on August 2010,

and so fringing effects considerably affected the quality of the data at & 7500 Å.

We attempted to correct for this with no success.

Data reduction for fields J1005, J1022 and J2218

The spectroscopic data were taken on 2011 and the reduction was performed

using ESOREX v.3.9.6. All three pointings of fields J1005 and J1022 were observed,

while only ‘pointing 3’ of J2218 was observed. Due to a problem with focus, data

from ‘quadrant 3’ of ‘pointing 1’ and ‘pointing 3’ of field J1022 were not usable.

‘Pointing 2’ (middle one) of fields J1005 and J1022 were observed twice to empiri-

cally asses the redshift uncertainty (see Section 4.4.1). We took three exposures

per pointing of 1155 s followed by lamps. The reduction was performed using a

peakdetection parameter (threshold for preliminary peak detection in counts)

of 500 when possible, and decreasing it when needed to minimize the number

of slits lost (we typically lost ∼ 1 slit per quadrant). We also set the cosmics
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parameter to ‘True’ (cleaning cosmic ray events) and stacked our 3 images using

the median. Wavelength calibration was further corrected using four skylines

at 5577.34, 6300.30, 8827.10 and 9375.36 Å (Osterbrock et al., 1996, 1997) with the

skyalign parameter set to 1 (1st order polynomial fit to the expected positions).

The slits were spectrophotometrically calibrated using standard star spectra (Oke,

1990; Hamuy et al., 1992, 1994) taken at similar dates to our observations. The

extraction of the one-dimensional (1D) spectra was performed by collapsing the

objects along the spatial axis, following the optimal weighting algorithm pre-

sented in Horne (1986). Our wavelength solutions per slit show a quadratic mean

rms . 1 Å in more than 90% of the cases, which we considered as satisfactory for

a pixel size of ∼ 7 Å. These data were taken after a recent update to the VIMOS

CCDs on August 2010, and so no important fringing effect was present.

Redshift determination

Redshifts for our new galaxy survey were measured by cross-correlating galaxy,

star, and QSO templates with each observed spectrum. We used templates from

the Sloan Digital Sky Survey (SDSS)6 degraded to the lower resolution of our

VIMOS observations. Galaxy templates were redshifted from z = 0 to z = 2 using

intervals of ∆z = 0.001. The QSO template was redshifted between z = 0 to z = 4

using larger intervals of ∆z = 0.01. Star templates were shifted±0.005 around z =

0 using intervals of ∆z = 0.0001 to help improve the redshift measurements and

quantify the redshift uncertainty (see below). We improved the redshift solution

by fitting a parabola to the 3 redshift points with the largest cross-correlation

values around each local maximum. This technique gives comparable redshift

solutions (within the expected errors) to that obtained by decreasing the redshift

intervals by a factor ∼ 10, but at a much lower computational cost. Before

computing the cross-correlations, we masked out regions at the very edges of the

wavelength coverage (< 5710 and > 9265 Å) and those associated with strong sky

emission/absorption features (between 5870−5910, 6275−6325 and 7550−7720 Å).

6http://www.sdss.org/dr7/algorithms/spectemplates/

http://www.sdss.org/dr7/algorithms/spectemplates/
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For the Q0107 field we additionally masked out the red part at> 7550 Å because of

fringing problems. We visually inspected each 1-dimensional and 2-dimensional

spectrum and looked for the ‘best’ redshift solution (see below).

Redshift reliability

For each targeted object we manually assigned a redshift reliability flag. We used

a very simple scheme based on three labels: ‘a’ (‘secure’), ‘b’ (‘possible’) and ‘c’

(‘no idea’). As a general rule, spectra assigned with ‘a’ flags have at least 3 well

identified spectral features (either in emission or absorption) or 2 well identified

emission lines; spectra assigned with ‘c’ flag are those which do not show clear

spectral features either due to a low signal-to-noise ratio or because of an intrinsic

lack of such lines observed at the VIMOS resolution (e.g. some possible A, F and

G type stars have been included in this category); spectra assigned with ‘b’ flags

are those that lie in between the two aforementioned categories.

Uncertainty of the semi-automatized process

The process includes subjective steps (determining the ‘best’ template and redshift,

and assigning a redshift reliability). This uncertainty was estimated by comparing

two sets of redshifts obtained independently by three of the authors (N.T. versus

S.L.M. and N.T. versus N.H.M.C.) in two subsamples of the data. We found

discrepancies in . 5% of the cases, the vast majority of which were for redshifts

labelled as ‘b’.

Further redshift calibration for fields J1005, J1022 and J2218

Even though the wavelength calibration from the ESOREX reduction was generally

satisfactory, we found a ∼ 1 pixel systematic discrepancy between the obtained

and expected wavelength for some skylines in localized areas of the spectrum

(particularly towards the red end). This effect was most noticeable in quadrant

3, where the redshift difference between objects observed twice showed a distri-

bution displaced from zero by ∼ 0.001 (∼ 1 pixel). A careful inspection revealed
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Figure 4.2: Histograms of the measured redshift difference between two independent
observations of a same object in fields J1005 and J1022. Top panel shows it for all identified
galaxies (blue lines) and stars (yellow lines). Middle panel shows it for galaxies with
‘secure’ redshifts (label ‘a’; green lines) and with ‘possible’ redshifts (label ‘b’; red lines).
Bottom panel shows it for galaxies classified as ‘star-forming’ (blue lines) and/or ‘non-
star-forming’ (red lines; see Section 4.6.1). Best Gaussian fits to the histograms are also
shown.
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that the other quadrants also showed a similar but less strong effect (. 0.5 pixel).

We corrected for this effect using the redshift solution of the stars. For a given

quadrant we looked at the mean redshift of the stars and applied a systematic

shift of that amount to all the objects in that quadrant. This correction placed the

mean redshift of stars at zero, and therefore corrected the redshift of all objects

accordingly.

Redshift statistical uncertainty for fields J1005, J1022 and J2218

In order to assess the redshift uncertainty for these fields, we measured a red-

shift difference between two independent observations of the same object. These

objects were observed twice, and come mainly from our ‘pointing 2’ in fields

J1005 and J1022, but there is also a minor contribution (. 10%) of objects that

were observed twice using different pointings. Figure 4.2 shows the observed

redshift differences for all galaxies and stars (top panel); galaxies with ‘secure’ and

‘possible’ redshifts (middle panel); and galaxies classified as ‘star-forming’ (‘SF’)

or ‘non-star-forming’ (‘non-SF’) based on the presence of current, or recent, star

formation (see Section 4.6.1; bottom panel). All histograms are centred around

zero and do not show evident systematic biases. The redshift difference of all

galaxies show a standard deviation of ≈ 0.0006. A somewhat smaller standard

deviation is observed for galaxies with ‘secure’ redshifts and/or those classified

as ‘SF’ (note that there is a large overlap between these two samples), and con-

sequently a somewhat larger standard deviation is observed for galaxies with

‘possible’ redshift and/or classified as ‘non-SF’. This behaviour is of course ex-

pected, as it is simpler to measure redshifts for galaxies with strong emission lines

(for which the peak in the cross-correlation analysis is also better constrained)

than for galaxies with only absorption features (at a similar signal-to-noise ratio).

From this analysis we take ≈ 0.0006/
√

2 = 0.0004 as the representative redshift

uncertainty of our VIMOS galaxy survey in these fields. This uncertainty corre-

sponds to ≈ 120− 60 km s−1 at redshift z = 0− 1. This uncertainty is & 2 times

smaller than that claimed for the VVDS survey (Le Fèvre et al., 2005).
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Figure 4.3: Histograms of the measured redshift difference between two independent
observations of a same object in field Q0107. Top panel shows it for galaxies observed
twice by the same instrument: VIMOS-VIMOS (blue lines), GMOS-GMOS (red lines) and
DEIMOS-DEIMOS (green lines). Bottom panel shows it for objects observed twice by
different instruments, after shifting to match the DEIMOS mean: DEIMOS-VIMOS (blue
lines), DEIMOS-GMOS (red lines) and GMOS-CFHT (cyan lines). Best Gaussian fits to
the histograms are also shown.

Further redshift calibration for field Q0107

We did not see systematic differences between quadrants, as was seen for fields

J1005, J1022 and J2218. VIMOS observations of the Q0107 field were reduced dif-

ferently, and the data come mainly from the blue part of the spectrum. Therefore,

such an effect might not be present or, if present, might be more difficult to detect.

However, we did find a systematic shift between the redshifts measured from

VIMOS compared to those measured from DEIMOS. Given the much higher reso-

lution of DEIMOS, we used its frame as reference for all our Q0107 observations.
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Thus, we corrected the Q0107 VIMOS redshifts to match the DEIMOS frame. This

correction was ∼ 0.0008 (. 1 VIMOS pixel) and the result is shown in the bottom

panel of Figure 4.3 (blue lines).

Redshift statistical uncertainty for field Q0107

In order to assess the redshift uncertainty, we used objects that were observed

twice in the Q0107 field. We found a distribution of redshift differences centred

at ∼ 0 with a standard deviation of ≈ 0.001 (see top panel of Figure 4.3), cor-

responding to a single VIMOS uncertainty of ≈ 0.001/
√

2 ≈ 0.0007. Another

way to estimate the VIMOS uncertainty in the Q0107 field is by looking at the

redshift difference for objects that were observed twice, once by VIMOS and

another time by DEIMOS (44 in total; see bottom panel of Figure 4.3). In this

case, the distribution shows a standard deviation of ≈
√

0.00084, corresponding

to a single VIMOS uncertainty of
√

0.000842 − 0.000132 ≈ 0.0008, given that the

uncertainty of a DEIMOS single measurement is ≈ 0.00013 (see below). So, we

take a value of ≈ 0.00075 as the representative redshift uncertainty of a single

VIMOS observation in the Q0107 field. This uncertainty is somewhat higher than

that of fields J1005, J1022 and J2218, consistent with the poorer quality detector

being used.

4.4.2 DEIMOS data

Instrument setting

We patterned our DEIMOS observations to resemble the Deep Extragalactic Evo-

lutionary Probe 2 (DEEP2) ‘1 hour’ survey (Coil et al., 2004). We used the 1200

line mm−1 grating with a 1.0 arcsecond slit giving a resolution of R ∼ 5000 over

the wavelength range 6400− 9100 Å.
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Target selection

We used B, R and I bands pre-imaging to select objects around our Q0107 field.

We used SEXTRACTOR v2.5 (Bertin and Arnouts, 1996) to identify them and assign

B, R and I magnitudes to them. We used color cuts as in Coil et al. (2004, see also

Newman et al. 2013) to target galaxies7:

B −R ≤ 2.35(R− I)− 0.45 or

R− I ≥ 1.15 or

BR ≥ 0.5 .

(4.1)

We also gave priority to objects within 1 arcminute of the Q0107-025A LOS. We

targeted objects up to R = 24.5 magnitudes, but we assigned higher priorities to

the brightest ones. In an attempt to be efficient, we also imposed a star/galaxy

morphological criteria of CLASS_STAR< 0.97 (although see Section 4.6.3).8

Data reduction

The observations were taken in 2007 and 2008. The reduction was performed

using the DEEP2 DEIMOS Data Pipeline9 (Newman et al., 2013), from which

galaxy redshifts were also obtained.

Redshift reliability

The redshift reliability for DEIMOS data was originally based on four subjective

categories: (0) ‘still needs work’, (1) ‘not good enough’, (2) ‘possible’, (3) ‘good’

and (4) ‘excellent’. In order to have a unified scheme we matched those DEIMOS

labels with our previously defined VIMOS ones (see Section 4.4.1) as follows:

7Note that Coil et al. (2004) presented B −R ≤ 0.5 but should have been B −R ≥ 0.5, which is
what we used.

8The parameter CLASS_STAR assigns a value of 1 to objects that morphologically look like
stars, and a value of 0 to objects that look like galaxies. Values in between 1 and 0 are assigned for
less certain objects (Bertin and Arnouts, 1996).

9http://astro.berkeley.edu/~cooper/deep/spec2d/

http://astro.berkeley.edu/~cooper/deep/spec2d/
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DEIMOS label 4 is matched to label ‘a’ ({4}→ {‘a’}); DEIMOS labels 3 and 2 are

matched to label ‘b’ ({3,2}→ {‘b’}); and DEIMOS labels 1 and 0 are matched to

label ‘c’ ({1,0}→ {‘c’}).

Redshift statistical uncertainty for field Q0107

In order to assess the redshift uncertainty, we used objects that were observed

twice in the Q0107 field. We found a distribution of redshift differences centred

at ∼ 0 with a standard deviation of ≈ 0.00019 (see top panel of Figure 4.3),

corresponding to a single DEIMOS uncertainty of ≈ 0.00019/
√

2 ≈ 0.00013. So,

we take a value of ≈ 0.00013 as the representative redshift uncertainty of a single

DEIMOS observation in the Q0107 field.

4.4.3 GMOS data

Instrument setting

We used the R400 grating centred on a wavelength of 7000 Å with a 1.5 arcseconds

slit giving a resolution of R = 639.

Target selection, mask design and pointings

We used R-band pre-imaging to select objects around our Q0107 field. We used

SEXTRACTOR v2.5 (Bertin and Arnouts, 1996) to identify objects and assign them

R-band magnitudes. The masks were designed using GMMPS10. Top priority was

given to objects with R < 22, followed by those with 22 ≤ R < 23 and last priority

to those with 23 ≤ R < 24. We typically targeted∼ 40 objects per mask. Six masks

were taken, three around QSO C, two around QSO B, and one around QSO A,

where many objects had already been targeted in previous observations.

10http://www.gemini.edu/?q=node/10458

http://www.gemini.edu/?q=node/10458
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Data reduction

The observations were taken in 2008 . Three 1080 s offset science exposures were

taken for each mask, dithered along the slit to cover the gaps in the CCD detectors.

Arcs were taken contemporaneously to the science exposures. We used the Gemini

Image Reduction and Analysis Facility (IRAF) package to reduce the spectra. A

flat-field lamp exposure was divided into each bias-subtracted science exposure

to remove small-scale variations across the CCDs, and the fringing pattern seen at

red wavelengths. The dithered images (both arcs and science) were then combined

into a single exposure. The spectrum for each mask was wavelength-calibrated

by identifying known arc lines and fitting a polynomial to match pixel positions

to wavelengths. Finally the wavelength-calibrated 2-d spectra were extracted to

produced 1-d spectra. The typical rms scatter of the known arc line positions

around the polynomial fit ranged from 0.5 to 1.0 Å, depending on how many

arc lines were available to fit (bluer wavelength ranges tended to have fewer arc

lines). A 0.75 Å rms scatter corresponds to a velocity error of 38 km s−1 at 6000 Å.

Redshift determination and reliability

We determined redshifts by using the same method to that of the VIMOS spectra:

plausible redshifts were identified as peaks in the cross-correlation measured

between the GMOS spectra and spectral templates (see Section 4.4.1 for further

details). Redshifts reliabilities were also assigned following the definitions in our

VIMOS sample.

Further redshift calibration

We found a systematic shift of the redshifts measured from GMOS with respect

to those measured from DEIMOS, for the 40 objects observed by these two in-

struments. Given the much higher resolution of DEIMOS we used its frame as

reference for our Q0107 observations. Thus, we corrected all GMOS redshifts

to match the DEIMOS frame. This correction was ∼ 0.0004 or ∼ 80 km s−1 (. 1
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GMOS pixel) and the result is shown in the bottom panel of Figure 4.3 (red lines).

Redshift statistical uncertainty for field Q0107

There were only 3 objects that were observed twice using GMOS (see top panel of

Figure 4.3), and so we did not take the uncertainty from such an small sample.

Instead, we use objects observed by both GMOS and DEIMOS to estimate the

GMOS redshift uncertainty. The distribution of redshift differences for objects

with both GMOS and DEIMOS spectra (see bottom panel of Figure 4.3) shows

a standard deviation of ≈ 0.00027. Given that the uncertainty of DEIMOS alone

is ≈ 0.00013 we estimate the GMOS uncertainty to be ≈
√

0.000272 − 0.000132 ≈

0.00024.

4.4.4 CFHT MOS data

We used the CFHT galaxy survey of the Q0107 field presented by Morris and Jan-

nuzi (2006). There are 61 galaxies in this sample, 29 of which were also observed

by our GMOS survey. We use only redshift information from this sample without

assigning a particular template or redshift label. We refer the reader to Morris and

Jannuzi (2006) for details on the data reduction and construction of the galaxy

sample.

4.4.5 VVDS

As mentioned, three of the QSOs presented in this work (namely: J100535.24+013445.7,

J135726.27+043541.4 and J221806.67+005223.6) were particularly chosen because

they lie in fields already surveyed for galaxies by the VVDS survey (Le Fèvre

et al., 2005). For our purposes, we use a subsample of the whole VVDS survey,

selecting only galaxies in those fields. We refer the reader to Le Fèvre et al. (2005)

for details on the data reduction and construction of these galaxy catalogs.
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Figure 4.4: Difference in redshift (left panel) and R-band magnitude (right panel) mea-
surements for galaxies in common between our VIMOS sample and the VVDS survey
in fields J1005 and J2218. We see a good agreement in both redshift and magnitude
measurements between the two surveys. The redshift difference distribution has a mean
of . 0.0001 and a standard deviation of σ∆z ≈ 0.001, while the magnitude difference
distribution has a mean of ≈ 0.006 with a standard deviation of σ∆R ≈ 0.09 magnitudes.
See Section 4.4.5 for further details.

Redshift reliability

The redshift reliability for VVDS data was originally based on six categories: (0)

‘no redshift’, (1) ‘50% confidence’; (2) ‘75% confidence’; (3) ‘95% confidence’; (4)

‘100% confidence’; (8) ‘single emission line’ (assumed to be [O II]); and (9) ‘single

isolated emission line’ (Le Fèvre et al., 2005). They expanded this classification

system for secondary targets (objects which are present by chance in the slits)

by the use of the prefix ‘2’. Similarly the prefix ‘1’ means ‘primary QSO target’,

while the prefix ‘21’ means ‘secondary QSO target’. In order to have a unified

scheme we matched those VVDS labels with our previously defined VIMOS ones

(see Section 4.4.1) as follows: VVDS label 4, 3 and their corresponding extensions

are matched to label ‘a’ ({4,14,24,214,3,13,23,213}→ {‘a’}); VVDS labels 2, 9 and

their corresponding extensions are matched to label ‘b’ ({2,12,22,212,9,19,29,219}→

{‘b’}); and VVDS labels 1, 0 and their corresponding extensions are matched to

label ‘c’ ({1,11,21,211,0,10,20,210}→ {‘c’}).
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Consistency check between our VIMOS and VVDS sample

We performed a consistency check by comparing the redshifts and R-band mag-

nitudes obtained for galaxies in common between our VIMOS sample and the

VVDS survey in fields J1005 and J2218 (the only ones with such overlap). We

found a good agreement in redshift measurements between the two surveys,

with a mean of the distribution being ≈ 0.0003 and a standard deviation of

σ∆z ≈ 0.001. This standard deviation is consistent with the quadratic sum of the

typical VVDS uncertainty (∼ 0.0013/
√

2) and our VIMOS one (∼ 0.0006/
√

2), as

∼
√

0.00062 + 0.00132/
√

2 ≈ 0.001. In order to place all galaxies in a single consis-

tent frame we shifted the VVDS redshifts by 0.0003. The left panel of Figure 4.4

shows the distribution of these redshift differences after applying the correction.

The right panel of Figure 4.4 shows the distribution of R-band magnitude

differences. We also see a good agreement in the magnitude difference distribution

(by construction, see Section 4.4.1), with a mean of 0.006 and a standard deviation

of σ∆z ≈ 0.09. We note that this standard deviation is greater than
√

2× the

typical magnitude uncertainty as given by SEXTRACTOR of ∼ 0.02. Thus, we

caution the reader that our reported R-band magnitude uncertainties might be

underestimated by a factor of ∼ 3.

4.4.6 GDDS

One of the QSOs presented in this work (namely: J020930.7-043826) was particu-

larly chosen because it lies in a field already surveyed for galaxies by the GDDS

survey. For our purposes we use a subsample of the whole GDDS survey selecting

only galaxies in this field. We refer the reader to Abraham et al. (2004) for details

on data reduction and construction of this galaxy catalog.

Redshift reliability

The redshift reliability for GDDS data was originally based on five subjective

categories: (0) ‘educated guess’, (1) ‘very insecure’; (2) ‘reasonable secure’ (two or
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more spectral features); (3) ‘secure’ (two or more spectral features and continuum);

(4) ‘unquestionably correct’; (8) ‘single emission line’ (assumed to be [O II]); and

(9) ‘single emission line’ (Abraham et al., 2004). In order to have a unified scheme

we matched those GDDS labels with our previously defined VIMOS ones (see

Section 4.4.1) as follows: GDDS label 4 and 3 are matched to label ‘a’ ({4,3}→ {‘a’});

GDDS labels 2, 8 and 9 are matched to label ‘b’ ({2,8,9}→ {‘b’}); and GDDS labels 1

and 0 are matched to label ‘c’ ({1,0}→ {‘c’}).

4.5 IGM samples

4.5.1 Absorption line search

The search of absorption line systems in the continuum normalized QSO spectra

was performed manually (eyeballing), based on a iterative process described as

follows: (i) we first searched for all possible features (H I and metal lines) at

redshift z = 0 and z = zQSO, and labelled them accordingly. (ii) We then searched

for strong H I absorption systems, from z = zQSO until z = 0, showing at least

2 transitions (e.g. Lyα and Lyβ or Lyβ and Lyγ, and so on). This last condition

allowed us to identify (strong) H I systems at redshifts greater than z > 0.477

even for spectra without NUV coverage (λ > 1795 Å). (iii) When a H I system is

found, we labelled all the Lyman series transitions accordingly and looked for

possible metal transitions at the same redshift. (iv) We then performed a search for

‘high-ionization’ doublets (Ne VIII, O VI, N V, C IV and Si IV), from z = zQSO until

z = 0, independently of the presence of H I. (v) For the remaining unidentified

features we assumed them to be H I Lyα and repeated step (iii). For all of the

identified transitions we set initial guesses in number of velocity components,

column densities and Doppler parameters, for a subsequent Voigt profile fitting.

This algorithm allowed us to identify the majority but not all the absorption

line systems observed in our QSO spectral sample. The remaining unidentified

features are typically very narrow and inconsistent with being H I (assuming a
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minimum temperature of the diffuse IGM of T ∼ 104 K, implies a bHI ∼ 10 km s−1;

e.g. Davé et al. 2010), so we are confident that our H I sample is fairly complete.

4.5.2 Voigt profile fitting

We fit Voigt profiles to the identified absorption line systems using VPFIT11. We

accounted for the non-Gaussian COS line spread function (LSF), by interpolating

between the closest COS LSF tables provided by STScI12 at a given wavelength.

We used the guesses provided by the absorption line search (see Section 4.5.1) as

the initial input of VPFIT, and modified them when needed to reach satisfactory

solutions. For intervening absorption systems we kept solutions having the least

number of velocity components needed to minimize the reduced χ2.13 For fitting

H I systems, we used at least two spectral regions associated to their Lyman

series transitions when the spectral coverage allowed it. This means that for

H I systems showing only Lyα transition, we also included their associated Lyβ

regions (even though they do not show evident absorption) when available. This

last step provides confident upper limits to the column density of these systems.

For strong H I systems we used regions associated to as many Lyman series

transitions, but excluding regions of poor signal-to-noise (S/N . 1) spectra.

In the following we will present only results for H I systems; a catalog of metal

systems will be published elsewhere.

4.5.3 Absorption line reliability

For each H I absorption system we assigned a reliability flag. We used a scheme

based on three labels:

• Secure (‘a’): systems at redshifts that allow the detection of either Lyα and

Lyβ or Lyβ and Lyγ transitions in a given spectrum, whose logNHI values

are greater than 30× their uncertainties as quoted by VPFIT.

11http://www.ast.cam.ac.uk/~rfc/vpfit.html
12http://www.stsci.edu/hst/cos/performance/spectral_resolution
13Our typical reduced χ2 values are of the order . 1.2.

http://www.ast.cam.ac.uk/~rfc/vpfit.html
http://www.stsci.edu/hst/cos/performance/spectral_resolution
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• Probable (‘b’): systems at redshifts that only allow the detection of the Lyα

transition in a given spectrum, whose logNHI values are greater than 30×

their uncertainties as quoted by VPFIT.

• Uncertain (‘c’): systems at any redshift, whose logNHI values are smaller

than 30× their uncertainties as quoted by VPFIT. Systems in this category

will be excluded from the correlation analyses presented in this work.

4.5.4 Consistency check of subjective steps

The whole process of finding and characterizing IGM absorption lines involves

subjective steps. We checked that this fact does not affect our final results by

comparing redshift, column density and Doppler parameter values for H I systems

obtained independently—including the continuum fitting—by two of the authors

(N.T. versus C.W.F.) in the J020930.7-043826 QSO spectrum. We found values

consistent with one another at the 1σ level in ∼ 90% of cases for logNHI and

bHI, and in 100% of cases for redshifts. The vast majority of discrepancies were

driven by weak absorption systems close to the level of detectability, for which

the differences in the continuum fitting are more important.

4.5.5 NHI and bHI distributions and completeness

Figure 4.5 shows the observed H I column density (NHI; left panel) and Doppler

parameter (bHI; middle panel) distributions for ‘secure’ systems (‘a’ label; black

solid lines), ‘secure’ plus ‘probable’ systems (‘a+b’ labels; dashed black lines), and

‘uncertain’ systems (‘c’ label; dotted red lines; see Section 4.5.3). We see sudden

decreases in the number of systems at NHI . 1013 cm−2 and bHI . 10 km s−1,

which indicate the observational completeness limits of our sample and/or our

selection (shown as grey shaded areas in Figure 4.5).

Theoretical results point out that the H I column density distribution is well

described by a power law of the form f(NHI) ∝ N−βHI with β ∼ −1.7 − 1.8, ex-

tending significantly below ∼ 1013 cm−2 (e.g. Paschos et al., 2009; Davé et al.,
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2010; Tepper-García et al., 2012). This has been observationally confirmed from

higher signal-to-noise ratio data (S/N ∼ 20 − 40) at least down to NHI ∼ 1012.3

cm−2 (Williger et al., 2010). Our current NHI completeness limit is therefore not

physical, and driven by the signal-to-noise ratio of our sample. Indeed, using the

results from Keeney et al. (2012), the expected minimum rest-frame equivalent

width for H I lines detected in the FUV-COS—in which the majority of weak

lines are detected—at the 3σ confidence level, for our typical signal-to-noise ratio

(S/N ∼ 10; see Table 4.2), is ∼ 40 mÅ. This limit corresponds to NHI ∼ 1013 cm−2

for a typical Doppler parameter of bHI ∼ 30 km s−1, which is consistent with what

we observe.

The same theoretical results point out that the H I Doppler parameter dis-

tribution for the diffuse IGM peaks at ∼ 20− 40 km s−1, with almost negligible

contribution of lines with bHI < 10 km s−1 (Paschos et al., 2009; Davé et al., 2010;

Tepper-García et al., 2012). Given that the FUV-COS and FOS data have spectral

resolutions of about ∼ 16 km s−1, these samples should include the vast majority

of real H I systems at NHI & 1013 cm−2. On the other hand, the NUV-COS data

(3 QSOs; see Table 4.2) have spectral resolutions of about ∼ 100 km s−1, which

introduces some unresolved unphysically broad lines. Unresolved blended sys-

tems also add some unphysically broad lines in all our data. This observational

effect explains, in part, the tail at large bHI (see middle panel of Figure 4.5). We

note that very broad lines can also be explained by physical mechanisms, such

as temperature, turbulence, Jeans smoothing and Hubble flow broadenings (e.g.

Rutledge, 1998; Hui and Rutledge, 1999; Davé et al., 2010; Tepper-García et al.,

2012). There are a total of 58/766 ∼ 8% of systems with bHI ≥ 80 km s−1. Such a

small fraction should not affect our results significantly.

We also note that the typical bHI uncertainties are of the order of ∼ 10 km s−1,

and so scatter of similar amount should be expected in the bHI distributions. This

explains the presence of lines with bHI . 10 km s−1, all of which are consistent

with 10 km s−1 within the errors. However, as we do not use the actual bHI values

in any further analysis, this uncertainty does not affect our results.
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The right panel of Figure 4.5 shows the distribution of bHI as a function of

logNHI for ‘secure’ plus ‘probable’ systems (‘a+b’ labels; grey circles), and ‘un-

certain’ systems (‘c’ label; red open triangles; uncertainties not shown). We see

that there are not strong correlations between these values, apart from the upper

and lower bHI envelopes. The upper envelope is consistent with an observational

effect, as higher NHI values are required to observe lines with larger bHI, for a

fixed signal-to-noise ratio (e.g. Paschos et al., 2009; Williger et al., 2010). The lower

envelope is consistent with a physical effect, driven by the temperature-density

relation of the diffuse IGM: H I systems with larger NHI probe, on average, denser

regions for which the temperature—a component of the bHI—is also, on average,

larger (e.g. Hui and Gnedin, 1997; Paschos et al., 2009; Davé et al., 2010; Tepper-

García et al., 2012). A proper analysis of these two effects is beyond the scope of

the present work.

4.5.6 Column density classification

One of our goals is to test whether the cross-correlation between H I absorption

systems and galaxies depends on the H I column density. To do so, we split

our H I sample into subcategories based on a column density limit. We define

‘strong’ systems as those with column densities NHI ≥ 1014 cm−2, and ‘weak’

systems as those with NHI < 1014 cm−2. The transition column density of 1014

cm−2 is somewhat arbitrary but was chosen such that: (i) the H I–galaxy cross-

correlation for ‘strong’ systems and the galaxy–galaxy auto-correlation have

similar amplitudes; and (ii) the ‘strong’ systems sample is large enough to measure

the cross-correlation at relatively high significance. A larger column density limit

(e.g. ∼ 1015−16 cm−2) does indeed give a stronger H I–galaxy clustering amplitude,

but it also increases the noise of the measurement.

We note that there might not necessarily be a physical mechanism providing a

sharp NHI limit. However, recent theoretical results (e.g. Davé et al., 2010) suggest

that there might still be a physical meaning for such a column density limit. We

will discuss more on this issue in Section 4.9.2.
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Table 4.4: Summary of the H I survey used in this
work.a

Secure Probable Uncertain Total
(‘a’) (‘b’) (‘c’)

Q0107-025A
H I 76 29 15 120

Strong 26 1 10 37
Weak 50 28 5 83

Q0107-025B
H I 45 6 16 67

Strong 22 1 2 25
Weak 23 5 14 42

Q0107-0232
H I 26 20 4 50

Strong 19 6 0 25
Weak 7 14 4 25

J020930.7-043826
H I 74 60 22 156

Strong 17 10 6 33
Weak 57 50 16 123

J100535.24+013445.7
H I 70 61 8 139

Strong 9 8 5 22
Weak 61 53 3 117

J102218.99+013218.8
H I 50 10 6 66

Strong 5 5 0 10
Weak 45 5 6 56

J135726.27+043541.4
H I 86 46 10 142

Strong 23 9 4 36
Weak 63 37 6 106

J221806.67+005223.6
H I 5 12 9 26
Strong 5 8 9 22
Weak 0 4 0 4

Total
H I 453 216 97 766
Strong 126 47 37 210
Weak 327 169 60 556

a See Section 4.5.3 and Section 4.5.6 for
definitions.
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4.5.7 Summary

Our IGM data is composed of HST data from the COS and FOS instruments taken

on 8 different QSOs (see Tables 4.1 and 4.2). We have split our H I absorption line

system sample into ‘strong’ and ‘weak’ based on a column density limit of 1014

cm−2. Our survey is composed by a total of 669 well identified H I systems with

N & 1013 cm−2.14 Table 4.4 shows a summary of our H I survey. Tables A.1 to A.8

present the survey in detail.

4.6 Galaxy samples

In this section we describe our galaxy samples. In the following, we will refer to

our new galaxy surveys in terms of the instrument used (either VIMOS, DEIMOS

and GMOS), to distinguish them from the VVDS or GDDS surveys.

4.6.1 Spectral type classification

One of our goals is to test whether the cross-correlation between H I absorption

systems and galaxies depends on the galaxy spectral type (either absorption or

emission line dominated; e.g. Chen et al., 2005; Chen and Mulchaey, 2009). To do

so we need to classify our galaxy sample accordingly.

We took a conservative approach by considering only two galaxy subsamples:

those which have not undergone important star formation activity over their past

∼ 1 Gyr and those which have. In terms of their spectral properties the former

type has to show strong a D4000 break and no significant emission lines (including

Hα and [O II]). The later type are the complementary galaxies, i.e. those with

measurable emission lines. We therefore name these subsamples as ‘non-star-

forming’ (‘non-SF’) and ‘star-forming’ (‘SF’) galaxies respectively, deliberately

avoiding the misleading terminology of ‘early’ and ‘late’ types. Summarizing,

14Note that only 654 of those are used in our correlation analysis (see Section 4.8).



4. The IGM–galaxy cross-correlation at z . 1 116

SF, z=0.3799, a

Hβ

[O
III

]

Hα

G

[O
III

]

M
g

[S
II]

SF, z=0.1234, b

[O
III

]

Hα

[O
III

]

M
g

[S
II]

SF, z=0.6171, a

[O
II]

Ca
II 

H Hβ

[O
III

]

Ca
II 

K G

[O
III

]

M
g

SF, z=0.3046, b

Hβ

[O
III

]

Hα

G

[O
III

]

M
g

[S
II]

non-SF, z=0.5849, a

[O
II]

Ca
II 

H Hβ

[O
III

]

Ca
II 

K G

[O
III

]

M
g

non-SF, z=0.4708, b

Ca
II 

H Hβ

[O
III

]

Ca
II 

K G

[O
III

]

M
g

6000 7000 8000 9000

non-SF, z=0.3607, a

Hβ

[O
III

]

Hα

G

[O
III

]

M
g

[S
II]

6000 7000 8000 9000

non-SF, z=0.2212, b

Hβ

[O
III

]

Hα

[O
III

]

M
g

[S
II]

Re
la

tiv
e 

Fl
ux

Wavelength [ ◦
A]

Figure 4.6: Examples of galaxy spectra taken with VIMOS (black lines) and its uncertain-
ties (green lines). The left panels show spectra with ‘secure’ redshifts (‘a’ labels) while
the right panels show spectra with ‘possible’ redshifts (‘b’ labels). The top four panels
show examples of ‘SF’ galaxies while the bottom four panels show examples of ‘non-SF’
galaxies. Grey shaded areas show regions affected by poor sensitivity (edges) and by
telluric absorption (middle) excluded from the redshift determination process. Red dotted
lines show the position of some spectral features for each galaxy spectrum.

• Non-star-forming galaxies (‘non-SF’): those galaxies which show no measur-

able star formation activity over the past & 1 Gyr (e.g. Early, Bulge, Elliptical,

Red Luminous Galaxy and S0 templates).

• Star-forming galaxies (‘SF’): those galaxies which show evidence of current or

recent (. 1 Gyr) star formation activity (e.g. Late, Sa, Sb, Sc, SBa, SBb, SBc

and Starburst templates).

We note that we are not classifying galaxies on morphology, even though

the template names might suggest that. Our classification is based solely on the

presence or absence of spectral features associated with star-formation activity.

As an example, Figure 4.6 shows 8 galaxies with a variety of signal-to-noise ratios,

redshifts, redshift reliabilities, and spectral classifications.

This template matching scheme was used only for our VIMOS and GMOS

galaxies because in both the redshifts were determined using template matches.
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For the rest of our data we used different approaches, described in the following

sections.

DEIMOS data

The DEIMOS reduction pipeline provides three weights from a principal com-

ponent analysis: w1 (‘absorption-like’), w2 (‘emission-like’) and w3 (‘star-like’).

Thus, for DEIMOS data we use these weights to define star-forming and non-

star-forming galaxies as follows: if max(fw1, w2) = fw1 we assigned that object

to be a ‘non-SF’ galaxy; if max(fw1, w2) = w2 we assigned that object to be a

‘SF’ galaxy; and if z < 0.005 we assigned that object to be a ‘star’ (this last condi-

tion takes precedence over the previous ones). We used f = 0.2 to be conservative

in the definition of ‘non-SF’ galaxies. This value also minimizes the ‘uncertain-

identification rate’ in field Q0107 (see below). We did not use the information

provided by w3 because we found 7 objects with z > 0.005 (galaxies) showing

max(w1, w2, w3) = w3, probably because of their low signal-to-noise spectra.

CFHT data

In the case of the CFHT survey, we did not performe a spectral type split, and so

we will only use these galaxies for results involving the whole galaxy population.

We note that there is a large overlap between our GMOS and the CFHT samples

and that the CFHT sample is comparatively small (61 galaxies). Thus, this choice

does not compromise our analysis.

VVDS data

In the case of the VVDS survey we used a colour cut to split the sample into red

and blue galaxies. We chose this approach because the current VVDS survey

does not provide spectral classification for galaxies in the fields used in this work.

We used a single color limit of B −R = 2.15 (no ‘k-correction’ applied15) to split

15If we knew the spectral type of the galaxies we would have not required the color split in the
first place.
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our sample. Thus, galaxies with B −R < 2.15 were assigned to our ‘SF’ sample,

whereas those with B−R ≥ 2.15 were assigned to our ‘non-SF’ sample. We chose

this limit as it gives the same proportion of ‘non-SF’/‘SF’ galaxies as in the rest

of our sample. Objects with no B − R color measurement were left out of this

classification, and so these will only contribute to the results involving the whole

galaxy population.

GDDS data

The GDDS survey provides spectral classification based on three binary digits,

each one referring to ‘young’ (‘100’), ‘intermediate-age’ (‘010’) and ‘old’ (‘001’)

stellar populations (Abraham et al., 2004). The GDDS spectral classification

also allowed for objects dominated by one or more types, so ‘101’ could mean

that the object has strong D4000 break and yet some strong emission lines. In

order to match GDDS galaxies to our spectral classification we proceeded in the

following way. Galaxies classified as ‘old’ were matched to our ‘non-SF’ sample

({‘001’}→ {‘non-SF’ }); and galaxies classified as not being ‘old’ where matched to

our ‘SF’ sample ({6=‘001’}→ {‘SF’ }).

Uncertainty in the spectral classification scheme

We quantified the uncertainty in this spectral classification by looking at the

‘uncertain-classification rate’, i.e. the fraction of (duplicate) galaxies that were not

consistently classified as either ‘SF’ or ‘non-SF’ over the total number of (duplicate)

galaxies. For fields J1005, J1022 and J2218 this uncertainly-classification rate

corresponds to 11/667 ∼ 2%. None of these uncertainly-classified galaxies show

redshift differences & 0.005 (catastrophic). For the Q0107 field this uncertain-

classification rate corresponds to 25/280 ∼ 9%. From these, 4/25 show redshift

differences & 0.005, all of which are galaxies labelled as ‘b’ (‘possible’); and 19/25

were driven by observations using different instruments. The higher uncertain-

identification rate for Q0107 is therefore mostly driven by the inhomogeneity of

our samples.
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For fields J1005 and J2218 we also checked whether the color cut limit used to

split the VVDS sample (see Section 4.6.1) gives consistency with the actual spectral

classification of our VIMOS sample, for common objects observed by these two

surveys. In this case, the uncertain-classification rate corresponds to 2/40 ∼ 5%,

all of which were conservative in the sense that the VVDS classification (uncertain)

was ‘SF’ whereas the VIMOS one (reliable) was ‘non-SF’.

4.6.2 Treatment of duplicates

For objects observed with different instruments and/or showing different redshift

confidences, we combined their redshift information considering the following

priorities:

• Redshift label priority: we gave primary priority to redshifts labelled as ‘a’, ‘b’

and ‘c’, in that order.

• Instrument priority: we gave secondary priority to redshifts measured with

DEIMOS, GMOS, VIMOS and CFHT, in that order. We based this choice on

spectral resolution.

We therefore chose the redshift given by the highest priority and took the

average when 2 or more observations had equivalent priorities. The spectral

classification of uncertainly-classified objects (i.e., being classified as both ‘SF’ and

‘non-SF’) was set to be ‘SF’, ensuring a conservative ‘non-SF’ classification.

4.6.3 Star/galaxy morphological separation

Our DEIMOS observations deliberately avoided star-like (unresolved) objects,

based on the CLASS_STAR parameter provided by SEXTRACTOR (Section 4.4.2).

We found that this selection misses a number of faint, unresolved galaxies and

so it might introduce an undesirable bias selection (see also Prochaska et al.,

2011a). This motivated our subsequent VIMOS and GMOS selection, for which
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Figure 4.7: Left: SEXTRACTOR CLASS_STAR as a function of R-band magnitude for
objects with spectroscopic redshifts: ‘SF’ galaxies (big blue open circles), ‘non-SF’ galaxies
(small red open triangles) and stars (small green squares). Histograms are shown around
the main panel truncated at 230 counts. The sudden decreases of objects at R ∼ 22 and
R ∼ 23 are due to our target selection (see Section 4.4). Right: Histogram of objects with
CLASS_STAR ≥ 0.97: all galaxies (solid black), ‘SF’ galaxies (solid blue), ‘non-SF’ galaxies
(solid red) and stars (dashed green). We see a significant number of unresolved galaxies
at R & 21 mag (see Section 4.6.3 for further discussion).

no morphological criteria was imposed (see Section 4.4.1 and Section 4.4.3). Here

we summarize our findings regarding this issue.

The left panel of Figure 4.7 shows CLASS_STAR values as a function of R-

band magnitude for objects with spectroscopic redshifts: ‘SF’ galaxies (big blue

open circles), ‘non-SF’ galaxies (small red open triangles) and stars (small green

squares). The sudden decrease of objects at R ∼ 22.5, R ∼ 23.5 and R ∼ 24.5

magnitudes are due to our target selection (see Section 4.4). The fraction of ‘non-

SF’ with respect to ‘SF’ galaxies is higher at brighter magnitudes (see Section 4.6.4).

We see a bimodal distribution of objects having CLASS_STAR ∼ 0 (resolved) and

CLASS_STAR ∼ 1 (unresolved). The vast majority of resolved objects are galaxies

but some stars also fall in this category due to the non-uniform point spread

function (PSF) that varies across the imaging field of view. On the other hand,

the vast majority of bright unresolved objects are stars, but a significant fraction
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of faint ones are galaxies. The right panel of Figure 4.7 shows a histogram of

objects with CLASS_STAR≥ 0.97 as a function ofR-band magnitude. Such objects

are typically excluded from galaxy spectroscopic surveys. We find unresolved

galaxies over a wide range of magnitudes, but more importantly at R & 21. At

R & 22 unresolved galaxies dominate over stars, and so a CLASS_STAR < 0.97

criteria indeed introduces an undesirable selection bias. Even at magnitudes

brighter than R ∼ 21, where the fraction of unresolved galaxies is small, this

morphological bias is still undesirable for galaxy-absorber direct association

studies. In our survey, 2(7) out of 33(82) R ≤ 21 (R ≤ 24) unresolved galaxies lie

at ≤ 300 kpc (physical) from a QSO LOS which might have been left out based on

a morphological selection. As mentioned, our DEIMOS survey is indeed affected

by this selection effect, but our VIMOS and GMOS surveys are not, which allowed

us to overcome this potential problem in all our fields, including Q0107.

Neither the VVDS nor the GDDS data are affected in this way. The VVDS

survey targeted objects based only on magnitude limits, while the GDDS survey

used photometric redshifts to avoid low-z galaxies, with no morphological criteria

imposed.

4.6.4 Completeness

The completeness of a survey is defined as the fraction of detected objects with

respect to the total number of objects that could be observed. In the case of our

galaxy survey the completeness can be decomposed in: (i) the fraction of objects

with successful redshift determination with respect to the total number of targeted

objects; (ii) the fraction of targeted objects with respect to the total number of

objects detected by SEXTRACTOR; and (iii) the fraction of objects detected by

SEXTRACTOR with respect to the total number of objects that could be observed.

In the following we will focus only on the first of these terms for our new galaxy

data. For the completeness of VVDS, GDDS and CFHT surveys we refer the

reader to Le Fèvre et al. (2005), Abraham et al. (2004) and Morris and Jannuzi

(2006) respectively.
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Figure 4.8: Success rate of assigning redshift for our new galaxy surveys. From top
to bottom: VIMOS (J1005, J1022 and J2218); VIMOS (Q0107); DEIMOS (Q0107); and
GMOS (Q0107). The left and second-left panels show the fraction of targeted objects
with assigned redshift and the fraction of those that were identified as galaxies (black
lines) and/or stars (green lines), as function of apparent R-band magnitude, respectively.
The second-right and right panels show the fraction of galaxies that were classified as
‘star-forming’ (blue lines) and/or ‘non-star-forming’ (red lines), as a function of R-band
magnitude and redshift, respectively. All these fractions are shown for both objects with
high (‘a’ label; solid lines) and/or any (‘a+b’ label; dashed lines) redshift confidence. The
number of objects corresponding to a fraction of 1 (total) are labeled at the bottom of each
bin. See Section 4.6.4 for further discussion.
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Figure 4.8 shows the success rate of assigning redshifts as a function of R-

band apparent magnitude, for all objects (left panel) and for galaxies and/or stars

(second-left panel). We present them separately for each of our new galaxy surveys

because of their different selection functions. From top to bottom: VIMOS (J1005,

J1022 and J2218), VIMOS (Q0107), DEIMOS (Q0107), and GMOS (Q0107). All

of these fractions are computed for objects whose redshifts have been measured

at high (label ‘a’, solid lines) and/or any confidence (label ‘a+b’, dashed lines).

We see that our surveys have a ∼ 70− 90% success rate for objects with R . 22

magnitudes, and a . 40% success rate for objects with 22 . R . 24, except for our

VIMOS survey of fields J1005, J1022 and J2218, which shows a ∼ 70− 90% success

rate even for faint objects. As mentioned in Section 4.4 our VIMOS, GMOS and

DEIMOS surveys were limited at R = 23 − 23.5, R = 24, R = 24.5 respectively,

and so the small contribution of objects fainter than those limits correspond to

untargeted objects that happened to lie within the slits. These objects correspond

to a very small fraction of the total, and so we left them in. The higher success

rate for brighter objects is expected given the higher signal-to-noise ratio of those

spectra. For objects brighter than R ∼ 22 magnitudes, the fraction of identified

galaxies is & 50%, and the fraction of identified stars varies: from ∼ 0% in our

DEIMOS survey (by construction; see Section 4.4.2), . 10% in our GMOS survey,

to ∼ 20− 10% in our VIMOS surveys. The fraction of identified galaxies and stars

at fainter magnitudes is . 50% and . 10% respectively.

Figure 4.8 also shows how the galaxy completeness depends on our galaxy

spectral type classification (see Section 4.6.1). The second-right and right panels

show the fraction of galaxies classified as ‘SF’ (blue lines) and/or ‘non-SF’ (red

lines) over the total number of galaxies as a function of R-band magnitude and

redshift respectively. Excluding magnitude bins with < 10 galaxies, we see that

the fraction of ‘non-SF’ galaxies decreases with R-band apparent luminosity,

consistent with the higher signal-to-noise ratio spectra for the brighter objects.

The fraction of ‘SF’ galaxies shows a flatter behavior because the redshift de-

termination depends more on the signal-to-noise of the emission lines than the
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signal-to-noise of the continuum. The fraction of ‘non-SF’ galaxies dominates

over ‘SF’ ones at R . 19 (see also left panel Figure 4.7), with a contribution of

∼ 50 − 70%, although these bins have typically < 20 objects. At fainter magni-

tudes (R & 20), ‘SF’ galaxies dominate over ‘non-SF’ ones with a contribution

of ∼ 60− 90%. Despite these magnitude trends, we see that our galaxy sample

is dominated by the ‘SF’ type over the whole redshift range (except for the one

galaxy observed at z > 1.4 in the DEIMOS survey), as might have been expected

from our conservative spectral classification (Section 4.6.1). ‘SF’ (‘non-SF’) galaxies

account for ∼ 60− 80% (∼ 20− 30%) of the total galaxy fraction at z . 1, with a

mild decrease (increase) with redshift. This redshift trend is most apparent in our

VIMOS survey of fields J1005, J1022 and J2218, which we explain as follows. The

D4000 Å break becomes visible at 5500 Å for redshifts ∼ 0.4 and moves towards

wavelength ranges of higher spectral quality (∼ 6000− 7500 Å) at z ∼ 0.7− 0.9.

Simultaneously, Hα and [O III] emission lines are shifted towards poor quality

spectral ranges (& 8000 Å; due to the presence of sky emission lines) at z ∼ 0.2

and z ∼ 0.6, and are out of range at z & 0.4 and z & 0.8 respectively. At z & 1 the

only emission line available is [O II] which explains the rise in the fraction of low

redshift confidence (‘b’ labels) ‘SF’ galaxies.

4.6.5 Summary

Our galaxy data is composed of a heterogeneous sample obtained by 4 different

instruments (see Table 4.3), taken around 8 different QSO LOS in 6 different fields

(see Figure 4.9 and Table 4.1). For fields with observations from more than one

instrument, we have made sure that the redshift frames are all consistent. We have

also split the galaxies into ‘star-forming’ (‘SF’) and ‘non-star-forming’ (‘non-SF’),

based on either spectral type (for those lying close to the QSO LOS, i.e., VIMOS,

DEIMOS, GMOS and GDDS samples) or color (VVDS sample). Table 4.5 shows

a summary of our galaxy survey. Tables A.9 to A.12 present our new galaxy

survey in detail. We refer the reader to Le Fèvre et al. (2005), Abraham et al. (2004)

and Morris and Jannuzi (2006) for retrieving the VVDS, GDDS and CFHT data
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Table 4.5: Summary of the galaxy surveys used in this work.

Secure Possible No idea Undefined Total
(‘a’) (‘b’) (‘c’) (‘n’)

Our new survey
Galaxies 1634 509 0 0 2143
‘SF’ 1336 441 0 0 1777
‘non-SF’ 298 68 0 0 366

Stars 451 42 0 0 493
AGN 2 20 0 0 22
Unknown 0 0 893 0 893

GGDS surveya

Galaxies 41 12 0 0 53
‘SF’ 32 11 0 0 43
‘non-SF’ 9 1 0 0 10

Stars 1 0 0 0 1
AGN 1 0 0 0 1
Unknown 0 0 5 0 5

VVDS surveyb

Galaxies 9458 7903 0 0 17361
‘SF’ 3766 3179 0 0 6945
‘non-SF’ 789 639 0 0 1428

Stars 1 2 0 0 3
AGN 138 131 0 0 269
Unknown 0 0 8394 0 8394

CFHT survey
Galaxies 0 0 0 31 31

Total
Galaxies 11133 8424 0 31 19588
‘SF’ 5134 3631 0 0 8765
‘non-SF’ 1096 708 0 0 1804

Stars 453 44 0 0 497
AGN 141 151 0 0 292
Unknown 0 0 9292 0 9292
a Only objects in field J0209.
b Only objects in fields J1005, J1357 and J2218.



4. The IGM–galaxy cross-correlation at z . 1 126

respectively.

Our final dataset comprises 19588 (11133) galaxies with good (excellent) spec-

troscopic redshifts at z . 1 around QSO LOS with 669 (453) good (excellent)

H I absorption line systems. This is by far the largest sample suitable for a

statistical analysis on the IGM–galaxy connection to date.

4.7 Correlation analysis

The main goal of this work is to address the connection between the IGM traced

by H I absorption systems and galaxies in a statistical manner. To do so, we focus

on a two-point correlation analysis rather than attempting to associate individual

H I systems with individual galaxies.

The two-point correlation function, ξ(r), is defined as the probability excess

of finding a pair of objects at a distance r with respect to the expectation from a

randomly distributed sample.16 Combining the results from the H I–galaxy cross-

correlation with those from the H I–H I and galaxy–galaxy auto-correlations for

different subsamples of H I systems and galaxies, we aim to get further insights

on the relationship between the IGM and galaxies.

4.7.1 Two-dimensional correlation measurements

In order to measure these spatial correlation functions we converted all H I system

and galaxy positions given in (RA, DEC, z) coordinates into a Cartesian co-moving

system (X, Y, Z). We first calculated the radial co-moving distance to an object at

redshift z as,

R(z) =
c

H0

∫ z

0

1√
Ωm(1 + z′) + ΩΛ

dz′ . (4.2)

where c is the speed of light, H0 is the Hubble constant and, Ωm and ΩΛ are

the mass and ‘dark energy’ density parameters, respectively. Let (RA0, DEC0)

16Assuming isotropy, ξ is a function of distance only.
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be the central coordinates of a given independent field. Then, we transformed

(RA,DEC,z) to (X, Y, Z) as follows:

X ≡ R(z) cos (∆δ) cos (∆α)

Y ≡ R(z) cos (∆δ) sin (∆α)

Z ≡ R(z) sin (∆δ) ,

(4.3)

where ∆δ ≡ (DEC − DEC0) and ∆α ≡ (RA − RA0) cos(DEC0), both in radians.

Note that all our fields are far away from the poles and each of them have small

angular coverage (‘pencil beam’ surveys), making this transformation accurate.

For fields with only one QSO we chose (RA0,DEC0) = (RAQSO,DECQSO), while

for the triple QSO field we took the average position as the central one.

Given that peculiar velocities add an extra component to redshifts (in addition

to cosmological expansion), our (X, Y, Z) will be affected differently, producing

distortions even from actually isotropic signals. This is because the X coordinate

is parallel to the LOS, while the Y and Z coordinates are perpendicular to it. Let

R(z) be the radial co-moving distance at redshift z (Equation 4.2) and ∆θ a small

(� 1) angular separation in radians. The transverse co-moving separation can be

then approximated by ≈ R(z)∆θ, implying that our X coordinate will be affected

a factor of ≈ 1/∆θ times that of the Y and Z coordinates for a fixed redshift differ-

ence. As an example, a redshift difference of ∆z = 0.0007 at z = 0.5 (≈ 140 km s−1)

will roughly correspond to a radial co-moving difference of ≈ 2 Mpc, while only

to a . 0.02 Mpc difference in the transverse direction for co-moving separations

. 20 Mpc. We therefore measured the auto- and cross-correlations both along

and transverse to the LOS, ξ(r⊥, r‖), independently. In terms of our Cartesian

coordinates we have that r‖,ij ≡ |Xi−Xj| and r⊥,ij ≡
√
|Yi − Yj|2 + |Zi − Zj|2, are

the along the LOS and transverse to the LOS distances between two objects at

positions (Xi, Yi, Zi) and (Xj, Yj, Zj) respectively. Deviations from an isotropic

signal in our (r⊥, r‖) coordinates can then be attributed to redshift uncertainties,

peculiar velocities and/or LSS bulk motions between the objects in the sample.
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We used the Landy and Szalay (1993) estimator to calculate the galaxy–galaxy

auto-correlation as,

ξLS
gg (r⊥, r‖) =

DgDg/n
DD
gg − 2DgRg/n

DR
gg

RgRg/nRR
gg

+ 1 , (4.4)

where DgDg is the number of observed ‘data-data’ galaxy–galaxy pairs, RgRg is

the number of ‘random-random’ galaxy–galaxy pairs and DgRg is the number of

‘data-random’ galaxy–galaxy pairs, all of which are measured at the given (r⊥, r‖)

scales; and nDD
gg , nDR

gg and nRR
gg are the normalization factors for each respective

pair count. Let N real
gal and N rand

gal ≡ αgalN
real
gal be the total number of real and random

galaxies respectively, then

nDD
gg = N real

gal (N real
gal − 1)/2

nDR
gg = αgal(N

real
gal )2

nRR
gg = αgalN

real
gal (αgalN

real
gal − 1)/2.

(4.5)

The H I–H I auto-correlation, ξLS
aa , was calculated in the same fashion as ξLS

gg , so

ξLS
aa (r⊥, r‖) =

DaDa/n
DD
aa − 2DaRa/n

DR
aa

RaRa/nRR
aa

+ 1 , (4.6)

where DaDa is the number of observed ‘data-data’ absorber-absorber pairs, RaRa

is the number of ‘random-random’ absorber-absorber pairs and DaRa is the

number of ‘data-random’ absorber-absorber pairs, all of which measured at the

given (r⊥, r‖) scales; and nDD
aa , nDR

aa and nRR
aa are the normalization factors for each

respective pair count. Let N real
abs and N rand

abs ≡ αabsN
real
abs be the total number of real

and random H I systems respectively, then



4. The IGM–galaxy cross-correlation at z . 1 130

nDD
aa = N real

abs (N real
abs − 1)/2

nDR
aa = αabs(N

real
abs )2

nRR
aa = αabsN

real
abs (αabsN

real
abs − 1)/2.

(4.7)

The H I–galaxy cross-correlation, ξLS
ag , was calculated using a generalized

version of the Landy and Szalay (1993) estimator,

ξLS
ag (r⊥, r‖) =

DaDg/n
DD
ag −DaRg/n

DR
ag −RaDg/n

RD
ag

RaRg/nRR
ag

+ 1 (4.8)

(e.g. Adelberger et al., 2003), where DaDg is the number of observed ‘data-

data’ absorber–galaxy pairs, RaRg is the number of ‘random-random’ absorber–

galaxy pairs, DaRa and RaDg are the number of ‘data-random’ and ‘random-data’

absorber–galaxy pairs respectively, all of which are measured at the given (r⊥, r‖)

scales. Following previous conventions the normalization factors in this case are,

nDD
ag = N real

abs N
real
gal

nDR
ag = αgalN

real
abs N

real
gal

nRD
ag = αabsN

real
abs N

real
gal

nRR
ag = αgalαabsN

real
abs N

real
gal .

(4.9)

This approach makes the random samples a crucial component of the analysis.

A detailed description of the random generator algorithms is presented in Sec-

tion 4.7.2.

Landy and Szalay (1993) showed that ξLS minimizes the observed variance and

so is preferable over other proposed estimators (e.g. Sharp, 1979; Hewett, 1982;

Davis and Peebles, 1983; Hamilton, 1993). Given the limited nature of any survey,

all estimators are biased towards lower correlation amplitudes. This is because

the mean densities of our two populations are estimated from the survey itself. In
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order for us to measure a positive correlation in a certain scale, the measured ξ

needs to be negative at another. This leads to an observed correlation amplitude

which is lower than the underlying real one, ξreal, assumed to be positive. This is

a well known bias commonly referred to as the ‘integral constraint’. Landy and

Szalay (1993) showed that ξLS and ξreal are related as

1 + ξLS =
1 + ξreal

1 + ξV
, (4.10)

where ξV is the ‘integral constraint’ (scalar) defined as

ξV ≡
∫
V

G(r)ξreal(r) d2V . (4.11)

Here G(r) is a normalized geometric window function (positive) which gives the

probability of having two volume elements separated by a distance r in the survey.

In the case of our auto- and cross-correlations G is given by Ggg ≈ RgRg/n
gg
RR,

Gaa ≈ RaRa/n
aa
RR and Gag ≈ RaRg/n

ag
RR. Although we cannot know a priori the

amplitude of ξreal we made a small correction using

ξ = (1 + ξ̃V )(1 + ξLS)− 1 , (4.12)

where ξ̃V ≡
∫
V
G(r)ξLS(r) d2V , which still helps because of the discrete nature of

all our cross-pair counts (including the randoms).

The computation of ξLS
gg , ξLS

aa and ξLS
ag was performed after summing all the

cross-pairs from our Nf = 6 independent fields,

DgDg(r⊥, r‖) =

Nf∑
i

DgDg(r⊥, r‖)i , (4.13)

where (DgDg)i is the number of ‘data-data’ galaxy–galaxy pairs in the i-th field;

and so on for the rest of the cross-pair counts. In contrast to measuring ξLS for each

independent field and then taking a weighted average, our adopted approach

reduces the ‘shot noise’.
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Another way to reduce the ‘shot noise’ is by using large bin sizes for counting

the cross-pairs, but this will limit the spatial resolution of our ξ measurements.

Therefore, we have chosen to compute the cross-pairs at scales r⊥ < 10 Mpc

using a linear grid of 0.5 Mpc in both (r⊥, r‖) coordinates and apply a Gaussian

filter of 0.5 Mpc standard deviation (in both directions) to smooth the final counts

distribution obtained from Equation 4.13 before applying Equations 4.4, 4.6, and 4.8.

We treated the edges of the grid as if they were mirrors for the smoothing. As an

example, Figure 4.10 shows the number of cross-pairs between H I absorption

systems and galaxies for our ‘Full Sample’ (defined in Section 4.8) using our

adopted binning and smoothing.

An isotropic smoothing is desirable to avoid introducing artificial distortions,

especially at the smallest scales. The use of a smoothing filter is justified by

assuming that the underlying matter distribution that gives rise to H I absorption

systems and galaxies (and hence to the data-data cross-pairs) is also smooth. Our

approach offers a compromise between reducing the ‘shot noise’ while keeping

a relatively small bin size. We caution though that if the geometry of H I clouds

does contain sharp edges at scales smaller than our adopted binning or smoothing

length we would not be able to detect such a feature.

4.7.2 Random samples

One of the crucial steps for a correlation analysis is the construction of the random

samples. In order to cancel out any possible bias we preserved the sensitivity

function of the real survey in our random samples. A detailed description of the

random generator algorithms for H I absorption systems and galaxies is presented

in the following sections.

Random absorption lines

We created random samples for individual observations made with a given in-

strument and/or instrument setting (i.e. resolution, wavelength coverage, etc).
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This means that we treat the two channels of COS (FUV and NUV) independently

for the creation of the random samples, and also for FOS. For a given absorption

system with (RA, DEC, zabs, NHI, bHI) we create αabs random ones, varying the

redshift but preserving the rest of its parameters.

The random redshifts were chosen based on the properties of the spectrum in

which the original absorption system was observed. We first estimated the mini-

mum rest-frame equivalent width of a transition that could have been observed

in the spectrum at a redshift z. For unresolved features, the minimum equivalent

width for a line to be observed at wavelength λ is

Wmin(λ) ≈ sl
FWHM

〈S/N〉λ
, (4.14)

where sl is the significance level of the detection in standard deviation units,

FWHM is the ‘full-width at half maximum’ of the line spread function (LSF) of

the spectrograph in Å, and 〈S/N〉λ is the average signal-to-noise per resolution

element. Transforming λ coordinates to redshift coordinates for a given rest-frame

transition at λ0 (i.e. λ → z = λ
λ0
− 1), and assuming a constant spectral resolution

R ≡ λ
FWHM

, the rest-frame minimum equivalent width is then given by

Wr,min(z) ≈ slλ0

R〈S/N〉z
. (4.15)

Finally, for a given absorber with equivalent width, W obs
HI , we compare it with

Wr,min(z) and place αabs random absorbers uniformly at redshifts where the condi-

tion W obs
HI ≥ Wr,min(z) is satisfied. We masked out spectral regions over a velocity

window of ±200 km s−1 around the position where strong Galactic absorption

could have been detected (namely: C II, N V, O I, Si II, P III, S II and Fe II) before

the random redshifts are assigned.

Even though we have direct measurements of the equivalent widths for the

real absorption systems, we do not use them directly in order to avoid confusion

from blended systems. We use instead the approximation given by Draine (2011,

see his equation 9.27) to convert the inferred NHI and bHI to a W obs
HI . Note that
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Figure 4.11: Histograms of the H I absorption systems redshift distribution for our differ-
ent fields (0.02 binning). The black thick solid lines correspond to the real distributions
whereas the red thin solid lines correspond to the normalized random expectation drawn
from samples of 200× the real sample sizes. A full description of the random generator
algorithm can be found in Section 4.7.2. Top panels show the full H I samples while the
middle and bottom panels show subsamples based on NHI cuts.



4. The IGM–galaxy cross-correlation at z . 1 136

passing from WHI → (NHI, bHI) is not always robust because of the flat part of the

curve-of-growth, but passing from (NHI, bHI)→ WHI is.

We mainly based our search of H I absorption systems on the Lyα transition

(for which λ0 = 1215.67 Å), but in some cases we extended it to Lyβ in spectral

regions with no Lyα coverage. For the Lyβ detected systems, we applied the same

method described above but changing the transition parameters accordingly.

Figure 4.11 presents the redshift distribution of real (black lines) and random

(red lines) absorbers in each of our independent fields using αabs = 200.

Random galaxies

The random galaxies were created for each field and instrument independently.

This means that we treat different galaxy surveys independently for the creation

of the random samples, even when the galaxy surveys come from the same field.

For a given observed galaxy with (RA, DEC, zgal, magnitude, spectral type, etc.)

we create αgal random ones, varying the redshift, but preserving the rest of its

parameters. This approach ensures the selection function is well matched by the

random galaxies.

The random redshifts (zrand
gal ) were chosen based on the observed redshift

distribution. We made sure that our randoms resembled the observed galaxy

distribution independently of the observed magnitude of the galaxies. To do so,

we selected multiple subsamples of galaxies at different magnitude bins, whose

empirical redshift distributions are used as proxies for the redshift selection

function. We used magnitude bins of size 1, shifted by 0.5 magnitudes, ranging

from 15 to 25. For the brighter and fainter ends of the subsamples we increased

the magnitude bin sizes to ensure a minimum of 20 galaxies. For each magnitude

subsample, we computed histograms using redshift bins of ∆z = 0.01 (arbitrary),

which were then smoothed with a Gaussian filter of standard deviation σ = 0.1

(roughly corresponding to a co-moving scale of ≈ 300 Mpc at redshift z = 0.5).

This large smoothing length is important to get rid of the LSS spikes and valleys

present in the real redshift distributions. The final redshift probability distribution
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Figure 4.12: Histograms of the galaxy redshift distribution for our different fields (0.02
binning). The black thick solid lines correspond to the real distributions whereas the red
thin solid lines correspond to the normalized random expectation drawn from samples of
20× the real sample sizes. A full description of the random generator algorithm can be
found in Section 4.7.2. Top panels show the full galaxy samples while the middle and
bottom panels show subsamples based on R-band magnitude cuts.
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Figure 4.13: Histograms of the galaxy transverse separation distribution for our different
fields (0.5 Mpc bining). The black thick solid lines correspond to the real distributions
whereas the red thin solid lines correspond to the normalized random expectation drawn
from samples of 20× the real sample sizes. A full description of the random generator
algorithm can be found in Section 4.7.2. Top panels show the full galaxy samples while
the middle and bottom panels show subsamples based on R-band magnitude cuts.
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Figure 4.13: Continued.

of a given magnitude bin is provided by a cubic spline interpolation over the

smoothed histograms. Thus, for a given galaxy with observed magnitude m, we

placed αgal randoms according to the spline fit associated with the subsample of

galaxies centred on the closest magnitude bin to m. We also imposed the redshifts

of the random galaxies to lie between zmin < zrandom
gal < zmax, where zmin and zmax

are the minimum and maximum galaxy redshifts of the real sample.

Figure 4.12 presents the redshift distribution of real (black lines) and random

(red lines) galaxies in each of our independent fields using αgal = 20. Similarly,

Figure 4.13 presents the distribution in transverse separations of real (black lines)

and random (red lines) galaxies with respect to their respective QSO LOS. The

fact that we have not randomized the (RA, DEC) of our galaxies should not have

an important effect in the quality of the random samples. This is so because

the geometry of the survey in each field (i.e. a large but narrow cone) allows

to erase any coherent structure observed at a fixed transverse distance by only

randomizing the redshifts. The goodness of this method can be appreciated in

Figure 4.13, excepting perharps in field J0209. The contribution of field J0209 to

the final galaxy sample is minimal however, and so it should not compromise our

correlation analysis.
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4.7.3 Projected correlations along the line-of-sight

A useful quantity to compute from the two-dimensional correlation functions is

the projected correlation function along the LOS,

Ξ(r⊥) = 2

∫ ∞
0

ξ(r⊥, r‖) dr‖ , (4.16)

as it will be insensitive to redshift distortions, at least for the transverse separations

involved in this work (Davis and Peebles, 1983). Therefore, one can find a relation

between the ‘real-space’ correlation function (distortion free), ξ(r =
√
r2
‖ + r2

⊥),

and Ξ(r⊥), as

Ξ(r⊥) = 2

∫ ∞
0

ξ(r) dr‖

= 2

∫ ∞
r⊥

ξ(r)
r dr√
r2 − r2

⊥
,

(4.17)

which leads to ξ(r) being given by the inverse Abel transform,

ξ(r) = − 1

π

∫ ∞
r

dΞ(r⊥)

dr⊥

dr⊥√
r2
⊥ − r2

. (4.18)

Davis and Peebles (1983) showed that when ξ(r) is described by a power-law

of the form,

ξ(r) =

(
r

r0

)−γ
, (4.19)

then Equation 4.17 leads to

Ξ(r⊥) = A(r0, γ)r1−γ
⊥ , (4.20)

whereA(r0, γ) = rγ0 Γ(1/2)Γ[(γ−1)/2]/Γ(γ/2) and Γ is the Gamma function. There-

fore, r0 and γ of ξ(r) can be directly obtained from a power-law fit to Ξ(r⊥) using

Equation 4.20. Note that this method is only valid for γ > 1.

In practice, we will use rmax
‖ = 20 Mpc as the integration limit in Equation 4.16.
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A larger integration limit will increase the ‘shot noise’ while not adding much

correlation power. As long as the vast majority of correlated pairs are included

in the integration limit (which is the case), this approach will suffice (e.g. Davis

and Peebles, 1983; Ryan-Weber, 2006). In order to further reduce the ‘shot noise’,

we summed all the cross-pairs along the LOS, e.g. DaDg(r⊥) =
∑

iDaDg(r⊥, r‖,i)

(and so on for the others), and then computed the Landy and Szalay estimators,

ξLS(r⊥), using these collapsed cross-pairs, so

Ξ(r⊥) = 2rmax
‖ ξLS(r⊥) . (4.21)

This approach is justified given the cylindrical geometry of our survey, for which

the ‘random-random’ pairs (denominator of the LS estimator) is almost constant

along the r‖-axis for the scales involved in this study (e.g. see right panel of

Figure 4.10). We compared the absolute values of Ξ from our adopted approach

with that of a direct integration (as in Equation 4.16 using rmax
‖ = 20 Mpc as the

integration limit). We obtained differences of . 5% in the correlation amplitudes,

indicating that our approach is appropiate.

4.7.4 Relations between auto- and cross-correlations

We use the Cauchy–Schwarz inequality,

ξ2
ag ≤ ξggξaa, (4.22)

as the main tool to address the connection between H I and galaxies. The equality

only holds when the density fluctuations that give rise to H I absorption systems

and galaxies are linearly dependent. However, in the most general case, the

product of the auto-correlation functions does not necessarily equals ξ2
ag. If we do

assume that both H I absorption systems and galaxies trace the same underlying

dark matter density distribution (e.g. Ryan-Weber, 2006), we have
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ξgg = b2
gξDM

ξaa = b2
aξDM

ξag = babbξDM,

(4.23)

where ξDM is the dark matter auto-correlation function (assumed positive) and

bg and ba are the galaxy and H I ‘absolute biases’ (also positives), respectively. If

these biases are independent of the scale (i.e. linear biases), then the equality of

Equation 4.22 holds. If that is the case, one can use the ratio between the correla-

tion functions to infer the dark matter halo masses of one population relative to

the other (e.g. Mo et al., 1993; Ryan-Weber, 2006). On the other hand, if ξ2
ag < ξggξaa

we can no longer assume such a simplistic model. In such a case, the observed

difference with respect to ξ2
ag = ξggξaa can be used to: (i) get insights on the bary-

onic physics affecting H I absorption systems and/or galaxies, assuming that the

standard cosmological paradigm is correct; or (ii) put constraints on the current

cosmological paradigm, assuming that the baryonic physics is fully understood.

In this work we will focus on the former.

Adelberger et al. (2003) showed a third possibility, having ξ2
ag exceeding ξggξaa

for correlation functions measured from discrete and volume limited samples.

In the hypothetical case of an H I–galaxy one-to-one correspondence, then ξgg =

ξaa, but ξag will appear higher at the very small scales because in the case of

auto-correlations we exclude the correlation of an object with itself, whereas

in ξag that correlation is present (Adelberger et al., 2003, see their appendix A).

Such a behaviour between auto- and cross-correlations will indicate that the two

populations of objects are indeed the same physical entities. The geometry of

our survey might not be suitable for testing this idea, as we are only mapping

H I absorption systems along single LOS for which the completeness of galaxies

close to these absorbers is far from being complete. Still, we will bear this result

in mind for the interpretation of our results.
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4.7.5 Uncertainty estimation

When dealing with cross-correlations it is important to realize that the uncertain-

ties will be dominated by the smallest sample. If we consider a sample composed

of a single object and another sample composed of 100 objects, the number of

cross-pairs is 100 but none of these pairs are truly independent as they all share a

common object. Therefore, assuming Poisson uncertainty for the number of pairs

(as commonly seen in the literature; e.g. Chen et al., 2005; Chen and Mulchaey,

2009) is not optimal, as it will underestimate the true uncertainty. For correlated

distributions, none of the pairs are independent because the number of systems

at a given scale will depend on the number of systems at all other scales, and

deviations from the Poissonian expectation will be more important at the scales

where the correlation signal is large. Indeed, Landy and Szalay (1993) showed

that the variance of ξLS can be approximated by (using our notation),

∆2
LS(ξLS) ≈ (1 + ξLS)2

nDD(RR/nRR)
≈ (1 + ξLS)3

DD
. (4.24)

This variance is greater than the commonly used

∆2
DD(ξLS) =

1 + ξLS

DD
, (4.25)

by a factor of ∼ (1 + ξ)2 and so, we caution the use of the latter as it might still

underpredict the real uncertainty.

In order to test whether the uncertainty given by Equation 4.24 is reasonable

for our survey, we also computed the ‘jackknife’ and ‘bootstrap’ variances. The

‘jackknife’ variance was computed as

∆2
JK(ξ) =

1

Nf(Nf − 1)

Nf∑
i

(ξ∗i − ξ̄∗)2 , (4.26)

where ξ∗i is the i-th ‘pseudo-value’ of the correlation function, ξ∗i ≡ Nfξ − (Nf −

1)ξ−i, with ξ−i being the value of the correlation function measured when the
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i-th field is removed from the sample, and ξ̄∗ is the mean of the ‘pseudo-values’.

The ‘bootstrap’ variance was computed by creating Nbs = 500 sets of Nf fields

randomly chosen (with repetition) from the set of real fields17, so

∆2
BS(ξ) =

1

Nbs

Nbs∑
i

(ξi − ξ̄)2 , (4.27)

where ξi is the correlation measured from the i-th random set and ξ̄ is the mean of

these ‘bootstrap’ measurements. Uncertainties for the projected correlations, Ξ,

and the ratio (ξag)2/(ξggξaa), were calculated analogously.

As an example, Figure 4.14 shows these 4 uncertainty estimations (squared

root of the variances) for our measurements of ξLS
ag (r⊥, r‖). From left to right: ∆LS,

∆JK, ∆BS and ∆DD. We see that all these uncertainty estimations are within ∼ 1

order of magnitude consistent with each other, but systematic trends are present.

We see that ∆LS and ∆BS give the largest uncertainties while ∆JK and ∆DD give the

smallest. We also observe that ∆LS, ∆JK, ∆BS peak at the smallest scales (where

the correlation amplitudes are greater) while ∆DD does not. Similar behaviors

are observed for the uncertainties associated to our ξLS
gg (r⊥, r‖) measurements (not

plotted).

Figure 4.15 shows these 4 uncertainty estimations for our measurements of

the projected correlations Ξ(r⊥), for both H I–galaxy (squares) and galaxy–galaxy

(circles): ∆LS (green lines), ∆JK (red lines), ∆BS (blue lines) and ∆DD (yellow

lines). The top panel shows the absolute values for these different uncertainties,

while the bottom panel shows the ratio of a given uncertainty estimation and

∆BS. As before, we observe systematic trends, but all uncertainties are consistent

within ∼ 1 order of magnitude of each other. In contrast to the two-dimensional

uncertainties, ∆BS is the largest in this case. Focusing at the smallest scales (where

the correlation amplitudes are greater) we see that ∆JK and ∆LS are in closer

agreement to ∆BS than ∆DD.

These results suggest that ∆LS should be preferable over ∆DD and even over

17Note that for 6 fields, the total number of possible combinations is (6+6−1)!
6!(6−1)! = 462.
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Figure 4.15: Uncertainty estimations (squared root of variances) of the projected H I-
galaxy cross-correlation (Ξag; squares) and galaxy auto-correlation (Ξgg; circles) measured
from our full sample as a function of separations transverse to the line-of-sight (r⊥). The
top panel shows the uncertainty from the Landy and Szalay (1993) analytical approxi-
mation, ∆LS (Equation 4.24; green lines); uncertainty from a ‘jackknife’ resampling, ∆JK

(Equation 4.26; red lines); uncertainty from a ‘bootstrap’ resampling, ∆BS (Equation 4.27;
blue lines); and the commonly used Poissonian uncertainty, ∆DD (Equation 4.25; yellow
lines). The bottom panel shows the ratio between these uncertainties and ∆BS.
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∆JK (at least when the number of independent fields is small, like in our case).

A proper study of the error estimation for auto- (e.g. Norberg et al., 2009) and

cross-correlations is beyond the scope of the present work and so we did not

explore this further.

For the results of this work, we will adopt uncertainties given by ∆BS. As has

been shown, ∆BS gives, in general, the most conservative uncertainty estimation at

all scales. An exception to this rule was found for ξaa(r⊥, r‖) and Ξaa(r⊥), in which

∆LS > ∆BS. This is due to the combination of the special survey geometry in

which ξaa is measured. Thus, for such a sample we adopted ∆LS as the uncertainty.

4.7.6 Calibration between galaxy and H I redshift frames

Before computing the final two-point correlation functions, we calibrated the

redshift frames between our H I absorption systems and galaxies, using the idea

presented by Rakic et al. (2011): that in an isotropic Universe, the mean H I

absorption profile around galaxies should be symmetric. Thus, we measured the

H I–galaxy cross-correlation using r‖,ij ≡ Xi −Xj instead of r‖,ij ≡ |Xi −Xj|, and

applied a constant redshift shift to all our galaxies such that the cross-correlation

appears symmetric with respect to the r‖ = 0 axis at the scales involved in this

analysis. This redshift shift corresponded to +0.0002 (smaller than the galaxy

redshift uncertainty). Note that this shift has not been added to the redshifts

reported in Tables A.9 to A.12. The final two-point correlation functions were still

calculated using r‖,ij ≡ |Xi −Xj| in order to reduce the ‘shot noise’.

4.8 Results

In this section we present the results of the two point correlation analysis, fol-

lowing the formalisms described in Section 4.7. We used H I and galaxy samples

described in Sections 4.3, 4.4, 4.5 and 4.6, but excluding: (i) H I and galaxies falling

in their respective ‘c’ categories (see Sections 4.4.1 and 4.5.3); (ii) H I and galaxies

at z < 0.01 and at z > 1.3; (iii) H I systems at redshifts within 5000 km s−1 the
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Table 4.6: Summary of the ‘Full Sample’ used for the cross-
correlation analysis, as a function of r⊥.

< 2 Mpc < 10 Mpc < 50 Mpc Total
(1) (2) (3) (4)

Galaxies 1354 6871 19509 17509
‘SF’ 997 4756 9963 8293
‘non-SF’ 193 779 2011 1743

H I . . . . . . . . . 654
‘strong’ . . . . . . . . . 165
‘weak’ . . . . . . . . . 489

(1): Number of galaxies at transverse distances r⊥ < 2
Mpc from a QSO LOS. (2) Number of galaxies at
transverse distances r⊥ < 10 Mpc from a QSO LOS.
(3) Number of galaxies at distances r⊥ < 50 Mpc
from a QSO LOS. (4) Total number of galaxies and
H I absorption systems in the ‘Full Sample’. Note that
the vast majority of galaxies in the triple QSO field
Q0107 have been counted three times in columns (1),
(2) and (3).

redshift of the QSO in which the absorption line was observed; and (iv) galaxies at

projected distances greater than 50 Mpc from the centre of their closest field. We

will refer to this sample as the ‘Full Sample’, which comprises: 654 H I absorption

systems, of which, 165 are classified as ‘strong’ and 489 as ‘weak’ (see Section 4.5.6

for definitions); and 17509 galaxies, of which, 8293 are classified as ‘SF’ and 1743

as ‘non-SF’ (see Section 4.6.1 for definitions).

Table 4.6 summarizes relevant information regarding our ‘Full Sample’. The

following results were computed with random samples 200× and 20× larger than

the real H I and galaxy samples, respectively. Even though we have galaxies up to

50 Mpc from the QSO LOS, we will focus only on clustering at scales r⊥ < 10 Mpc,

as at larger scales our results get considerably noisier. Galaxies at r⊥ > 10 Mpc

are still used for the galaxy–galaxy auto-correlation though. In the case of the

H I–H I auto-correlation, we only focus on scales r⊥ < 2 Mpc as we have no data

sampling larger scales.
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4.8.1 Two-dimensional correlations

Full Sample

Figure 4.16 shows the two-dimensional correlation functions (top panels) and their

respective uncertainties (bottom panels) for our ‘Full Sample’ of H I-absorption

systems and galaxies. The first three panels, from left to right, show the H I–

galaxy cross-correlation (ξLS
ag ; Equation 4.8), the galaxy–galaxy auto-correlation

(ξLS
gg ; Equation 4.4) and the H I–H I auto-correlation (ξLS

aa ; Equation 4.6), respectively.

We see that the amplitudes of ξag and ξaa are comparable (within uncertainties),

whereas the amplitude of ξgg is greater than these two (see also Table 4.7). Also,

the fact that both ξgg and ξag peak at the smallest separations confirms that the

redshift frames for H I absorption systems and galaxies are self consistent (by

construction; see Section 4.7.6). The decrease of the ξaa signal at the smallest r‖

separations is because we cannot always resolve two real absorption systems

separated by less than the typical width of an absorption feature.

Our sample of H I absorption systems is not large enough to measure ξag or

ξaa anisotropies at a high confidence level. Still, we can obtain qualitative features

by looking at the corresponding ‘iso-correlation’ contours. We observe deviations

from an isotropic signal in both ξag and ξgg. Apart from a decrease of the ξaa

signal at the smallest r‖ separations, we do not see significant anisotropies in

ξaa. The typical uncertainty for our single galaxy redshift determination, ∆zgal ≈

0.0006/
√

2, is equivalent to ∼ 1.7− 1.4 Mpc at z = 0.1− 0.5, which corresponds

to an ‘anisotropy ratio’ of ∼ 3 : 1 for pixels of 0.5 Mpc each. If the observed

anisotropies are dominated by redshift uncertainties, we should expect the ξag

contours to be consistent with this ratio (neglecting the much smaller contribution

from the H I redshift uncertainty) and the ξgg one to be ∼ 4 : 1 (greater by a factor

of
√

2). These expectations are consistent with what we see in our ‘Full Sample’

for the smallest scales whereas for scales & 4 Mpc the anisotropy looks somewhat

reduced. We do not detect compression along the LOS at larger scales either (e.g.

Kaiser, 1987). The only anisotropy observed can be fully explained by galaxy
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redshift uncertainties.

The fourth panel of Figure 4.16 shows the ratio, (ξLS
ag )2/(ξLS

gg ξ
LS
aa ). We see that the

majority of the bins at smallest scales have values (ξag)2/(ξggξaa) < 1. Contrary to

what is usually assumed, this result suggests that the population of H I absorption

systems (as a whole) and galaxies do not linearly trace the same underlying dark

matter distributions (see Section 4.7.4). Note however that the different redshift

uncertainties and peculiar velocities of H I absorption systems and galaxies will

smooth the correlation signals in different ways, which makes the interpretation

of (ξLS
ag )2/(ξLS

gg ξ
LS
aa ) not straightforward.

In the following, we will split the H I absorber sample into ‘strong’ (NHI ≥ 1014

cm−2) and ‘weak’ (NHI < 1014 cm−2), and the galaxy sample into ‘SF’ and ‘non-SF’.

In this way we can isolate the contribution of each sub-population of H I and

galaxies to the correlation functions, and to the (ξag)2/(ξggξaa) ratio.

‘Strong’ H I systems and ‘SF’ galaxies

Figure 4.17 is analogous to Figure 4.16 but for ‘strong’ H I systems (NHI ≥ 1014

cm−2) and ‘SF’ galaxies. We see that in this case the ξag, ξgg and ξaa are all compa-

rable within the errors (see also Table 4.7). Anisotropy signals behave in the same

way as for our ‘Full Sample’, i.e. dominated by our galaxy redshift uncertainty

and with no detected compression along the LOS at large scales.

In this case, the ratio (ξag)2/(ξggξaa) seems consistent with 1, suggesting that

‘SF’ galaxies and NHI ≥ 1014 cm−2 systems do trace the same underlying dark

matter distribution. The comparable clustering amplitudes may also indicate that

they typically belong to dark matter halo of similar masses. We will address these

points more quantitatively in Section 4.8.2

‘Strong’ H I systems and ‘non-SF’ galaxies

Figure 4.18 shows the correlation functions for ‘strong’ H I systems (NHI ≥ 1014

cm−2) and ‘non-SF’ galaxies. In this case, ξag, ξgg and ξaa are all comparable within

the errors (see also Table 4.7), but ξgg appears systematically larger. As before, the
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anisotropy is dominated by the galaxy redshift uncertainty and no (significant)

compression along the LOS at large scales is detected.

Interestingly, there is a displacement of the ξag peak relative to the smallest bin.

This signal also appears symmetric with respect to the r‖ = 0 axis, after computing

ξag using r‖,ij ≡ Xi − Xj (not plotted) instead of r‖,ij ≡ |Xi − Xj|. We also

checked that the signal remained using only ‘a’ labelled H I systems and galaxies.

This suggest that this feature might be real. We note that a similar (although

more uncertain than ours) feature was observed by Wilman et al. (2007), from

their observation of the H I-‘absorption-line-dominated galaxy’ cross-correlation

(see their figure 4). Pierleoni et al. (2008) also reported a similar signal from

hydrodynamical simulations (see their figure 7), although their samples of H I

and galaxies are not directly comparable to our ‘strong’ and ‘non-SF’ ones. A

more detailed comparison between our results and those from previous studies

will be presented in Section 4.9.1.

The ratio (ξag)2/(ξggξaa) seems also consistent with 1, which suggests that ‘non-

SF’ galaxies and NHI ≥ 1014 cm−2 systems trace the same underlying dark matter

distribution linearly.

Comparing Figures 4.17 and 4.18 we see that ξgg for ‘non-SF’ galaxies is larger

than that of ‘SF’ galaxies (as has been shown by many authors). Given that ξaa

is the same in both cases, one would expect ξag to be also larger for ‘non-SF’

than that of ‘SF’ galaxies. Although within uncertainties our results indicate that

the ξag amplitude is independent of galaxy type, we do see a somewhat larger

cross-correlation signal for ‘non-SF’ galaxies (see Table 4.7). We will address these

points more quantitatively in Section 4.8.2.

‘Weak’ H I systems and galaxies

Figures 4.19 and 4.20 show the two-dimensional correlation functions for ‘weak’

H I absorption systems (NHI < 1014 cm−2) and ‘SF’ and ‘non-SF’ galaxies, respec-

tively. These results are dramatically different than those for ‘strong’ H I systems

and galaxies. In particular, ξag is significantly weaker than ξgg but also weaker
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Table 4.7: Strength of the two-dimensional correlations,
ξ(r⊥, r‖), at their peaks.a

ξpeak
ag ξpeak

gg ξpeak
aa

Full Sample 2.3 ± 0.9 5.7 ± 0.7 2.1 ± 0.9
‘Strong’–‘SF’ 8.3 ± 2.2 6.1 ± 0.6 7.5 ± 2.3
‘Strong’–‘non-SF’ 10.3 ± 5.6 12.6 ± 3.0 7.5 ± 2.3
‘Weak’–‘SF’ 0.9 ± 0.6 6.1 ± 0.6 1.9 ± 0.9
‘Weak–‘non-SF’ 0.6 ± 0.5 12.6 ± 3.0 1.9 ± 0.9

a Note that peaks are not necessarly at the smallest
scale bins (see Figures 4.16 to 4.20). Also note that
the different redshift uncertainties and peculiar
velocities of H I absorption systems and galaxies
will smooth the correlation signals in different ways,
which makes a direct comparison between them not
straightforward.

than ξaa. Consequently, the ratios (ξag)2/(ξggξaa) are both smaller than one. This

is a very strong indication (given the comparatively smaller uncertainties) that

the underlying baryonic matter distributions giving rise to ‘weak’ H I absorption

systems and galaxies are not linearly dependent. Given that the signal in the ξag

is marginally consistent with zero, we do not observe anisotropies either.

To summarize, ‘strong’ systems and galaxies are consistent with tracing the

same underlying dark matter distribution linearly, whereas ‘weak’ systems are

not. Therefore, the fact that (ξag)2/(ξggξaa) < 1 in the ‘Full Sample’ should be

primarily driven by the presence of H I systems with NHI < 1014 cm−2. We also

note that the amplitude of ξaa is weaker for ‘weak’ systems than that of ‘strong’

systems.

As mentioned, because redshift uncertainties and peculiar velocities affect

ξag, ξgg and ξaa in different ways, the interpretation of the two-dimensional

(ξag)2/(ξggξaa) is not straightforward. In the following we present the results for

the projected correlation functions, which are not affected by velocity distortions

along the LOS.
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4.8.2 Correlations projected along the line-of-sight

Full Sample

Figure 4.21 shows the projected (along the LOS; see Equation 4.16) correlation

functions divided by the transverse separation, Ξ(r⊥)/r⊥, for our ‘Full Sample’ of

H I absorption systems and galaxies. Different symbols/colors show our different

measurements: the blue squares correspond to the H I–galaxy cross-correlation

(Ξag), the black circles to the galaxy–galaxy auto-correlation (Ξgg), and the red

triangles to the H I–H I auto-correlation (Ξaa; slightly shifted along x-axis for the

sake of clarity). The lines correspond to the best power-law fits (Equation 4.20)

to the data, from a non-linear least squares analysis. The parameters r0 and γ

correspond to those of the real-space correlation function, ξ(r), when described

as a power-law of the form presented in Equation 4.19. Uncertainties in these

fits include the variances and covariances of both parameters. From this figure

we see that a power-law fit is a good description of the data, hence justifying the

use of Equations 4.19 and 4.20.18 Table 4.8 summarizes the best power-law fit

parameters for our different samples.

We find that ξag(r) has a correlation length of rag
0 = 1.6± 0.2 Mpc and slope

γag = 1.4±0.1, whereas ξgg(r) and ξaa(r) have correlation lengths of rgg
0 = 3.9±0.1

Mpc and raa
0 = 0.3±0.3 Mpc, and slopes γgg = 1.7±0.1, γaa = 1.1±0.1, respectively.

Thus, the clustering of H I absorption systems and galaxies is weaker than the

clustering of galaxies with themselves, and that the clustering of H I systems with

themselves is weaker still. We also see that the slopes are inconsistent with each

other at the 1σ confidence level (c.l.), which is in tension with the assumption

that these objects trace the same underlying dark matter distribution linearly

(see Section 4.7.4). Moreover, the slope of the ξaa(r) being consistent with γ = 1

indicates that this distribution is at the limit in which the methodology adopted

here is valid (see Section 4.7.3).

18We note that there might be some tension in fitting Ξgg with a single power-law function. We
did not explore more complicated fits in order to keep the analysis and further comparisons as
simple as possible.
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Figure 4.21: Projected (along the line-of-sight; see equation 4.16) correlation functions
divided by the transverse separation, Ξ(r⊥)/r⊥, for our ‘Full Sample’ of galaxies and
H I absorption system. Different symbols/colors show to our different measurements: the
blue squares correspond to the galaxy-H I cross-correlation (Ξag); the black circles to the
galaxy-galaxy auto-correlation (Ξgg); and the red triangles to the H I-H I auto-correlation
(Ξaa; slightly shifted along x-axis for the sake of clarity). The lines correspond to the best
power-law fits (Equation 4.20) to the data, from a non-linear least squares analysis. The
parameters r0 and γ correspond to those of the real-space correlation function, ξ(r), when
described as a power-law of the form presented in Equation 4.19. Note that points and
uncertainties are both correlated, and that uncertainties smaller than the symbols are not
shown.



4. The IGM–galaxy cross-correlation at z . 1 160

As was the case for the two-dimensional results, in the following we will

split the H I and galaxy samples into ‘weak’ and ‘strong’, and ‘SF’ and ‘non-SF’,

respectively, in order to isolate different contributions from these sub-populations

into the observed correlations.

‘Strong’ H I systems and ‘SF’ galaxies

The top left panel of Figure 4.22 shows the projected correlation functions for our

‘strong’ H I systems (NHI ≥ 1014 cm−2) and ‘SF’ galaxies. In this case we find that

the ξag(r) has a correlation length of rag
0 = 3.8± 0.2 Mpc and slope γag = 1.7± 0.1,

whereas ξgg(r) and ξaa(r) have correlation lengths of rgg
0 = 3.9 ± 0.1 Mpc and

raa
0 = 3.1± 0.7 Mpc, and slopes γgg = 1.6± 0.1, γaa = 1.3± 0.4, respectively (see

also Table 4.8). Thus, all have correlation lengths and slopes agreeing with each

other at the 1σ c.l.. The fact that all have comparable correlation lengths and

slopes supports the hypothesis that ‘strong’ H I systems and ‘SF’ galaxies do trace

the same underlying dark matter distribution.

‘Strong’ H I systems and ‘non-SF’ galaxies

The bottom left panel of Figure 4.22 shows the projected correlation functions

for our ‘strong’ H I systems (NHI ≥ 1014 cm−2) and ‘non-SF’ galaxies. In this

case we find that ξag(r) has a correlation length of rag
0 = 4.0± 0.3 Mpc and slope

γag = 1.7 ± 0.1, whereas ξgg(r) has a correlation length of rgg
0 = 6.2 ± 0.2 Mpc

and slope γgg = 1.6 ± 0.1 (see also Table 4.8). The parameters for ξaa(r) are the

same than in the previous case (see Section 4.8.2). The fact that the slopes are

all consistent supports the idea that ‘strong’ H I systems and ‘non-SF’ galaxies

also trace the same underlying dark matter distribution. This is an expected

result in view of what was observed for the case of ‘strong’ H I systems and ‘SF’

galaxies, and because it is well known that ‘SF’ and ‘non-SF’ do trace the same

underlying dark matter distribution as well. We also see that the galaxy–galaxy

auto-correlation is significantly larger than the H I–galaxy cross-correlation and

the H I–H I auto-correlation. The most simple explanation for such a difference
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is that the linear bias (see Section 4.7.4) of ‘non-SF’ is greater than that of ‘SF’

galaxies. This has been commonly interpreted as ‘non-SF’ galaxies belonging,

on average, to more massive dark matter haloes than ‘SF’ galaxies. The fact that

the correlation length for the ‘strong’ H I–galaxy cross-correlation is (marginally)

larger for ‘non-SF’ than ‘SF’ galaxies is also expected because the H I population

is the same in both cases. However, we will see in Section 4.8.2 that this length is

smaller than what is expected from the linear dependence hypothesis.

‘Weak’ H I systems and galaxies

The top right panel of Figure 4.22 shows the projected correlation functions

for our ‘weak’ H I systems (NHI < 1014 cm−2) and ‘SF’ galaxies. In this case

we find that ξag(r) has a correlation length of rag
0 = 0.2 ± 0.4 Mpc and slope

γag = 1.1± 0.3, whereas ξaa(r) has a correlation length of raa
0 = 0.3± 0.1 Mpc and

slope γaa = 1.0± 0.1 (see also Table 4.8). The parameters for ξgg(r) are the same

than in Section 4.8.2. These results are dramatically different from those involving

‘strong’ H I systems. In particular for the H I–galaxy cross-correlation, not only is

the power-law fit questionable, but also the correlation length is smaller than both

galaxy–galaxy and H I–H I auto-correlations. Moreover, the correlation length of

the cross-correlation is consistent with r0 = 0, i.e., no correlation.

The result for ‘weak’ H I systems and ‘non-SF’ galaxies are even more dramatic.

The bottom right panel of Figure 4.22 shows the projected correlation functions

for these samples. In this case we find that ξag(r) has a correlation length of

rag
0 = 0.0± 0.8 Mpc and slope γag = 1.0± 1.6. Although consistent within errors

with the ‘weak’ H I-‘SF’ galaxy cross-correlation, this correlation length is even

smaller. This result goes in the opposite direction to what would be expected in

the case of linear dependency, because the clustering of ‘non-SF’ galaxies with

themselves is stronger than that of ‘SF’. Therefore, these results are a strong

indication that ‘weak’ H I systems and galaxies do not trace the same underlying

dark matter distribution linearly.
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Ratio (Ξag)2/(ΞggΞaa)

Figure 4.23 shows the ratio (Ξag)2/(ΞggΞaa) for our different samples. The black

circles correspond to our ‘Full Sample’; blue and red symbols correspond to

‘SF’ and ‘non-SF’ galaxies respectively; and squares and triangles correspond

to ‘strong’ (NHI ≥ 1014 cm−2) and ‘weak’ (NHI < 1014 cm−2) H I absorption

systems respectively. The left panel shows the results from our adopted Gaussian

smoothing of 0.5 Mpc standard deviation. Given that the points are all correlated,

we expected this ratio to be roughly independent of the scale, at least below . 2

Mpc. Thus, we attribute the large variation seen in the left panel of Figure 4.23 to

‘shot noise’ and repeated the calculation using a Gaussian smoothing of 1 Mpc

standard deviation. The right panel of Figure 4.23 show the results from this last

calculation. We note that the smoothings were applied to the cross-pairs only,

before calculating the different Ξ and the corresponding ratios (see Section 4.7 for

details), and that the uncertainties were obtained directly from the ‘bootstrap’

resampling of our independent fields (see Section 4.7.5).

These results are consistent with what we found for the two-dimensional

correlations. We see that the ‘Full Sample’ have ratios inconsistent with 1. Taking

the bin at 1.25 Mpc as representative, we find that (Ξag)2/(ΞggΞaa) ≈ 0.2 ± 0.2,

which gives a high significance confidence level (c.l; > 3σ) for ruling out the

hypothesis of linear dependency between the underlying matter distribution

giving rise to H I and galaxies. The same is true for our samples of ‘weak’ H I

systems and ‘SF’ galaxies, for which (Ξag)2/(ΞggΞaa) ≈ 0.02± 0.2. In the case of

‘weak’ H I systems and ‘non-SF’ galaxies, we find (Ξag)2/(ΞggΞaa) ≈ 0.001 ± 0.3

which is also inconsistent with 1, but the significance is somewhat reduced. Apart

from the fact that ‘weak’ systems and galaxies have this ratio inconsistent with 1,

it is also interesting to note that all are consistent with 0. This result supports the

conclusion that many ‘weak’ H I systems are not correlated with galaxies at scales

. 2 Mpc.

On the other hand, in the case of ‘strong’ H I systems and ‘SF’ galaxies this

ratio appears (Ξag)2/(ΞggΞaa) ≈ 1.1±0.6. Thus, we find consistency with the linear
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dependency hypothesis although with large uncertainty. The ratio for ‘strong’ H I

systems and ‘non-SF’ is (Ξag)2/(ΞggΞaa) ≈ 0.5 ± 0.3, which is neither consistent

with 1 nor 0 (at least at the 1σ c.l.). Given the large uncertainty in this case, no

strong conclusion can be drawn. Still, if we believe this ratio to be < 1, it would

mean that a fraction of ‘non-SF’ would not be correlated with ‘strong’ H I systems

either. This fraction can be estimated from the actual value of (Ξag)2/(ΞggΞaa) (e.g.

see Section 4.9.2).

Results assuming a fixed slope γ = 1.6

As mentioned in Section 4.7.4, if we assume that H I and galaxies do trace the same

underlying dark matter distribution linearly one can use the different correlation

lengths to obtain the relative linear biases between populations (e.g. Mo et al.,

1993; Ryan-Weber, 2006). For this method to work, we require the slopes of

the correlation functions to be the same. Even though we have shown that this

assumption is not always valid (at a > 2σ c.l.), in this section we fix the slope

of the real-space correlations and repeat the analysis. We do this for illustrative

purposes, so these results should not be taken as conclusive.

Figure 4.24 is the same as Figure 4.22 but using a fixed slope of γ = 1.6.

Judging from the plots, the fits work reasonably well for the galaxy–galaxy auto-

correlations and the H I–galaxy cross-correlations for the ‘strong’ H I systems,

but they fail to represent the H I–H I auto-correlations and the ‘weak’ H I–galaxy

cross-correlations. These are expected results given what we observed in the

previous analysis.

The top left panel of Figure 4.24 shows the results for our samples of ‘strong’

H I systems and ‘SF’ galaxies. We see that the ξag(r) has a correlation length of

rag
0 = 3.6 ± 0.2 Mpc, whereas ξgg(r) and ξaa(r) have correlation lengths of rgg

0 =

3.9± 0.1 Mpc and raa
0 = 3.0± 0.4 Mpc respectively. All these correlation lengths

are consistent with each other within the uncertainties, indicating that ‘strong’

H I systems and ‘SF’ galaxies trace the same underlying dark matter distribution

linearly. In fact, the ratio (ξag)2/(ξggξaa) ≈ 1.1± 0.2. From Equation 4.23 we have
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that the relative linear biases should be,

(
bg

ba

)
=

(
rgg

0

raa
0

) γ
2

=

(
rgg

0

rag
0

)γ
,

(4.28)

where bg and ba are the ‘SF’ and ‘strong’ H I biases respectively. Replacing the

correlation lengths we get that bg : ba ∼ 1.1 − 1.2, which implies these objects

belonging to dark matter haloes of similar masses.

The bottom left panel of Figure 4.24 shows the results for our samples of ‘strong’

H I systems and ‘non-SF’ galaxies. We see that ξag(r) has a correlation length of

rag
0 = 3.8 ± 0.2 Mpc, whereas ξgg(r) has a correlation length of rgg

0 = 6.2 ± 0.1

Mpc. The correlation length for ξaa(r) is the same as before. In contrast to the ‘SF’

case, the correlation length of ‘non-SF’ galaxies with themselves is significantly

larger (> 3σ c.l.). In this case, the ratio (ξag)2/(ξggξaa) ≈ 0.8± 0.1. Consequently,

Equation 4.28 is at the limit of its validity. Applying this equation we find that

bg : ba ∼ 1.8− 2.2.

The top right panel of Figure 4.24 shows the results for our samples of ‘weak’

H I systems and ‘SF’ galaxies. We see that ξag(r) has a correlation length of

rag
0 = 1.1± 0.1 Mpc, whereas the ξaa(r) has raa

0 = 1.1± 0.1 Mpc. The correlation

length for ξgg(r) is the same as previously mentioned (two paragraphs above). In

this case, the ratio (ξag)2/(ξggξaa) ≈ 0.3± 0.1. Consequently, Equation 4.28 should

not hold. Still, if we apply this equation anyways we find that bg : ba ∼ 2.6− 7.6.

The bottom right panel of Figure 4.24 shows the results for our samples of

‘weak’ H I systems and ‘non-SF’ galaxies. We see that the ξag(r) has a correlation

length of rag
0 = 0.1± 0.5 Mpc. The parameters for ξaa(r) and ξgg(r) are the same

as previously mentioned (one and two paragraphs above respectively). In this

case, the ratio (ξag)2/(ξggξaa) ≈ 0.001± 0.1. Consequently, Equation 4.28 should

not hold either. Still, if we apply this equation we find that bg : ba ∼ 4− 700.
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4.8.3 Consistency checks

In order to check whether our results are robust, we have repeated the analysis

using only H I systems and galaxies in their respective ‘a’ categories (i.e., best

quality; see Sections 4.4.1 and 4.5.3). We found qualitative agreement with all

our previous results, but a systematic increase in the correlation amplitudes by

. 10% (with larger statistical uncertainties) was observed. Such a difference

is expected due to the presence of random contamination in our ‘Full Sample’

(e.g. catastrophic failures, missidentification of H I systems, etc.). Still, within

uncertainties, the results from both analyses are fully consistent.

We also checked the effect of the Gaussian smoothing by repeating the analysis

without smoothing at all (but still using the same linear grid). As expected, the

new results for r0 and γ had increased their statistical uncertainties but were all

consistent with our previously reported values. We note that the slopes obtained

from this new analysis were systematically larger by ∼ 10% in most of the cases,

but a ∼ 30% increase was found for γaa and γag in samples involving ‘weak’ H I

systems.

4.9 Discussion

4.9.1 Comparison with previous results

In this section we compare our results with those published in recent other studies

considering the H I–galaxy two-point correlation function at z . 1.19

Comparison with Ryan-Weber (2006) results (z ∼ 0)

Ryan-Weber (2006) measured the H I–galaxy cross-correlation at z < 0.04 using

H I data from literature (Impey et al., 1999; Penton et al., 2000; Bowen et al., 2002;

Penton et al., 2004; Williger et al., 2006) and galaxy data from the H I Parkes All

19Note that we do not directly compare our results with those presented in Chen et al. (2005)
because their data and analyses are included in Chen and Mulchaey (2009).
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Sky Survey (HIPASS) (Doyle et al., 2005). Their total sample comprised 129 H I

absorption systems with 1012.5 . NHI . 1015 cm−2, from 27 QSO LOS; and 5317

gas-rich galaxies.

Our results are in contrast with theirs. First, they found a strong ‘finger-of-god’

signal in the two-dimensional H I–galaxy cross-correlation, extending up to ∼ 10

h−1
100Mpc (see their figure 3), corresponding to an ‘anisotropy ratio’ of∼ 10 : 1. This

anisotropy signal is also larger than what they observed for the galaxy–galaxy

auto-correlation, see their figure 2), meaning that it can not be explained by the

galaxy redshift uncertainties. This result is in contrast to ours in that we do not see

such a significant ‘finger-of-god’ signal, and the only anisotropy that we observe

is consistent with being drawn by the galaxy redshift uncertainty.

Another difference between our results and theirs is the correlation length

of the real-space correlation. They found rag
0 = 7.2± 1.4 h−1

100Mpc (which in our

adopted cosmology corresponds to rag
0 ≈ 10.3± 2.0 h−1

70 Mpc) imposing γag to be

equal than that of the ξgg(r), γag ≡ γgg = 1.9±0.3. Although the slope is marginally

consistent with what we find (see Section 4.8.2), the correlation length is more

than 3σ c.l. away from any of our values. If we set the slope of our correlations to

be γ = 1.9, we do not find consistency either (also note that a power-law fit for

such a slope is not a good representation of our data). Ryan-Weber (2006) used

this result to rule out ‘mini-haloes’ for the confinement of H I absorption systems.

In view of our new results we consider that this conclusion must be revisited (see

Section 4.9.2).

Another intriguing result from Ryan-Weber (2006) is the fact the amplitude

of ξag(r) is greater than that of ξgg(r). They found a ξgg(r) correlation length of

rgg
0 = 3.5 ± 0.7 h−1

100Mpc (≈ 5.0 ± 1.0 h−1
70 Mpc), which is somewhat larger but

marginally consistent with our findings. In order to explain the larger rag
0 value

with respect to rgg
0 , the ξaa(r) should be greater than both ξgg(r) and ξag(r). This

hypothesis is difficult to understand within the current cosmological paradigm,

and in fact, it is not supported by our results on the H I–H I auto-correlation either.

We note that our surveys have important differences, in particular regarding
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the galaxy samples. Given that HIPASS selected galaxies based on H I emission,

it includes low-surface brightness galaxies that might be lacking in ours. The

clustering of these galaxies should be lower than that of brighter galaxies in

our sample though, which goes in the opposite trend than what we observe.

The much lower redshift range in their sample might also have an impact in

the clustering, as structures are more collapsed. This might help to increase the

correlation lengths, but it should not make the ξag(r) amplitude greater than

ξgg(r) by itself. Another possibility is that this might be a case in which the ratio

(ξag)2/(ξggξaa) > 1, meaning that the H I and galaxies observed actually correspond

to the same physical objects (see Section 4.7.4). Such an effect should be most

noticeable at the smallest scales, but this is in contrast to their results. Indeed,

there is a flattening in their reported Ξag(r⊥)/r⊥ at . 1 h−1
100Mpc (see their figure 5)

which makes the H I–galaxy cross-correlation consistent with the galaxy–galaxy

auto-correlation at these scales.20

Comparison with Wilman et al. (2007) results (z . 1)

Wilman et al. (2007) measured the H I–galaxy cross-correlation at z . 1 using

data from Morris and Jannuzi (2006). Their total sample comprised 381 H I

absorption systems with 1013 . NHI . 1019 cm−2, from 16 QSO LOS; and 685

galaxies at . 2 h−1
100Mpc from the QSO LOS, of which, 225 were classified as

‘absorption-line-dominated’ and 406 as ‘emission-line-dominated’.

We find qualitative agreements with their observational results in the following

senses: (i) no strong ‘finger-of-god’ effect is seen in the observed H I–galaxy cross-

correlation; (ii) the larger the NHI, the stronger the clustering with galaxies; and

(iii) no evidence for ‘emission-line-dominated’ galaxies cluster more strongly

with H I systems than ‘absorption-line-dominated’ ones (in contrast to what was

reported by Chen and Mulchaey, 2009, see below).

Wilman et al. (2007) also performed a comparison with a cosmological hy-

drodynamical simulation. In contrast to their observational results, they did

20Note that a flattening in Ξ(r⊥)/r⊥ means an that Ξ(r⊥) ∝ r⊥.
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find a strong ‘finger-of-god’ effect (similar to that found by Ryan-Weber, 2006)

in their simulated data (see their figure 6). This prediction is in contrast to our

observations, as we do not find such a strong anisotropy feature.

Comparison with Pierleoni et al. (2008) results (simulations)

Pierleoni et al. (2008) investigated the observational results from Ryan-Weber

(2006) and Wilman et al. (2007) from the point of view of a cosmological hydrody-

namical simulation. They selected samples of simulated H I absorption systems

and galaxies trying to match those from Ryan-Weber (2006).

Contrary to the Ryan-Weber (2006) observational results (and the prediction

from Wilman et al., 2007), they did not find a strong ‘finger-of-god’ signal in

the mock H I–galaxy cross-correlation (see their figure 7), which agrees with our

observational result. In contrast, they find a compression along the LOS at scales

& 4 h−1
100Mpc, similar to the expectation from the ‘Kaiser effect’ (Kaiser, 1987). We

did not detect such a feature however.

They also found that the peak in the two-dimensional H I–galaxy cross-

correlation was offset along the LOS by about ∼ 1 h−1
100Mpc. A similar signal

was observed in our sample of ‘strong’ H I systems and ‘non-SF’ galaxies (see

Figure 4.18), but these two results are not directly comparable. Indeed, we do not

observe such a feature in our ‘Full Sample’. Still, we caution the reader that a ∼ 1

h−1
100Mpc displacement in the LOS direction is comparable to our galaxy redshift

uncertainty (∼ 1.4− 1.7 h−1
70 Mpc), and so such a signal might get easily diluted.

Another qualitative agreement between our results and those from Pierleoni

et al. (2008) is that the amplitude of the H I–galaxy cross-correlation is smaller than

that of the galaxy–galaxy auto-correlation, and that the H I–H I auto-correlation

one is smaller still (see their figures 3 and 9). Quantitatively, they found that ξag(r)

and ξgg(r) have correlation lengths of rag
0 = 1.4±0.1 h−1

100Mpc (≈ 2.0±0.1 h−1
70 Mpc)

and rgg
0 = 3.1 ± 0.2 h−1

100Mpc (≈ 4.4 ± 0.2 h−1
70 Mpc), and slopes γag = 1.29 ± 0.03

and γgg = 1.46± 0.03 respectively. These values are marginally consistent with

our findings (see Table 4.8). Moreover, they also predict a flattening of the ξaa(r)
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at scales . 1 h−1
100Mpc which is consistent with our observations.

Finally, we also find agreement in the sense that the amplitude of the H I–

galaxy cross-correlation significantly increases for high column density absorbers,

but little variation is observed for different galaxy samples selected by mass (see

their figure 4). Even though we do not have direct measurements of galaxy masses

in our galaxy samples, the significantly larger auto-correlation amplitude of ‘non-

SF’ galaxies with respect to ‘SF’ suggests that, on average, ‘non-SF’ galaxies

typically belong to more massive dark matter haloes than ‘SF’ galaxies (see also

Section 4.9.2).

Comparison with Chen and Mulchaey (2009) results (z . 0.5)

Chen and Mulchaey (2009) measured the H I–galaxy cross-correlation at z . 0.5

from their own H I and galaxy survey (including data from Chen et al., 2005).

Their total sample comprised 195 H I absorption systems with 1012.5 . NHI . 1016

cm−2, from 3 QSO LOS; and 670 galaxies at . 4 h−1
100Mpc from the QSO LOS, of

which, 222 are classified as ‘absorption-line-dominated’ and 448 as ‘emission-line-

dominated’.

In this case, we find both agreements and disagreements. Our results agree

with theirs in the sense that the clustering of ‘strong’ H I systems (NHI ≥ 1014

cm−2) with galaxies is stronger than that of ‘weak’ H I systems and galaxies

(see their figure 13), and that ‘strong’ H I systems and ‘emission-line-dominated’

galaxies have comparable clustering amplitudes. However, our results disagree

with their claim that ‘strong’ H I system cluster more strongly with ‘emission-line-

dominated’ than with ‘absorption-line-dominated’ (see their figure 13). In fact,

our findings are consistent with the amplitude of the H I–galaxy cross-correlation

being independent of spectral type (within the statistical uncertainties). Moreover,

we find that the H I–galaxy cross-correlation for ‘non-SF’ galaxies is systematically

stronger than that of ‘SF’ galaxies, which is the opposite to what Chen and

Mulchaey (2009) found.

Quantitatively, they reported a ∼ 6× smaller clustering amplitude between
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‘strong’ H I absorption systems and ‘SF’ galaxies than that of ‘non-SF’ galaxies

with themselves, whereas we find this difference to be a factor of ∼ 2 only. We

note that their quoted statistical errors are Poissonian, which underestimate the

true uncertainties. The Poissonian uncertainty is typically ∼ 1 order of magnitude

smaller than our adopted ‘bootstrap’ one (see Section 4.7.5). Thus, there is still

room for their results to agree with ours after taking this fact into account. There

is also the possibility that cosmic or sample variance is significantly affecting their

results. We note that one of the three QSO LOS used by them passes at ∼ 2 Mpc

from the Virgo Cluster. Even though this single cluster is not likely to explain our

discrepancy, any sightline passing through it is also probing an unusually high

overdensity in the local Universe (which extends beyond the Virgo Cluster itself).

Comparison with Shone et al. (2010) results (z ∼ 1)

Shone et al. (2010) measured the H I–galaxy cross-correlation at 0.7 . z . 1.5 from

their own H I and galaxy survey. Their total sample comprised 586 H I absorption

systems with 1013.2 . NHI . 1017 cm−2, from 2 QSO LOS; and 193 galaxies at . 4

h−1
70 Mpc from the QSO LOS (196 absorber–galaxy pairs used).

They found the peak in the two-dimensional H I–galaxy cross-correlation to

be ξpeak
ag = 1.9± 0.6 (although displaced from the smallest separation bin by ∼ 5

h−1
70 Mpc along the LOS; see their figure 12), whereas ξpeak

gg = 10.7 ± 1.4 for the

galaxy–galaxy auto-correlation (see their figure 13). Our results agree with theirs

qualitatively in the sense that the clustering of H I and galaxies is weaker than

that of the galaxies with themselves.

4.9.2 Interpretation of the results

In this section we will provide our preferred interpretation for our observational

results, under the assumption that our measured correlation functions are rep-

resentative of the real ones, i.e. they come from fair samples of H I systems and

galaxies (we do not have evidence suggesting the contrary).
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Probabilistic interpretation (model independent)

The clustering analysis provides an essentially model independent statistic. As

mentioned, the amplitude of the two-point correlation function corresponds to

the probability excess of finding a pair with respect to the Poissonian expectation.

Thus, our results point towards the following conclusions:

• The probability of finding a ‘SF’ galaxy at a distance . 10 Mpc from another

‘SF’ galaxy, is ∼ 2× smaller than that of finding a ‘non-SF’ galaxy at that

same distance from another ‘non-SF’ galaxy.

• The probability of finding a H I absorption system with NHI ≥ 1014 cm−2 at

a distance . 10 Mpc from a ‘SF’ galaxy, is approximately the same than that

of finding a ‘SF’ galaxy at that same distance from another ‘SF’ galaxy.

• The probability of finding a H I absorption system with NHI < 1014 cm−2

at a distance . 10 Mpc from a ‘SF’ galaxy, is ∼ 10× smaller than that of

finding a ‘SF’ galaxy at that same distance from another ‘SF’ galaxy.

• The probability of finding a H I absorption system with NHI ≥ 1014 cm−2

at a distance . 10 Mpc from a ‘non-SF’ galaxy, is ∼ 2× smaller than that

of finding a ‘non-SF’ galaxy at that same distance from another ‘non-SF’

galaxy.

• The probability of finding a H I absorption system with NHI < 1014 cm−2

at a distance . 10 Mpc from a ‘non-SF’ galaxy, is & 100× smaller than that

of finding a ‘non-SF’ galaxy at that same distance from another ‘non-SF’

galaxy.

• The probability of finding a H I absorption system with NHI < 1014 cm−2 at

a distance . 2 Mpc from another NHI < 1014 cm−2 system is ∼ 4× smaller

than that of finding a NHI ≥ 1014 cm−2 system at that same distance from

another NHI ≥ 1014 cm−2 system.
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Any physical model aiming to explain the connection between H I absorption

systems and galaxies at z . 1 will need to take these relations into account.

Velocity dispersion between H I and galaxies

We find that the two-dimensional H I–galaxy cross-correlations do not show

detectable velocity distortions along the LOS larger than those expected from the

galaxy redshift uncertainties. As mentioned, the typical uncertainty for our single

galaxy redshift determination is ∆zgal ≈ 0.0006/
√

2, which is equivalent to rest-

frame velocity differences of ∆v ∼ 120−60 km s−1 at z = 0.1−1, respectively. Any

velocity dispersion between H I systems and galaxies greater than, or of the order

of, this value, would have been noticeable in the two-dimensional H I–galaxy

cross-correlation signals. Therefore, we conclude that the bulk of H I systems on

∼Mpc scales, have little velocity dispersion (. 120 km s−1) with respect to the

bulk of galaxies. Hence, no strong galaxy outflow or inflow signal is detected in

our data.

We emphasize that our results are based on H I only. Given that H I does not

exclusively trace gas originating in galaxy outflows or inflows, we do not neces-

sarily expect to find the same signatures as those traced by metals. Moreover, our

results are dominated by scales somewhat larger than those typically associated

to the CGM, in which the outflow or inflow signal is expected to be maximized. In

view of these considerations, it is not surprising that no strong outflow or inflow

signal is detected in our data.

We also emphasize that the cross-correlation analysis provides an averaged

statistical result; individual galaxies having strong H I inflows/outflows might

still be present, but our results indicate that these do not dominate the cross-

correlation signal at z . 1.

Spatial distribution of H I and galaxies

The absolute and relative clustering amplitudes of our different populations of

H I and galaxies can be used to give us an idea of their spatial distribution. Our
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conclusions on this are as follows:

• The fact that ‘strong’ H I systems and ‘SF’ galaxies have similar ampli-

tudes and slopes for the auto- and cross-correlation, indicates that these are

distributed roughly in the same locations.

• The fact that the auto-correlation of ‘non-SF’ has also the same slope but a

larger amplitude, indicates that there are sub-locations—within those where

galaxies and ‘strong’ H I systems reside—with a higher density of ‘non-SF’

galaxies than ‘SF’ galaxies and/or ‘strong’ H I systems. This interpretation

also explains the fact that the ratio (ξag)2/ξggξaa for ‘strong’ H I systems and

‘non-SF’ galaxies is neither consistent with 1 nor 0 (see Section 4.9.2).

• The facts that the self-clustering of ‘weak’ systems is not zero, and that

‘weak’ H I systems and galaxies have a ratio (ξag)2/ξggξaa ≈ 0, indicate that

these are not distributed in the same locations. Therefore, there are locations

containing ‘weak’ H I systems but roughly devoid of ‘strong’ H I systems

and galaxies of any kind.

This picture fits well with the recent results presented in (Tejos et al., 2012)

(see Chapter 2), from their study of the distribution of H I absorption systems

within and around galaxy voids at z . 0.1. They showed that galaxy voids are

not empty, and in fact contain about ∼ 20− 40% of H I absorption line systems

with NHI & 1012.5 cm−2. The remaining ∼ 60 − 80% were found at the edges of

voids, hence sharing locations with galaxies.

Even though it seems natural to identify our ‘weak’ systems with those sys-

tems found in galaxy voids, not all ‘weak’ systems need to be unassociated with

galaxies. Despite the fact that Tejos et al. (2012) reported a (tentative) difference

in the column density distributions between H I absorbers within and around

galaxy voids (at the ∼ 2σ c.l.), they did not find sharp NHI transitions between

their samples. The most important difference came from the presence of ‘ex-

tremely weak’ H I systems, NHI . 1013 cm−2, that were present within galaxy
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voids but not without (see their figures 2 and 3). Such a low column density is at

the limit of our current completeness (see Section 4.5.5) and so we are not able

to give confident results on the clustering of these ‘extremely weak’ H I systems

either with themselves or with galaxies. Restricting the column density range

to 1013 ≤ NHI < 1014 cm−2, there are 19/50 ∼ 40% systems within galaxy voids

in the Tejos et al. (2012) sample. In the following we will estimate the fraction

of ‘weak’ systems that could be still associated with galaxies in our current sample.

It is straightforward to show that the two-point correlation function between

two populations, a and b, each one composed by sub-populations ai where i ∈

{0, 1, ..., Na}, and bj where j ∈ {0, 1, ..., Nb}, respectively, is

ξab =
Na∑
i

Nb∑
j

fifjξaibj , (4.29)

where ξaibj is the cross-correlation between the ai and bj sub-populations (assumed

positive), and fi and fj are the fractions of ai and bj objects over the total samples

a and b, respectively. Thus, if we think of ‘weak’ absorbers being composed by

two kind of populations, using Equation 4.29 we have,

ξweak
aa = f 2

a1
ξa1a1 + f 2

a2
ξa2a2 + 2fa1fa2ξa1a2 . (4.30)

If we consider a scenario in which one of these populations cluster in the same

way as ‘strong’ H I systems (ξa1a1 ≡ ξstrong
aa ) and the other is completely random

(ξa2a2 = ξa1a2 ≡ 0), then,

ξweak
aa = f 2

a1
ξstrong
aa , (4.31)

From this, we can estimate the fraction of ‘weak’ systems that could be clustered

like ‘strong’ ones as fa1 =
√
ξweak
aa /ξstrong

aa ∼ 50%. We note that the assumption

that one of the sub-populations has ξa2a2 ≡ 0 might be unrealistic, because ξweak
aa

and ξstrong
aa have marginally different slopes, and a random component does not
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change the slope but only the amplitude of the correlation function. Also, if both

populations lie exclusively in different locations, the cross-correlation should

be ξa1a2 < 0, which makes ξa1a2 ≡ 0 unrealistic too. These two effects go in

opposite directions for the final fraction estimation however, which might in

the end compensate each other. With this caveat in mind, this rough estimation

seems consistent with what Tejos et al. (2012) found for systems in the range

1013 . NHI . 1014 cm−2 (∼ 60%; see above).

H I and non-star-forming galaxies

Our results point towards ‘strong’ H I systems and ‘non-SF’ galaxies having a

ratio (Ξag)2/(ΞggΞaa) ≈ 0.5 ± 0.3, which is neither consistent with 1 nor 0 at the

∼ 1σ c.l.. In order to explain this result we will consider the presence of two

types of ‘non-SF’ galaxies: one type (g1) that correlates linearly with ‘strong’ H I

absorbers, and another type (g2) that does not. Thus,

(ξag1)
2

(ξaa)(ξg1g1)
≡ 1 ,

(ξag2)
2

(ξaa)(ξg2g2)
≡ 0 .

(4.32)

Let fg1 and fg2 be the fraction of ‘non-SF’ galaxies of type g1 and g2, respectively,

such that fg1 + fg2 = 1. Then, from Equation 4.29 we have,

ξag = fg1ξag1 + fg2ξag2

= fg1ξag1 ,
(4.33)

because ξag2 = 0. Similarly,

ξgg = f 2
g1
ξg1g1 + f 2

g2
ξg2g2 + 2fg1fg2ξg1g2

= f 2
g1
ξg1g1 + f 2

g2
ξg2g2 ,

(4.34)
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because ξg1g2 ≈ 0 also. Our observational results indicate that,

(ξag)
2

(ξaa)(ξgg)
= α , (4.35)

with 0 < α < 1. Combining these relations we find the following quadratic

equation for fg1 ,

(1− α− αβ)f 2
g1

+ 2αβfg1 − αβ = 0 . (4.36)

where β ≡ ξg2g2/ξg1g1 . Solving Equation 4.36 for a positive solution smaller than

1, gives us our estimation of the required fraction of ‘non-SF’ galaxies that are

correlated with ‘strong’ H I systems linearly, for the given (ξag)
2/(ξaa)(ξgg) and

ξg2g2/ξg1g1 ratios.

Our proposed scenario aims to approximate what might be the case for galaxy

clusters, which contain an important fraction of ‘non-SF’ galaxies but whose

diffuse IGM or CGM can get destroyed by baryonic physics (e.g. Morris et al.,

1993; Lopez et al., 2008; Padilla et al., 2009; Yoon et al., 2012). In such a case,

ξg2g2/ξg1g1 � 1 because galaxy clusters represent the most massive dark matter

haloes. Measurements and predictions for the auto-correlation of galaxy clusters

point towards correlation length of rcc
0 ∼ 20− 30 Mpc (e.g. Colberg et al., 2000;

Estrada et al., 2009; Hong et al., 2012), which would imply a ξg2g2/ξg1g1 ∼ 10± 5

(assuming a slope of γ = 1.6). Using this value together with (ξag)
2/(ξaa)(ξgg) =

0.5± 0.3, we find the fraction fg1 ≈ 0.75± 0.15% and consequently fg2 ≈ 0.25±

0.15%.21

Therefore, our results suggest that an important fraction of ‘non-SF’ galaxies

(∼ 60− 90%) trace the same underlying dark matter distribution as ‘strong’ H I

systems and ‘SF’ galaxies at scales . 2 Mpc. This is in contrast with what can

be inferred from the results reported by Chen and Mulchaey (2009), in which

‘strong’ H I systems cluster more weakly with ‘non-SF’ than ‘SF’ galaxies (see

21Note that the functional form of the solution of Equation 4.36 gives relatively well constrained
results, even for (ξag)2/(ξaa)(ξgg) and ξg2g2/ξg1g1 ratios with large uncertainties (as in our case).
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Section 4.9.1). In such a case, (ξag)
2/(ξaa)(ξgg) ≈ 022, implying a fraction close to

fg1 ∼ 0%.

Our simple interpretation agrees quite well with the recent observational

results presented by Thom et al. (2012). These authors found that 11/15 ∼ 70%

of their sample of ‘non-star-forming-galaxies’ at low-z, have H I absorption with

rest-frame equivalent widths, Wr > 0.3 Å (equivalent to & 1014 cm−2), within

300 km s−1 from their systemic redshifts, and at impact parameters . 200 kpc

(see their figures 2 and 3). By definition, these H I systems should be associated

with the CGM of these galaxies. However, because of incompleteness in the

galaxy surveys, it is not certain that this gas is purely associated to these ‘non-

star-forming-galaxies’ (less luminous ‘star-forming-galaxies’ could have been

missed by their target selection; e.g. Stocke et al., 2013). Still, both Thom et al.

(2012) and our results point towards the conclusion that a significant fraction

of ‘non-star-forming-galaxies’ share locations with ‘strong’ H I systems at scales

. 2 Mpc. Thus, our results indicate that the ‘cold gas’ (traced by ‘strong’ H I)

around ‘non-SF’ galaxies could be the rule rather than the exception.

Column density limit

Our results show that there is not a sharp NHI limit determining the fate of the

H I–galaxy relationship, at least in the range 1013 . NHI . 1016 cm−2. Our

choice of a 1014 cm−2 limit was arbitrary (see Section 4.5.6). As mentioned, when

we increase the limit for defining ‘strong’ versus ‘weak’ systems from 1014 to

∼ 1015−16 cm−2 we get larger cross-correlation amplitudes and slopes (although

with larger uncertainties due to the reduced number of systems above such limits

in our sample) for ‘strong’ compared to those from ‘weak’ systems. Similarly,

when we decrease the limit from 1014 to ∼ 1013 cm−2 we observe a decrease in

the cross-correlation amplitudes and slopes of ‘strong’ systems. Such a behaviour

can be explained by assuming that the fraction of systems that are not correlated

with galaxies decrease with an increase in the minimum column density limit.

22Otherwise ξnon−SF
gg < ξSF

gg , which is in contradiction with their observations.
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Any change in the amplitude of the correlation functions can be understood

as a change in the ‘linear bias’ and/or the fraction of ‘random contamination’

present. Changes in the slope of the correlations (like the one we have observed

in this work) would necessarily require the addition of baryonic physics under

our current cosmological paradigm.

Despite the fact that a 1014 cm−2 limit does not provide a sharp transition in ei-

ther the correlation signals or in the spatial distribution of H I absorption systems,

it might still have a physical meaning. Davé et al. (2010) used a cosmological

hydrodynamical simulation to study the properties of H I absorption systems

from z = 2 to z = 0. They found an interesting bimodality in the distribution

of logNHI per unit path length at 〈z〉 ≈ 0.25, where NHI < 1014 cm−2 systems

are dominated by the diffuse IGM and NHI > 1014 cm−2 are dominated by the

condensed IGM associated with galaxy halos (see their figure 10).

According to the results from Davé et al. (2010), the diffuse IGM roughly

follows,

ρ

ρ̄
≈ 50

(
NHI

1014 cm−2

)0.74

10−0.37z, (4.37)

where ρ/ρ̄ is the local baryonic density in units of the cosmic mean (see their

equation 3 and figure 9), which gives us an idea of the overdensities involved

(see also Schaye, 2001, for a similar relationship from analytical arguments). A

change of one order of magnitude in column density, corresponds to a factor of

∼ 5 (directly proportional) in ρ/ρ̄, whereas a change of one unit redshift to a factor

of ∼ 2 (inversely proportional). Thus, a limit of 1014 cm−2 would correspond

to overdensities of ∼ 50× and ∼ 25× the cosmic mean at z = 0 and z = 1,

respectively. Similarly, limits of 1013 and 1015 cm−2 would correspond to ∼ 5×

more and less those values, respectively. We emphasize that there are large scatters

involved in this relation: roughly one order of magnitude in overdensity for a

fixed H I column density, and roughly half an order of magnitude in H I column

density for a fixed overdensity. Therefore, from these theoretical results a sharp

NHI limit is not expected either.
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Dark matter halo masses hosting H I systems and galaxies

It is common practice to compare the observed clustering amplitudes of extra-

galactic objects (e.g. galaxies, galaxy clusters, IGM absorbers, etc.) with that of

the expected theoretical (cold) dark matter in a given cosmological framework, in

order to infer a typical dark matter halo mass for the confinement of such objects

(e.g. Mo et al., 1993; Ryan-Weber, 2006). This method is model dependent and it

is only applicable to narrow cosmological epochs (narrow redshift ranges).

Our sample is composed of objects at 0 . z . 1, which corresponds to about

half of the history of the Universe. Thus, a direct link between the clustering

amplitudes reported in this work with a single dark matter halo mass is not

meaningful. Still, simple reasoning leads to the conclusion that the typical dark

matter haloes for the confinement of H I systems and galaxies, should follow the

same trends as the amplitudes of their correlation functions. Therefore, the most

massive ones should correspond to ‘non-SF’ galaxies, followed by ‘SF’ galaxies,

‘strong’ H I systems (both comparable) and ‘weak’ H I systems, in that same order.

Figure 4.25 is the same as Figure 4.22 with the prediction for the dark matter

clustering at z . 1 (thick dashed line). The shaded regions enclose the expected

dark matter clustering between redshift z = 1 (lower envelope) and z = 0 (upper

envelope) while the dashed lines themselves correspond to the expectation at

z = 0.5. These predictions were obtained from the dark matter power spectrum23

provided by CAMB24 (Lewis et al., 2000), with (thick dashed lines and dark shaded

regions) and without (thin dashed lines and light shaded regions) using the non-

linear corrections of Smith et al. (2003), for our adopted cosmological parameters

and σ8 = 0.8. We see that the shape of the correlations for ‘strong’ H I systems

and galaxies are somewhat consistent with that of the predicted dark matter for

the non-linear regime. Their somewhat larger amplitudes hint towards ‘absolute

biases’ b & 1. On the other hand, the shape of the ‘weak’ H I is marginally in

disagreement with that of the dark matter expectation in the non-linear regime. In

23Note that the power spectrum is the Fourier transform of the correlation function (and
viceversa).

24www.camb.info

www.camb.info
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this case, the lower amplitude compared to that of the dark matter hints towards

an ‘absolute bias’ b < 1. We note that for the case of ‘weak’ systems, a linear

approximation for the dark matter clustering (i.e. neglecting the correction of

Smith et al., 2003), gives a somewhat better match in terms of slopes, although

still with amplitudes marginally above our observed ones. If a significant fraction

of ‘weak’ H I systems reside within galaxy voids, a linear evolution should be

expected even at z ≈ 0. We speculate that H I systems within galaxy voids might

have clustering amplitudes consistent with that of the dark matter when the

Universe was much younger than z ∼ 1, still evolving in the linear regime even

at scales . 2 Mpc.

In view of these results, we revisit the claim by Ryan-Weber (2006) that H I

absorption at . 1015 cm−2 reside preferentially in dark matter halo of masses

M ∼ 1013.6 − 1014.5 h−1
100M�, analogous to those of massive galaxy groups. Given

the significantly lower clustering amplitude of our full sample of H I systems

compared to that of galaxies, we conclude that H I absorption systems are prefer-

entially found in dark matter haloes of masses smaller than those populated by

galaxies. At most, ‘SF’ galaxies and ‘strong’ H I systems are typically found in

dark matter haloes of similar masses. Moreover, a significant fraction of ‘weak’

H I systems might reside in underdense regions with ‘absolute biases’ b < 1.

Three types of relationships between H I and galaxies

We have reported a significant (> 3σ c.l.) rejection of the hypothesis that H I ab-

sorption systems and galaxies (as a whole) trace the same underlying dark matter

distribution linearly (see Section 4.8). We have found that this is mostly driven by

H I absorption systems with column densities NHI < 1014 cm−2 (‘weak’ systems),

which show little (consistent with 0) correlation with galaxies. On the other hand,

H I systems with NHI ≥ 1014 cm−2 (‘strong’ systems) are consistent with such an

hypothesis. Thus, this indicates the presence of at least two types of relationships

between H I and galaxies: (i) linear correlation, and (ii) no correlation.

A third type of relationship comes from the fact that at small enough scales,
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H I systems and galaxies are different manifestation of the same physical object; a

galaxy is also a very strong H I absorption system and, depending on the galaxy

definition, the other way around also applies. Our survey was not designed for

studying scales . 0.5 Mpc, and so it is not surprising that we do not observe a

characteristic signal of a one-to-one association (see Section 4.7.4). Thus, we can

not neglect the fact that this relationship exists and should be included in our

interpretation. Still, the contribution of this one-to-one correlation to the total

fraction of H I systems at 1013 . NHI . 1017 cm−2 is quite low.

This picture fits well with what was early presented by Mo (1994), and is

in contrast to the commonly adopted interpretation presented by Lanzetta et al.

(1995) which claims that the majority of low-z H I systems belong to the extended

haloes of luminous galaxies.

4.9.3 Prospects and future work

In this section we will enumerate some of the projects that are directly linked to

our current study but that we have not performed here either because of lack of

observational data or limited time. We aim to address them in the near future.

Comparison with simulations

Even though many of our results are in good agreements with those presented by

Pierleoni et al. (2008, see Section 4.9.1), others have not been properly compared

with the predictions from simulations yet. For instance, one of our key results

is the fact that ‘weak’ H I systems and galaxies cluster more weakly than ‘weak’

H I systems with themselves or than galaxies with themselves. As discussed

in Section 4.9.2, this would imply that ‘weak’ H I systems and galaxies do not

trace the same underlying matter distribution linearly. It is still to be seen if

current cosmological hydrodynamical simulations can reproduce this and all our

observational results.
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Redshift evolution

A complete picture of the relationship between the IGM and galaxies requires

understanding not only their statistical connection at a given epoch but also their

cosmological evolution. Combining our results with those from higher redshifts

(z ∼ 2 − 3; e.g. Adelberger et al., 2003, 2005; Crighton et al., 2011; Rudie et al.,

2012; Rakic et al., 2012; Tummuangpak et al., 2013), such an evolution can be

studied. It is important to keep in mind that: (i) galaxy samples in these high-z

studies are strongly biased against ‘non-star-forming-galaxies’, and (ii) the lower

the redshift, the higher the (average) overdensity traced by a fixed NHI limit (e.g.

Schaye, 2001; Davé et al., 2010, see Equation 4.37). Thus, any evolutionary analysis

has to properly take into account such differences.

We also note that because of observational limitations, the redshift range be-

tween z ∼ 1− 2 is currently unexplored for studies of the IGM–galaxy connection.

This is a very important cosmological time—as it is when the star formation

density starts to decline (e.g. Hopkins and Beacom, 2006)—which we hope will

be covered in the near future.

Splitting by H I Doppler parameter

In our current analysis we have completely ignored the information provided by

the Doppler parameters of the H I systems. Current hydrodynamical simulations

suggest that above a limit of bHI ∼ 50 km s−1, an important fraction of H I lines

trace the warm-hot intergalactic medium (WHIM) (e.g. Davé et al., 2010, see their

figure 11). The WHIM is currently the best candidate to host the majority of the

‘missing baryons’ at low-z (e.g. Cen and Ostriker, 1999; Davé et al., 2010; Shull

et al., 2012). However, because of their expected large bHI and low NHI (. 1013

cm−2), its direct observation through H I has been extremely difficult. In fact, H I

can appear undetectable in such conditions (Savage et al., 2010). Still, the H I–

galaxy cross-correlation could provide an indirect way to observe the WHIM by

splitting the samples by bHI, and applying a similar reasoning than that presented
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in Section 4.9.2.

Cross-correlations for the CGM

Our current statistical results seem adequate for constraining the H I–galaxy

connection on scales ∼ 0.5 − 10 Mpc. An obvious improvement would be to

increase the galaxy completeness level at scales . 0.5 Mpc. In this way the two-

point correlation function results can be directly linked to the studies of the CGM

based on one-to-one absorber–galaxy associations (e.g. Prochaska et al., 2011b;

Tumlinson et al., 2011; Thom et al., 2012; Werk et al., 2013; Stocke et al., 2013).

Correlations between metals and galaxies will also provide a useful complement

for such studies. Similarly, a better characterization of the galaxies (e.g. stellar

masses, specific star-formation rates, morphology, etc.) in these samples will

allow us to isolate their relative contributions (hence importance) to the observed

correlation amplitudes.

‘Extremely weak’ H I systems

Our current data quality is not enough to observe ‘extremely weak’ H I systems

(NHI . 1013 cm−2), but studying the H I–galaxy cross-correlation at such low

column densities is definitively worth exploring. There is strong observational

evidence that the vast majority of these absorbers reside within galaxy voids

(e.g. Manning, 2002; Tejos et al., 2012). In such a case an anti-correlation between

‘extremely weak’ H I absorption systems and galaxies should be expected, but

this has not been observationally confirmed (or refuted) yet. There is also the

interesting possibility that these absorbers may represent a completely different

type of H I absorption systems than those found co-existing with galaxies. If

true, such systems are good candidates for testing our current galaxy formation

paradigm (e.g. Manning, 2002, 2003).
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4.10 Summary

We have presented a new optical spectroscopic galaxy survey of 2143 galaxies

at z . 1, around 3 fields containing 5 QSO with HST UV spectroscopy.25 These

galaxies were observed by optical multi-object spectroscopy instruments such

as DEIMOS, VIMOS and GMOS, and were mostly selected based on magnitude

limits (R ∼ 23− 24 mag; no morphological criteria imposed). This selection also

lead to the detection of 423 stars and 22 AGN within those fields. Out of our new

2143 galaxies, 1777 have detectable star formation activity within their past ∼ 1

Gyr (referred as ‘SF’), while the remaining 366 have not (referred as ‘non-SF’).

We have also presented a new spectroscopic survey of 669 well identified

intervening H I absorption line systems at z . 1, observed in the spectra of 8 QSO

at z ∼ 1. These systems were detected in high-resolution UV HST spectroscopy

from instruments such as COS and FOS. Out of these 669 H I systems, 173

have column densities 1014 ≤ NHI . 1017 cm−2 (referred as ‘strong’), while the

remaining 496 have 1013 . NHI < 1014 cm−2 (referred as ‘weak’).

Combining these new data with previously published galaxy catalogs from

the VVDS (Le Fèvre et al., 2005), GDDS (Abraham et al., 2004) and Morris and

Jannuzi (2006) surveys, we have gathered a sample of 17509 galaxies with red-

shifts between 0.01 < z < 1.3, and at transverse separations < 50 Mpc from their

respective fields centres; and 654 H I absorption systems at redshifts between

0.01 < z < zmax, where zmax is the redshift corresponding to 5000 km s−1 blue-

wards the redshift of their respective QSO. Out of those 17509 galaxies, 8293 were

classified as ‘SF’ and 1743 as ‘non-SF’; while out of those 654 H I systems, 165

were classified as ‘strong’ and 489 as ‘weak’.

Using these data, we have investigated the statistical connection between the

intergalactic medium (IGM) and galaxies through a clustering analysis. This

dataset is the largest sample to date for such an analysis. We presented obser-

vational results for the H I–galaxy cross-correlation and both the galaxy–galaxy

25Note that one of the fields has 3 QSOs.
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and H I–H I auto-correlations at z . 1. The two-point correlation functions have

been measured both along and transverse to the LOS, ξ(r⊥, r‖), in a linear grid

of 0.5 Mpc in both directions. We have constrained the H I–galaxy (ξag) and

galaxy–galaxy (ξgg) correlations at transverse scales r⊥ . 10 Mpc, and the H I–H I

auto-correlation (ξaa) at transverse scales r⊥ . 2 Mpc. We have integrated these

correlations along the LOS up to 20 Mpc, and used the projected results to infer

the shape of their corresponding ‘real-space’ correlation functions, ξ(r), assuming

power-laws of the form ξ(r) = (r/r0)−γ . Comparing the results from the H I–

galaxy cross-correlation with the H I–H I and galaxy–galaxy auto-correlations,

we provided constraints on their statistical connection, as a function of both H I

column density and galaxy star-formation activity.

We summarize our observational results as follows:

• Two-dimensional correlations, ξ(r⊥, r‖):

– Full Sample: the H I–galaxy two-dimensional cross-correlation has com-

parable clustering amplitudes than those of the H I–H I auto-correlation,

which are lower than those of the galaxy–galaxy auto-correlation. The

peaks of these correlation functions were found to be ξag = 2.3 ± 0.9,

ξaa = 2.1± 0.9 and ξgg = 5.7± 0.7, respectively.

– ‘Strong’ H I systems and ‘SF’ galaxies: the H I–galaxy, H I–H I and galaxy–

galaxy two-dimensional correlations have all comparable amplitudes.

The peaks of these correlation functions were found to be ξag = 8.3±2.2,

ξaa = 7.5± 2.3 and ξgg = 6.1± 0.6, respectively.

– ‘Strong’ H I systems and ‘non-SF’ galaxies: the H I–galaxy two-dimensional

cross-correlation has comparable clustering amplitudes than those of

the galaxy–galaxy auto-correlation, which are marginally higher than

those of the H I–H I auto-correlation. The peaks of the correlation

functions were found to be ξag = 10.3 ± 5.6, ξgg = 12.6 ± 3.0 and

ξaa = 7.5± 2.3, respectively.
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– ‘Weak’ H I systems and ‘SF’ galaxies: the two-dimensional H I–galaxy

clustering has much lower amplitudes than those of the galaxy–galaxy

and H I–H I auto-correlations. The H I-H I auto-correlation has also

lower amplitudes than those of the galaxy–galaxy auto-correlation.

The peaks of the correlation functions were found to be ξag = 0.9± 0.6,

ξgg = 6.1± 0.6 and ξaa = 1.9± 0.9, respectively.

– ‘Weak’ H I systems and ‘non-SF’ galaxies: the two-dimensional H I–galaxy

clustering has much lower amplitudes than those of the galaxy–galaxy

and H I–H I auto-correlations. The H I-H I auto-correlation has also

lower amplitudes than those of the galaxy–galaxy auto-correlation.

The peaks of the correlation functions were found to be ξag = 0.6± 0.5,

ξgg = 12.6± 3.0 and ξaa = 1.9± 0.9, respectively.

• Real space correlations, ξ(r) ≡ (r/r0)−γ :

– Full Sample: the H I–galaxy cross-correlation has comparable cluster-

ing amplitudes than those of the H I–H I auto-correlation, which are

lower than those of the galaxy–galaxy auto-correlation. The corre-

lation lengths and slopes are found to be rag
0 = 1.6 ± 0.2 Mpc and

γag = 1.4±0.1, raa
0 = 0.3±0.3 Mpc and γaa = 1.1±0.1, and rgg

0 = 3.9±0.1

Mpc and γgg = 1.7± 0.1, respectively.

– ‘Strong’ H I systems and ‘SF’ galaxies: the H I–galaxy, H I–H I and galaxy–

galaxy correlations have all comparable amplitudes. The correlation

lengths and slopes are found to be rag
0 = 3.8 ± 0.2 Mpc and γag =

1.7 ± 0.1, raa
0 = 3.1 ± 0.7 Mpc and γaa = 1.3 ± 0.4, and rgg

0 = 3.9 ± 0.1

Mpc and γgg = 1.6± 0.1, respectively.

– ‘Strong’ H I systems and ‘non-SF’ galaxies: the H I–galaxy cross-correlation

has comparable clustering amplitudes than those of the galaxy–galaxy

auto-correlation, which are higher than those of the H I–H I auto-

correlation. The correlation lengths and slopes found to be rag
0 =
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4.0±0.3 Mpc and γag = 1.7±0.1, rgg
0 = 6.2±0.2 Mpc and γgg = 1.6±0.1,

and raa
0 = 3.1± 0.7 Mpc and γaa = 1.3± 0.4, respectively.

– ‘Weak’ H I systems and ‘SF’ galaxies: the H I–galaxy cross-correlation

has much lower amplitudes than those of the galaxy–galaxy and H I–

H I auto-correlations. The H I-H I auto-correlation has also lower

amplitudes than those of the galaxy–galaxy auto-correlation. The cor-

relation lengths and slopes are found to be rag
0 = 0.2 ± 0.4 Mpc and

γag = 1.1±0.3, rgg
0 = 3.9±0.1 Mpc and γgg = 1.6±0.1, and raa

0 = 0.3±0.1

Mpc and γaa = 1.0± 0.1, respectively. We note however that a power-

law fit for H I–galaxy cross-correlation might not be a good description

of the observations.

– ‘Weak’ H I systems and ‘SF’ galaxies: the H I–galaxy cross-correlaiton

has much lower amplitudes than those of the galaxy–galaxy and H I–

H I auto-correlations. The H I-H I auto-correlation has also lower

amplitudes than those of the galaxy–galaxy auto-correlation. The cor-

relation lengths and slopes are found to be rag
0 = 0.0 ± 0.8 Mpc and

γag = 1.0±1.6, rgg
0 = 6.2±0.2 Mpc and γgg = 1.6±0.1, and raa

0 = 0.3±0.1

Mpc and γaa = 1.0± 0.1, respectively. We note however that a power-

law fit for the real-space H I–galaxy cross-correlation might not be a

good description of the observations.

• Amplitudes:

– H I–galaxy cross-correlations: The H I–galaxy cross-correlation ampli-

tudes are systematically higher for ‘strong’ systems than ‘weak’ sys-

tems, and for ‘non-SF’ galaxies than ‘SF’ galaxies, with a much stronger

dependence on H I column density than galaxy star-formation activity.

This is true either for the two-dimensional or the real-space correlations

(see numbers above).

– Galaxy auto-correlations: The galaxy–galaxy auto-correlation amplitudes
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are systematically higher for ‘non-SF’ galaxies than ‘SF’ galaxies. This

is true either for the two-dimensional or the real-space correlations (see

numbers above).

– H I auto-correlations: The H I–H I auto-correlation amplitudes are sys-

tematically higher for ‘strong’ systems than ‘weak’ systems. This is

true either for the two-dimensional and real-space correlations (see

numbers above).

• Velocity distortions:

– The two-dimensional H I–galaxy cross-correlations do not show signif-

icant velocity distortions along the LOS, apart from those expected by

the galaxy redshift uncertainties.

– The peak in the two-dimensional H I–galaxy cross-correlation for

‘strong’ systems and ‘non-SF’ galaxies appears ∼ 1 Mpc shifted along

the LOS from 0, and there is marginal evidence (not significant) that

this might be a real feature.

• Two-dimensional ratios, (ξag)2/(ξggξaa):

– Full Sample: the ratio (ξag)2/(ξggξaa) appears marginally inconsistent

with 1 on scales . 2 Mpc.

– ‘Strong’ H I systems and galaxies: the ratio (ξag)2/(ξggξaa) appears roughly

consistent (large uncertainties) with 1 on scales . 2 Mpc, indepen-

dently of the galaxy star-formation activity.

– ‘Weak’ H I systems and galaxies: the ratio (ξag)2/(ξggξaa) appears incon-

sistent with 1 on scales . 2 Mpc, independently of the galaxy star-

formation activity.

• Projected along the LOS ratios, (Ξag)2/(ΞggΞaa):
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– Full Sample: we find (Ξag)2/(ΞggΞaa) ≈ 0.2 ± 0.2 on scales . 2 Mpc.

Therefore, ruling out the hypothesis that H I systems and galaxies (as a

whole) trace the same underlying dark matter distribution linearly on

those scales, at a high statistical significance (> 3σ c.l.).

– ‘Strong’ H I systems and ‘SF’ galaxies: we find (Ξag)2/(ΞggΞaa) ≈ 1.1± 0.6

on scales . 2 Mpc. Therefore, roughly consistent (large uncertainties)

with the hypothesis that ‘strong’ H I systems and ‘SF’ galaxies trace the

same underlying dark matter distribution linearly on those scales.

– ‘Strong’ H I systems and ‘non-SF’ galaxies: we find (Ξag)2/(ΞggΞaa) ≈

0.5 ± 0.3 on scales . 2 Mpc. Therefore, marginally ruling out the

hypothesis that ‘strong’ H I systems and ‘non-SF’ galaxies trace the

same underlying dark matter distribution linearly on those scales (only

at the ∼ 2σ c.l.).

– ‘Weak’ H I systems and ‘SF’ galaxies: we find (Ξag)2/(ΞggΞaa) ≈ 0.02± 0.2

on scales . 2 Mpc. Therefore, ruling out the hypothesis that ‘weak’

H I systems and ‘SF’ galaxies trace the same underlying dark matter

distribution linearly on those scales, at a high statistical significance

(> 3σ c.l.).

– ‘Weak’ H I systems and ‘non-SF’ galaxies: we find (Ξag)2/(ΞggΞaa) ≈

0.001 ± 0.4 on scales . 2 Mpc. Therefore, marginally ruling out the

hypothesis that ‘weak’ H I systems and ‘non-SF’ galaxies trace the same

underlying dark matter distribution linearly on those scales (only at

the ∼ 2σ c.l.).

• ‘Absolute biases’:

– ‘Strong’ H I systems and galaxies: their ‘absolute biases’ are consistent

with b & 1.

– ‘Weak’ H I systems: their ‘absolute biases’ are consistent with b < 1.
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Our interpretation of these results has lead us to the following conclusions:

• The bulk of H I systems around galaxies have very little velocity dispersion

(� 120 km s−1) with respect to the bulk of galaxies. Hence, no strong galaxy

outflow or inflow signal is detected.

• The vast majority of ‘strong’ H I systems and ‘SF’ galaxies are distributed in

the same locations. We have identified these locations with the ‘overdense

large-scale structure’.

• A fraction of ‘non-SF’ galaxies are distributed in roughly the same way as

‘strong’ H I systems and ‘SF’ galaxies but there are sub-locations—within

those where galaxies and ‘strong’ H I systems reside—with a much higher

density of ‘non-SF’ galaxies than ‘strong’ H I systems and/or ‘SF’ galaxies.

We have identified such locations as galaxy clusters. We estimated that

only a 25± 15% of ‘non-SF’ galaxies reside in galaxy clusters and that the

remaining 75 ± 15% co-exist with ‘strong’ H I and ‘SF’ at scales . 2 Mpc,

following the same underlying dark matter distribution, i.e. the ‘overdense

large-scale structure’.

• An important fraction of ‘weak’ systems could reside in locations devoid

of galaxies of any kind. We have identified such locations as galaxy voids,

i.e. the ‘underdense large-scale structure’. At a limit of NHI ≥ 1013 cm−2, we

have estimated that roughly ∼ 50% of ‘weak’ systems reside within galaxy

voids. At lower NHI limits this fraction is likely to increase.

• The vast majority of ‘strong’ H I absorption systems at low-z reside in dark

matter haloes of masses comparable to those hosting galaxies.

• At least ∼ 50% of ‘weak’ H I absorption systems with NHI ≥ 1013 cm−2,

reside in dark matter haloes less massive than those hosting ‘strong’ H I sys-

tems and/or galaxies. At lower NHI limits this fraction is likely to increase.
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• We speculate that H I systems within galaxy voids might be still evolving in

the linear regime even at scales . 2 Mpc and at z . 1.

• We conclude that there are at least three types of relationship between H I

absorption systems and galaxies at low-z: (i) one-to-one physical association;

(ii) association because they both follow the same underlying dark matter

distribution; and (iii) no association at all.
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Chapter 5
Summary & Conclusion

5.1 Summary

In this thesis we have explored the relationship between the intergalactic medium

(IGM) and galaxies at z . 1, in a statistical manner. Galaxies have been mostly

surveyed in emission using optical spectroscopy, while the IGM has been mostly

surveyed in absorption in the ultra-violet (UV) spectra of background QSO. We

have presented observational results for such a connection using two complemen-

tary methods:

• In Chapter 2 we used galaxy voids as tracers of both underdense and over-

dense regions. We used archival data to study the properties of H I ab-

sorption line systems within and around galaxy voids at z < 0.1. Typical

galaxy voids have sizes & 10 Mpc and so our results constrained the very

large-scale association. This sample was composed by 106 H I absorption

systems and 1054 galaxy voids.

• In Chapter 4 we used a sample H I systems and galaxies from pencil beam

surveys to measure the H I–galaxy cross-correlation at z . 1. Our sample

is composed by a combination of archival and new data taken by the au-

thor and collaborators. This survey properly covers transverse separations

between H I and galaxies from ∼ 100 kpc (proper) up to ∼ 10 Mpc, filling

the gap between the very large scales and those associated to the so-called

circumgalactic medium (CGM). This sample was composed by 654 H I

absorption systems and 17509 galaxies.

198
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In this way, we have studied the IGM–galaxy statistical relationship over a wide

range of scales and environments. Our main results are summarized as follows:

• We found a significant excess of H I absorption line systems at the edges of

galaxy voids, consistent with the excess of galaxies that define such voids.

We found no significant deficit of H I systems inside galaxy voids compared

to the random expectation. This is inconsistent with the expectation from

the galaxy distribution, as the density of galaxies inside galaxy voids is

significantly lower than that the random expectation.

• We found differences in the H I column density (NHI) and Doppler parameter

(bHI) distribution between H I systems inside and outside galaxy voids. Low

density environments (voids) have smaller values for both NHI and bHI than

higher density ones (edges of voids). These trends are theoretically expected

and found in GIMIC, a state-of-the-art hydrodynamical simulation. We

found no sharp NHI or bHI transitions with environment however, except

perhaps for NHI . 1013 cm−2. We estimate that the vast majority of H I

systems with NHI . 1013 cm−2 reside in galaxy voids.

• We found that H I systems with 1014 ≤ NHI . 1017 cm−2 (‘strong’) cluster

with ‘star-forming’ (‘SF’) galaxies as strongly as ‘SF’ galaxies with them-

selves, and that H I systems with 1013 . NHI < 1014 cm−2 (‘weak’) cluster

much more weakly with galaxies than would be expected if these H I systems

and galaxies trace the same underlying dark matter distribution linearly.

Our interpretation of this result is that a significant fraction (at least ∼ 50%)

of ‘weak’ systems are not correlated at all with galaxies. This picture is

consistent with our previous findings in Chapter 2.

• We found that the amplitude of the auto- and cross-correlations of ‘strong’

H I systems and ‘non-SF’ galaxies is not consistent with the hypothesis that

both samples trace the same underlying dark matter distribution linearly.

This result is consistent with an scenario in which∼ 25% of ‘non-SF’ galaxies
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reside in galaxy clusters, with a significant lack of ‘strong’ H I systems within

∼ 2 Mpc, and the remaining ∼ 75% reside in locations where ‘strong’ H I is

abundant. In this picture, cold gas (as traced by ‘strong’ H I systems) around

‘non-SF’ galaxies is the rule rather than the exception.

• We found that the amplitude of the H I–galaxy cross-correlation scales with

both H I column density and the presence of star-formation activity in the

galaxy, but that the dependence on H I column density is much stronger

than that star-formation. Still, we do not find sharp transitions in NHI for

the observed H I–galaxy cross-correlation amplitude for column densities

in the range 1013 . NHI . 1015 cm−2. This result is also consistent with our

findings of Chapter 2. Because of a lack of observational data we could not

test the prediction that H I systems with NHI . 1013 cm−2 are preferentially

found in galaxy voids. (In such a scenario an anti-correlation between H I

and galaxies is expected.)

• We found that the amplitude of the H I auto-correlation for ‘strong’ systems

is larger than that of ‘weak’ systems. Similarly, the amplitude of the galaxy

auto-correlation for ‘non-SF’ galaxies is larger than that for ‘SF’ galaxies.

• We found that the two-dimensional H I–galaxy cross-correlations do not

show significant velocity distortions along the line-of-sight, apart from those

expected by the galaxy redshift uncertainties. In consequence, we concluded

that the bulk of H I systems around galaxies has a low velocity dispersion

(� 120 km s−1) with respect to the bulk of galaxies (from the point of view

of H I). This result places an important constraint on the extent of galaxy

feedback present at z . 1, as no strong galaxy outflow is detected. We did

not detect a signal associated with inflowing material either, at the same

velocity limit.

• When comparing our clustering results with those of the cold dark matter

theoretical expectation, we found that the auto-correlation amplitudes of
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the ‘strong’ H I systems and galaxies are consistent with an ‘absolute bias’

b ≥ 1. On the other hand, the amplitudes of the ‘weak’ H I auto-correlation

are lower than that of the dark matter, hence b < 1. This might be evidence

that H I systems inside galaxy voids are evolving more slower than their

counterparts located in higher density environments.

For a more quantitative description of our observational results we refer the

reader to Sections 2.4 and 4.8. Similarly, for further discussion on the interpreta-

tion of these results we refer the reader to Sections 2.6 and 4.9.

At this point we emphasize that the observational results from the analysis

presented in Chapter 2 and Chapter 4, can both be interpreted under the same

simplified model. This is remarkable because these two experiments are quite

different in design, not only in the way that the data was analysed, but also

concerning their targeted mean scales and cosmic epochs.

5.2 Conclusion

In conclusion, our results hint towards a picture in which there are at least three

types of association between the the diffuse gas in the Universe and galaxies at

z . 1:

• One-to-one direct association because galaxies do contain diffuse gas. Even

though in this thesis we did not directly constrain this association, this is an

observational fact that can not be neglected.

• Indirect association because both the IGM and galaxies trace the same un-

derlying dark matter distribution. Our results have provided quantitative

evidence for this association to exist. Moreover, we have shown that not all

galaxies are related to the diffuse gas in the same way. In particular, a non

negligible fraction of ‘non-star-forming’ galaxies might reside in environ-

ments devoid of diffuse H I.
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• No association because there are regions in the Universe that contain a signif-

icant amount of diffuse gas but that are devoid of galaxies. Our results have

provided quantitative evidence that this scenario exists.

We have also shown that the last two scenarios are not defined in terms of

sharp H I column density limits in the range 1013 . NHI . 1014 cm−2, but rather

in a probabilistic manner. For instance, we found that there is a ∼ 50% chance

that a H I system with column density within the above range belongs to a galaxy

void. At much higher column densities a direct association with galaxy haloes is

expected. In this way, H I systems with NHI & 1015 cm−2 would likely be found

close to galaxies rather than in galaxy voids. On the other hand, the opposite

would be true for H I systems with NHI . 1013 cm−2. Based on the results from

Chapter 2, we predict that there should be an anti-correlation between H I systems

with NHI . 1013 cm−2 and galaxies.

Despite the comparatively simple physics of the diffuse IGM compared to

that of galaxies, our observational results suggest that there are still aspects that

are not yet accounted for in our current models of the diffuse IGM. For instance,

it is usually assumed that, at large scales, all baryonic matter follows the same

underlying distribution in a fairly linear way. It is only at the very small scales

(. 100 kpc) that baryonic physics is invoked to explain the non-linear dependence

between the observed correlations (for both IGM and galaxies) and that of the

theoretical cold dark matter. Our results indicate that such non-linear dependence

is also present at scales of at least . 2 Mpc. Moreover, according to our prediction

that H I systems with NHI . 1013 cm−2 are preferentially found in galaxy voids,

this non-linear dependence can be present even at scales as large as ∼ 10 Mpc.

This large-scale non-linear dependence primarily arises from a geometrical

effect: there are well defined regions containing diffuse gas, but, for some reason,

are comparatively devoid of galaxies. Did galaxies never form in such regions?

Did they form there, but moved toward a higher density environment in less

than a Hubble time? Did they form there, but somehow were destroyed or faded
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(e.g. by the UVB and/or the expansion of the Universe)? It seems more natural

and simple to assume that galaxies never formed in these low density environ-

ments, but all the other possibilities should be properly ruled out. Understanding

why galaxies are not present in such environments will provide extra clues for

understanding the evolution of baryonic matter in the Universe.

5.3 Future prospects and final word

In Sections 2.6.3 and 4.9.3, we have provided specific future prospects for the work

presented in their respective Chapters. In a more broad perspective, we consider

that the study of baryonic matter in the Universe will require a comprehensive

understanding of how the large-scale environment shapes the IGM–galaxy rela-

tionship. Observational studies of the IGM in well defined large-scale structures—

like galaxy clusters, galaxy filaments and galaxy voids—are natural continuations

of the present work. Such an ambitious project is currently feasible by combining

the capabilities of: (i) the Cosmic Origins Spectrograph (COS) on Hubble Space

Telescope (HST); (ii) the wide and extremely large spectroscopic galaxy surveys;

and (iii) deep multi-object pencil-beam like spectroscopic surveys.

Pursing that goal, we have been recently awarded HST time to observe a

carefully chosen QSO with COS, whose sightline passes through 6 potential cos-

mological filaments—defined by galaxy clusters pairs separated by < 20 Mpc

and at similar redshifts—and 3 independent galaxy clusters at impact parameters

. 1.5 Mpc at z . 0.4 (GO 12958, PI: Tejos). This data will significantly increase

the number of well identified ‘filaments’ observed in absorption and therefore

will help to generate statistical conclusions about the nature of the H I absorption

systems found in overdense environments. Similarly, we are re-submitting an-

other complementary COS HST proposal to observe the most denser regions in

the Universe, by targeting QSO at impact parameters . 1 Mpc from foreground

galaxy clusters. In this way, we can compare the statistical properties of H I

absorption systems found in quite different cosmological environments.
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We also consider that the aforementioned projects can shed light on the long-

lasting problem of the ‘missing baryons’ at low-z. As mentioned, the best candi-

date for hosting those baryons is the warm-hot intergalactic medium (WHIM),

and our project on cosmological filaments and clusters can naturally lead to such

detections if this environment is present.

A better theoretical description of the physics of the IGM in the underdense

regions could also help to solve the missing baryon problem. Current estimations

of the baryon content in the H I Lyα forest at low-z model all these absorption

lines as coming from the same physical entities (e.g. isothermal spheres). If this

assumption is not valid, and the underdense regions host a different type of H I

absorption systems compared to those observed in the overdense regions, then

such estimates will also change. Similarly, current hydrodynamical cosmological

simulations might not be accounting for all the physics in the underdense regions

because of resolution limitations.

Despite the important information on the IGM–galaxy statistical connection

provided by this thesis, new questions have arisen. Our present work represents a

modest but valuable contribution towards a better understanding of the evolution

of baryonic matter in the Universe.

Nicolas Tejos

Durham, 2013



Appendix A
Data Tables

The following tables correspond to the new galaxy and H I absorption system

catalogs used in Chapter 4. To avoid overloading this printable version of the

thesis, we only show the first entries of each table unless otherwise stated. The

full tables will be available online once Chapter 4 is published in the Monthly

Notices of the Royal Astronomical Society. In the meantime, these tables can be

requested from the author.
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Table A.1: H I absorption systems in QSO Q0107-025A.

z log (NHI/cm−2) bHI (km s−1) label
(1) (2) (3) (4)

0.003736 ± 0.000023 13.46 ± 0.09 30 ± 11 b
0.053847 ± 0.000019 13.58 ± 0.06 44 ± 8 b
0.005063 ± 0.000030 13.34 ± 0.10 37 ± 13 b
0.054636 ± 0.000030 13.08 ± 0.13 25 ± 14 b
0.006143 ± 0.002014 14.01 ± 9.45 47 ± 219 c
0.056460 ± 0.000020 13.24 ± 0.08 30 ± 9 b
0.006291 ± 0.000409 15.14 ± 6.02 31 ± 205 c
0.060568 ± 0.000006 13.91 ± 0.05 26 ± 3 b
0.006427 ± 0.007203 13.65 ± 55.41 34 ± 650 c
0.062980 ± 0.000008 13.98 ± 0.02 55 ± 3 b
0.028710 ± 0.000009 13.49 ± 0.06 19 ± 4 b
0.063400 ± 0.000018 12.95 ± 0.12 14 ± 10 b
0.031353 ± 0.000005 13.92 ± 0.23 14 ± 4 b
0.076709 ± 0.000081 13.86 ± 0.10 139 ± 43 b
0.036048 ± 0.000004 14.24 ± 0.58 14 ± 5 c
0.077981 ± 0.000008 17.08 ± 0.78 20 ± 3 c
0.040448 ± 0.000010 13.58 ± 0.05 21 ± 5 b
0.081904 ± 0.000011 13.94 ± 0.07 30 ± 5 b
0.040644 ± 0.000045 12.66 ± 0.51 12 ± 30 c
0.082419 ± 0.000028 13.44 ± 0.09 36 ± 12 b
0.040971 ± 0.000048 13.55 ± 0.10 73 ± 26 b
0.085376 ± 0.000016 13.52 ± 0.05 37 ± 7 b
0.041486 ± 0.000046 13.45 ± 0.26 24 ± 15 b
0.094779 ± 0.000008 13.53 ± 0.04 21 ± 3 b
0.041669 ± 0.000025 13.81 ± 0.11 25 ± 7 b
0.097074 ± 0.000014 12.93 ± 0.11 10 ± 8 b
0.043067 ± 0.000014 13.43 ± 0.05 37 ± 6 b
0.099364 ± 0.000021 13.11 ± 0.08 28 ± 9 b
0.047181 ± 0.000257 13.56 ± 0.36 108 ± 46 b
0.109475 ± 0.000004 14.25 ± 0.24 19 ± 3 a
0.047422 ± 0.000032 13.65 ± 0.29 51 ± 18 b
0.112880 ± 0.000012 13.73 ± 0.04 35 ± 5 a
0.050436 ± 0.000021 12.93 ± 0.17 9 ± 14 b
0.113778 ± 0.000005 13.88 ± 0.25 12 ± 3 a
0.050640 ± 0.000010 13.62 ± 0.05 22 ± 5 b
0.114403 ± 0.000012 13.40 ± 0.06 24 ± 5 a
0.050869 ± 0.000020 13.10 ± 0.12 17 ± 12 b
0.114844 ± 0.000040 13.28 ± 0.11 54 ± 21 a
0.052836 ± 0.000087 14.03 ± 0.27 74 ± 15 b
0.115532 ± 0.000008 16.23 ± 0.90 25 ± 5 c
0.052887 ± 0.000013 15.24 ± 2.95 22 ± 21 c
0.115884 ± 0.000036 13.36 ± 0.15 27 ± 14 a
0.053279 ± 0.000064 13.29 ± 0.37 33 ± 24 b
0.120679 ± 0.000021 13.44 ± 0.06 45 ± 8 a

Note. Only a portion of this table is shown. The full table will be
available in the online version of the paper. (1) and (5): H I redshift.
(2) and (6): H I column density from Voigt profile fitting. (3) and
(7): H I Doppler parameter from Voigt profile fitting. (4) and (8):
Confidence label: (a) ‘secure’; (b) ‘probable’; and (c) ‘uncertain’ (see
Section 4.5.3 for definitions). See Section 4.5 for further details.
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Table A.2: H I absorption systems in QSO Q0107-025B.

z log (NHI/cm−2) bHI (km s−1) label
(1) (2) (3) (4)

0.006340 ± 0.000004 14.30 ± 0.08 31 ± 3 b
0.261066 ± 0.000004 14.75 ± 0.01 61 ± 1 a
0.013367 ± 0.000010 13.35 ± 0.05 22 ± 5 b
0.294558 ± 0.000012 13.81 ± 0.03 38 ± 4 a
0.041753 ± 0.000012 13.51 ± 0.04 42 ± 6 b
0.314209 ± 0.000046 13.74 ± 0.09 56 ± 12 a
0.053188 ± 0.000011 13.64 ± 0.04 33 ± 5 b
0.314527 ± 0.000014 13.65 ± 0.10 24 ± 5 a
0.060677 ± 0.000013 13.32 ± 0.06 28 ± 6 b
0.321764 ± 0.000008 13.75 ± 1.83 6 ± 7 c
0.063119 ± 0.000008 13.47 ± 0.04 24 ± 3 b
0.333328 ± 0.000013 13.75 ± 0.04 33 ± 4 a
0.109629 ± 0.000014 13.26 ± 0.06 26 ± 6 a
0.383118 ± 0.000009 13.32 ± 0.08 12 ± 3 a
0.115300 ± 0.000001 13.51 ± 0.04 32 ± 4 a
0.399112 ± 0.000003 16.84 ± 0.02 20 ± 1 a
0.115714 ± 0.000003 14.53 ± 0.06 32 ± 1 a
0.399165 ± 0.000011 15.26 ± 0.12 51 ± 3 a
0.120307 ± 0.000007 13.51 ± 0.04 22 ± 3 a
0.412355 ± 0.000007 13.91 ± 0.03 26 ± 3 a
0.120734 ± 0.000008 13.82 ± 0.02 48 ± 3 a
0.427684 ± 0.000029 13.40 ± 0.07 38 ± 9 a
0.136385 ± 0.000004 13.85 ± 0.03 26 ± 2 a
0.434283 ± 0.000012 13.75 ± 0.03 35 ± 4 a
0.154647 ± 0.000021 15.89 ± 0.59 22 ± 2 c
0.436121 ± 0.000024 13.74 ± 0.04 62 ± 7 a
0.155130 ± 0.000232 13.39 ± 0.27 64 ± 16 a
0.467456 ± 0.000013 14.04 ± 0.03 44 ± 3 a
0.200199 ± 0.000003 15.62 ± 0.01 26 ± 1 a
0.499367 ± 0.000009 15.00 ± 0.08 30 ± 3 a
0.202519 ± 0.000004 14.94 ± 0.02 43 ± 1 a
0.499540 ± 0.000069 14.72 ± 0.17 57 ± 7 a
0.203027 ± 0.000003 14.76 ± 0.03 26 ± 1 a
0.512259 ± 0.000097 13.64 ± 0.54 22 ± 58 c
0.211922 ± 0.000010 13.28 ± 0.04 26 ± 4 a
0.517071 ± 0.000011 14.65 ± 0.02 44 ± 3 a
0.226692 ± 0.000003 14.97 ± 0.04 28 ± 1 a
0.523835 ± 0.000051 14.08 ± 0.29 44 ± 33 a
0.227140 ± 0.000011 13.92 ± 0.02 49 ± 4 a
0.535355 ± 0.000008 15.18 ± 0.04 29 ± 2 a
0.254161 ± 0.000026 13.36 ± 0.06 56 ± 11 a
0.555576 ± 0.000124 13.68 ± 1.64 26 ± 171 c
0.258088 ± 0.000014 13.28 ± 0.04 31 ± 4 a
0.578527 ± 0.000077 13.76 ± 0.11 33 ± 23 a

Note. Only a portion of this table is shown. The full table will be
available in the online version of the paper. (1) and (5): H I redshift.
(2) and (6): H I column density from Voigt profile fitting. (3) and
(7): H I Doppler parameter from Voigt profile fitting. (4) and (8):
Confidence label: (a) ‘secure’; (b) ‘probable’; and (c) ‘uncertain’ (see
Section 4.5.3 for definitions). See Section 4.5 for further details.
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Table A.3: H I absorption systems in QSO Q0107-0232 .

z log (NHI/cm−2) bHI (km s−1) label
(1) (2) (3) (4)

0.198946 ± 0.000014 14.73 ± 0.11 52 ± 5 b
0.417517 ± 0.000379 13.94 ± 0.54 131 ± 45 c
0.203349 ± 0.000015 14.79 ± 0.15 42 ± 6 b
0.423807 ± 0.000030 13.55 ± 0.06 46 ± 9 a
0.227096 ± 0.000001 14.00 ± 0.01 50 ± 1 b
0.424577 ± 0.000012 14.03 ± 0.04 36 ± 4 a
0.244724 ± 0.000001 14.00 ± 0.01 50 ± 1 b
0.425130 ± 0.000014 13.93 ± 0.04 37 ± 5 a
0.261403 ± 0.000017 14.02 ± 0.05 43 ± 6 b
0.428308 ± 0.000005 16.01 ± 0.18 35 ± 2 a
0.266532 ± 0.000003 14.53 ± 0.07 49 ± 4 b
0.436369 ± 0.000014 13.76 ± 0.06 23 ± 10 a
0.268371 ± 0.000011 13.28 ± 0.14 9 ± 5 b
0.441843 ± 0.000056 14.26 ± 0.03 208 ± 17 a
0.268636 ± 0.000006 13.80 ± 0.07 16 ± 2 b
0.444586 ± 0.000040 13.70 ± 0.05 80 ± 13 a
0.281634 ± 0.000029 13.23 ± 0.11 40 ± 14 b
0.487116 ± 0.000219 14.08 ± 0.06 384 ± 76 a
0.294486 ± 0.000025 13.86 ± 0.08 28 ± 7 b
0.499733 ± 0.000136 14.03 ± 0.32 61 ± 95 a
0.308847 ± 0.000017 13.46 ± 0.05 34 ± 8 b
0.534585 ± 0.000006 16.11 ± 0.10 25 ± 2 a
0.331159 ± 0.000022 13.74 ± 0.06 40 ± 7 b
0.557390 ± 0.000003 19.49 ± 0.04 50 ± 1 a
0.350499 ± 0.000189 13.12 ± 0.45 43 ± 49 c
0.578538 ± 0.000022 14.83 ± 0.32 17 ± 8 a
0.355650 ± 0.000039 13.32 ± 0.08 47 ± 13 b
0.578750 ± 0.000096 15.02 ± 0.22 42 ± 13 a
0.357978 ± 0.000015 13.53 ± 0.05 27 ± 5 b
0.621996 ± 0.000017 14.49 ± 0.04 40 ± 4 a
0.365404 ± 0.000014 13.58 ± 0.05 30 ± 5 b
0.648707 ± 0.000005 15.53 ± 0.09 27 ± 2 a
0.375868 ± 0.000027 13.50 ± 0.07 41 ± 9 b
0.649744 ± 0.000322 13.81 ± 0.10 123 ± 33 a
0.380223 ± 0.000011 13.15 ± 0.07 13 ± 4 b
0.683657 ± 0.000082 14.22 ± 0.02 327 ± 25 a
0.380989 ± 0.000007 13.49 ± 0.09 11 ± 3 b
0.689792 ± 0.000024 14.87 ± 0.04 66 ± 3 a
0.381378 ± 0.000005 13.95 ± 0.30 11 ± 3 b
0.690043 ± 0.000018 14.30 ± 0.12 14 ± 6 a
0.401665 ± 0.000028 13.69 ± 0.76 8 ± 9 c
0.699929 ± 0.000380 13.21 ± 0.20 51 ± 1 a
0.416660 ± 0.001123 13.69 ± 0.98 152 ± 173 c
0.701110 ± 0.000190 13.43 ± 0.13 50 ± 1 a

Note. Only a portion of this table is shown. The full table will be
available in the online version of the paper. (1) and (5): H I redshift.
(2) and (6): H I column density from Voigt profile fitting. (3) and
(7): H I Doppler parameter from Voigt profile fitting. (4) and (8):
Confidence label: (a) ‘secure’; (b) ‘probable’; and (c) ‘uncertain’ (see
Section 4.5.3 for definitions). See Section 4.5 for further details.
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Table A.4: H I absorption systems in QSO J020930.7-043826.

z log (NHI/cm−2) bHI (km s−1) label
(1) (2) (3) (4)

0.060451 ± 0.000004 16.08 ± 0.79 41 ± 8 c
0.142066 ± 0.000005 14.30 ± 0.03 38 ± 2 b
0.061037 ± 0.000006 13.96 ± 0.05 26 ± 3 b
0.153342 ± 0.000018 13.31 ± 0.07 29 ± 7 b
0.062140 ± 0.000008 13.45 ± 0.06 16 ± 4 b
0.153903 ± 0.000008 13.61 ± 0.05 18 ± 3 b
0.066439 ± 0.000014 13.96 ± 0.14 21 ± 8 b
0.154236 ± 0.000010 13.61 ± 0.04 28 ± 4 b
0.066676 ± 0.000016 14.07 ± 0.09 27 ± 6 b
0.158239 ± 0.000055 13.44 ± 0.09 91 ± 28 b
0.068032 ± 0.000026 13.39 ± 0.17 16 ± 9 b
0.159197 ± 0.000017 13.60 ± 0.04 51 ± 6 b
0.068200 ± 0.000043 13.32 ± 0.26 24 ± 18 b
0.160967 ± 0.000005 14.17 ± 0.03 32 ± 2 b
0.068780 ± 0.000018 14.88 ± 19.64 3 ± 15 c
0.161315 ± 0.000046 13.05 ± 0.32 30 ± 21 b
0.090942 ± 0.000021 12.80 ± 0.11 17 ± 10 b
0.161665 ± 0.000020 13.96 ± 0.04 60 ± 6 b
0.095413 ± 0.000008 14.05 ± 0.07 28 ± 4 b
0.166490 ± 0.000040 13.38 ± 0.05 109 ± 15 b
0.099244 ± 0.000011 13.66 ± 0.03 42 ± 5 b
0.176407 ± 0.000013 12.97 ± 0.13 10 ± 8 b
0.099635 ± 0.000032 12.72 ± 0.17 18 ± 15 b
0.176854 ± 0.000114 13.49 ± 0.14 121 ± 43 b
0.106732 ± 0.000009 13.45 ± 0.05 22 ± 4 b
0.177641 ± 0.000124 13.16 ± 0.25 81 ± 37 b
0.107026 ± 0.000030 13.19 ± 0.09 41 ± 13 b
0.181080 ± 0.000036 12.87 ± 0.13 30 ± 15 b
0.111795 ± 0.000185 17.95 ± 0.19 51 ± 17 b
0.181325 ± 0.000016 12.98 ± 0.12 10 ± 8 b
0.113543 ± 0.000022 13.04 ± 0.08 31 ± 10 b
0.181485 ± 0.000044 12.65 ± 0.26 17 ± 20 b
0.113866 ± 0.000017 12.85 ± 0.10 14 ± 8 b
0.182500 ± 0.000006 13.93 ± 0.03 26 ± 2 b
0.121290 ± 0.000006 13.90 ± 0.02 39 ± 2 b
0.182847 ± 0.000019 13.79 ± 0.04 56 ± 6 b
0.129062 ± 0.000006 13.54 ± 0.03 24 ± 2 b
0.184403 ± 0.000003 14.04 ± 0.05 21 ± 2 b
0.135900 ± 0.000064 13.65 ± 0.30 34 ± 12 b
0.188538 ± 0.000014 13.21 ± 0.05 29 ± 6 b
0.136159 ± 0.000025 14.36 ± 0.07 42 ± 5 b
0.198091 ± 0.000016 13.21 ± 0.06 26 ± 6 b
0.136700 ± 0.000018 13.24 ± 0.07 31 ± 8 b
0.201414 ± 0.000014 13.06 ± 0.06 23 ± 6 b

Note. Only a portion of this table is shown. The full table will be
available in the online version of the paper. (1) and (5): H I redshift.
(2) and (6): H I column density from Voigt profile fitting. (3) and
(7): H I Doppler parameter from Voigt profile fitting. (4) and (8):
Confidence label: (a) ‘secure’; (b) ‘probable’; and (c) ‘uncertain’ (see
Section 4.5.3 for definitions). See Section 4.5 for further details.
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Table A.5: H I absorption systems in QSO J100535.24+013445.7.

z log (NHI/cm−2) bHI (km s−1) label
(1) (2) (3) (4)

0.004126 ± 0.001790 13.87 ± 6.19 63 ± 209 c
0.056062 ± 0.000022 13.10 ± 0.17 10 ± 14 b
0.004283 ± 0.000106 14.55 ± 1.30 46 ± 30 c
0.062474 ± 0.000023 13.39 ± 0.11 26 ± 9 b
0.005998 ± 0.000037 13.01 ± 0.14 31 ± 17 b
0.062733 ± 0.000019 13.65 ± 0.06 35 ± 8 b
0.017673 ± 0.000020 13.21 ± 0.09 25 ± 10 b
0.083817 ± 0.000023 13.04 ± 0.12 17 ± 11 b
0.018720 ± 0.000008 13.53 ± 0.45 8 ± 6 b
0.091821 ± 0.000018 12.76 ± 0.13 9 ± 11 b
0.020953 ± 0.000021 13.23 ± 0.08 29 ± 10 b
0.093141 ± 0.000015 12.84 ± 0.12 9 ± 9 b
0.023897 ± 0.000052 13.19 ± 0.24 28 ± 22 b
0.093358 ± 0.000017 12.86 ± 0.11 13 ± 9 b
0.024157 ± 0.000012 14.30 ± 0.15 27 ± 9 b
0.099344 ± 0.004656 13.91 ± 62.47 17 ± 787 c
0.024347 ± 0.000026 13.23 ± 0.29 8 ± 14 b
0.099825 ± 0.001999 15.98 ± 80.21 69 ± 1018 c
0.025422 ± 0.000017 13.10 ± 0.09 19 ± 9 b
0.100238 ± 0.047492 14.80 ± 412.41 27 ± 3682 c
0.030210 ± 0.000011 13.17 ± 0.22 8 ± 9 b
0.103008 ± 0.000123 13.25 ± 0.37 40 ± 50 b
0.030732 ± 0.000015 13.75 ± 0.05 35 ± 6 b
0.109920 ± 0.000022 13.39 ± 0.05 54 ± 9 a
0.031179 ± 0.000059 13.09 ± 0.23 32 ± 31 b
0.115162 ± 0.000008 13.20 ± 0.08 10 ± 5 a
0.032172 ± 0.000013 13.77 ± 0.07 18 ± 5 b
0.115374 ± 0.000007 13.48 ± 0.04 21 ± 3 a
0.032359 ± 0.000010 14.22 ± 0.21 20 ± 5 b
0.140988 ± 0.000009 13.09 ± 0.11 8 ± 5 a
0.036397 ± 0.000032 13.43 ± 0.12 35 ± 14 b
0.142199 ± 0.000012 13.07 ± 0.07 15 ± 5 a
0.041237 ± 0.000010 13.88 ± 0.03 48 ± 4 b
0.145845 ± 0.000011 13.42 ± 0.04 35 ± 4 a
0.042913 ± 0.000032 13.42 ± 0.07 60 ± 14 b
0.149751 ± 0.000014 13.02 ± 0.16 8 ± 9 a
0.044827 ± 0.000012 13.70 ± 0.04 38 ± 5 b
0.153657 ± 0.000020 12.93 ± 0.12 14 ± 9 a
0.045967 ± 0.000029 13.53 ± 0.06 63 ± 12 b
0.155088 ± 0.000022 13.03 ± 0.09 24 ± 9 a
0.050678 ± 0.000012 13.37 ± 0.37 8 ± 8 b
0.155443 ± 0.000009 13.30 ± 0.06 15 ± 4 a
0.055899 ± 0.000037 13.02 ± 0.20 19 ± 19 b
0.155690 ± 0.000010 13.35 ± 0.05 20 ± 5 a

Note. Only a portion of this table is shown. The full table will be
available in the online version of the paper. (1) and (5): H I redshift.
(2) and (6): H I column density from Voigt profile fitting. (3) and
(7): H I Doppler parameter from Voigt profile fitting. (4) and (8):
Confidence label: (a) ‘secure’; (b) ‘probable’; and (c) ‘uncertain’ (see
Section 4.5.3 for definitions). See Section 4.5 for further details.



A. Data Tables 211

Table A.6: H I absorption systems in QSO J102218.99+013218.8.

z log (NHI/cm−2) bHI (km s−1) label
(1) (2) (3) (4)

0.050692 ± 0.000028 13.54 ± 0.08 46 ± 12 b
0.197224 ± 0.000019 13.10 ± 0.09 20 ± 8 a
0.056892 ± 0.000017 17.24 ± 0.49 13 ± 2 b
0.209025 ± 0.000017 13.34 ± 0.21 10 ± 8 a
0.057127 ± 0.000205 13.49 ± 0.61 50 ± 55 c
0.219244 ± 0.000005 14.80 ± 0.03 35 ± 1 a
0.058275 ± 0.000052 13.43 ± 0.14 49 ± 24 b
0.232322 ± 0.000012 13.66 ± 0.06 20 ± 5 a
0.058626 ± 0.000014 13.82 ± 0.11 20 ± 6 b
0.232584 ± 0.000009 13.81 ± 0.14 15 ± 4 a
0.072400 ± 0.000009 14.09 ± 0.06 33 ± 4 b
0.240138 ± 0.000018 13.39 ± 0.38 7 ± 6 a
0.074368 ± 0.000022 14.21 ± 0.07 34 ± 7 b
0.241623 ± 0.000016 13.61 ± 0.05 32 ± 6 a
0.074596 ± 0.000035 13.48 ± 0.24 18 ± 12 b
0.245815 ± 0.000025 13.13 ± 0.10 24 ± 10 a
0.093134 ± 0.000018 13.18 ± 0.10 19 ± 9 b
0.270943 ± 0.000017 13.73 ± 0.04 42 ± 6 a
0.116075 ± 0.000017 13.19 ± 0.10 16 ± 9 a
0.278673 ± 0.000045 13.33 ± 0.13 36 ± 17 a
0.119165 ± 0.000014 13.61 ± 0.10 18 ± 6 a
0.279029 ± 0.000018 13.71 ± 0.07 27 ± 7 a
0.124133 ± 0.000009 13.81 ± 0.05 25 ± 4 a
0.279424 ± 0.000045 13.99 ± 0.80 23 ± 17 c
0.127075 ± 0.000020 13.34 ± 0.10 22 ± 8 a
0.279616 ± 0.000930 13.43 ± 3.51 43 ± 278 c
0.133211 ± 0.000011 13.37 ± 0.09 14 ± 5 a
0.279935 ± 0.000149 13.13 ± 1.03 25 ± 32 c
0.134934 ± 0.000030 13.26 ± 0.12 27 ± 13 a
0.290005 ± 0.000018 13.48 ± 0.07 24 ± 6 a
0.137339 ± 0.000005 14.29 ± 0.09 20 ± 2 a
0.293121 ± 0.000016 13.68 ± 0.05 32 ± 6 a
0.149280 ± 0.000033 13.41 ± 0.09 46 ± 13 a
0.293685 ± 0.000038 13.45 ± 0.15 24 ± 13 a
0.160057 ± 0.000016 13.02 ± 0.10 14 ± 8 a
0.293969 ± 0.000044 13.43 ± 0.15 29 ± 14 a
0.166105 ± 0.000012 13.35 ± 0.06 20 ± 5 a
0.303449 ± 0.000016 13.73 ± 0.06 25 ± 6 a
0.180369 ± 0.000025 13.16 ± 0.10 28 ± 11 a
0.303737 ± 0.000020 13.42 ± 0.10 16 ± 8 a
0.196702 ± 0.000195 13.17 ± 0.82 31 ± 38 c
0.306712 ± 0.000025 14.14 ± 0.10 23 ± 9 a
0.196872 ± 0.000074 13.33 ± 0.57 23 ± 15 c
0.340110 ± 0.000018 13.28 ± 0.18 10 ± 8 a

Note. Only a portion of this table is shown. The full table will be
available in the online version of the paper. (1) and (5): H I redshift.
(2) and (6): H I column density from Voigt profile fitting. (3) and
(7): H I Doppler parameter from Voigt profile fitting. (4) and (8):
Confidence label: (a) ‘secure’; (b) ‘probable’; and (c) ‘uncertain’ (see
Section 4.5.3 for definitions). See Section 4.5 for further details.
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Table A.7: H I absorption systems in QSO J135726.27+043541.4.

z log (NHI/cm−2) bHI (km s−1) label
(1) (2) (3) (4)

0.017131 ± 0.000257 13.91 ± 0.73 61 ± 42 c
0.042974 ± 0.000009 14.01 ± 0.23 14 ± 8 b
0.017248 ± 0.000014 14.08 ± 0.34 24 ± 15 b
0.043146 ± 0.000011 14.08 ± 0.07 21 ± 5 b
0.017598 ± 0.000126 13.40 ± 0.81 50 ± 103 c
0.043397 ± 0.000005 14.95 ± 2.39 13 ± 11 c
0.018668 ± 0.000011 13.37 ± 0.07 16 ± 6 b
0.043605 ± 0.000009 13.90 ± 0.04 25 ± 3 b
0.018958 ± 0.000060 13.24 ± 0.26 33 ± 27 b
0.045631 ± 0.000007 14.08 ± 0.02 44 ± 3 b
0.019134 ± 0.000011 13.77 ± 0.15 14 ± 5 b
0.048113 ± 0.000006 14.38 ± 0.22 27 ± 4 b
0.020295 ± 0.000029 13.46 ± 0.06 64 ± 13 b
0.051101 ± 0.000011 13.45 ± 0.44 8 ± 8 b
0.021041 ± 0.000016 13.14 ± 0.09 17 ± 8 b
0.051261 ± 0.000008 13.97 ± 1.89 9 ± 11 c
0.027518 ± 0.000011 14.22 ± 0.13 22 ± 4 b
0.051461 ± 0.000032 13.56 ± 0.21 19 ± 12 b
0.027706 ± 0.000022 13.73 ± 0.11 25 ± 7 b
0.051839 ± 0.000013 13.22 ± 0.13 11 ± 8 b
0.028369 ± 0.000027 12.96 ± 0.11 29 ± 14 b
0.052407 ± 0.000015 13.81 ± 0.04 54 ± 6 b
0.028676 ± 0.000008 13.33 ± 0.06 14 ± 4 b
0.059531 ± 0.000018 13.66 ± 0.04 54 ± 7 b
0.029380 ± 0.000012 13.40 ± 0.04 33 ± 5 b
0.060329 ± 0.000013 13.30 ± 0.07 19 ± 6 b
0.031349 ± 0.000005 13.82 ± 0.84 8 ± 5 c
0.076092 ± 0.000009 13.76 ± 0.12 15 ± 5 b
0.032295 ± 0.000031 13.23 ± 0.07 58 ± 14 b
0.076345 ± 0.000011 14.00 ± 0.04 36 ± 5 b
0.034097 ± 0.000008 13.66 ± 0.03 36 ± 3 b
0.078359 ± 0.000026 13.36 ± 0.12 26 ± 10 b
0.036035 ± 0.000004 14.08 ± 1.10 9 ± 6 c
0.078661 ± 0.000012 14.06 ± 0.04 39 ± 5 b
0.039034 ± 0.000010 13.05 ± 0.07 12 ± 6 b
0.080128 ± 0.000030 13.59 ± 0.06 69 ± 12 b
0.039644 ± 0.000006 13.38 ± 0.07 12 ± 4 b
0.082165 ± 0.000018 13.34 ± 0.12 13 ± 9 b
0.039952 ± 0.000024 13.09 ± 0.08 38 ± 12 b
0.082351 ± 0.000010 14.13 ± 0.20 19 ± 5 b
0.041771 ± 0.000008 13.21 ± 0.07 12 ± 4 b
0.083518 ± 0.000021 13.07 ± 0.11 17 ± 10 b
0.042824 ± 0.000014 13.54 ± 0.08 15 ± 5 b
0.084793 ± 0.000017 13.18 ± 0.09 18 ± 8 b

Note. Only a portion of this table is shown. The full table will be
available in the online version of the paper. (1) and (5): H I redshift.
(2) and (6): H I column density from Voigt profile fitting. (3) and
(7): H I Doppler parameter from Voigt profile fitting. (4) and (8):
Confidence label: (a) ‘secure’; (b) ‘probable’; and (c) ‘uncertain’ (see
Section 4.5.3 for definitions). See Section 4.5 for further details.
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Table A.8: H I absorption systems in QSO J221806.67+005223.6.

z log (NHI/cm−2) bHI (km s−1) label
(1) (2) (3) (4)

0.788733 ± 0.000049 14.22 ± 0.02 142 ± 13 b
0.948039 ± 0.000071 14.30 ± 1.07 36 ± 60 c
0.801500 ± 0.000096 14.21 ± 0.06 111 ± 26 b
0.999144 ± 0.000091 13.86 ± 0.04 112 ± 23 b
0.809249 ± 0.000097 14.28 ± 0.04 183 ± 24 b
1.012488 ± 0.000108 13.81 ± 0.06 87 ± 28 b
0.839592 ± 0.000086 14.19 ± 0.13 61 ± 30 b
1.015784 ± 0.000103 14.08 ± 0.04 148 ± 24 b
0.841663 ± 0.000058 15.05 ± 0.61 94 ± 38 c
1.048160 ± 0.000030 14.84 ± 0.08 71 ± 5 a
0.844030 ± 0.000089 14.12 ± 0.09 72 ± 28 b
1.051686 ± 0.000080 14.04 ± 0.04 121 ± 18 a
0.878483 ± 0.000117 15.58 ± 2.87 96 ± 99 c
1.083814 ± 0.000088 14.99 ± 15.67 26 ± 151 c
0.886827 ± 0.006759 14.18 ± 21.99 90 ± 390 c
1.084660 ± 0.000347 14.11 ± 0.14 190 ± 38 a
0.887010 ± 0.003798 14.19 ± 21.18 65 ± 989 c
1.093294 ± 0.000056 14.28 ± 1.64 27 ± 39 c
0.919839 ± 0.000787 13.68 ± 0.42 147 ± 143 b
1.098911 ± 0.000068 14.00 ± 0.35 33 ± 27 a
0.921107 ± 0.000234 13.73 ± 0.36 77 ± 45 b
1.130129 ± 0.000042 15.23 ± 0.56 24 ± 6 c
0.944475 ± 0.000473 14.00 ± 0.13 315 ± 106 b
1.213798 ± 0.000032 14.51 ± 0.30 39 ± 9 a
0.947890 ± 0.000220 14.18 ± 0.13 191 ± 62 b
1.217410 ± 0.000024 15.88 ± 0.59 70 ± 12 c

Note. This is the full table. (1) and (5): H I redshift. (2) and (6):
H I column density from Voigt profile fitting. (3) and (7): H I Doppler
parameter from Voigt profile fitting. (4) and (8): Confidence label:
(a) ‘secure’; (b) ‘probable’; and (c) ‘uncertain’ (see Section 4.5.3 for
definitions). See Section 4.5 for further details.
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Table A.9: Spectroscopic catalog of objects in the Q0107 field.

R.A. Dec. z z label Spec. Type R CLASS_STAR Instrument
(degrees) (degrees) (mag)

(1) (2) (3) (4) (5) (6) (7) (8)
17.38011 -2.45953 . . . c none 22.04 ± 0.02 0.89 VIMOS
17.38029 -2.44843 . . . c none 21.58 ± 0.01 0.91 VIMOS
17.38067 -2.39631 . . . c none 22.86 ± 0.03 0.85 VIMOS
17.38092 -2.29300 . . . c none 22.76 ± 0.06 0.01 VIMOS
17.38147 -2.45457 . . . c none 20.60 ± 0.01 0.03 VIMOS
17.38153 -2.28402 0.8206 a SF 22.62 ± 0.03 0.22 VIMOS
17.38383 -2.30767 . . . c none 22.85 ± 0.05 0.87 VIMOS
17.38384 -2.31244 0.2070 a SF 21.49 ± 0.01 0.91 VIMOS
17.38433 -2.42912 0.5758 a SF 21.85 ± 0.02 0.98 VIMOS
17.38459 -2.38049 0.5658 a SF 21.46 ± 0.01 0.11 VIMOS
17.38593 -2.42506 . . . c none 21.88 ± 0.03 0.72 VIMOS
17.38661 -2.27211 0.1908 a non-SF 18.48 ± 0.01 0.62 VIMOS
17.38672 -2.43483 0.2604 a SF 22.25 ± 0.04 0.04 VIMOS
17.38769 -2.39048 0.1898 a non-SF 18.92 ± 0.01 0.04 VIMOS
17.38899 -2.38348 0.4298 a non-SF 19.57 ± 0.01 0.04 VIMOS
17.38948 -2.46353 . . . c none 22.78 ± 0.06 0.15 VIMOS
17.38948 -2.28029 . . . c none 22.40 ± 0.02 0.12 VIMOS
17.39174 -2.23779 0.8750 b SF 21.92 ± 0.02 0.06 VIMOS
17.39238 -2.32387 0.3228 a SF 19.35 ± 0.01 0.03 VIMOS
17.39346 -2.26905 0.5678 b SF 22.00 ± 0.02 0.03 VIMOS
17.39372 -2.26188 . . . c none 23.22 ± 0.04 0.92 VIMOS
17.39382 -2.26352 0.1235 a SF 20.76 ± 0.01 0.03 VIMOS
17.39425 -2.32939 0.1858 a SF 20.60 ± 0.01 0.03 VIMOS
17.39534 -2.22252 0.4318 b SF 21.52 ± 0.01 0.34 VIMOS
17.39548 -2.46720 0.4318 a SF 21.51 ± 0.01 0.57 VIMOS
17.39580 -2.32021 . . . c none 22.84 ± 0.04 0.92 VIMOS
17.39689 -2.32676 . . . c none 22.78 ± 0.05 0.10 VIMOS
17.39936 -2.44477 . . . c none 21.03 ± 0.01 0.03 VIMOS
17.40124 -2.25178 . . . c none 22.86 ± 0.04 0.02 VIMOS
17.40169 -2.41860 . . . c none 22.95 ± 0.04 0.05 VIMOS
17.40238 -2.36791 0.7214 b SF 22.92 ± 0.05 0.76 VIMOS
17.40259 -2.24309 0.5698 a SF 22.66 ± 0.03 0.79 VIMOS
17.40325 -2.25935 0.0000 b star 20.68 ± 0.01 0.03 VIMOS
17.40331 -2.27535 0.7548 a SF 21.84 ± 0.02 0.03 VIMOS
17.40371 -2.25559 . . . c none 19.75 ± 0.01 0.03 VIMOS
17.40562 -2.22848 . . . c none 21.72 ± 0.01 0.25 VIMOS
17.40621 -2.39338 0.7564 a SF 22.67 ± 0.04 0.77 VIMOS
17.40647 -2.44007 0.0000 a star 18.79 ± 0.01 0.98 VIMOS
17.40670 -2.30130 0.5778 b SF 21.37 ± 0.02 0.02 VIMOS
17.40800 -2.24577 0.5710 a SF 20.94 ± 0.01 0.87 VIMOS
17.40895 -2.29587 0.4693 a non-SF 21.61 ± 0.01 0.98 VIMOS
17.40936 -2.40779 0.5125 b SF 21.93 ± 0.02 0.03 VIMOS
Note. Only a portion of this table is shown. The full table will be available in the online version
of the paper. (1) Right ascension (J2000). (2) Declination (J2000). (3) Redshift. (4) Redshift label:
secure (‘a’), possible (‘b’), no idea (‘c’), undefined (‘n’). (5) Spectral type: star-forming galaxy (‘SF’),
non-star-forming (‘non-SF’), star (‘star’), active galactic nuclei (‘AGN’), undefined (‘none’). (6)
R-band magnitude (MAG_AUTO) given by SEXTRACTOR; we note that these uncertainties might
be underestimated by a factor of ∼ 3. (7) CLASS_STAR given by SEXTRACTOR. (8) Instrument. See
Section 4.6 for further details.
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Table A.10: Spectroscopic catalog of objects in the J1005 field.

R.A. Dec. z z label Spec. Type R CLASS_STAR Instrument
(degrees) (degrees) (mag)

(1) (2) (3) (4) (5) (6) (7) (8)
151.20108 1.49272 0.0010 a star 18.97 ± 0.01 0.98 VIMOS
151.20265 1.61368 1.2043 b SF 23.28 ± 0.05 0.66 VIMOS
151.20276 1.43851 0.1284 b SF 22.56 ± 0.03 0.15 VIMOS
151.20418 1.44580 0.9792 b non-SF . . . . . . VIMOS
151.20418 1.44879 . . . c none 23.00 ± 0.04 0.70 VIMOS
151.20469 1.66112 . . . c none 22.13 ± 0.03 0.00 VIMOS
151.20507 1.64756 -0.0001 a star 21.69 ± 0.01 0.98 VIMOS
151.20593 1.57977 0.5020 a SF 22.04 ± 0.02 0.57 VIMOS
151.20654 1.46163 . . . c none 21.76 ± 0.01 0.98 VIMOS
151.20737 1.52252 0.3741 a SF 22.30 ± 0.02 0.90 VIMOS
151.20745 1.44131 . . . c none 21.07 ± 0.01 0.01 VIMOS
151.20786 1.59262 0.6756 a SF 22.88 ± 0.05 0.00 VIMOS
151.20786 1.65663 0.6171 a SF 22.01 ± 0.03 0.02 VIMOS
151.20807 1.51942 0.3758 a SF 21.99 ± 0.02 0.07 VIMOS
151.20824 1.61967 . . . c none 21.16 ± 0.01 0.98 VIMOS
151.20876 1.65437 0.4140 a SF 21.10 ± 0.01 0.02 VIMOS
151.20898 1.60191 -0.0003 a star 22.30 ± 0.02 0.96 VIMOS
151.20899 1.60833 0.1833 a SF 20.15 ± 0.01 0.03 VIMOS
151.21012 1.43022 0.0007 a star 21.14 ± 0.01 0.98 VIMOS
151.21039 1.49978 0.6186 a SF 22.18 ± 0.02 0.52 VIMOS
151.21094 1.48094 0.3369 b SF 20.21 ± 0.01 0.03 VIMOS
151.21137 1.56292 0.4217 a SF . . . . . . VIMOS
151.21501 1.45867 -0.0002 a star 22.54 ± 0.02 0.95 VIMOS
151.21624 1.66290 0.4349 a non-SF 19.99 ± 0.01 0.03 VIMOS
151.21690 1.46603 0.0004 b star 22.21 ± 0.02 0.96 VIMOS
151.21765 1.60560 0.3046 b SF 20.63 ± 0.01 0.03 VIMOS
151.21766 1.51071 0.2668 a SF 21.46 ± 0.01 0.03 VIMOS
151.21860 1.62702 0.3607 a non-SF 20.61 ± 0.01 0.98 VIMOS
151.21912 1.47104 0.2784 a SF 21.62 ± 0.02 0.10 VIMOS
151.21917 1.46904 0.8439 a SF 21.37 ± 0.01 0.79 VIMOS
151.22008 1.59780 -0.0006 b star 19.84 ± 0.01 0.98 VIMOS
151.22048 1.59640 0.3799 a SF 21.13 ± 0.01 0.37 VIMOS
151.22182 1.63121 0.3408 a SF 22.21 ± 0.02 0.44 VIMOS
151.22212 1.66830 0.4357 a non-SF 19.41 ± 0.01 0.03 VIMOS
151.22541 1.62459 0.5973 a SF 22.29 ± 0.03 0.15 VIMOS
151.22703 1.57367 0.1773 a SF 20.43 ± 0.01 0.04 VIMOS
151.22793 1.50934 . . . c none 23.07 ± 0.05 0.00 VIMOS
151.22802 1.64551 0.4308 a SF 22.23 ± 0.02 0.15 VIMOS
151.22852 1.47628 0.4130 a SF 21.24 ± 0.01 0.97 VIMOS
151.22882 1.48978 1.2499 b AGN 21.68 ± 0.01 0.98 VIMOS
151.23032 1.67427 0.4658 a SF 21.16 ± 0.01 0.02 VIMOS
151.23139 1.47889 . . . c none 20.40 ± 0.01 0.98 VIMOS
Note. Only a portion of this table is shown. The full table will be available in the online version
of the paper. (1) Right ascension (J2000). (2) Declination (J2000). (3) Redshift. (4) Redshift label:
secure (‘a’), possible (‘b’), no idea (‘c’), undefined (‘n’). (5) Spectral type: star-forming galaxy (‘SF’),
non-star-forming (‘non-SF’), star (‘star’), active galactic nuclei (‘AGN’), undefined (‘none’). (6)
R-band magnitude (MAG_AUTO) given by SEXTRACTOR; we note that these uncertainties might
be underestimated by a factor of ∼ 3. (7) CLASS_STAR given by SEXTRACTOR. (8) Instrument. See
Section 4.6 for further details.
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Table A.11: Spectroscopic catalog of objects in the J1022 field.

R.A. Dec. z z label Spec. Type R CLASS_STAR Instrument
(degrees) (degrees) (mag)

(1) (2) (3) (4) (5) (6) (7) (8)
155.37715 1.39655 0.8507 a SF 21.53 ± 0.02 0.00 VIMOS
155.38284 1.41530 1.1483 b SF 23.39 ± 0.06 0.00 VIMOS
155.38420 1.40041 0.0000 a star 20.79 ± 0.01 0.98 VIMOS
155.38583 1.47086 0.6002 a non-SF 21.43 ± 0.01 0.02 VIMOS
155.38706 1.48588 0.5856 b non-SF . . . . . . VIMOS
155.38832 1.46557 0.6024 a non-SF 21.82 ± 0.02 0.13 VIMOS
155.38857 1.40637 -0.0001 a star 21.86 ± 0.01 0.98 VIMOS
155.38882 1.45225 0.5859 a SF 21.92 ± 0.02 0.42 VIMOS
155.38967 1.48727 0.5850 a SF . . . . . . VIMOS
155.39031 1.45981 0.3872 a non-SF 21.95 ± 0.02 0.19 VIMOS
155.39137 1.44240 0.2793 a SF 22.00 ± 0.02 0.03 VIMOS
155.39313 1.37581 0.3280 a SF 22.76 ± 0.03 0.05 VIMOS
155.39317 1.38055 0.5095 a SF 21.71 ± 0.01 0.14 VIMOS
155.39435 1.43998 . . . c none 21.64 ± 0.01 0.98 VIMOS
155.39496 1.44664 0.8356 a AGN 20.79 ± 0.01 0.98 VIMOS
155.39525 1.45809 0.5434 a SF 22.62 ± 0.03 0.01 VIMOS
155.39590 1.41016 0.3792 a SF 21.85 ± 0.02 0.02 VIMOS
155.39685 1.47371 0.3886 a non-SF 20.79 ± 0.01 0.04 VIMOS
155.39896 1.39150 0.3822 a SF 20.52 ± 0.01 0.02 VIMOS
155.40109 1.43295 1.1802 a SF 22.39 ± 0.03 0.17 VIMOS
155.40404 1.42086 0.0001 a star 20.06 ± 0.01 0.98 VIMOS
155.40579 1.46164 0.4315 b non-SF 21.78 ± 0.01 0.40 VIMOS
155.40968 1.48033 0.3387 a SF 22.10 ± 0.03 0.00 VIMOS
155.40993 1.38644 0.5379 a SF 21.64 ± 0.01 0.63 VIMOS
155.41473 1.42251 0.2704 a SF 22.32 ± 0.02 0.96 VIMOS
155.41755 1.48266 . . . c none 20.59 ± 0.01 0.02 VIMOS
155.41755 1.48306 0.6919 a SF 20.59 ± 0.01 0.02 VIMOS
155.42122 1.41347 0.5490 a SF 20.92 ± 0.01 0.03 VIMOS
155.42184 1.45377 0.7426 b non-SF 22.24 ± 0.03 0.00 VIMOS
155.42204 1.50142 0.7131 a SF 21.65 ± 0.02 0.00 VIMOS
155.42233 1.47884 -0.0001 a star 20.88 ± 0.01 0.15 VIMOS
155.42239 1.50883 0.2774 a SF . . . . . . VIMOS
155.42247 1.46069 0.6690 a SF 22.38 ± 0.03 0.00 VIMOS
155.42297 1.49994 0.0001 a star 21.24 ± 0.01 0.07 VIMOS
155.42303 1.64718 0.0001 a star 22.18 ± 0.02 0.98 VIMOS
155.42307 1.44942 0.9721 b AGN 21.17 ± 0.01 0.88 VIMOS
155.42318 1.42447 0.0003 a star 20.24 ± 0.01 0.94 VIMOS
155.42378 1.43253 . . . c none . . . . . . VIMOS
155.42378 1.43483 0.3786 a SF 22.80 ± 0.03 0.04 VIMOS
155.42421 1.59549 0.2793 b SF 21.56 ± 0.02 0.01 VIMOS
155.42462 1.65111 . . . c none 22.36 ± 0.02 0.97 VIMOS
155.42480 1.57184 0.3838 a non-SF 19.88 ± 0.01 0.03 VIMOS
Note. Only a portion of this table is shown. The full table will be available in the online version
of the paper. (1) Right ascension (J2000). (2) Declination (J2000). (3) Redshift. (4) Redshift label:
secure (‘a’), possible (‘b’), no idea (‘c’), undefined (‘n’). (5) Spectral type: star-forming galaxy (‘SF’),
non-star-forming (‘non-SF’), star (‘star’), active galactic nuclei (‘AGN’), undefined (‘none’). (6)
R-band magnitude (MAG_AUTO) given by SEXTRACTOR; we note that these uncertainties might
be underestimated by a factor of ∼ 3. (7) CLASS_STAR given by SEXTRACTOR. (8) Instrument. See
Section 4.6 for further details.
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Table A.12: Spectroscopic catalog of objects in the J2218 field.

R.A. Dec. z z label Spec. Type R CLASS_STAR Instrument
(degrees) (degrees) (mag)

(1) (2) (3) (4) (5) (6) (7) (8)
334.33420 0.88225 . . . c none 22.66 ± 0.06 0.76 VIMOS
334.33427 0.87096 0.7139 a SF 22.48 ± 0.06 0.06 VIMOS
334.33532 0.76281 -0.0007 a star 21.45 ± 0.02 0.95 VIMOS
334.33539 0.95526 -0.0006 a star 20.36 ± 0.01 0.98 VIMOS
334.33540 0.87713 -0.0001 a star 21.14 ± 0.02 0.98 VIMOS
334.33540 0.87816 . . . c none 21.14 ± 0.02 0.98 VIMOS
334.33553 0.89967 0.2770 a SF 19.98 ± 0.01 0.02 VIMOS
334.33776 0.94074 -0.0008 a star 21.05 ± 0.02 0.98 VIMOS
334.33805 0.75379 0.4266 a non-SF 20.18 ± 0.01 0.06 VIMOS
334.33840 0.89023 -0.0003 a star 20.48 ± 0.01 0.98 VIMOS
334.33872 0.86856 -0.0002 a star 22.82 ± 0.06 0.73 VIMOS
334.34238 0.85964 0.0000 a star 21.57 ± 0.02 0.97 VIMOS
334.34268 0.95394 0.3552 a SF 20.23 ± 0.01 0.02 VIMOS
334.34329 0.80460 . . . c none 22.33 ± 0.05 0.88 VIMOS
334.34470 0.80777 0.5634 b SF 22.03 ± 0.04 0.45 VIMOS
334.34497 0.81192 -0.0006 a star 21.33 ± 0.02 0.98 VIMOS
334.34497 0.81424 . . . c none 22.04 ± 0.04 0.16 VIMOS
334.34521 0.80232 0.2780 b non-SF 21.17 ± 0.02 0.24 VIMOS
334.34639 0.94785 . . . c none 21.87 ± 0.04 0.16 VIMOS
334.34675 0.72373 . . . c none 21.52 ± 0.04 0.00 VIMOS
334.34679 0.70623 . . . c none 21.64 ± 0.03 0.97 VIMOS
334.34808 0.86693 . . . c none 22.62 ± 0.07 0.09 VIMOS
334.34811 0.72829 . . . c none 21.43 ± 0.03 0.01 VIMOS
334.34837 0.90869 . . . c none 20.85 ± 0.01 0.98 VIMOS
334.34899 0.74437 . . . c none 21.08 ± 0.02 0.98 VIMOS
334.34957 0.71501 2.6775 b AGN 20.71 ± 0.01 0.98 VIMOS
334.35004 0.73447 0.5102 a SF 21.49 ± 0.03 0.01 VIMOS
334.35004 0.73733 . . . c none . . . . . . VIMOS
334.35029 0.77934 . . . c none 21.11 ± 0.02 0.01 VIMOS
334.35062 0.93009 . . . c none 21.87 ± 0.05 0.00 VIMOS
334.35116 0.89441 0.5197 a non-SF 20.90 ± 0.02 0.04 VIMOS
334.35170 0.76951 0.2519 a SF 22.05 ± 0.05 0.01 VIMOS
334.35180 0.79917 0.0001 a star 22.98 ± 0.07 0.73 VIMOS
334.35212 0.78120 -0.0010 a star 19.11 ± 0.01 0.90 VIMOS
334.35303 0.96757 -0.0010 a star 20.74 ± 0.01 0.98 VIMOS
334.35317 0.71804 . . . c none 20.84 ± 0.02 0.42 VIMOS
334.35417 0.91667 . . . c none 20.37 ± 0.02 0.01 VIMOS
334.35472 0.81685 -0.0005 a star 19.54 ± 0.01 0.98 VIMOS
334.35482 0.85446 . . . c none 20.40 ± 0.01 0.98 VIMOS
334.35491 0.78289 0.4486 b non-SF 21.54 ± 0.03 0.34 VIMOS
334.35506 0.74805 . . . c none 21.14 ± 0.02 0.97 VIMOS
334.35588 0.90488 . . . c none 20.56 ± 0.01 0.98 VIMOS
Note. Only a portion of this table is shown. The full table will be available in the online version
of the paper. (1) Right ascension (J2000). (2) Declination (J2000). (3) Redshift. (4) Redshift label:
secure (‘a’), possible (‘b’), no idea (‘c’), undefined (‘n’). (5) Spectral type: star-forming galaxy (‘SF’),
non-star-forming (‘non-SF’), star (‘star’), active galactic nuclei (‘AGN’), undefined (‘none’). (6)
R-band magnitude (MAG_AUTO) given by SEXTRACTOR; we note that these uncertainties might
be underestimated by a factor of ∼ 3. (7) CLASS_STAR given by SEXTRACTOR. (8) Instrument.
See Section 4.6 for further details.
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