
Durham E-Theses

Terahertz Wave Detection and Imaging with a Hot

Rydberg Vapour

WADE, CHRISTOPHER,GRAEME

How to cite:

WADE, CHRISTOPHER,GRAEME (2017) Terahertz Wave Detection and Imaging with a Hot Rydberg

Vapour, Durham theses, Durham University. Available at Durham E-Theses Online:
http://etheses.dur.ac.uk/12163/

Use policy

The full-text may be used and/or reproduced, and given to third parties in any format or medium, without prior permission or
charge, for personal research or study, educational, or not-for-pro�t purposes provided that:

• a full bibliographic reference is made to the original source

• a link is made to the metadata record in Durham E-Theses

• the full-text is not changed in any way

The full-text must not be sold in any format or medium without the formal permission of the copyright holders.

Please consult the full Durham E-Theses policy for further details.

http://www.dur.ac.uk
http://etheses.dur.ac.uk/12163/
 http://etheses.dur.ac.uk/12163/ 
htt://etheses.dur.ac.uk/policies/


Academic Support O�ce, Durham University, University O�ce, Old Elvet, Durham DH1 3HP
e-mail: e-theses.admin@dur.ac.uk Tel: +44 0191 334 6107

http://etheses.dur.ac.uk

2

http://etheses.dur.ac.uk


Terahertz Wave Detection and

Imaging with a Hot Rydberg Vapour

Christopher G. Wade

A thesis submitted in partial fulfilment of the requirements

for the degree of Doctor of Philosophy

Department of Physics, Durham University

May 29, 2017



1

Terahertz Wave Detection and Imaging with a

Hot Rydberg Vapour

Christopher G. Wade

This thesis investigates the resonant interaction between Rydberg atoms in a hot caesium

vapour and terahertz frequency electromagnetic fields, and explores hyperfine quantum

beats modified by driving an excited state transition in an inverted ladder scheme. The

21P3/2 caesium Rydberg atoms are excited using a three-step ladder scheme and we use

a terahertz field resonant with the 21P3/2 → 21S1/2 transition (0.634 THz), to measure

Autler-Townes splitting of a 3-photon Rydberg electromagnetically induced transparency

(EIT) feature. The Autler-Townes splitting allows us to infer the terahertz electric field

amplitude, and we show a worked example measurement of a low-amplitude electric field,

yielding 25 ± 5 mVcm−1.

By driving an off-resonant Raman transition which combines the laser and terahertz

fields, we restrict the Rydberg excitation to areas of the caesium vapour where the laser and

terahertz fields spatially overlap. We show that the terahertz field intensity is proportional

to the pixel intensity of a camera image of the atomic fluorescence, and demonstrate

an image of a terahertz standing wave. The camera image is used to fit a model for a

corresponding Autler-Townes spectrum, giving the scale of the electric field amplitude, and

we use a video camera to record real-time images of the terahertz wave.

In the regime of intrinsic optical bistability we study a Rydberg atom phase transi-

tion and critical slowing down, and we find that the terahertz field drives the collective

Rydberg atom phase transition at low terahertz intensity (IT < 1 Wm−2). We measure a

linear shift of the phase transition laser detuning with coefficient −179± 2 MHzW−1m2,

and we use the frequency shift to detect incident terahertz radiation with sensitivity,

S ≈ 90µWm−2Hz−1/2. When the system is initialised in one of two bistable states a

single 1 ms terahertz pulse with energy of order 10 fJ can permanently flip the system to

the twin state.
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Chapter 1

Introduction

This thesis sits at the intersection of two distinct fields: Rydberg atomic physics

and terahertz wave technology. Through the last century, experimental observations

made in atomic physics have informed debate around topics ranging from the nature

of quantum mechanics [1] to testing the equivalence principle [2], and from parity

non-conservation [3] to Bose-Einstein condensation [4–6]. Each atom of the same

isotope has identical, permanent properties and so atomic ensembles are ideal for

conducting repeated and reproducible experiments. As a result, atomic physics has

delivered a tool-kit for precision gravity [7], electromagnetic-field [8] and time [9]

measurement.

While atomic physics has a long pedigree of fundamental enquiry and precision

measurement, terahertz wave technology is a relatively nascent field, burgeoning

from extensive development in recent decades [10]. Terahertz wave technology is

concerned with producing, manipulating and detecting electromagnetic waves in the

frequency range 0.1→ 10 THz. Science and technology each extend the reach of the

other in a constructive cycle, and the study of terahertz fields is no exception. For

example, the technological development of narrowband, tunable terahertz sources has

revolutionised far-infrared spectroscopy [11], meanwhile scientific enquiry has lead to

new materials [12] and metamaterials [13] suitable for terahertz technology. In this

thesis we study the interaction of terahertz waves with atoms excited to high-lying
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Rydberg states, with a view towards technological applications.

1.1 Rydberg Atoms

Atoms excited to high-lying states with hydrogen-like energy levels are referred to as

Rydberg atoms (see section 2.1.1). Rydberg atoms have exaggerated properties and

exhibit atomic radii, polarisabilities, lifetimes and dipole transition strengths that are

several orders of magnitude greater than lower lying states. The properties of Rydberg

atoms have been extensively studied and exploited for fundamental enquiries [14],

and technological progress including optical processing [15,16], quantum information

processing [17, 18], quantum simulation [19], electrometry [20, 21] and cold-atom

electron [22] and ion [23] beam sources.

Rydberg atoms have been studied in very many different systems including atomic

beams [24], thermionic diodes [25], ultra-cold ensembles [26], electrostatic traps [27],

hollow-core fibres [28] and Bose-Einstein Condensates [29]. Even exotic Rydberg

atoms comprising anti-matter [30] and excitons in condensed matter systems have

been observed [31]. In this work, caesium Rydberg atoms are studied in a hot caesium

vapour. Because hot atomic vapours are much easier to prepare than the systems

mentioned above, they are of important technological significance. Their ease of use

has allowed the development of practical magnetometry [32], miniaturised atomic

clocks [33], magnetoencephalography [34], and microwave electrometry [20]. Work is

under way to create efficient photon memories [35] and single photon sources [36].

Nevertheless, hot atomic vapours have also proved an effective medium for funda-

mental investigations concerning topics including atom-surface interactions [37] and

atom-atom interactions [38].

An important virtue of atomic vapours is the tunabilty of the number density.
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Figure 1.1: Caesium vapour number density with changing temperature, calculated

from [39]. The blue (red) line indicates when the vapour is in equilibrium with a

solid (liquid) phase.

Figure 1.1 shows how the number density of caesium vapour increases over four orders

of magnitude as the vapour is heated from 0◦C to 150◦C. With increased number

density the average spacing between atoms decreases, and so inter-atomic interactions

may be controlled through changing the temperature. Interactions between Rydberg

atoms have been studied in thermal vapours including Van-der-Waals interactions [40],

aggregation growth [41] and collective phase transitions [42, 43].

1.2 THz Technology

Over time sources of terahertz waves have become more powerful, and detectors

more sensitive. There are now a great variety of bench-top techniques for producing

terahertz fields [44, 45], including photomixers [46], quantum-cascade lasers [47] and

frequency multiplication [48]. Pulsed terahertz fields can be generated using pulsed
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lasers incident on electro-optic crystals [49,50] and photoconductive antennae [51].

The properties of terahertz radiation give terahertz technology wide ranging

applications. Some materials that absorb optical light transmit THz radiation, and

so THz technology can be suitable for security imaging, and detecting concealed

objects in scenarios such as mail scanning and packaging inspection [52]. Astronomical

sources of terahertz (Far-Infrared) reveal information about the universe [53], and

because THz radiation is non-ionising it is an ideal candidate for medical imaging [54].

Although THz fields have the capacity for high bit-rate communication, atmospheric

attenuation is a limitation for long-range, free-space transmission [55].

1.2.1 Terahertz Detectors

There are two types of terahertz detector: coherent detectors which measure both

the amplitude and the phase of the THz field, and incoherent detectors which

only measure the field intensity. Coherent detectors mix the incident field with

a local oscillator, either another THz signal (heterodyne detection [56]) or a laser

beam (photomixing [57]). Coherent detection of pulsed THz fields has led to the

development of terahertz time-domain spectroscopy (THz-TDS), where the time-

resolved electric field is Fourier transformed to deduce the spectral content of a THz

pulse [58].

Incoherent detectors range from micro-fabricated single-photon counting de-

vices [59], to micro-bolometer arrays [60]. Bolometers measure an incident THz field

through a temperature change of the detector, which is read out using temperature-

dependent resistance or a change of gas pressure (Golay cells [61]). Temperature-

dependent resistors can be particularly sensitive when the resistor material is close

to a phase transition, as in the case of transition edge sensors (TESs) [62]. Terahertz
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Figure 1.2: Resonant transitions between Rydberg states in the THz band for

Rubidium and Caesium. The transition used in this thesis is marked with a red dot.

The transition frequencies and dipole strengths were calculated by N. Šibalić [64].

imaging can be performed using an array of pixel detectors, or by rastering the

position of a single detector or probe. The former has an obvious speed advantage,

though the latter can offer superior spatial resolution [63].

1.3 Terahertz Applications for Rydberg Atoms

Strong, electric-dipole transitions between Rydberg states give Rydberg atomic

vapours a narrowband resonant response to terahertz frequency electric fields. Al-

though any particular Rydberg state might only couple to a handful of resonant

terahertz frequencies, transitions between different Rydberg states span the terahertz

frequency range, any of which may be chosen for a terahertz device (Figure 1.2).

Matching atoms have identical transition frequencies, making Rydberg ensembles

ideal candidates for frequency standards in the terahertz frequency range [65]. Fur-

thermore the transition strengths are traceable to SI units, suggesting Rydberg atoms

could be used as terahertz reference candles [66].

Rydberg atoms have previously been exploited as sources and detectors of ter-

ahertz waves. Early experiments demonstrated millimeter-wave Rydberg atom
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masers [67, 68], and terahertz imaging [69,70]. The images were formed by ionising

Rydberg atoms with a spatially-varying terahertz field, and focusing the resulting ions

onto a detector. More recently electromagnetically induced transparency (EIT) in a

hot vapour has been used for Rydberg microwave electrometry [20,71]. Rydberg EIT

maps Rydberg state dynamics onto a ground state optical transition [21], allowing a

microwave or terahertz field to modify the transmission of a probe laser, which in

turn provides a fast, optical read-out.

1.4 Thesis Overview

In this thesis we investigate the interaction of terahertz radiation with Rydberg atoms,

culminating in the demonstration of calibrated real-time THz imaging (chapter 7)

and a room-temperature, THz-driven phase transition (chapter 8). However, these

results require some groundwork which is covered in the intervening chapters. In

chapter 2 we set out a theoretical foundation which forms the basis for interpreting

later results using analytical results and computer simulations. We give an overview

of caesium atomic energy levels and electric-dipole moments, and we introduce the

master equation for describing atom dynamics. Chapter 3 outlines details of the

experimental techniques used throughout the work, including the terahertz source and

the laser system forming a three-step ladder excitation scheme. Although continuous-

wave (CW) excitation was used for the majority of the work, measurements of atomic

fluorescence after pulsed excitation lead to the observation of quantum beats, and in

chapter 4 we investigate how the quantum beats are modified by driving an excited

state transition. In chapter 5 we extend previous work investigating intrinsic Rydberg

optical bistability and present new results including a spatial phase boundary and

an experimental test of a recent theoretical model describing critical slowing down.
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We commence our investigation of the interaction between Rydberg atoms and

terahertz fields in chapter 6, in which we describe the use the three step-ladder EIT

scheme to perform Rydberg electrometry at 0.634 THz. In chapter 7 we present a

technique for real-time terahertz field imaging, and we calibrate the image sensitivity

using Rydberg electrometry. The terahertz imaging technique allows the collection of

images where terahertz fields are simultaneously propagating in opposite directions,

and as a demonstration we present an image of a terahertz standing wave. Building on

the work of chapter 5, we report observations of a room-temperature phase transtion

driven by a weak THz field, IT < 1 Wm−2 (chapter 8). The phase transition has

the potential to be exploited as a sensitive THz detector, and we outline a pair of

protocols to overcome hysteresis in the system response. In chapter 9 we summarise

the work, and give an outlook for future developments.
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troscopy’, C. G. Wade, N. Šibalić, J. Keaveney, C. S. Adams, and K. J. Weatherill,

Phys. Rev. A, 90, 033424 (2014)

� ‘Intrinsic optical bistability in a strongly driven Rydberg ensemble’,

N. R. de Melo, C. G. Wade, N. Šibalić, J. M. Kondo, C. S. Adams, and K. J. Weatherill,

Phys. Rev. A, 93, 063863 (2016)

� ‘Real-time near-field terahertz imaging with atomic optical fluorescence’,

C. G. Wade, N. Šibalić, J. M Kondo, N. R. de Melo C. S. Adams, and K. J. Weatherill,

Nature Photonics 11 40-43 (2017)
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� ‘Terahertz-driven Phase Transition in Hot Rydberg Vapour’, C. G. Wade,

E. Levi, M. Marcuzzi, J. M. Kondo, I. Lesanovsky, C. S. Adams and K. J. Weatherill,

(In Preparation)
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Chapter 2

Atomic Structure and Atom-light

Interactions

All the work presented in this thesis was conducted using caesium vapour, and

so we start by presenting an overview of caesium atomic structure and atom-light

interactions. We discuss gross, fine and hyperfine structure, with specific reference to

caesium, and use the master equation formalism to describe a 2-level atom interacting

with a resonant electromagnetic field. We outline a method to infer spontaneous

fluorescence into separate spatial modes using a decay operator. The theory presented

in this chapter forms a foundation for interpreting the experimental results presented

in the rest of the thesis.

Notation: we will write scaler quantities, a, in italics, and operators with hats, â.

We will write vectors, a, and vector operators, â, in bold.

2.1 Atomic Structure

The structure of atomic energy levels can be split according to a series of energy scales.

The gross energy scale, the largest, is set by the ionisation energy of Hydrogen, EH ≈

13.6 eV, which is closely approximated by the Rydberg energy, Ry ≡ 1
2
α2mec

2 =

2π~cR∞, where where me is the mass of an electron, c is the speed of light, α ' 1/137
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is the fine structure constant and R∞ is the Rydberg constant [72]. Beyond the gross

structure we consider the fine and hyperfine energy structures which have energy

scales set by α2Ry and me

mp
α2Ry respectively, where mp is the mass of a proton.

2.1.1 Gross Level Structure

The time-indepedent Schroedinger equation for an particle in a spherically symetrical

potential, V (r), is given by,

{
−~2

2me

∇2 + V (r)

}
ψ = Eψ, (2.1)

where ψ is the particle wavefunction and E is the energy of the stationary state.

Equation 2.1 may be separated into radial and angular components, and has solutions

of the form,

ψn,l,ml
= Rn,l(r)Yl,ml

(θ, φ), (2.2)

where θ and φ are the polar and azimuthal angles respecively, Yl,ml
are the spherical

harmonics, and l and ml correspond to the azimuthal and magnetic quantum numbers

respectively. For the Coulomb potential between a proton and electron V (r) ∝ r−1,

and the corresponding energies, En,l,ml
= −Ry/n2 are degenerate in l and ml and

depend only on n. This expression gives the well known Rydberg formula that was

used to describe early Hydrogen spectroscopic measurements. However, beyond

the simple Schroedinger picture it is necessary to add relativistic and quantum

electrodynamic corrections to explain the full detail of Hydrogen atomic structure [73].

Alkali metal atoms, having a single valence electron, display energy level structure

closely related to Hydrogen. However, the core electrons screen the extra nuclear

charge and lead to a modified potential felt by the valence electron, V
∗
(r). In general,
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imperfect screening of the nuclear charge leads to a lowering of the energy states and

departure from a strict 1/r potential lifts the degeneracy of the l levels. The low

angular momentum states have the greatest reduction in energy, because they have

the highest valence electron probability density overlapping the inner core.

Far away from the nucleus, as r → ∞, the potential V
∗ ∼ 1/r, and it can be

shown that for such potentials the energy levels go as,

E∗n,l,ml
' − 1

n∗2
, (2.3)

where n∗ = n− δl is the effective principal quantum number with δl as the quantum

defect [73]. The quantum defect is different for each value of l, and in practice it

also varies slighly with n [74]. Atoms excited to high n states have energies which

adhere closely to equation 2.3, and are referred to as Rydberg atoms.

2.1.2 Fine Structure

As an electron moves inside an atom, it experiences an effective magnetic field as a

consequence of the Lorentz transformation of the electric field from the nucleus and

other electrons. The effective magnetic field interacts with the magnetic dipole of

the electron spin, leading to an extra term in the Hamiltonian [73],

Ĥspin−orbit =
1

2m2
ec

2

1

r

(
∂rV

∗
(r)
)

Ŝ · L̂, (2.4)

where L̂ is the vector orbital angular momentum operator for the electron, and Ŝ is

the vector spin operator for the electron. The spin-orbit term in the Hamiltonian
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mixes the states ψn,l,ml
into new eigenstates which are written,

|n, j,mj, l, s〉 =
∑

Cj,mj ,l,ml,s,ms|n, l,ml〉 ⊗ |s,ms〉, (2.5)

where |n, l,ml〉 ⊗ |s,ms〉 is an electronic state with spatial wavefunction ψn,l,ml
and

spin state |s,ms〉 and Cj,mj ,l,ml,s,ms are Clebsch-Gordon coefficients. We now use the

total angular momentum,

Ĵ2 =
(
L̂ + Ŝ

)2

,

which has eigenvalues j(j + 1)~2 and the azimuthal angular momentum, ĵz = l̂z + ŝz,

which has eigenvalues mj , to label the states. Because Ĵ2 and ĵz both commute with

Ĥspin−orbit, j and mj are good quantum numbers. The change in energy of the new

eigenstates is proportional to,

〈Ŝ.L̂〉 = 1
2

(j(j + 1)− l(l + 1)− s(s+ 1)),

and we can see that the energies of states with l = 0 are unchanged as in this case

j = s [73]. Single valence electron atoms such as caesium have spin s = 1/2 so states

with l > 0 are split into pairs of degenerate manifolds j = l + 1/2 and j = l − 1/2.

The energy separation of the states is smaller for wavefunctions with larger n or l

because the valence electron spends more time away from the nucleus where the

electric field, and therefore the effective magnetic field, is smaller.

2.1.3 Hyperfine Structure

The electrons of an atom create a magnetic field which is felt by the nucleus. The

nucleus has a magnetic moment, µI = gIµNI, where µN = e~/2mP is the nuclear

magneton, I is the nuclear spin and gI is nuclear gyromagnetic ratio which depends
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on the internal structure of the nucleus. The leading term in the interaction between

the nuclear magnetic moment and the magnetic field gives the hyperfine interaction,

ĤHyperfine = AÎ · Ĵ, (2.6)

where the magnetic dipole constant, A, depends on the nuclear magnetic moment and

the magnetic field from spin and orbital motion of the electron projected onto J [75].

Once again the interaction mixes the atomic states, and the new eigenstates are

given by,

|n, f,mf , j, l, s〉 =
∑

Cf,mf ,j,mj ,I,mI
|n, j,mj, l, s〉 ⊗ |I,mI〉, (2.7)

where |I,mI〉 is the spin state of the nucleus and the new states have energy given

by,

A〈̂I · Ĵ〉 = A
2

(F (F + 1)− J(J + 1)− I(I + 1)),

and for caesium, magnetic dipole constants have been measured [76,77],

A6P3/2
= h.50.275(3) MHz, and A6P1/2

= h.291.89(8) MHz.

The hyperfine energy structure of caesium Rydberg states is too small to be resolved

by the experimental methods used in this thesis.

2.1.4 Caesium Atomic Structure

We conclude this section by outlining the fine and hyperfine structure of caesium

(Figure 2.1). On the left we show caesium energy levels from the ground state, 6S1/2,

to the ionisation limit and up to orbital angular momentum quantum number l = 3.
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Figure 2.1: Caesium energy levels [78]. Left: S,P,D and F energy levels from the

ground state to the ionisation threshold (red line). Right: Schematic representation

of the hyperfine splitting of selected states.

Throughout the work in this thesis we use a ladder excitation scheme to excite high

lying Rydberg levels shown (E/(2π~) > 850 THz). On the right we highlight the

6S1/2, 6P3/2 and 7S1/2 states which form the ‘rungs’ of the ladder, and we label the

hyperfine splitting.

2.2 Atom Light Interaction

So far we have only considered the Hamiltonian of an isolated atom. To describe an

atom interacting with electromagnetic fields it is necessary to construct a Hamiltonian

that not only includes the internal energy of the atom, but also the energy of the field

and the coupling between the two. For a two-level atom with ground state |g〉 and

excited state |e〉 separated by energy ~ω0, we make the rotating wave approximation
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and obtain [79],

Ĥ =
∑
k,ε

~νk
(
â†k,εâk,ε +

1

2

)
+ ~ω0|e〉〈e|+

∑
k,ε

~gk,ε
(
|e〉〈g|âk,ε + |g〉〈e|â†k,ε

)
, (2.8)

where the transition between states |g〉 and |e〉 is coupled to field modes with

wavevector k, polarisation ε and frequency νk by the coupling factor gk,ε, and the

creation and annihilation operators for the field modes are â†k,ε and âk,ε respectively.

2.2.1 Dipole Matrix Elements

When the transition between two atomic states is electric-dipole allowed, the biggest

contribution to gk,ε comes from electric dipole coupling. In this section we find an

expression for the electric dipole matrix element between two atomic states. We

make the dipole approximation, and assume that the spatial extent of the atom is

very much smaller than the wavelength of the resonant field mode, and we write [79],

gk,ε = ε · degEke/~,

where ε is the polarisation of the electric field, e is the charge on an electron, and

de,g = 〈g|̂r|e〉 is the dipole matrix element between states |g〉 and |e〉, with r̂ the

vector position operator for the valence electron with respect to the nucleus. The

factor Ek,ε =
√

~νk/2ε0V has dimensions of electric field amplitude, and depends on

the volume of the field modes, V . Because the coupling is set by the spatial electron

wavefunction, it is convenient to write atomic states in the |n, l,ml〉⊗|s,ms〉⊗|I,mI〉

basis, even though these states are not eigenstates of the atomic Hamiltonian. In this

basis a transition is dipole-allowed if the two states have identical nuclear and spin

wavefunctions, and the dipole dn′,l′,m′,n,l,m = 〈n, l,ml |̂r|n′, l′,m′l〉 6= 0, a condition

which is fulfilled if |l′− l| = 1 and m′l−ml = {−1, 0, 1}. The dipole, de,g, between the
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two eigenstates of the atomic Hamiltonian is then a coherent sum of the component

dipoles dn′,l′,m′,n,l,m, weighted by the decomposition of |e〉 and |g〉. In order to find

dn′,l′,m′,n,l,m we work in the convenient basis of vectors,

µ−1 =
1√
2

(ex − iey), (2.9)

µ0 = ez, (2.10)

µ+1 =
1√
2

(ex + iey), (2.11)

giving,

ε · dn,l,m,n′,l′,m′ =
∑
q

(µq · ε) 〈n, l,ml|µq|n′, l′,m′l〉, (2.12)

where µq = µq · r̂. Noting that µq =
√

4π
3
rY1,q(θ, φ), where {r, θ, φ} are the coordi-

nates of the valence electron, we use the general wavefunction given in equation 2.2

to obtain,

〈n, l,ml|µq|n′, l′,m′l〉 =

√
4π

3

∫∫
Y1,qY

∗
l,mYl′,m′sinθdθdφ

∫ ∞
0

rR∗n,lR
′
n′,l′r

2dr, (2.13)

where we have separated the integral into angular and radial parts. This expression

can be written [80],

〈n, l,ml|µq|n′, l′,m′l〉 = (−1)l
′+1−ml

 l′ 1 l

ml′ q −ml

 〈n, l||µ||n′, l′〉, (2.14)
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where (...) denotes a Wigner 3-j coefficient and we have used the reduced dipole

matrix element [80],

〈n, l||µ||n′, l′〉 = (−1)l
√

(2l + 1)(2l′ + 1)

l′ 1 l

0 0 0

∫ ∞
0

rR∗n,lR
′
n′,l′r

2dr, (2.15)

which has no angular dependence.

To find the sum of the matrix elements dn,l,m,n′,l′,m′ corresponding to deg, we

write the fine structure reduced dipole matrix element,

〈j||µ||j′〉 = (−1)l+s+j
′+1
√

(2j + 1)(2j′ + 1)

j 1 j′

l′ s l

 〈n, l||µ||n′, l′〉 (2.16)

where {...} denotes a Wigner 6-j symbol. For the hyperfine basis we write,

〈F ||µ||F ′〉 = (−1)j+I+F
′+1
√

(2F + 1)(2F ′ + 1)

F 1 F ′

j′ I j

 〈j||µ||j〉 (2.17)

Finally we write the dipole matrix element between two hyperfine states,

〈F,mF |µq|F ′,m′F 〉 = (−1)F
′+1−mF

 F ′ 1 F

mF ′ q −mF

 〈F ||µ||F ′〉. (2.18)

We use the formalism laid out here to interpret hyperfine quantum beats in chapter 4

and the THz electric field amplitude in chapter 6.
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2.2.2 Master Equation

Solving the full quantum description of an atom interacting with an electric field

is difficult and unnecessary in a lot of situations. Instead we treat the atom as a

open quantum system interacting with an environment. For a laser-driven, two-level

atom, the open quantum system comprises the atom interacting with the (classical)

electric field of the laser, and the environment corresponds to the vacuum modes

which are responsible for spontaneous decay. We write the Rabi frequency,

Ω = ε · degE/~, (2.19)

where E is the electric field amplitude at the position of the atom, giving the

Hamiltonian for the atom in the dressed state picture as,

Ĥ2−level =
~
2

 0 Ω

Ω −2∆

 , (2.20)

where ∆ = ω − ω0 is the detuning of the laser from the atomic transition frequency,

ω0, and we have used the dressed state basis.

We use the master equation and density matrix formalism to describe the sys-

tem [81]. The density matrix, ρ, is a generalisation of the quantum state vector which

allows us to describe the quantum system in a mixed state involving a probabilistic

mixture of quantum states. The Lindblad master equation describes the system

dynamics,

i~
∂ρ

∂t
= [Ĥ, ρ] + L̂{ρ}, (2.21)

where the decay super-operator has the general form,
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L̂{ρ} =
∑
j

CjρC
†
j −

1

2

(
ρC†jCj + C†jCjρ

)
,

where Cj are the collapse operators for the system, representing interaction with the

environment. For spontaneous decay from the excited state to the ground state we

use,

Ce =
√

Γe|g〉〈e|,

where Γe is the lifetime of the excited state. Equation 2.21 is a set of coupled 1st

order linear differential equations, which may be solved analytically. It is simple to

generalise the treatment to describe multi-level atoms, although numerical integration

is required to solve the equations.

2.2.3 Spontaneous Decay

Despite treating the atom as an open quantum system and neglecting the vacuum

field modes, it is still possible to infer some properties of the atomic fluorescence. A

textbook treatment of the fluorescence from a two-level atom is given by Scully and

Zhubairy [79] and the fluorescence intensity at an observation point is calculated by

integrating over all possible field modes. It is shown that a field mode only makes a

contribution if it is both coupled to the atomic dipole and also non-vanishing at the

observation point in the far field. These geometric considerations help us to arrive at

the simple result for the expected instantaneous fluorescence intensity at the position
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of a sensor, s, from an atom in the pure state state |ψ〉 = αg|g〉+ αe|e〉,

I2−level(s, t, εs) =
k4

0

(4πε0s)2

∣∣αe(t)e
−iω0tεs · de,g

∣∣2, (2.22)

where k0 = ω0/c and εs is the polarisation to which the detector is sensitive (we

note that the retardation time, s/c, has been neglected). When the atoms are in

a superposition of excited states the situation becomes more complicated. The

contribution from each of the excited states must be added coherently, taking phase

information into account. For an atom with several excited states, |ei〉, and ground

states, |gk〉, we write instead,

I(s, t, εs) =
∑
k

k4
0

(4πε0s)2

∣∣∑
i

αi(t)e
−iωi,ktεs · di,k

∣∣2, (2.23)

where ~ωi,k is the energy interval between stated |gk〉 and |ei〉. We note that the

expression, εs · di,k, has the same form as equation 2.12. In the hyperfine basis we

write,

εs · dF,mf ,F ′,m
′
f

=
∑
q

(µq · εs) 〈F,mF |µq|F ′,m′F 〉. (2.24)

We expand equation 2.23 to give the expression given by Haroche [82],

I(s, t, εs) =
∑
k

k4
0

(4πε0s)2

∑
i,j

αi(t)α
∗
j (t)e

−i(ωi,k−ωj,k)t〈ei|r̂ · εs|gk〉〈gk|r̂ · εs|ej〉, (2.25)

where r̂ is the position operator for the valence electron with respect to the nucleus.

In the density matrix formalism, an atom prepared in a pure state which undergoes

spontaneous decay evolves into a mixed state. Using the density matrix, ρ(t), we



30 2.3. Conclusion

identify equation 2.25 equivalent to [82],

I(s, t, εs) = Tr(ρ(t)Lεs) (2.26)

where the decay operator,

Lεr =
∑
k

k4
0

(4πε0s)2
(r̂ · εs|gk〉〈gk|r̂ · εs) , (2.27)

gives the atomic fluoresence. In chapter 4 we will use the master equation and decay

operator to model quantum beats.

2.3 Conclusion

The theory outlined in this chapter will support the work presented throughout the

rest of the thesis. In chapter 4 hyperfine beats in D2 fluorescence are analysed and

used to read out dynamics of the transition driven by the coupling laser. The analysis

of the data requires a comprehensive understanding of the hyperfine structure, optical

Bloch equations and the spontaneous emission formalism outlined in section 2.2.3.

In chapter 5 inter-atomic interactions lead to non-linear dynamics, and we extend

the master equation formalism to make a phenomenological 2-level model, exhibiting

optical bistability. The fourth driving field (THz) is introduced in chapter 6, and

we use a 5-level master equation treatment to simulate Autler-Townes splitting for

terahertz electrometry.
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Chapter 3

Experimental Methods

We describe a set of experimental techniques which are shared by the experiments

presented in this thesis. Much of the work uses a three-step laser excitation scheme

to excite caesium Rydberg atoms, which are then manipulated by a terahertz (THz)

frequency field, and monitored through laser transmission and atomic fluorescence.

Our requirements therefore include a temperature stabilised caesium vapour, a

frequency stabilised laser system, a THz source and equipment to measure laser

beam and fluorescence intensity. We address each element in turn, giving details of

the system that was used. In subsequent chapters we will note deviations from, or

additions to the methods described here.

3.1 Caesium Vapour

All the experiments described in this thesis were conducted using a caesium vapour

contained within a 2 mm long quartz glass cell at temperatures between 19◦C and

90◦C. In section 1.1 we described some of the advantages of using alkali-metal atomic

vapour, and we noted that the strong temperature dependence of the vapour pressure

permits the tuning of the number density, and hence the inter-atomic separation. The

inter-atomic separation is an important parameter for phenomena which depend upon

interactions between atoms. Therefore, the combination of the atomic interaction

strength and probe laser absorption cross section set the scale for the 2 mm optical
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path length through the cell, as the optical depth must be sufficient (though not

excessive) when the number density is suitable for observing the atomic interactions

investigated in this thesis.

While the strong temperature dependence allows easy access to a wide range

of atom number density, it also means that the cell temperature must be carefully

controlled to avoid unwanted changes. We heat the cell using either of two purpose

built heaters, designed by L. Weller and J. M. Kondo. The first heater works as an

oven: the glass cell is encased in non-magnetic steel which is itself heated by ceramic

resistors. Holes drilled through the steel allow optical access for laser beams passing

through the vapour, and fluorescence leaving the system. In the second heater, the

ceramic resistors are placed directly in contact with the glass cell, and a Teflon case

provides insulation. The smaller heat capacity of the second design provides the

advantage of faster warming up.

Both cell heaters are regulated by a feedback loop to achieve a stable temperature.

The output of a thermocouple placed in contact with the quartz cell is read by

a Raspberry Pi
®

, which then sets the power in the ceramic resistors. Using the

Raspberry Pi
®

allows easy adjustment of the feedback parameters and the settings

for each cell heater may be saved and later recalled. Furthermore, non-linear feedback

and warm-up sequences can be implemented for time efficiency.

Although the thermocouple used for temperature stabilisation was placed in

contact with the quartz glass cell, it did not accurately reflect the temperature of

the caesium vapour inside the cell. Instead, the vapour pressure was inferred by

measuring the transmission line shape of the D2 transition. Increasing the vapour

pressure of the cell leads to increased absorption of the laser beam, and hence

broadening and modification of the lineshape. By fitting the absorption lineshape,

it is possible to extract the temperature of the vapour. This is performed using a
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Figure 3.1: Weak probe transmission profile of the D2 F = 4 → F ′ = {3, 4, 5}

caesium transition in a 2 mm cell at 48◦C (blue), 68◦C (yellow) and 77◦C (red). The

temperatures are inferred from a model fit (black lines) in which temperature is

a free parameter. The relative laser detuning was measured using an etalon, and

a global frequency shift was used as a fit parameter, setting the F = 4 → F ′ = 5

transition to zero.
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Python code, Elecsus, developed by other members of the Durham group [83], and

in figure 3.1 we show examples of the fitted line shapes. The discrepancy between

the fitted temperature and the thermocouple was typically around 2◦C.

3.2 Laser Systems

Figure 3.2 shows the energy levels and excitation scheme used for the experiments in

this thesis. The probe laser beam drives the caesium D2 transition (852 nm), and is

generated with a Toptica DL100 external cavity diode laser (ECDL). The coupling

beam is provided by an ECDL made by Sacher Lasertechnik and drives a transition

from the 6P3/2 state to the 7S1/2 state (1470 nm). The Rydberg laser beam, generated

by a M-Squared SolsTis Titanium Sapphire laser, drives atoms from the 7S1/2 state

to nP Rydberg states, and the wide tunability of the laser system allows us to access

Rydberg states from n = 10 to ionisation. We note that the Ti:Saph system could

be replaced by a cheaper diode laser and tapered amplifier system, though at the

expense of some tunability. Together, the lasers form a three-step ladder excitation

scheme. A three-step scheme (rather than one or two laser beams) is an attractive

method for exciting Rydberg states because the transition strength for each transition

is larger, resulting in smaller power requirements. Furthermore, the infrared diode

lasers are easier to use and maintain than the blue or ultra-violet lasers that would

be necessary for two-step or one-step excitation. Finally, a Terahertz field is used to

drive transitions between Rydberg states (see section 3.2.3 for details on the THz

source).
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|6S1/2,F= 4〉

|6S1/2,F= 3〉

|7S1/2,F
′′= 4〉

|7S1/2,F
′′= 3〉

Rydberg Laser (λ = 780 - 1000 nm)

Coupling Laser (λ = 1470 nm)

Probe Laser (λ = 852 nm)

Terahertz Field (λ = 400 - 600 µm)

Figure 3.2: Three step ladder excitation scheme. A probe, coupling and Rydberg

laser drive a ladder excitation scheme to Rydberg states in caesium, and a terahertz-

frequency field drives transitions between Rydberg states.



36 3.2. Laser Systems

3.2.1 Laser Frequency Stabilisation

The probe laser beam is frequency stabilised using polarisation spectroscopy in a

reference caesium cell [84, 85]. A circularly polarised pump beam induces frequency

dependent birefringence, which is read out as a rotation of the polarisation of a weak,

linearly polarised, counter-propagating beam. Using a differencing photodiode, a

dispersive signal is generated with a zero crossing for each hyperfine transition, each

with sub-doppler resolution. The F = 4→ F ′ = 5 hyperfine transition is selected

because it is both a closed transition, and it has the strongest transition strength.

The signal is sent to the Toptica laser controller, which provides feedback to the

position of the grating that forms the external cavity of the ECDL.

The coupling laser is frequency stabilised using excited state polarisation spec-

troscopy [86]. Frequency dependent birefringence at the coupling laser wavelength

is generated by a circularly polarised D2 pump beam. The birefringence is mea-

sured using a weak laser beam at the coupling wavelength, and another differencing

photodiode is used to generate a dispersive signal. Feedback to the ECDL grat-

ing is controlled by a home-built circuit designed by N. Šibalić. Both polarisation

spectroscopy and excited-state polarisation spectroscopy are conducted in a single

70 mm cell at room temperature, and a Mu-metal shield was used to exclude ambient

magnetic fields.

3.2.2 Rydberg Laser

The SolsTis laser system was frequency stabilised to an internal reference etalon,

which could be controlled by the user. However, when the etalon was scanned the laser

frequency lagged behind the etalon, leading to hysteresis. In order to monitor the

laser frequency, some of the laser light was sent to a second, external etalon, with free
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Figure 3.3: Rydberg laser preparation. The Rydberg laser is derived from a SolsTis

Ti:Sapphire laser, and passes through an optical fibre and double pass acousto-optic

modulator set-up using a quater waveplate (λ/4), polarising beam splitting cube

(PBS), apertures (A) and lenses (L). An etalon is used to monitor the frequency

scan.
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spectral range 300 MHz. As the Rydberg laser was scanned, the transmission through

the external etalon was measured and the times of the transmission peaks were

recorded. The relative laser frequency, f rel, could then be deduced as a function of

time, t, by fitting a polynomial function, f rel = P(t), to the times of the transmission

peaks. The order of the polynomial was selected according to the degree of non-

linearity of the scan and the number of transmission peaks that the scan included.

A typical scan over 3 GHz would include 10 transmission peaks, of which the middle

8 were fitted with a third order polynomial. This method for removing hysteresis

effects from the laser scan was essential when measuring the hysteresis response of

the caesium vapour (chapters 5 and 8).

Before arriving at the caesium vapour the Rydberg laser light went through both

a polarisation-maintaining optical fiber and a double pass acousto-optic modulator

(AOM). On each pass the AOM shifted the laser frequency by an amount set by the

radio frequency (RF) driver, in the range 150 MHz to 250 MHz. By adjusting the RF

driver a fast frequency scan was achieved, although with limited scan range. The

AOM was also used for fast intensity modulation, with a switching time trise < 1µs.

A schematic of the Rydberg laser preparation is shown in figure 3.3. Both the

internal etalon scan and the AOM control were automated using LabView, allowing

repeated measurements in quick succession, and minimising the opportunity for

system parameters to drift between measurements.

3.2.3 Terahertz Source

The terahertz-frequency field is generated by an Amplifier Multiplier Chain (AMC)

manufactured by Viginia Diodes Inc, which uses a chain of diodes to multiply the

frequency of a microwave signal by a factor of 54. The frequency of the microwave
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Figure 3.4: Bench layout for Rydberg experiments: The probe, coupling and Rydberg

lasers are combined using dichroic mirrors and polarising beam splitting (PBS) cubes,

and focused through a 2 mm caesium vapour cell in a co-axial geometry. The vapour

is analysed using a photodiode to monitor the transmission of the probe laser, and a

camera and spectrometer to measure the atomic fluorescence. A terahertz beam is

generated by an amplifier multiplier chain (AMC), and focused through the caesium

vapour using gold-coated parabolic mirrors.

input (≈ 9→ 14 GHz), and hence the frequency of the output (500→ 750 GHz) is

controlled through a LabView computer program. The power output of the THz

beam is in the range 1→ 15µW, and depends on the frequency. The AMC has a

TTL on/off control which may be operated up to 1 kHz, and a voltage-controlled

internal attenuator which we calibrate in chapter 6.

3.2.4 Bench Layout

For the experiments described in chapters 5 to 8 all three laser beams were required

to excite Rydberg atoms, which were subsequently manipulated with the terahertz
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beam. The layout used in these experiments is shown in figure 3.4. The three laser

beams are combined using a sequence of polarising beam splitting (PBS) cubes and

dichroic mirrors, and pass through the temperature stabilised caesium vapour cell.

The diverging THz beam from the AMC is collimated and re-focused using a pair

of gold-coated parabolic mirrors, with focal lengths 150 mm and 50 mm. When the

Rydberg laser power exceeded 1 W, heating effects caused problems at locations

where the beams were combined. It was found that the heating from the Rydberg

laser changed the transmission or reflection of the light in the other laser beams.

The problem was particularly severe with interference filters, and the PBS cubes

were found to be the best available solution.

3.3 Experiment Read-out

The dynamics of the caesium vapour were monitored by measuring both atomic

fluorescence and probe laser transmission. The probe laser transmission is influenced

by the Rydberg population either through EIT [87] or population shelving [42].

The latter mechanism causes an increase in probe laser transmission because atoms

shelved in long-lived excited states are unable to absorb photons from the probe

laser. We therefore interpret the increased laser transmission as an indication of

the Rydberg population in the vapour. However the presence of any long lived

state (or ionisation process) will have the same effect, and therefore increased probe

laser transmission cannot have a strict correspondence to the Rydberg population.

Nevertheless the transmitted probe beam power was measured using an avalanche

photodiode (APD), and the fast, strong signal forms the principal read-out method

of the vapour dynamics.

Atomic fluorescence at visible wavelengths (400 nm - 700 nm) is recorded by both
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Figure 3.5: Monochromator Calibration: We compare the known spectrum of a white

light source (top) to a measurement of the same spectrum using our lab equipment

(middle), and deduce the relative sensitivity of our equiment as a ratio between the

two (bottom).
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a spectrometer and a camera. This range of wavelengths encompasses Rydberg state

decay channels to the 5D states (red) and 6P states (green), and the blue decay from

7P to 6S (see section 7.2.1). We use a Canon 5D Mk III camera with a macro lens to

photograph the atomic fluorescence, gaining spatially-resolved information about the

vapour. The RAW image files are interpreted using Matlab to ensure that the 14-bit

CCD signal is not skewed by image processing software. The camera was set to the

maximum sensitivity (ISO 25600), and the length scale of the images was calibrated

by photographing a centimetre rule.

A monochromator and a photon-multiplier tube (PMT) were used to measure the

spectrum of the visible atomic fluorescence. The wavelength transmitted through the

monochromator was controlled with LabView, and the voltage from the PMT was

passed to the LabView program using a analogue to digital converter (ADC). We

derive a rough photon counting signal by recording the fraction of voltage samples

that exceed a user-defined threshold. In order to calibrate the spectral sensitivity of

the combined system, the spectrum of a white light was measured, and compared to

a reference measurement made by a calibrated spectrometer (figure 3.5). Both the

reference spectrometer and the monochromator-PMT system signals are proportional

to photon count rate, γ, rather than the light intensity, I (which are related by

I = γhc/λ where h is Planck’s constant, c is the speed of light and λ is the wavelength

of the fluorescence). The system is most sensitive in the range 400 nm to 600 nm,

but falls off strongly above 600 nm, matching the specified sensitivity of the PMT.

3.4 Conclusion

We will go on to use the techniques outlined in this chapter to perform the experiments

described in the rest of this thesis. In chapter 4 we use the frequency-stabilised probe
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and coupling lasers together with a commercial photon counting unit to measure

hyperfine quantum beats. The three-step ladder scheme is used in chapter 5 to excite

Rydberg atoms, which are then manipulated by a THz field in chapters 6, 7 and

8. The spatially resolved read out from the camera illuminates domain formation

(section 5.4) and spatial variation of a THz field (chapter 7).
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Chapter 4

Probing an Excited State

Transition Using Quantum Beats

We observe the dynamics of an excited-state transition in a room temperature atomic

vapour using hyperfine quantum beats. The experiment consists of a pulsed excita-

tion of the caesium D2 transition, and continuous-wave driving of an excited-state

transition from the 6P3/2 state to the 7S1/2 state. Quantum beats are observed

in the fluorescence from the 6P3/2 state which are modified by the driving of the

excited-state transition. The Fourier spectrum of the beat signal yields evidence of

Autler-Townes splitting of the 6P3/2, F = 5 hyperfine level and Rabi oscillations on

the excited-state transition. A detailed model provides qualitative agreement with

the data, giving insight to the physical processes involved.

This chapter describes work published:

‘Probing an excited-state atomic transition using hyperfine quantum-beat spectroscopy’,

C. G. Wade, N. Šibalić, J. Keaveney, C. S. Adams, and K. J. Weatherill,

Phys. Rev. A 90, 033424 (2014)
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4.1 Introduction

Quantum beats are an elegant example of quantum interference, and their mea-

surement has found an important application as a high resolution spectroscopy

techique [82]. In an analogy to the two slit experiment where spatial interference

is seen between two paths taken by a quantum particle, quantum beating is the

temporal interference between photon scattering paths corresponding to different

atomic states. In the way that the period of two-slit interference fringes is the

reciprocal of the slit spacing, so the quantum beat frequency is related to the energy

interval between atomic states. Therefore quantum beats reveal the relative energies

of closely spaced atomic states. This is particularly useful for resolving spectral

lines that otherwise overlap due to Doppler broadening. Applications have included

the measurement of fine- [88] and hyperfine- [89] splittings, and Stark and Zeeman

shifts [90, 91] in atoms and molecules [82,90,92].

In the process of developing a system to study the interaction of Rydberg atoms

with terahertz electric fields, a pulsed ladder scheme was considered for exciting

Rydberg states. Although the scheme was not adopted for the experiments described

in this thesis (which rely on continuous wave driving), pulsed excitation became a

topic of research in itself. During the development we observed hyperfine quantum

beats caused by pulsed laser excitation of the D2 line. Laser driving of the second

step of our ladder scheme modifies the beat signal, allowing us to infer the dynamics

of the excited-state transition. Excited-state transitions with large enough dipole

transition moments can be probed directly [93], but more often electromagnetically

induced transparency (EIT) is used. However, ladder EIT cannot be observed in

our ‘inverted wavelength’ system where the upper transition wavelength (1470 nm)
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is longer than the lower (852 nm) [94,95]. In this chapter we use quantum beats as

an effective method to probe such ‘inverted-wavelength’ ladder systems in a thermal

vapour.

4.1.1 Principle of Quantum Beats

We outline a toy model to illustrate the physical principle of quantum beats (Fig-

ure 4.1, left column). The toy model consists of a zero-velocity atom with ground

state |g〉, and two excited states |e1〉 and |e2〉 which are close in energy. If the transi-

tions |g〉 → |e1〉 and |g〉 → |e2〉 are driven by a pulse with sufficient bandwidth to

exceed the energy interval between the two excited states, a coherent superposition

of the states is prepared. After the pulse each of the excited states accumulates phase

according to its energy, evolving with the factor eiEit/~. The phase evolution produces

a phase shift between the two superposed states, ∆φ = ωbt, causing the shape of the

electron wavefunction to oscillate at the beat frequency, ωb = (E2 − E1)/~. Because

the coupling to vacuum modes is dictated by the shape of the electron wavefunction

(see section 2.2.3), the time-resolved fluorescence into an appropriately chosen mode,

characterized by polarisation and propagation direction, is modulated by beating [82].

Nevertheless, the total decay rate remains constant, and the total fluorescence decays

exponentially according to the excited state lifetime. These ‘quantum beats’ represent

interference between the two different quantum pathways associated with |e1〉 and

|e2〉. The interference is erased if information regarding which pathway was taken is

recovered (e.g. spectroscopically resolving the fluorescence from each state).

The lifetime and energy state intervals of the caesium 6P3/2 hyperfine manifold

make it a suitable system to probe using quantum beats. The interaction between the

magnetic moment of the valence electron and the nuclear spin splits the 6P3/2 state
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Figure 4.1: Toy model. Left column: A short pulse prepares a superposition of

states |e1〉 and |e2〉 which fluoresce to produce quantum beats. The Fourier transform

(middle row) of the fluorescence signal (bottom row) allows the investigator to read

off the beat frequency, ωb. Right column: Driving an excited state transition is most

easily understood in the dressed state picture. State |e1〉 is coupled to state |u〉 to

produce dressed states |e+〉 and |e−〉. The fluorescence signal now shows a trio of

beat frequencies, Ω, ω+ and ω−.
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Figure 4.2: Left: Time-resolved atomic fluorescence is recorded by a photon counting

unit. Laser pulses are created by a Pockels cell which is placed between crossed

polarisers. Right: Measurement of the pulse profile. The red dotted line is a Gaussian

fit with 1/e time of 0.8 ns.

into four energy levels with total angular momentum, F = {2, 3, 4, 5} (section 2.1.3).

The energy interval between the F = 5 and F = 4 hyperfine states, ∆E5,4 =

2π~× 251 MHz (figure 2.1), gives a beat period, 2π~/∆E5→4 = 4 ns. The lifetime of

the 6P3/2 state, τ = 30.57(7) ns [96], means that we can expect to measure 15 cycles

of quantum beats if we observe the fluorescence over a duration of 2τ .

4.2 Caesium Hyperfine Quantum Beats

We describe an experiment to observe hyperfine quantum beats on the caesium D2

line. The caesium vapour is maintained at room temperature (19 ◦C), and we excite

the atoms using a probe laser stabilised to the D2 transition (section 3.2). The

probe laser is modulated to create short pulses (1/e time ≈ 0.8 ns - Figure 4.2),
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using a Pockels cell between high extinction polarisers. The pulses have a Fourier

limted bandwidth which exceeds the energy seperation of the hyperfine states, and

so the pulses prepare a coherent superposition of the F = 3, 4, 5 states which are

dipole allowed from the F = 4 ground states. The fluorescence is measured using a

single photon detector module which generates a TTL pulse for each photon. The

pulses are timed and counted by a high-bandwidth oscilloscope and in this way we

achieve nanosecond timing resolution. To avoid saturating the counting module, we

ensure that the expected delay between photons is much longer than the dead time

of the counting module (≈ 35 ns). In practice this means restricting the collection

efficiency 6 1 %. The caesium cell and photon counter were placed in a dark box to

remove signal due to ambient light, and a 852 nm inteference filter is placed in front

of the detector. When the laser light arrives at the cell it has vertical polarisation,

and we detect either horizontal or vertical polarised fluorescence propagating in the

horizontal plane.

In the left column of Figure 4.3 we present measurements of vertical and horizontal

polarized fluorescence (top and bottom respectively). The modes show exponentially

decaying fluorescence, modulated by beating. Consistent with our expectation that

the total fluorescence is not modulated, the two modes beat out of phase. Initially

the atomic dipole is aligned with the vertical laser polarisation, so we see that the

vertical polarised fluorescence slightly precedes the horizontal fluorescence. In the

right column of Figure 4.3 we present the same data in frequency space. The top row

shows the magnitudes of the normalized Fourier transforms of the two modes. We

observe peaks at 251 and 452 MHz, corresponding to the 6P3/2 hyperfine splitting [97]

(highlighted with vertical dashed lines). In the bottom row we subtract the two

signals to attain a difference signal, removing frequency components relating to the

exponential decay. However, because the beating of the two polarisation signals is out
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Figure 4.3: Hyperfine quantum beats: Time resolved fluorescence measurements

(left column) show the vertical (top) and horizontal (bottom) polarised fluorescence

beating in antiphase (the center of the excitation pulse is incident at time t = 0 ns).

The Fourier transform of the time signal shows the beat frequencies (right column).

We show the magnitude of the Fourier transform (top) for the vertical (blue) and

horizontal (red) polarised fluorescence and the difference signal (bottom).
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of phase we retain the quantum beat frequency components, allowing us to resolve

a feature at 201 MHz, corresponding to the F ′ = 3 → F ′ = 4 hyperfine splitting.

The beating of the F ′ = 3 → F ′ = 4 states is very weak compared to the other

two hyperfine intervals because the population in these two states is limited. This

restricted population is a result of both weaker coupling to the ground state and also

detuning from the middle of the excitation pulse bandwidth which is centred on the

F = 4→ F ′ = 5 transition.

4.3 Quantum Beats Modified by Driving an

Excited-State Transition

We describe a method to modify the caesium D2 quantum beat signal by coupling the

6P3/2 state to the 7S1/2 state. To understand the effects of driving the excited-state

transition we return to our toy model (Figure 4.1, right column), to which we add a

doubly-excited state, |u〉, and a coupling laser tuned to the transition from |e1〉 to

|u〉. The coupling laser has constant intensity throughout the experiment sequence:

both during and after the pulse that drives the |g〉 → |e〉 transitions.

It is easiest to consider the dressed state picture, in which the coupling laser splits

|e1〉 into two dressed states, |e+〉 and |e−〉, separated by ∆E = ~Ω. The original beat

at frequency ωb, is split into two distinct beats with frequencies, ω+ = ωb + Ω/2 and

ω− = ωb − Ω/2. Furthermore, a new beat frequency is introduced with frequency

Ω. This beat frequency relates to Rabi oscillations with atoms cycling on the excited-

state transition. We note that unlike the initial quantum beat, this cycling leads

to a modulation of the total fluorescence, not just a particular polarisation mode.

The Fourier spectrum includes all information regarding Autler-Townes splitting [98]
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of the state |e〉 and Rabi oscillations on the excited-state transition, |e〉 → |u〉,

allowing us to read out the excited-state transition dynamics, embedded in the

radio-frequency (RF) quantum beat.

4.3.1 Experiment Results

The experimental set-up shown in Figure 4.2 is repeated, but now an additional

counter-propagating 1470 nm laser is introduced. The laser is locked to the 6P3/2 F
′ =

5 → 7S1/2 F
′′ = 4 transition using excited-state polarisation spectroscopy (sec-

tion 3.2 [86]). To best control the effects of driving the excited-state transition, it is

desirable to minimize the spread of intensity of the coupling laser that the atoms

experience. To achieve this, we only sample the centre of the coupling beam (1/e2

radius 0.3 mm) where the intensity is most uniform, by virtue of tighter focusing of

the preparation pulse (1/e2 radius 0.06 mm).

We present the results of our measurements in Figure 4.4. The top row shows the

vertical and horizontal polarised fluorescence (left and right respectively), with the

driving field intensity at the center of the laser beam Id = 4 W cm−2. The middle

row shows the Fourier spectrum for the same data, with the two signals separately

on the left and subtracted on the right. The bottom row shows colourplots covering

a range of coupling laser intensities Id = 0 → 7 W cm−2, constructed from nine

individual sets of intensity measurements. On the left we show the modulus of the

Fourier transform of the vertically polarized fluorescence measurements and on the

right we show the modulus of the Fourier transform of the difference signal.

We can see the changes to the Fourier spectra that we expected from considering

the toy model. First a new oscillation is present, leading to a peak in the Fourier

spectrum at 100 MHz when the coupling laser has intensity Id = 4 W cm−2, and to
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Figure 4.4: Quantum beats modified by an excited state transition. Top row:

For measured intensity Id = 4 W cm−2 we show the vertical polarised (left) and

horizontal polarised (right) fluorescence as a function of time. Middle row: The

beat spectra are shown for vertical (blue) and horizontal (red) polarised fluorescence

(left), and the difference signal (right). The dashed vertical lines show the bare

hyperfine beat frequencies, and the shaded areas correspond to colourmaps (bottom

row), showing the vertical polarised signal (left) and the difference signal (right) with

changing coupling laser intensity.
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the diagonal feature in the colour map of vertical polarised fluorescence spectra. The

new oscillation represents atoms performing Rabi oscillations on the excited-state

transition. However, the Rabi oscillation does not leave a footprint in the difference

spectrum because it modulates the entire 852 nm fluorescence. Second, the peak in

the spectrum relating to the F ′ = 5→ F ′ = 4 beat (251 MHz) is split in a doublet,

as seen clearly in the difference signal. The origin of this effect is Autler-Townes

splitting of the 6P3/2 F
′ = 5 atomic state, caused by driving the excited-state

transition. However, whilst the simple toy model predicts that the splitting of the

beat frequency would be equal to the frequency of the Rabi oscillation, it is clear

from the data that the splitting is smaller than the Rabi frequency. Furthermore, the

higher frequency branch of the doublet is stronger than the low frequency branch.

This effect is even more exaggerated in the F ′ = 5→ F ′ = 3 (452 MHz) beat where

we do not observe the low frequency branch at all. Both the absence of the lower

branch and the unexpected doublet splitting originate from Doppler shift effects that

we explain using a comprehensive computer simulation in section 4.3.2.

We note that the fluorescence decays more slowly as the longer lived 7S1/2 F
′′ = 4

state is mixed into the 6P3/2 states, and the total amount of measured 852 nm

fluorescence decreases. The slower decay is consistent with literature values of the

7S1/2 lifetime (49± 4 ns [99]). However, because the atoms are periodically switching

between the 7S1/2 and 6P3/2 states it is not possible to use a simple rate equation to

model the decay. Instead it is necessary to compare the data to the full computer

simulation (section 4.3.2). The decrease in total fluorescence might be due to atoms

decaying from the 7S1/2 F
′′ = 4 state via the 6P1/2 manifold instead of the 6P3/2

manifold, but could also be due to hyperfine optical pumping caused by light leaking

through the Pockels cell between pulses.
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4.3.2 Computer Simulation

For a more rigorous analysis of the experiment results we use a computer simulation

to model the atomic fluorescence. The simulation is based on the formalism for

treating spontaneous decay outlined in section 2.2.3, and is calculated in two steps:

First the optical Bloch equations for the system are solved numerically; second,

the time-dependent expectation value of a ‘detection operator’ relating to the D2

transition, Led , is calculated (equation 2.27). The calculation process is repeated

for a sample of velocity classes which are then summed and weighted according to a

Boltzmann distribution.

The basis of states that need to be included is sizable - we require all of the

magnetic sub-levels (mF) of several groups of states: the two 6S1/2 hyperfine ground

states; three hyperfine 6P3/2 states and the F = 4 7S1/2 state: 52 magnetic sub-levels

in total. Solving the master equation for such a large basis requires prohibitive

computing capacity, so some approximations were made. We note that the lasers

are linearly polarised with parallel electric fields and so if we choose a quantisation

axis along the field direction the lasers only drive π transitions. Whilst this basis

might not be the energy eigenbasis due to uncompensated laboratory magnetic fields,

any dynamics as a consequence of this can be neglected since the duration of our

experiment is much shorter than the relevant Larmor precession timescale. Therefore

mF is conserved for each atom during the excitation process, and so we divide the

full 52 state problem into nine mF subspaces, each including one state from each of

the hyperfine levels: 6S1/2 F = 3, 4; 6P3/2 F
′ = 3, 4, 5 and 7S1/2 F

′′ = 4.

The Rabi frequencies for each subspace are calculated individually by decomposing

the reduced dipole matrix according to the formalism described in section 2.2.1. We

evolve the density matrix, ρ̂mF
, representing each of the nine mF subspaces, according
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to the master equation (equation 2.21), saving the density matrix at each time step.

In the final process of our model, we collate the populations and coherences from the

nine subspaces into a single density matrix for each time step, giving the complete

state of the atom as it changes in time. Using the ‘detection operator’, we project

the atomic dipole at each time step and hence infer both the linearly and circularly

polarized 852 nm fluorescence. The convenient sub-division offers a computational

speed up that permits the simulation to be run on a desktop computer.

Although the subspaces are not coupled by the driving laser fields, we note that

they are not truly separate since atoms can undergo spontaneous σ± transitions

resulting in a change of mF quantum number. Instead of modeling the full behavior,

we attribute the total rate of spontaneous decay of each state to π transitions

when solving the master equation, thus conserving the total population in each

subspace. Whilst this approximation leads to a small error in the solution of the

master equation, it does not prevent us from calculating the full quantum beat signal

from the collated atomic state (including σ± fluorescence), as can be seen from the

following justification.

Decay via σ± transitions can occur on either the 6P3/2 → 6S1/2 or the 7S1/2 →

6P3/2 transition. In the first case, consigning the full decay rate to π-transitions

leads to an error in the calculated population of the ground state hyperfine levels.

However, the rate of σ± fluorescence is still correctly inferred by the ‘detection

operator’ because it is only sensitive to the populations and coherences of the 6P3/2

manifold. As these only depend upon the total decay rate, the correct fluorescence

signal is recovered by the ‘detection operator’.

In the second case the same approximation leads to a small error in the populations

in the 6P3/2 manifold. However, because atoms decaying into this level do not

contribute to the atomic coherences, the modulation of the D2 fluorescence (eg. the
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beating) is still calculated correctly, and we would only expect the approximation

to contribute a small error in the incoherent background (exponentially decaying

fluorescence), caused by unbalanced exchange of population between neighboring

mF subspaces.

4.3.3 Analysis

In this section we make a direct comparison between the computer simulation and

the measured data. In Figure 4.5 we present the results of the vertical polarized

fluorescence for both the experiment and simulation. The unperturbed hyperfine

quantum beat signal fits well and, although the features are often more pronounced in

the simulation than the data, we see at least qualitative agreement for the perturbed

beats. On the strength of this we can draw additional physical insight about the

system.

In Section 4.3.1 we noted that the splitting of the F ′ = 5 → F ′ = 4 hyper-

fine quantum beat was unexpectedly smaller than the measured frequency of the

Rabi oscillation. We suggest this is similar to narrowed EIT windows in thermal

vapours [101,102] where off-resonant velocity classes partially fill the transparency

window left by resonant atoms. Calculated contributions to the splitting of the

F ′ = 4 → F ′ = 5 quantum beat from different velocity classes are shown in

Figure 4.6. The zero-velocity class (bold, green) shows a splitting that is consis-

tent with the simulated excited-state transition Rabi frequency, yet this is much

larger than the splitting which appears in the total signal. However, contributions

from off-resonant velocity classes fill in the gap. The inset compares this best-fit

calculated spectrum with our data and we see qualitative agreement, although we

acknowledge a significant discrepancy in the simulated (ISim
d = 0.9 W cm−2) and
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Figure 4.5: Vertically polarized fluorescence: We compare the model (black line)

and experimental data points (blue) for measured excited-state transition laser

intensity Id = (0, 3, 6, 7) W cm−2 (top to bottom). We note that the visibility of the

peaks is always smaller than the model predicts. The incident light pulse occurs at

time t = 0 ns and the error bars are calculated from Poissonian photon counting

statistics [100].
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measured (Id = 3 W cm−2) excited-state transition laser intensities.

We also noted in Section 4.3.1 that the high-frequency branch of the split F ′ = 4

→ F ′ = 5 quantum beat makes a stronger contribution to the Fourier spectrum

than the low-frequency branch. This unexpected asymmetry can be explained by

constructing a two-step argument: First, we note that the strongest beats arise from

atoms experiencing a red Doppler shift of the 852 nm laser. This moves the center of

the frequency profile of the pulse between the two beating transitions, promoting the

excitation of both levels as required for quantum beats. Second, the atoms which

experience a red-shift for the 852 nm laser see a blue-shift of the 1469 nm laser

because the laser beams are counter-propagating. This blue-shift means that the

dressed states represented in the higher frequency branch of the split quantum beat

have a greater admixture of the 6P3/2 F
′= 5 state, and as such a stronger coupling to

the ground state. Thus the imbalance between branches of the quantum beat comes

from a bias towards a particular velocity class, and a bias within this velocity class

to a particular branch. The asymmetry between branches is even stronger for the

F ′ = 3 → F ′ = 5 quantum beat as the F ′ = 3 hyperfine state is further in energy

from the F ′ = 5 hyperfine state. Consequently, only the high frequency branch of

the splitting was observed and the lower-frequency branch is absent (Section 4.3.1).

There are some remaining discrepancies between the simulation and the data.

We found that when we used the CW driving field intensity as a fit parameter in

the model, the best fit did not match or even scale linearly with the intensity we

measured in the experiment. We believe that this might originate from optical

pumping between excitation pulses. The high extinction polarizers each side of the

Pockels cell (Figure 4.2a) still allowed a few hundred nanowatts of 852 nm light to

leak into the vapour cell for the 1 ms duration between pulses. For resonant velocity

classes, this could have lead to an initial state other than the uniform distribution
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Figure 4.6: Calculated magnitude of the normalized Fourier transform of the
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compares the data taken for measured CW driving field intensity Id = 3 W cm−2

shown in bold (blue) and the summed model (gray shaded area and black line).
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over the ground states that the computer simulation assumes.

4.4 Conclusion

We have demonstrated a novel method using hyperfine quantum beat spectroscopy to

observe sub-Doppler Autler-Townes type splitting in an ‘inverted wavelength’ ladder

scheme which would not be observable in a continuously excited room-temperature

vapour. A comprehensive model of the fluorescence gives qualitative agreement

with our data, and we use it to gain physical insight into the process. Our method

offers a new means for investigating excited-state transitions in a room-temperature

vapour. In the following chapters we extend the ladder system to a 3-photon Rydberg

excitation scheme, although we pursue continuous wave (CW) excitation.
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Chapter 5

Intrinsic Rydberg Optical

Bistability

Alkali metal atomic vapours excited to high lying Rydberg states exhibit intrinsic

optical bistability which has been the subject of several recent studies [42,43,103,104].

In this chapter we explore phenomena associated with Rydberg optical bistability,

and compare the experimental results with simple phenomenological models. We find

that critical slowing down is absent around the critical point corresponding to the

onset of bistability. The presence of a spatial phase boundary is observed, which we

describe with a 1D interacting-chain model. The work lays preparation for chapter 8,

in which we study Rydberg optical bistability modified by a THz field.

This chapter includes work published:

‘Intrinsic optical bistability in a strongly driven Rydberg ensemble’,

N. R. de Melo, C. G. Wade, N. Šibalić, J. M Kondo, C. S. Adams, and K. J. Weatherill,

Phys. Rev. A 93, 063863 (2016)
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5.1 Introduction

Bistability refers to a phenomenon whereby a system has two, distinct and stable

responses to the same stimulus. A simple example of a system showing a bistable

response is the Duffing oscillator [105], where anharmonicity in the restoring force of

a mechanical system leads to an amplitude-dependent resonant frequency. When the

oscillator is driven at a suitable off-resonant frequency, the system can exhibit either

of two responses at the driving frequency: Either a low amplitude response caused by

the mis-match between the resonance and the driving frequency, or a large amplitude

response where the amplitude-dependent resonant frequency is shifted towards the

driving frequency. In the optical domain, bistability can also be observed in simple

systems such as the interface between a linear and a Kerr medium [106]. The

refractive index of the Kerr medium depends on the intensity of the transmitted light,

which itself depends back upon the refractive index, resulting in a bistable response.

This positive feedback cycle is characteristic of bistable systems, which typically

require both non-linearity and feedback. Optical bistability has been observed in

nematic liquid crystals [107], nonlinear prisms [108], photonic crystal cavities [109]

and QED cavities [110], amongst other systems.

Although atoms show a non-linear, resonant response to optical driving fields,

isolated single atoms cannot constitute bistable systems because quantum fluctuations

preclude steady-state behavior [111,112]. Instead small quantum systems must be

described through quantum-jump or other probabilistic methods [113]. The response

of a bulk atomic vapour can only exhibit bistability if there is a feedback mechanism,

causing collective behaviour amongst its constituent atoms. This feedback might be

provided by a Fabry-Perot cavity [114], or by interactions between the atoms [115,116].
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The latter phenomenon is known as intrinsic optical bistability, and it has been

realised in Rydberg vapours [42], and Yb3+ ions embedded in a crystal at cryogenic

temperatures [117].

5.1.1 Rydberg Level Shift

The feedback responsible for intrinsic Rydberg optical bistability is a population

dependent energy shift of the Rydberg level. Analogous to the Duffing oscillator,

Rydberg bistability is observed when the energy level shift brings the resonance

towards the laser driving frequency. However, the microscopic origin of the level shift

is not clear.

A recent study performed by Weller et al. advocates that the presence of ions

might be responsible for the level shift [43]. It is known that ionisation occurs in

high density room temperature Rydberg ensembles [118]. The hypothesis suggests

that Rydberg atoms are ionised, causing electric fields within the vapour. In turn

the electric fields polarise the Rydberg atoms, leading to a level shift. Combining

measurements of different Rydberg states, Weller found that the sign of the level shift

follows the sign of the Rydberg state polarisability. Furthermore, Weller undertook

an experiment exciting two different Rydberg states at once in the same region of the

vapour. Strong driving of the lower level led to broadening and shifting of an EIT

signal measured with the higher level. This is only consistent with ions being present,

as the disparity between the two energy levels is expected to completely suppress

other mechanisms for the Rydberg level shift such as dipole-dipole interactions.

Measuring atomic fluorescence can also provide insight to the processes occurring

in the vapour. In weak contradiction to the proposal that ions are responsible for the

level shift, the fluorescence spectrum shows very little content from Rydberg states
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towards the ionisation energy [42]. This might be an indication that these high-lying

Rydberg states are absent in the vapour, and that therefore so are the processes of

ionisation and ion-recombination. Nevertheless, it is not clear that such high-lying

Rydberg states would be sure to leave a signature in the fluorescence spectrum,

particularly if they ionise much more quickly than undergoing optical decay.

Evidence for a superradiant cascade has also been observed in the fluorescence

spectrum. Superradiance is a cooperative phenomenon which promotes decay via

wavelengths longer than the inter-atomic spacing [119]. Thus dense ensembles of

Rydberg atoms collectively cascade through closely spaced energy levels instead

of decaying individually at optical wavelengths [120]. Exciting high densities of

Rydberg atoms in thermal vapour cells has been shown to result in a suppression of

fluorescence from the state that is being excited. Instead fluorescence from lower

lying Rydberg states is observed, consistent with a superradiant cascade [42, 121]. A

regime in which superradiance is present indicates that dipole-dipole interactions

between the Rydberg atoms might play a role in the level shift.

5.1.2 Chapter Outline

In this chapter we explore Rydberg optical bistability using both experiment and

theory. We begin with an example, outlining the techniques used for an experimental

demonstration of optical bistability (section 5.2). In section 5.3 we measure a phase

diagram and the system response time, which we compare to phenomenological

models. Finally, we report the observation of a phase boundary, and extend the

model to account for this behavior (section 5.4).
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5.2 Optical Bistability Example

In this section we present an example of optical bistability. The techniques described

in chapter 3 are used to excite Rydberg atoms in a 2 mm caesium vapour cell. A

probe laser (852 nm) and coupling laser (1470 nm) are locked to their respective

atomic transitions (6S1/2 →6P3/2 and 6P3/2 →7S1/2), and together with a Rydberg

laser (882 nm) excite atoms to the 12P3/2 Rydberg state. The probe, coupling and

Rydberg laser beams have 3 mW, 4.5 mW and 382 mW power and beam waists 30µm,

80µm and 80µm respectively, and the caesium vapour is maintained at 95◦C using

a heating oven. We scan the detuning of the Rydberg laser and measure both the

probe laser transmission and atomic flourescence (figure 5.1). The transmission signal

shows increased transparency at the atomic resonance due to population shelving [42],

and so we interpret the transmission as an indication of the Rydberg population.

The form of the signal is similar to those reported in previous work [42,43], and we

see a single, asymmetric peak with a hysteresis cycle located on the side of negative

detuning. At each side of the hysteresis loop an abrupt change occurs, which we

identify as the Rydberg phase transition [42].

We measure the atomic fluorescence originating from the 12S1/2 → 6P1/2 and

11D5/2, 11D3/2 → 6P3/2 transitions using a monochromator and photon multiplier

tube (PMT). However, the strong fluorescence intensity precludes photon counting

(section 3.3), and instead we average the voltage output of the PMT over several

scans using an oscilloscope. The 11D and 12S states are the closest in energy to the

12P3/2 state excited by the laser, lying above and below respectively. The flourescence

signals have a very different form to the transmission signal, and we note some extra

features. We see an almost triangular peak at ≈1 GHz, and a rounded peak centered
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Figure 5.1: Transmission and fluorescence signals as the Rydberg laser is scanned

across the 7S1/2 to 12P3/2 transition (882 nm). The laser is scanned with increasing

(blue) and decreasing (red) frequency. We show the measured atomic fluorescence on

the 12S1/2 → 6P1/2 (middle, 541 nm) and 11D → 6P3/2 (bottom, 550 nm) transitions.

We note that the spectrometer cannot resolve the 11D fine structure.
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≈2.2 GHz. The frequency of the rounded peak matches the hyperfine splitting of the

7S1/2 state, and so we attribute this feature to atoms excited from the 7S1/2, F = 3

state by the Rydberg laser, but the origin of the triangular peak is unclear.

In the two branches of the hysteresis loop the fluorescence is very different, and the

two emission lines we consider here exhibit opposite behaviour. The 12S1/2 → 6P1/2

fluorescence is stronger when the probe laser transmission is greater, yet the 11D5/2,

11D3/2 → 6P3/2 fluorescence is weaker. More generally the fluorescence appears

bright orange to the eye when there is a high Rydberg density, but faint green for

a low Rydberg density, and both colours include a large collection of transition

lines [42]. The origin of the complicated spectrum is population re-distribution

in the Rydberg manifold. Mechanisms which might play a role include collisions,

superradiance, spontaneous decay and transitions induced by black-body radiation.

Further study of emission lines might elucidate the dynamics of the vapour, and inform

the debate concerning which mechanisms dominate the population re-distribution

and the Rydberg level shift. We use photographs of the contrasting orange and green

fluorescence to infer the spatially resolved Rydberg number density in section 5.4.

Using the Ti:Saph laser it is possible to excite Rydberg states with principal

quantum number from 10 up to the ionisation threshold, and so the example presented

here is close to one end of the parameter space. As the principal quantum number

increases, smaller number density is required to observe optical bistability, but the

reduced number density results in weaker signals. Most of the work in this thesis

is conducted using the 21P3/2 state, partly because the 21P3/2 →21S1/2 transition

falls within the frequency range of the THz source, but also because it provides a

compromise between signal strength and Rydberg interaction strength.
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5.3 Phenomenological Modeling

As the discussion so far shows, the caesium Rydberg vapour has too much complexity

for a complete model. It is therefore necessary to make approximations, a task

which has been undertaken in several recent studies. Šibalić et al. used Monte-Carlo

methods to simulate a sample of interacting 2-level atoms as they move past each

other in the vapour [122]. The method does not require any mean-field approximation,

although it is computationally intensive. The work investigates various interaction

potentials, and finds that the motion of the atoms can act to stabilise the collective

states.

In contrast, Marcuzzi et al. use a mean-field approximation to describe an

ensemble of motionless, 2-level atoms [123]. Although this model is very simple, it

has some important merits: the model not only reproduces the main characteristic

features of the system, including optical bistability and a first order phase transition,

but the steady-state population in the excited state can be expressed as the solution

to a single cubic equation, making the model fast to solve and easy to work with.

However the model assumes the validity of a mean field which, as Šibalić shows, is

only suitable for particular classes of interactions.

In this section we compare the model used by Marcuzzi with experimental

observations. The model comprises an ensemble of atoms with ground state |g〉 and

excited (Rydberg) state |e〉. The ensemble is described by a density matrix which

follows the master equation (equation 2.21). The Rydberg level shift is included in the

Hamiltonian (equation 2.20) by writing ∆→ ∆− V ρee, where ρee is the population

of the Rydberg state, and V is an interaction parameter. Using equation 2.21, the
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resulting non-linear optical Bloch equations for a 2-level atom are written,

ρ̇ge = iΩ(ρee − 1/2) + i(∆− V ρrr)ρge −
Γ

2
ρge, (5.1a)

ρ̇ee = −ΩIm(ρge)− Γρee, (5.1b)

where V is the interaction parameter, Ω is the laser Rabi frequency, ∆ is the laser

detuning, Γ is a phenomenological decay rate, and ρge is the off-diagonal element of

the density matrix ρ. We set ρ̇ge = ρ̇ge = 0 for the steady state, and eliminate ρge to

write a cubic equation in ρee,

Ω2

4
−
(

Ω2

2
+

Γ2

4
+ ∆2

)
ρee − 2∆ρ2

ee − V 2ρ3
ee = 0, (5.2)

which is solved numerically.

5.3.1 Steady State Phase Map

For a given interaction parameter, V , the mean-field model predicts a phase map in

Ω and ∆, which we compare with experimental results in figure 5.2. As discussed

in section 3.3, we use the probe laser transmission as an indication of the Rydberg

population, and so we compare ρrr with the fractional change in laser transmission.

Where the system is monostable the phase diagram is shaded red; where the system

is bistable the phase diagram is shaded blue. We note some simple similarities: in

both the theory and experiment, a bistable region is present for negative detuning,

over a range of laser powers. We will use the coordinates (∆c,Ωc) to refer to the

critical point in the phase diagram where bistability is present for the minimum

possible laser power. However, the model also has a maximum Rabi frequency for

which bistability can be present, a result that has not yet been observed in the lab.
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Figure 5.3: Shift of the critical detuning, ∆c
R, with changing principal quantum

number, n. The data were recorded and analysed by N. R. de Melo.

Possibly this is because of limited available laser power, but it could also indicate a

discrepancy between the model and the system it describes. In general the phase map

depends on many experimental parameters, including the power of the probe and

coupling lasers along with the temperature of the cell, and the Rydberg state being

excited. For the example presented in figure 5.2, the probe and coupling laser beams

had 1/e2 radii and incident power {65µm, 35µW} and {50µm, 44µW} respectively,

and the cell temperature was 79◦C.

A systematic study of the critical point with changing Rydberg state was made,

and we found that the critical detuning follows the form ∆c
R ∝ (n− δ)α where n is

the principal quantum number, δ is the quantum defect and we measure α = 3.8±0.3

(Figure 5.3) [103]. Using this result, phenomenological formulas for Γ and V ,

V → V0n
∗4N, (5.3a)

Γ→ Γ + βn∗4N, (5.3b)
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where N is the density of the ground state atoms, n∗ = n − δ and V0 and β are

coefficients, were used to compare the mean-field model with a range of Rydberg

states, laser power and cell temperature. For each set of parameters the laser was

scanned, and the range of detuning for which bistability is present (‘bistability width’)

was recorded. It was found that as the principal quantum number of the Rydberg

state increased, the bistability width also increased before going through a maximum.

The scaling of V and Γ with the 4th power of n∗ hints at the potential mecha-

nism causing the bistability. However, there are several phenomena that share n∗4

scaling, including the ionisation cross section for collisions between pairs of Rydberg

atoms [124], and the collisional quenching cross section between ground state atoms

and Rydberg atoms [125]. If the presence of ions is invoked to explain the energy

level shift an extra term going as the Rydberg polarisability (n∗7) should also be

accounted for.

5.3.2 Critical Slowing Down

At the edge of the bistable parameter space, the system undergoes a non-equilibrium

phase transition which is manifest as an abrupt change in the system properties.

When the system changes phase it exhibits a delayed response known as critical

slowing down. The delay time diverges algebraically near the phase transition,

τ ∝ (α− α0)−θ, where α is a general control parameter with value α0 at the phase

transition. The critical exponent calculated by Marcuzzi, θ = 1/2 [123], matches

measurements by Carr [42]. However, Marcuzzi goes on to predict a modification

of the critical exponent at the critical point (∆c,Ωc), changing from 1
2

to 2
3
. In this

section we perform an experiment to test this prediction.

The vapour is initialised with the probe and coupling lasers on, before the Rydberg
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laser is switched on with rise time tswtich < 1µs, and we record the time-resolved

probe laser transmission signal which is fitted to a hyperbolic tangent function,

s = s0 + A (1 + tanh ((t− τ) /T )) , (5.4)

where τ is the fitted delay time, T is the switching rate and A is the step size of the

photodiode signal measuring the probe laser transmission. We repeat the experiment

for different Rydberg laser power and detuning, and group the data according to

the laser detuning. Each group covers a range of final Rydberg Rabi frequencies

ΩR < Ω0
R → ΩR > Ω0

R, where Ω0
R is the Rabi frequency necessary to drive the phase

transition. In general, Ω0
R depends on ∆R. In figure 5.4 we present four groups of

results, (∆R −∆c
R)/2π = {-90,-20,0,10}MHz. For each group we show the fitted

delay time, τ , and the step size, A, as a function of the laser power (top and middle

rows respectively). In the bottom row we show a selection of the time-resolved

photodiode signals for ΩR < Ω0
R (green) and ΩR > Ω0

R (blue), with the fit functions,

s(t).

When ∆R � ∆c
R (left column), we see the response time diverging at the critical

power, and the step size, A, also shows a discontinuous response. The diverging

response time is similar to the critical slowing down observed in a previous studies

conducted by Carr et al. [42]. However, when (∆R − ∆c
R)/2π = −20 MHz, the

response time does not diverge, and we only see a small increase of the fitted delay

time, τ , in the data. This result is inconsistent with the prediction of Marcuzzi,

which anticipates a diverging response time with critical exponent θ = 2
3

[123], and

because our data does not show divergence we do not fit a value of θ. The reason

for the discrepancy might originate from the detail of the microscopic dynamics.

However, we note a crucial difference between this data and the results of Carr who
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demonstrated a clear step in the photodiode signal, with T � τ (see figure 4 in [42]).

In contrast, the data presented here show a response which is not just delayed, but

also slower, T ≈ τ . In order to reproduce the dynamics observed by Carr the author

found it necessary to set the laser frequency far away from the critical detuning.

5.4 Phase Boundary

Photographing the atomic fluorescence can give an indication of the Rydberg number

density along the laser beam. As we noted in section 5.2, high Rydberg number

density results in bright orange fluorescence, and low Rydberg number density in

pale green fluorescence. We set up the experiment to exaggerate the laser intensity

gradient (caused by absorption and divergence of the laser beams), and we show a

linearised photograph of the atomic fluorescence along the 2 mm cell (figure 5.5).

The bright orange fluorescence on the left corresponds to high Rydberg number

density, and the dark region on the right corrsponds to low Rydberg number density

(the pale green fluorescence is too dark to see). In contrast to the smoothly varying

laser intensity (decreasing left to right), there is a sharp step in the fluorescence

signal [126].. The abrupt change is a manifestation of the non-linear response, and

we interpret the interface to be similar to a phase boundary separating two phases.

5.4.1 Phase Boundary Model

We extend the model outlined in section 5.3 to account for spatially varying laser

intensity. The cell is divided into n elements, each described by a 2-level density

matrix, ρj, with the Rabi frequencies, Ωj, monotonically decreasing along the chain

(j = 1 → n). Initially we make the naive choice to set the elements behaving
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Figure 5.5: Phase boundary. Top: Photograph showing atomic fluorescence. The

laser beam propagates left to right accross the vapour cell which fills the image.

However, the left side shows bright orange fluorescence (high Rydberg number density

phase), where as the right hand side is dark (low Rydberg number density phase).

Bottom: Cross section of the camera signal along the laser beam. We show the three

camera colour channels (red, green and blue). The vertical lines, spaced 350 µm

apart, indicate the 90%-10% width of the domain boundary.
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independently, with each element following equations 5.1a. Providing the Rabi

frequency varies sufficiently along the chain, the solution shows a sharp spatial

transition from high to low Rydberg population. However, the transition occurs

between neighbouring elements, and so this model does not provide any insight into

the length scale of the phase boundary.

To describe the system more closely, we now set the level shift of each element to

be influenced by its neighbours, and we write

W j = V
n∑
i=1

w(i− j)ρiee, (5.5)

where V is the interaction strength, and w(j) is a normalised weight function such

that
∑

j w(j) = 1. The coupled, non-linear differential equations,

ρ̇jge = iΩj

(
ρjee −

1

2

)
+ i
(
∆−W j

)
ρjge −

Γ

2
ρjge, (5.6)

ρ̇jee = −ΩjIm
(
ρjge

)
− Γρjee, (5.7)

are solved with reflecting boundary conditions by time-stepping numerical integration

until a steady state is reached. Where there is more than one steady-state (eg. the

system is bistable), the different steady-states are found by stepping the laser

detuning, ∆, mimicking a laser scan. At each detuning, the system is evolved until

a change tolerance is met. We do not include any back action from the element

populations on the laser beam intensity. This simplification makes the equations

much easier to solve and can be justified by noting that the total fractional change

in transmission of the probe laser is only of order a few percent.

We show the results of the simulation in Figure 5.6. A Gaussian weight function,

w(j) = ke−j2/σ2
, is used with σ = 1, 5, 10, 20, and all the other parameters remain



Chapter 5. Intrinsic Rydberg Optical Bistability 79

20 40 60 80 100
0

0.2

0.4

Element Number

ρ
j e
e

0 10 20
0

5

10

15

20

σ

W
id

th

Figure 5.6: Simulations results. We plot the excited state population, ρee, in a

chain of interacting elements, with interaction length, σ = {1, 5, 10, 20}. Inset: the

width of the phase boundary (between the dashed lines) is plotted as a function of

interaction length.
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constant. As the range of the interaction increases the phase boundary becomes

wider, with the width of the boundary matching the width of the weight function.

While it is tempting to link this straight back to the experiment and deduce that

the atoms interact over a length scale matching the phase boundary width (order

100µm), there are several other factors to consider. The severity of the laser intensity

gradient of might be important, and we note that the motion of the atoms between

excitation and decay might blur a sharp boundary, hiding the true distribution of

the Rydberg excitation rate. However, this diffusion length might itself be relevant

to the interaction responsible for the phase transition.

5.4.2 Connection to Spectral Lineshape

In addition to photographing the phase boundary, the transmission line shape was

recorded as the Rydberg laser was scanned. The transmitted light relates to the

whole length of the beam through the vapour, giving an integrated signal. When a

phase region is created or removed, the transmission signal jumps, and when a phase

boundary moves along the beam the transmission signal has a smoothly varying

form. Figure 5.7 shows an example, alongside the results of a simulation carried

out as outlined above, with a Gaussian weight function width σ = 5, and n = 101

elements. In this example the spectral line shape has a double hysteresis loop, and

in the region between the two loops, a phase boundary is moving along the cell. In

a separate experiment we set a laser intensity minimum inside the cell by trading

focussing against absorption. On this occasion two simultaneous phase boundaries

were observed.
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are observed. The dashed white lines in the photograph show the ends of the vapour

cell.
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5.5 Conclusion

Rydberg optical bistability leaves very many open questions. One of the most

pressing is the search for an understanding of the microscopic mechanism that leads

to the Rydberg energy level shift. In this chapter we have looked at some simple

phenomenological models, but these are inherently poorly suited to addressing this

question. It would be interesting to make a more complete study of the atomic

fluorescence, and also to measure the presence (or absence) of ions directly. Recently

in Durham similar optical bistability has been seen in a beam of strontium atoms,

which would be an ideal set-up for this investigation [127]. The rest of this thesis is

concerned with the interaction of Rydberg atoms with THz fields, and we will return

to the phase transition in Chapter 8, in which we report the manipulation of the

Rydberg phase transition with a THz field.



83

Chapter 6

Terahertz Electrometry with

Rydberg EIT

We use three-photon Rydberg electromagnetically induced transparency (EIT) to

perfom Rydberg electrometry at 0.634 THz. The THz field couples the 21P3/2 and

21S1/2 caesium Rydberg states, allowing the electric field amplitude to be read-out

using the optical EIT probe. A velocity-averaged, 5-level optical Bloch simulation

helps us to anticipate the shape of the EIT feature in the Doppler-broadened medium,

and we choose to set the Rydberg laser (799 nm) counter-propagating with respect to

the probe (852 nm) and coupling (1470 nm) lasers to minimise the 3-photon Doppler

shift and demonstrate a narrow Lorentzian EIT feature (8.4± 1.6) MHz. We show

a worked example of an electric field amplitude measurement, and calibrate the

internal attenuator of the THz source. The Autler-Townes lineshape is investigated

when the terahertz field and Rydberg laser have both parallel and orthogonal linear

polarisation.
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6.1 Introduction

Rydberg atomic states possess extreme properties including long lifetimes (narrow

line widths) and strong, microwave- and terahertz-frequency dipole transitions

between states. These two properties make Rydberg atoms ideal platforms for

probing resonant microwave and terahertz electric fields. Rydberg electrometry is

the process of using the interaction between Rydberg atoms and an electric field to

measure the amplitude of the electric field. Because atoms of the same isotope have

identical permanent properties, Rydberg electrometry can be reliably replicated, and

cross checked between species [128], making the technique suitable as a potential

international measurement standard.

Rydberg microwave electrometry has seen considerable development in the last

few years [20]. The technique has been used to map the spatial dependence of

microwave fields [129,130], and measure the vector electric field [131]. The effects

of vapour cell geometry have been investigated, and the regime where the cell is

smaller than the microwave wavelength found to be favorable [132]. Recent studies

improving the sensitivity have achieved noise equivalent power (NEP) on the order

of 3µVcm−1Hz−1/2 at 5 GHz, using frequency modulation [133], Mach-Zehnder

interferometery [134], and changes in the index of refraction of the vapor that result

in deflection of the probe laser [135].

In this chapter we perform Rydberg electrometry in hot caesium vapour at

0.634 THz, marking the beginning of our investigation of Rydberg atoms interacting

with THz fields. We give an overview of the princple of Rydberg microwave electrom-

etry in section 6.2. In section 6.3 we construct a velocity-averaged, optical Bloch

simulation to assess EIT line shapes in different laser beam configurations of our
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three-step ladder scheme. Choosing a laser configuration that gives a favorable line

shape, we present a worked example of an electric field amplitude measurement and

calibrate the internal attenuator of the THz source (section 6.4). In section 6.5 we

explore the effects of the THz field polarisation on the transmission line shape.

6.2 Principle of Rydberg Microwave

Electrometry

A two-level atom interacting with a resonant electric field can be described in the

dressed-state picture by the Hamiltonian shown in equation 2.20. In the limit of strong

coupling (Ω� Γ), we diagonalise the Hamiltonian to give new energy eigenvalues,

E± = ~
2

(
∆±

√
∆2 + Ω2

)
. When the electric field is on resonance (∆ = 0) the system

shows Autler-Townes splitting and the states E±have an energy interval ~Ω. The

eigenstates are superpositions of the two bare atomic states, with an electric dipole

oscillating either in phase or out of phase with the electric field. If the energy interval

(and hence Ω) is measured, and the electric dipole moment of the atom is known then

the electric field amplitude can be deduced using equation 2.19. Rydberg microwave

electrometry is the process of making such a measurement, using two Rydberg states

as the coupled atomic energy levels. The high sensitivity of the technique originates

from the dipole matrix elements between Rydberg states which can be hundreds of

Debye.

In principle Autler-Townes splitting of Rydberg levels could be observed spectro-

scopically using a single ultra-violet laser to excite ground state atoms to the Rydberg

states directly. However, this is experimentally challenging, and a more convenient

method is provided by using Rydberg EIT, which gives a fast optical read-out of the
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Rydberg population [21]. Rydberg EIT is a non-linear effect where the transmission

of a probe laser exciting a ground state to intermediate state transition is increased

by the presence of a second laser driving a transition from the intermediate state to

a Rydberg state. When the second laser is on resonance, it creates two competing

excitation pathways with opposite amplitudes, causing the absorption of the probe

field to be strongly suppressed. The probe laser is weak so that the atomic population

is mostly in the ground state.

6.3 Computer Modelling

To measure Autler-Townes splitting, it is necessary to resolve two nearby EIT features,

and so a simple, narrow EIT line shape is helpful. However, previous work found a

triplet EIT feature in our 3-photon ladder system [87]. The origin of the complicated

EIT line shape is laser absorption from moving atoms which experience a Doppler

shift. In this section we use computer modelling to find a way of achieving a single,

narrow Lorentzian feature by changing the relative directions of the laser beams.

The calculation is performed by generalising equation 2.21 to include four atomic

levels and three laser driving fields, forming a ladder system to excite 21P3/2 caesium

Rydberg atoms (see section 3.2). We divide the vapour into a discrete set of 1D

velocity classes, each of which experience a different Doppler shift. The steady state

of each velocity class is found by diagonalising the time evolution operator, and

selecting the time-independent eigenstate. The response of the vapour is found by

summing the response of the velocity classes, weighted by a Boltzmann factor. The

Rydberg laser frequency is scanned accross the atomic resonance, and we calculate

the absorbtion of the probe laser beam from the coherence between the ground and

first excited state. With the probe and coupling lasers set to zero detuning (locked
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Figure 6.1: Laser geometry effect on 3-photon EIT line shape. We show simulated

transmission line shapes (bottom) and velocity class contributions (top) for the

laser beam configuration used in this work (left) and previous work [87](right). The

velocity class contributions show the change of the probe laser absorption coefficient

normalised to the maximum change. The bottom left plot compares the calculated

line shape with a Lorentzian function FWHM 8.4 MHz (red dashed line). The laser

parameters are set, Ωp = Ωc = 2π × 2 MHz, ΩR = 2π × 8.4 MHz.
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to the atomic resonance), the Hamiltonian for each velocity class is given,

Ĥ4−level =
~
2


0 Ωp 0 0

Ωp 2∆1ph Ωc 0

0 Ωc 2∆2ph ΩR

0 0 ΩR 2 (∆R + ∆3ph)

 , (6.1)

where v is the velocity of the atoms and ∆1ph = v · kp, ∆2ph = v · (kp + kc) and

∆3ph = v · (kp + kc + kR). The probe, coupling and Rydberg lasers have wavevectors

kp = 2π / (852 nm), kc = 2π / (1470 nm), and kR = 2π / (799 nm), and Rabi

frequencies Ωp, Ωc and ΩR respectively, and ∆R is the detuning of the Rydberg laser.

We use the condition that both the probe and coupling lasers are in the weak field

limit (I � ISAT).

We perform the calculation for two different coaxial laser geometries. First, we set

the probe laser counter-propagating, matching the configuration used in the previous

work [87]. Second, the Rydberg laser is set counter-propagating, minimising the three

photon Doppler shift, ∆3ph, for a co-axial geometry (matching the layout shown in

figure 3.4). Simulation results shown in Figure 6.1 illustrate the difference between

the transmission feature given by the two laser geometries. The new geometry

provides a single Lorentzian feature which is narrower than the more complicated

feature given by the old configuration. We adopt the new lay-out for all the Rydberg

experiments described in this thesis.

The description of Autler-Townes splitting given in section 6.2 would lead us to

expect that a resonant microwave or terahertz field would split the Rydberg EIT

feature into a doublet of Lorentzian peaks. However, the Doppler averaging in a

thermal vapour makes the picture more complicated, particularly when the probe and
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Figure 6.2: Autler-Townes splitting simulation. We compare a 5-level optical

Bloch model (coloured lines) with Lorentzian features (shaded lines), for THz Rabi

frequencies, ΩT = 2π × {0, 10, 30, 50}MHz. The line shapes are normalised to the

feature calculated for ΩT = 0. The laser parameters are set, Ωp = Ωc = 2π × 5 MHz,

ΩR = 2π × 8.4 MHz.
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coupling lasers are close to saturation intensity. To investigate the Autler-Townes

lineshape we add a fifth level (21S1/2) and fourth driving field (21P3/2 →21S1/2,

0.634 THz) to the optical Bloch model, and compare the result to a simple sum of two

Lorentzian peaks, split by the microwave Rabi frequency (Figure 6.2). The parameters

are set so that the probe and coupling lasers are close to saturation intensity

(Ωp,c/2π = 5 MHz), matching the experimental parameters used in section 6.4. In

the absence of the THz field the bare EIT signal has a Lorentzian form with FWHM

= 8.4 MHz, matching the Rydberg laser Rabi frequency. However, the doublet peaks

differ substantially in shape from the simple sum of two Lorentzians, although we

note that the FWHM generally matches the Lorentzian model. The doublet peak

height varies, but settles to a steady value when when the Autler-Townes splitting

exceeds the line width.

6.4 Electric Field Amplitude Measurement

From the considerations outlined in section 6.3, we adopt a co-axial laser beam

configuration with the Rydberg laser counter-propagating with respect to the probe

and coupling beams. We assemble the bench layout shown in figure 3.4 and set the

THz field resonant with the 21P3/2 → 21S1/2 transition at 0.634 THz. The probe laser

transmission is recorded using a lock-in amplifier which selects frequency components

of the signal matching the modulation frequency of the Rydberg laser.

Before switching on the THz field, we measure three-photon EIT in the new laser

beam configuration (Figure 6.3, left panel). We fit a Lorentzian line shape with

FWHM = (8.4±1.6) MHz, and we see from the residuals that the model is a good

fit to the data. With the THz field switched on the feature broadens, and we fit

two different models. To illustrate the sensitivity of the method, we start by fitting
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Figure 6.3: THz electric field amplitude measurement. We show the probe trans-

mission line shape for ΩT = 0 (left) and ΩT = 2π × 5.2± 1.4 MHz (middle, right).

The best fit lines (black) are a single Lorentzian (left, middle) and a summed pair

of Lorentzian peaks (right, dashed lines). The Rydberg laser and THz fields have

matched parallel polarisation, and the laser powers and beam waists for the probe,

coupling and Rydberg lasers were measured to be {0.2µW, 40µm}, {0.7µW, 110µm}

and {10.2 mW, 130µm} respectively.
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a single Lorentzian with the FWHM as a free parameter (middle panel). Despite

the small change in the transmission line shape, the residuals show that the model

is no longer a good fit. Instead we fit a pair of Lorentzians (right panel). Now we

constrain the width of each Lorentzian peak to match the bare EIT feature, and

leave the peak height and peak splitting as free parameters. We see that the model

is a good fit, and we extract peak splitting corresponding to terahertz field Rabi

frequency ΩT/2π = 5.2± 1.4 MHz. The error on the fit parameter is calculated using

χ-squared analysis [100].

The THz electric field amplitude is calculated from equation 2.19 using the

measured value of ΩT, and a calculated dipole transition strength. We note that the

THz field has linear polarisation and so we take the quantisation axis to lie along the

direction of the THz electric field. In this basis, the THz field drives π transitions,

21P3/2, mJ = −1
2
→ 21S1/2, mJ ′ = −1

2
,

21P3/2, mJ = 1
2
→ 21S1/2, mJ ′ = 1

2
.

To evaluate the transition strength, we start from the reduced dipole matrix element,

(21P3/2‖er‖21S1/2) = 392 a0e [64], and we use the formalism laid out in section 2.2.1

to find,

d =

√
1

6
(21P3/2‖er‖21S1/2) = 160a0e. (6.2)

Combining d and ΩT we deduce a THz electric field amplitude of 25±5 mVcm−1.

Systematic errors originating from the calculation of the dipole matrix element can

be cross checked by measuring the same electric field with separate species. Work

carried out by Simons et. al [128] found a discrepancy of 0.1 % in the calculated and

measured sensitivity ratio between caesium and rubidium.
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6.4.1 Terahertz Attenuator Calibration

We use Rydberg electrometry to characterise the voltage-controlled internal terahertz

attenuator within the AMC (figure 6.4). As the attenuator control voltage is increased

the THz field amplitude, and also the peak splitting, decrease. Although terahertz

fields resulting in a THz Rabi frequency far smaller the FHWM of the EIT feature

cannot be measured, there seems to be no practical limit on the maximum electric

field. With this in mind, the THz beam was aligned to give the strongest possible

electric field inside the vapour cell, so that the terahertz field could still be measured

after the greatest possible attenuation. We measure the line shape for different

attenuation voltages, and extract the terahertz Rabi frequency as a fit parameter for

each measurement. From the terahertz Rabi frequency we obtain the terahertz field

amplitude and the attenuation factor.

Once the fractional change of the THz field amplitude has been measured, the

attenuator can be used as a lever to infer THz fields that are too small to be measured

directly. We set up the system so that the unattenuated terahertz beam results in the

smallest measurable terahertz electric field amplitude inside the cell. When we then

attenuate the THz beam we multiply the measured field by the attenuation factor to

obatain the new electric field amplitude. The calibrated range of the attenuator is

over 20 dB.

6.5 Polarisation Effects

When the THz and Rydberg laser have crossed polarisation, the laser excites atoms

to Rydberg mj states that are not coupled by the THz field. Taking the THz electric

field direction as a quantisation axis once again, the laser field (perpendicular to
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Figure 6.4: Attenuator calibration: We present a colormap showing the change of

probe laser transmission in the parameter space of Rydberg laser detuning and the

attenuator control voltage (top). In the middle panel we show the fitted terahertz

Rabi frequency, ΩT. The relative attenuation is shown in the bottom panel, and the

measurement floor is indicated with a dashed red line (derived using the 1.4 MHz

errorbar found in section 6.4).
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Figure 6.5: Laser polarisation effect on line shape. We show the probe transmission

when the Rydberg laser polarisation is parallel (blue) and perpendicular (red) to

the THz electric field. The laser powers and beam waists for the probe, coupling

and Rydberg lasers were {0.3µW, 50µm}, {1µW, 50µm} and {4 mW, 60µm}

respectively.
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the quantisation axis) drives a coherent sum of σ+ and σ− transitions and excites

21P3/2, mj = ±3/2 states. However, the THz field only drives π-transitions, leaving

the 21P3/2, mj = ±3/2 states uncoupled.

Figure 6.5 shows the result of laser polarisation on the transmission line shape.

Keeping the THz field polarisation constant, we show the line shape with the laser

polarised parallel (blue) and perpendicular (red) to the THz field. When the fields

are orthogonal we see a large central peak corresponding to the states that are

uncoupled from the THz field, and the Autler-Townes splitting of the coupled states

only adds a pair of smaller satellite peaks. When the electric fields of the laser beam

and terahertz field are parallel, the 21P3/2mj = ±3/2 states are not excited, and

so all the Rydberg atoms should contribute to the Autler-Townes signal. However,

in the data we see a small residual peak that probably comes from either a slight

polarisation mis-match, or a region of the laser beam path where the terahertz field

is absent.

Finally we note that the width of the doublet peaks is now very much greater

than the width of the bare EIT feature in figure 6.3. As we will see in the next

chapter, the broadening is due to spatial variation of the terahertz field.

6.6 Conclusion

In this section we have presented Rydberg electrometry at 0.634 THz, the highest

frequency reported to date. Because terahertz-frequency atomic transitions are

generally weaker than equivalent microwave transitions, we do not expect to match

the sensitivity achieved in the microwave frequency band [133,134]. The technique

also falls behind the sensitivity of established techniques in the terahertz band [136],

however it is the traceability to SI units and the application for calibrating terahertz
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fields the lend Rydberg electrometry its utility. Using the internal attenuator of our

terahertz source we can measure electric field amplitudes over a range of ≈20 dB,

and we will go on to use our measurements to calibrate the sensitivity of Rydberg

terahertz imaging (chapter 7), and to investigate a terahertz-driven phase transition

(chapter 8).
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Chapter 7

Real-time Near-field Terahertz

Field Imaging

Terahertz induced Rydberg atomic fluorescence is photographed to make an image of

a Terahertz standing wave. We measure the fluorescence spectrum and the sensitivity

bandwidth, and investigate the (sub-wavelength) resolution limit set by atomic

motion. The camera signal is calibrated using Rydberg electrometry. Consecutive

frames from a 25 Hz video are presented, demonstrating the real-time capability of

this technique.

This chapter includes work published:

‘Real-time near-field terahertz imaging with atomic optical fluorescence’,

C. G. Wade, N. Šibalić, J. M Kondo, N. R. de Melo C. S. Adams, and K. J. Weatherill,

Nature Photonics 11 40-43 (2017)
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7.1 Introduction

Terahertz (THz) near-field imaging is a flourishing discipline [137,138], with applica-

tions from the characterisation of metameterials [139, 140] and waveguides [141,142]

to fundamental studies of beam propagation [143]. Sub-wavelength imaging typically

involves rastering structures or detectors with length scale shorter than the radiation

wavelength; in the THz domain this has been achieved using a number of techniques

including apertures [144] and scattering tips [63,145]. Alternatively, mapping THz or

microwave fields onto an optical wavelength and imaging the visible light removes the

requirement for scanning a local probe, speeding up image collection times [146,147].

Atomic states that couple to multiple transitions offer an interface between wave-

lengths, and in this way atomic ground states have been used to image microwave

fields with an optical probe [148]. While atomic ground states are only sensitive to a

limited selection of microwave frequencies, Rydberg atoms couple to strong, electric

dipole transitions across a wide range of microwave and THz frequencies. However,

previous methods for THz imaging with Rydberg atoms did not use a wavelength

conversion strategy, but the THz radiation was used to ionise the Rydberg atoms

instead. The ions were then accelerated towards a screen where they formed an

image [69,70].

In this chapter we photograph terahertz-induced optical fluorescence from Ry-

dberg atoms to image THz fields. Section 7.2 outlines the characteristics of the

atomic fluorescence. We present a standing wave image in section 7.3, and discuss

background fluorescence and blurring from atomic motion. In section 7.4, we present

25 frames per second near-field imaging.
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7.2 Fluorescence Signal

We excite Rydberg atoms to the 21S1/2 state using the excitation scheme shown in

Figure 3.2. The bench layout described in Figure 3.4 is repeated, and we ensure that

the intensity and detuning of the Rydberg laser is set so that the optical bistability

described in Chapter 5 is not present. The Rydberg laser and terahertz fields are

both set off-resonant from their respective atomic transitions, but in such a way that

∆R = ∆T. This Raman condition means that laser excitation of the 21S1/2 state

is energetically allowed, but direct excitation of the 21P3/2 state is suppressed. As

a result Rydberg atoms are only created in places where the THz field and laser

beams overlap in space, and so the optical fluorescence is localised to areas where the

THz field is present. A camera records an image of the optical atomic fluorescence,

allowing us to infer the spatial distribution of the THz field.

7.2.1 Fluorescence Spectrum

Even in the absence of optical bistability, the atomic fluorescence includes emission

lines from very many Rydberg states, both above and below the energy of the 21S1/2

state. Figure 7.1 shows an example of the fluorescence spectrum. Red light originates

from Rydberg atoms in nP and nF states decaying to the 5D state; green spectral

lines encompass nS and nD atoms decaying to the 6P3/2 and 6P1/2 states, with the

strongest contributions coming from nD states; blue light originates from atoms

decaying from the 7P to 6S ground state, the last step in a cascade process. The

complexity of the fluorescence spectrum originates from state transfer in the Rydberg

manifold, and may be linked to the creation of ions and the level shift responsible

for optical bistability (section 5.1.1). However, the fast Rydberg population transfer
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Figure 7.2: Camera Calibration: We present the camera signal as a function of THz

intensity for ∆R/2π = ∆T/2π = −135 MHz (left) and ∆R/2π = ∆T/2π = −243 MHz

(right). The red, green and blue (rgb) data points and fit lines correspond to the rgb

channels in the camera respectively. The error bars represent statistical variation in

five repeated measurements.

processes are likely to accelerate the optical decay which would benefit the spatial

resolution of the THz images (see section 7.3.3).

7.2.2 Image Sensitivity Calibration

For absolute calibration of the camera signal we use the Rydberg EIT technique to

make a measurement of the THz electric field amplitude along the laser beams (as

explained in Chapter 6). The camera has three color channels (red, green and blue),

which are each sensitive to a different selection of optical transitions (unfortunately

Canon were unwilling to divulge the spectral sensitivity of the camera). We measure

the signal in each channel as a function of THz field intensity, IT (figure 7.2). The
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camera ISO is set to 25600, and the exposure time is adjusted so that the 14-bit

CCD does not saturate. The ‘pixel count rate’ is then the CCD output divided by

the exposure time, though we note that this does not correspond to photon counting.

The system response is set by the detuning, ∆R = ∆T, and we show calibration

curves for ∆T/2π = {−135,−243}MHz. The sensitivity when ∆T/2π = −135 MHz

(22.1 ± 0.3 kHzW−1m2, green channel) is greater than when ∆T/2π = −243 MHz

(9.5±0.1 kHzW−1m2, green channel, first six points only). However, this is at the cost

of increased background signal, and saturation of the signal when the THz intensity

IT > 1.2 Wm−2. In both cases the blue and red channels are less sensitive than

the green channel. The sensitivity is also influenced by the laser intensity and cell

temperature. For the images presented in this chapter we set ∆T/2π = −243 MHz

and the cell temperature to 68◦C. The probe, coupling and Rydberg lasers have 1/e2

beam radii and power {30µm, 21µW}, {90µm, 89µW} and {130µm, 520 mW}

respectively.

7.2.3 Sensitivity Bandwidth

Resonant Rydberg atomic transitions give the fluorescence imaging a narrow-band

sensitivity. To characterise the sensitivity bandwidth we set the Rydberg laser

detuning ∆R/2π = −243 MHz, and step the THz field frequency across the Raman

condition (∆T = ∆R). The camera signal for the three colour channels is shown in

figure 7.3. The width of the response is around 100 MHz, but we note an interesting

asymmetry with a shoulder clearly present on the high frequency side. The author

is unable to explain this asymmetry without invoking the effects of inter-atomic

interactions. It is possible to speculate that the shape of the feature indicates a

distribution of environments experienced by Rydberg atoms within the vapour. The
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Figure 7.3: Spectral bandwidth: The red, green and blue camera channel sensitivity

(red, green and blue points respectively) is shown as a function of the terahertz field

detuning, ∆T. The Rydberg laser detuning is set ∆R/2π = −243 MHz (shown by

the dashed line), and the THz intensity is set at 1 Wm−2.
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Figure 7.4: Standing Wave Image. Top: THz-induced atomic fluorescence (pro-

portional to the THz intensity) is imaged. The dark vertical stripes indicate the

nodes of the THz standing wave, spaced at λ/2 intervals (237µm). Bottom: Cross

section of the THz standing wave image (red) and background fluorescence (blue).

The dashed lines show the region used to model the line shape, and the bold lines

show the extent of the 2 mm vapour cell.

width of the narrow central peak is dominated by uncertainty in the Rydberg laser

detuning.

7.3 Standing Wave Image

We present a camera image of a THz standing wave (figure 7.4). The features in the

image can be understood by considering the geometry of the laser and THz fields:

both the laser and THz beams propagate horizontally across the image, but part
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of the THz beam is reflected back on itself to produce a standing wave interference

pattern with nodes and anti-nodes perpendicular to the laser beam. The fluorescence

has the form of a horizontal line matching the width of the laser beams, with periodic

modulation according to the THz intensity of the standing wave. As expected from

the signal calibration the fluorescence mostly appears green.

The lower panel of figure 7.4 shows the signal cross section for both the photograph

in the upper panel and a photograph taken when the THz field was absent (background

fluorescence). In each case we show the pixel count rate averaged between the dashed

lines. The 2mm vapour cell occupies the region 0.2 < x / mm < 2.2, and we see

that the background fluorescence shows a peak at each end of the vapour cell (see

section 7.3.2).

7.3.1 Autler-Townes Line shape Model

The frequency of the THz field is adjusted to match the atomic resonance and we

use Rydberg EIT to measure an Autler-Townes line shape corresponding to the

standing wave image (Figure 7.5). Spatial variation of the THz field amplitude

leads to broadening of the line shape. In order to cross check the image with the

transmission measurement, we make a self consistent model for the line shape, using

the distribution of THz field intensities from the image.

To construct a model for the line shape, it is first necessary to interpret the

distribution of THz field strengths from the image. Because the camera signal is

proportional to the intensity, but the Autler-Townes splitting is proportional to the

amplitude, we write

E(x) = E0

√
F (x)− F0(x)

/〈√
F (x)− F0(x)

〉
, (7.1)
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Figure 7.5: THz electric field measurement using electromagnetically induced

transparency (EIT): Rydberg EIT is measured for the standing wave image (red),

and with the THz field switched off (blue). The peak splitting is proportional to the

THz electric field amplitude, and so the doublet peaks are broadened by the field

variation in the standing wave.

where E(x) is the THz field amplitude, F (x) is the fluorescence intensity, F0 is the

background fluorescence intensity and 〈...〉 denotes an average value along the laser

beams.

The laser beam is considered in n segments as it passes through the vapour, each

with length δx corresponding to the size of one camera pixel. After n segments, the

laser intensity exiting the vapour, I, is given,

I = I0

n∏
i=1

e−αiδx, (7.2)

where I0 is the laser intensity entering the vapour. The absorption coefficient of the
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ith segment, αi, is dominated by background absorption (α0), but is modified slightly

by the THz field, so we write,

αi = α0 − gi(E,∆), (7.3)

where gi(E,∆) is a function of the local THz electric field amplitude, E, and the

Rydberg laser detuning, ∆/2π = f−f0, where f0 is the resonant transition frequency.

The form of gi(E,∆) is given by Autler-Townes splitting of the EIT feature,

gi(E,∆) =
A0

2

( (
Γ
2

)2(
∆− Ω

2

)2
+
(

Γ
2

)2 +

(
Γ
2

)2(
∆ + Ω

2

)2
+
(

Γ
2

)2

)
, (7.4)

where Γ is the Full Width Half Maximum (FWHM) of of the doublet peaks and Ω is

the Rabi frequency of the THz transition, related to the electric amplitude field as

E = ~Ω/d with d as the dipole matrix element. Our investigation in section 6.3 shows

that the height of the doublet peaks is independent of the splitting (provided the

splitting is well resolved), and the width, Γ, matches the bare EIT feature. Therefore,

although A0 is a fit parameter, it is held constant for all n elements.

We assume
n∑
i=1

giδx� 1 and write from equation 7.2,

I(∆) = I ′
(

1 + δx
n∑
i=1

gi

)
, (7.5)

where I ′ = I0

n∏
i=1

e−α0δx is the background intensity. We fit the lineshape I(∆) using

parameters A0, E0 and f0, but we constrain the value of Γ to match the EIT feature

when the THz field is absent (Figure 7.5). To remove bias from the background

fluorescence at the edges of the cell we exclude these regions (vertical dashed lines in



Chapter 7. Real-time Near-field Terahertz Field Imaging 109

Figure 7.4). The pixel intensities are binned to speed up the fitting routine.

Although the model closely resembles the data, we note that the line width of the

data is still broader than the model. This could be due to reduced fringe visibility in

the image caused by blurring from atomic motion, or non-uniform sensitivity along

the laser path length as the laser intensity changes through the cell.

7.3.2 Cell Wall Interaction

While discussing figure 7.4 we noted that the background fluorescence shows a peak

at each end of the vapour cell. We show the results of a systematic study of this

effect in figure 7.6. Each photograph shows the background fluorescence for different

laser detuning. For ∆R < 0 there is consistently a bright green area at each end of

the cell (left column), however, the bright area is absent for ∆R > 0 (right column).

Instead, the fluorescence is suppressed at the edge.

It might be the case that the behaviour is caused by stray charge on the surface

of the vapour cell. The action of a local electric field would be a negative shift of the

21P3/2 Rydberg state, causing it to come into resonance with a negatively detuned

laser beam, but further away from resonance for a positively detuned laser beam. It

might also be relevant that the ends of the vapour cell correspond to the edge of a

cooperative medium. Atoms near the surface have fewer neighbours with which to

interact, and so the possibility for a collectively sustained excitation is reduced. It

would be interesting to explore whether the edges of the cell play a role in nucleating

the phases of the Rydberg vapour described in section 5.4.
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Figure 7.6: Cell wall interaction. Top: Images of background fluorescence for labeled

Rydberg laser detuning, ∆R/2π. Bottom: Cross section for ∆R/2π = -162 MHz and

∆R/2π = 162 MHz. The extent of the vapour cell is marked by dashed lines.
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7.3.3 Motional Blurring

Motion of the atoms in the time between excitation and decay results in slight

blurring of the features in the image. However this motion-induced blurring is

minimised in the x-direction (along the laser beams) by Doppler selection, which

suppresses the excitation of fast moving atoms. The Doppler shift changes the laser

frequency experienced by moving atoms according to the scalar product of the atom

velocity, v, and the vector sum, k, of the laser wave-vectors. Atoms moving in the

x-direction parallel to k experience mis-matched laser frequencies which inhibit laser

excitation, suppressing the contribution to the signal from fast moving atoms. It

is due to Doppler selection that we are able to see the interference fringes in the

camera images.

Each fluorescence line has a characteristic decay time and consequently each colour

channel (red, green, blue) of the camera shows a different resolution (Figure 7.7).

We infer that the red channel corresponds to the slowest decay processes as it shows

the smallest intensity fringe visibility, V = 30% (extracted from a model for the

THz intensity, I =
[
1− V cos(2kx+ φ)

]
(ax+ b), with k the wave-vector of the THz

wave, and parameters a, b and φ fitted to the data). The green and blue channels

both show higher intensity fringe visibility (45%) due to faster decay times. The

fringe contrast implies 24% reflection of the THz electric field amplitude. The spatial

resolution could be optimized by using a narrow-band spectral filter to choose the

fastest decay processes. Motion blurring seems a sensible candidate to consider for

the mis-match between the data and line shape model in figure 7.5.
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Figure 7.8: Real time imaging: Sequence of frames from a 25 frame per second

video. The THz field is gated to be on and off in consecutive frames.

7.4 Real-time Imaging

The image acquisition time is set by the fluorescence intensity, the camera sensitivity

and the desired signal to noise ratio. Using a generic consumer digital camera we

record 25 frames per second video. In figure 7.8 we show three consecutive video

frames during which the THz source was gated in synchrony with the camera shutter

so that alternating frames saw the field present or absent. In the second frame the

standing wave is visible, while the first and third frames are blank. This video-rate

imaging without averaging over repeated experimental runs establishes the real-time

character of the imaging. The underlying limit of the imaging bandwidth is likely

set by the fluorescence lifetime of the Rydberg atoms which is on the order of

microseconds.

7.5 Conclusion

In this chapter we have demonstrated THz to optical conversion using an atomic

vapour and presented real-time, near-field THz field images. Our method presents a

significant benefit over THz field mapping where photoconductive antennae [141] or
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electro-optic crystals [143,149] are rastered, leading to image acquisition on the time

scale of tens of hours. Recent high-resolution work imaging THz surface waves still

required around a 1 hour collection time despite claiming a significant speed-up [150].

The caesium vapour does not absorb the THz field, and so we are able to image

narrowband THz waves traveling in opposite directions superposed as a standing

wave. This would be impossible using either detectors that absorb energy from the

THz field such as pixel arrays [60], or detectors that rely on short, high-intensity

THz pulses. Because the THz-to-optical conversion medium is in the gas phase

we envisage immersing structures within the caesium vapour in order to measure

diffraction and reflection around wavelength-scale obstructions. The linear response

of the atomic fluorescence relies on relatively weak Rydberg excitation, which is

achieved by setting the Rydberg laser and terahertz fields away from the atomic

resonance. In the next chapter we consider the response of a resonantly excited

Rydberg vapour to terahertz fields.
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Chapter 8

Terahertz-driven Phase Transition

in a Hot Rydberg Vapour

We use a weak terahertz-frequency field (IT � 1 Wm−2) to drive a non-equilibrium

phase transition in a hot caesium Rydberg vapour. We measure a phase diagram in

the parameter space of terahertz field and laser detuning, and we find a linear shift

of the critical laser detuning with coefficient −179± 2 MHzW−1m−2. Considering the

system as a terahertz detector we calculate sensitivity, S ≈ 90µWm2Hz−1/2. The

phase transition is accompanied by hysteresis and bistability, allowing the system to

act as a latch controlled by a 1 ms terahertz pulse with energy of order 10 fJ.

This chapter includes work in preparation for publication:

‘Terahertz-driven Phase Transition in Hot Rydberg Vapour’,

C. G. Wade, E. Levi, M. Marcuzzi, J. M. Kondo, I. Lesanovsky C. S. Adams and

K. J. Weatherill
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8.1 Introduction

Phase transitions are widely studied for both fundamental inquiry and application

driven research, from data storage [151] to shape memory alloys [152], however

examples of phase transitions driven by terahertz fields are limited. Controlling

magnetic domains with terahertz-frequency magnetic fields could open opportunities

for ultrafast data storage, but while terahertz magnetisation dynamics have been

observed using strong fields (B > 0.1 T) [153,154], permanent magnetic switching

has so far been largely elusive [155]. Terahertz-frequency electric fields have been

used to drive the metal-insulator transition in VO2 [156, 157], but again a strong

field was required (E > 1 MVcm−1). The reversal of a superconducting phase

transition through heating from low-intensity terahertz radiation has been exploited

for transition edge sensors (TES) [158], but requires cryogenic temperatures.

In this chapter we demonstrate a THz-driven phase transition in a hot Rydberg

vapour. The phase transition between low- and high Rydberg number density can be

driven above room temperature using a weak terahertz-frequency field, IT � 1 Wm−2

(ET � 1 Vcm−1). The behaviour forms an extension of the optical bistability observed

in chapter 5. In section 8.2 we measure a phase diagram, and consider the application

of the system as a terahertz detector. Hysteresis in the system response allows the

demonstration of a latch, whereby the system is permanently altered by a transient

terahertz field (section 8.3.2). Transitions between non-equilibrium states, such as

the collective driven-dissipative Rydberg phases discussed here, are also of particular

physical interest because they require a theoretical framework beyond the well

established thermodynamics of equilibrium systems.
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8.2 Spectral Line Modification

We report the modification of Rydberg optical bistability by a resonant THz field. In

chapter 5 we saw that optical bistability leaves a signature of hysteresis, and so we

begin our investigation by examining how the hysteresis changes when the terahertz

field is introduced.

The level scheme and bench layout described in chapter 3 are repeated, and we

use the Rydberg laser to excite atoms to the 21P3/2 state. The THz field is generated

by an amplifier multiplier chain (AMC) and drives the 21P3/2 to 21S1/2 transition

which is resonant at 0.634 THz. The transmission of the probe beam is recorded

as the Rydberg laser is scanned, and all other parameters are held constant, with

the probe and coupling laser frequencies locked to the atomic resonances. Before

the addition of the terahertz field, the laser power and cell temperature are set to

produce a hysteresis signal free from phase boundaries (section 5.4.1). The low-

to-high and high-to-low Rydberg density phase transitions occur at Rydberg laser

detuning ∆R = ∆+ and ∆R = ∆− respectively, making the system bistable for

∆− < ∆R < ∆+. In this instance, ∆−/2π = −110 MHz and ∆+/2π = −100 MHz.

When the THz field is introduced, the hysteresis window shifts to a new range,

∆′− < ∆R < ∆′+, and we define shift parameters, δ− = ∆′− −∆− and δ+ = ∆′+ −∆+.

The changes depend on the THz field Rabi frequency, ΩT, and detuning, ∆T, and

we present experimental measurements for a selection of parameters in figure 8.1.

We identify three different regimes:

(i) ∆T < ∆− (left column): The addition of the THz field shifts the hysteresis

window shifts such that δ− > 0. Furthermore the hysteresis window narrows,

with δ− > δ+ > 0. Finally, an extra peak is visible at the 4-photon Raman
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Figure 8.1: Bistability line shape modification: The grey shaded area highlights

the bistable scan range before the THz field is applied. The THz field has detuning

∆T/2π =-140 MHz (left), -110 MHz (middle) and -30 MHz (right), shown by the

dashed lines. The THz field has Rabi frequency ΩT/2π = {0, 42, 60}MHz (top,

middle and bottom).
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resonance, ∆R = ∆T.

(ii) ∆T > ∆+ (right column): The hysteresis window shifts once again, but now

in the opposite direction, δ+, δ− < 0. However, the hysteresis window still

narrows, and we see that δ+ > δ− The peak at the 4-photon resonance is now

almost hidden, but there is still a small bump visible in the data.

(iii) ∆T ≈∆−,∆+ (middle column): The hysteresis is initially shifted (middle

row), but closes completely at higher power (bottom row).

The data in figure 8.1 are a subset of a larger data set, mapping the parameter

space in ∆R, ∆T and ΩT. The data were collected using a labview program to

automate the data collection, allowing fast repetitions of the Rydberg laser scan

whilst stepping the THz frequency. We collate the results with ΩT/2π = 60 MHz

as a phase map (figure 8.2), similar to the optical bistability phase map shown in

section 5.3.1. Where the response is monostable we shade the phase map red, and

where the response is bistable we shade it blue. We see that the system is bistable

in two separate regions of the parameter space.

We can begin to explain the phase map by considering the dressed states, |+〉 and

|−〉 with energy E± = ~
2

(
∆T ±

√
∆2

T + Ω2
T

)
respectively. In case (i), state |+〉 has

mostly 21P3/2 character, and has a positive AC Stark shift E+ > 0, which is mirrored

by the bistable region, resulting in δ−, δ+ > 0. State |−〉 is apparent as the new

peak in the spectrum. In case (ii), state |−〉 has mostly 21P3/2, but has a negative

AC Stark shift E− < 0. Again the shift is followed by the bistable region, this time

resulting in δ−, δ+ < 0 In case (iii) the hysteresis closes because the four-photon

resonance provides rapid Rydberg excitation regardless of the system’s history. It is

hoped that these phenomena can be more satisfactorily explained by a non-linear

optical Bloch simulation formulated by E. Levi, M. Marcuzzi and I. Lesanovsky [159].
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Figure 8.2: Terahertz bistability phase map (ΩT/2π = 60 MHz). In monostable

regions (red) the colourmap shows the fractional transmission change in the probe

beam (%). In bistable regions (blue) we show the difference signal. The black

lines show the dressed states, |+〉 and |−〉. The cell temperature was 77◦C and the

probe, coupling and Rydberg lasers had 1/e2 radii and beam power {30µm, 70µW},

{90µm, 28µW} and {130µm, 310 mW} respectively.
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The model involves extending the 2-level scheme described in section 5.3 to include

a third level, representing the atomic state coupled by the terahertz field. However,

the development is a work-in-progress and the details are yet to be finalised.

8.2.1 Linear Shift of Hysteresis Laser Detuning

We make a systematic study of the frequency shift of the hysteresis loop up to

Terahertz intensity IT = 30 mWm−2. The THz detuning is set ∆T = −90.7 MHz,

such that ∆− < ∆T < 0. The Rydberg laser is scanned using the AOM for speed,

and the transmission of the probe beam is measured. For each shift measurement the

laser frequency is cycled twice: once to measure the hysteresis loop whilst the THz

field is blocked before the cell, and again to measure the response with the THz field

admitted into the cell. By comparing the two measurements we read off δ+ and δ−,

although the absolute values ∆′−,∆
′
+ are not known. The differential measurement

helps to cancel changes in ∆+ and ∆− caused by fluctuating laser power, and the

complete pair of cycles takes 2 ms.

We show the results of the experiment in figure 8.3. For each value of ΩT the

measurement was repeated 10 or 11 times, and we plot the mean and standard error

of the shifts. The standard error in the mean has typical value σ ≈ 0.1 MHz. We

find a linear dependence of the hysteresis shift on the THz field intensity, IT , and fit

a straight line δ = mIT + c with the coefficients found using linear regression:

m / MHzW−1m2 c / MHz

δ+ −179± 2 −0.09± 0.04

δ− −54± 1 0.07± 0.03

We consider using the hysteresis shift as a way to measure the THz field inten-

sity. Taking δ+, we estimate the noise equivalent power, NEP =
√
tσ2/m2 ≈
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Figure 8.3: Phase Transition Shift. We show δ+ (red) and δ− (blue) as a function of

THz intensity, with a straight line fit. Inset: δ+ and δ− are read from a frequency scan

controlled by an AOM. The bold (faint dashed) line shows the hysteresis with the

THz field at intensity IT = 29 mWm−2 (IT = 0 mWm−2), whilst the laser frequency

is increased (red) and decreased (blue). The THz intensity is measured using the

Rydberg electrometry technique presented in chapter 6.
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90µWm−2Hz−1/2, where t is the time required to perform the ten pairs of cy-

cles. The sensitivity compares unfavourably to microwave Rydberg EIT electrom-

etry where NEP = 3µVcm−1Hz−1/2 has been achieved at 5GHz (equivalent to

0.1 nWm−2Hz−1/2) [133]. This is partly due to the smaller dipole moment associated

with the terahertz-frequency transition, but is also because the non-linear response

of the terahertz phase transition precludes the use of lock-in amplification for noise

reduction. Nevertheless, the work here only represents an initial study, and further

optimisation could lead to enhanced performance.

8.3 Static Response to Terahertz Intensity

We study the system response to changes in the THz intensity while all the other

system parameters are held constant. From the phase map shown in figure 8.2 we

expect the response to be dictated by ∆T and ∆R in relation to ∆− and ∆+. We

limit ourselves to setting the Terahertz detuning, ∆T > ∆−, such that δ+, δ− < 0.

The THz intensity is cycled from IT = 0→ 0.9 Wm−2 and back IT = 0.9→ 0 Wm−2

over a period of 300 ms, and we record the transmission of the probe laser. The cell

temperature was 71◦C and the probe, coupling and Rydberg lasers had 1/e2 radii and

beam power {65µm, 37µW}, {50µm, 56µW} and {65µm, 260 mW} respectively.

The results for two different regimes are presented in figure 8.4:

(i) ∆R < ∆− (top row): At the beginning of the cycle (IT = 0) the system is

monostable, but as the THz intensity increases it becomes bistable, fulfilling

the condition ∆′− < ∆R < ∆′+. However, at the maximum intensity (IT =

0.9 Wm−2) the system is once again monostable, with ∆R > ∆′+. The bistable

response is traced out by the system as a hysteresis loop, and we see two abrupt

changes which we identify as Rydberg phase transitions.
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Figure 8.4: THz Bistability: The THz intensity is cycled when ∆R < ∆− (top) and

∆− < ∆R < ∆+ (bottom). The green ring highlights a step in the phase transition,

corresponding to the creation of a phase boundary. Inset: The bold [faint] line shows

the response as the laser frequency is increased (red) and decreased (blue) with THz

intensity IT = 0.9 Wm−2 [IT = 0 mWm−2]. The dashed line shows the detuning of

the Rydberg laser for the main plot.
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400µm 400µm 400µm

Figure 8.5: Terahertz phase domain photographs. Left: A back reflection of the

THz beam causes a standing wave pattern in the atomic fluorescence. The nodes are

spaced slightly further than half a wavelength apart (237µm), because the reflected

beam is not coaxial with the incident beam. Middle, Right: A boundary between

Rydberg high- and low-density Rydberg collective states is pinned between nodes

of the standing wave. The interface is located at the boundary between the bright

orange and pale green fluorescence.

(ii) ∆− < ∆R < ∆+ (bottom row): At the beginning of the cycle (IT = 0) the

system is now bistable. Once again we see the phase transition as the intensity

is increased, making the system monostable once ∆R > ∆′+. However, as IT

decreases again, the system does not switch back to its original phase. Note

that through both cycles ∆R remains constant.

In general the shape of the hysteresis loop can be tuned by changing ∆R, ∆T and ΩR.

The open hysteresis of case (ii) forms the basis for a latching detector (section 8.3.2).

8.3.1 Phase Domain Hopping

The abrupt change in probe laser transmission associated with the terahertz phase

transition is sometimes broken into several smaller steps such as the one highlighted

in figure 8.4. As we saw in section 5.4, steps in the probe laser transmission can

correspond to spatial structure along the length of the laser beam. To investigate
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terahertz-induced phase boundaries we create a THz standing wave inside the vapour

cell and set the laser beam intensity decreasing through the cell.

In figure 8.5 we show a series of photographs of the atomic fluorescence. The

terahertz standing wave is visible as modulation of green atomic fluorescence in

the low rydberg density phase (see chapter 7), and we also see the bright orange

fluorescence corresponding to the high Rydberg density phase. A phase boundary is

present between the bright orange fluorescence (left), and pale green fluorescence

(right), and we see that it is pinned to the nodes of the standing wave as the terahertz

field is perturbed.

8.3.2 Latching Detector

We describe a protocol for the system to act as a latching detector. The system is set

up for open hysteresis (figure 8.4), and we initialise the vapour in the lower branch

of the hysteresis loop, with the terahertz field switched off (blue trace, figure 8.4).

Next the THz field is switched on for 1 ms (the shortest time achievable with our

equipment), with sufficent intensity to drive the phase transition. In this instance

the necessary intensity was 0.55 Wm−2 and pulse intensity was 1 Wm−2. Once the

pulse is complete the system remains in the upper branch of the hysteresis loop,

corresponding to a significant Rydberg population, which is sustained by the laser

excitation and Rydberg level shift (section 5.1.1). The system remains in the upper

branch of the hysteresis loop until the laser parameters drift, or the system is reset

by turning the Rydberg laser off and on again.

In a similar way to the critical slowing down measured in section 5.3.2, the

switching time becomes slow when the system parameters only pass the phase

transition by a small margin. Switching times between 10µs and 100µs were
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Figure 8.6: Latching detector: A 1 ms pulse from the THz source flips the system

between bistable phases. The system remains in its altered state until the Rydberg

laser power is cycled (dashed line, ‘reset’).
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observed, with the fastest times achieved when the THz intensity of the pulse far

exceeded the minimum intensity. Taking 10µs switching with 1 Wm−2 and a 50µm

waist implies that the system is sensitve to THz pulses on the order of 10 fJ. The

latching Rydberg detector compares favourably with recent work demonstrating a

photoacoustic detector sensitive to individual 3.6 nJ pulses at a 500 Hz repetition

rate [160].

8.4 Conclusion

In this chapter we have seen how the Rydberg atom phase transition can be ma-

nipulated by THz radiation. The work constitutes an example of a THz-driven

phase transition and might have strong applications for use in THz detection. The

non-linear response means that the performance is determined by the chosen protocol,

and the work here is only initial groundwork. For digital communication it is possible

to conceive an extension to the latching protocol whereby the bistable system is

completely controlled by the THz field without the need for the laser reset. In

the scheme a pulse with ∆T > ∆+ would push the system from the low to high

transmission state (as shown in section 8.3.2), and a pulse with ∆T < ∆− would

perform the opposite operation. After each pulse the system would ‘latch’ into the

state in which it was put.

Beyond the exciting practical applications, there are a lot of unanswered physical

questions about the system. It is possible that future work using the THz field might

illuminate the Rydberg shift discussed in chapter 5. It would also be interesting to

investigate THz bistability at frequencies corresponding to different atomic transitions

(figure 1.2). The data presented here used the 21P3/2 → 21S1/2 transition, but the

26P3/2 → 26D5/2 and 24P3/2 → 26D5/2 transitions also yielded similar results.
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Chapter 9

Summary and Outlook

In this thesis we have studied and exploited the interaction between terahertz

frequency electric fields and laser excited Rydberg atoms in a hot caesium vapour.

We have used caesium Rydberg atoms to perform terahertz electrometry and real-

time terahertz field imaging and we have explored a terahertz-driven non-equilibrium

phase transition in a Rydberg vapour. In developing the necessary experimental

techniques we have investigated hyperfine quantum beats modified by an excited-state

transition, and Rydberg optical bistability.

In the future the work presented here could be extended in many different

directions. The mechanism for interaction between Rydberg atoms responsible for

optical bistability still remains an open question. Using the monochromator to

monitor the fluorescence of particular atomic decay channels as the Rydberg laser

is scanned might reveal some more insight, particularly at low principal quantum

number, n, where the fluorescence is strong and it is possible to resolve individual

lines. In contrast, using a longer vapour cell might help investigate higher Rydberg

states (n � 30). The stronger interactions of higher lying states require a lower

number density, and so a longer vapour cell could be used to retain sufficient optical

depth.

Throughout this thesis we focused on one particular terahertz-frequency transition

(caesium 21P3/2 →21S1/2), but there are very many others to investigate. There
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are also several other options for immediately developing the terahertz imaging

technique. Although the laser beam configuration used is this work leads to a

convenient Rydberg EIT signal, it gives the minimum 3-photon Doppler shift for

atoms moving along coaxial laser beams. Because the Doppler shift is responsible for

velocity selection which reduces the motional blurring, it is reasonable to imagine that

better resolution could be achieved with a different laser beam configuration, (all the

lasers co-propagating would maximise the 3-photon Doppler shift). So far the imaging

technique has only been demonstrated in 1-dimension, and so another immediate

development could be to use the laser beams in a light-sheet configuration. Velocity

selection could be achieved in both axes by crossing the excitation laser beams.

The author hopes that this work represents the beginning of further terahertz-field

detection and imaging with hot Rydberg Vapours.
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thermal Rydberg vapor, Phys. Rev. A 94, 063820 (2016).

[44] C. M. O’Sullivan and J. A. Murphy, Field Guide to Terahertz Sources, Detectors, and Optics
(SPIE PRESS, Bellingham, Washington USA, 2012).

[45] R. A. Lewis, A review of terahertz sources, J. Phys. D 47, 374001 (2014).

[46] K. A. McIntosh et al., Terahertz photomixing with diode lasers in low-temperature-grown
GaAs, Appl. Phys. Lett. 67, 3844 (1995), http://dx.doi.org/10.1063/1.115292.

[47] M. A. Belkin and F. Capasso, New frontiers in quantum cascade lasers: high performance
room temperature terahertz sources, Phys. Scr. 90, 118002 (2015).

[48] A. Maestrini et al., A Frequency-Multiplied Source With More Than 1 mW of Power Across
the 840-900 GHz Band, IEEE Trans. Microwave Theory Tech. 58, 1925 (2010).

[49] M. Shalaby and C. Hauri, Demonstration of a low-frequency three-dimensional terahertz
bullet with extreme brightness, Nat. Commun. 6, 5976 (2015).

[50] H. Hirori, A. Doi, F. Blanchard, and K. Tanaka, Single-cycle terahertz pulses with amplitudes
exceeding 1 MV/cm generated by optical rectification in LiNbO3, Appl. Phys. Lett. 98, 091106
(2011).

[51] X. Ropagnol, F. Blanchard, T. Ozaki, and M. Reid, Intense terahertz generation at low
frequencies using an interdigitated ZnSe large aperture photoconductive antenna, Appl. Phys.
Lett. 103, 161108 (2013).

[52] H.-B. Liu, H. Zhong, N. Karpowicz, Y. Chen, and X.-C. Zhang, Terahertz spectroscopy and
imaging for defense and security applications, Proc. IEEE 95, 1514 (2007).

[53] M. Griffin, Bolometers for far-infrared and submillimetre astronomy, Nucl. Instrum. Methods
Phys. Res., Sect. A 444, 397 (2000).



134 Bibliography

[54] J. P. Guillet et al., Review of terahertz tomography techniques, Journal of Infrared, Millimeter,
and Terahertz Waves 35, 382 (2014).

[55] H.-J. Song and T. Nagatsuma, Present and future of terahertz communications, IEEE Trans.
Terahertz Sci. Technol. 1, 256 (2011).

[56] J. Gao et al., Terahertz heterodyne receiver based on a quantum cascade laser and a super-
conducting bolometer, Appl. Phys. Lett. 86, 244104 (2005).

[57] S. Verghese et al., Generation and detection of coherent terahertz waves using two photomixers,
Appl. Phys. Lett. 73, 3824 (1998).

[58] M. Hangyo, M. Tani, and T. Nagashima, Terahertz time-domain spectroscopy of solids: a
review, Int J Infrared Millimeter Waves 26, 1661 (2005).

[59] K. Ikushima, Single-Photon Counting and Passive Microscopy of Terahertz Radiation, in
Frontiers in Optical Methods, pp. 197–212, Springer, 2014.

[60] A. W. Lee and Q. Hu, Real-time, continuous-wave terahertz imaging by use of a microbolometer
focal-plane array, Opt Lett 30, 2563 (2005).

[61] P. S. Stefanova, J. M. Hammler, A. K. Klein, A. J. Gallant, and C. Balocco, Polymer-
based micro-golay cells for THz detection, in Infrared, Millimeter, and Terahertz waves
(IRMMW-THz), 2016 41st International Conference on, pp. 1–2, IEEE, 2016.

[62] M. Kehrt, J. Beyer, C. Monte, and J. Hollandt, Design and characterization of a TES
bolometer for Fourier transform spectroscopy in the THz range, in Infrared, Millimeter, and
Terahertz waves (IRMMW-THz), 2014 39th International Conference on, pp. 1–2, IEEE,
2014.

[63] A. J. Huber, F. Keilmann, J. Wittborn, J. Aizpurua, and R. Hillenbrand, Terahertz Near-Field
Nanoscopy of Nanodevices, Nano Lett. 8, 3766 (2008).
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[84] C. Wieman and T. W. Hänsch, Doppler-Free Laser Polarization Spectroscopy, Phys. Rev.
Lett. 36, 1170 (1976).

[85] C. Pearman et al., Polarization spectroscopy of a closed atomic transition: applications to
laser frequency locking, J. Phys. B 35, 5141 (2002).

[86] C. Carr, C. S. Adams, and K. J. Weatherill, Polarization spectroscopy of an excited state
transition., Opt Lett 37, 118 (2012).

[87] C. Carr et al., Three-photon electromagnetically induced transparency using Rydberg states,
Opt. Lett. 37, 3858 (2012).

[88] S. Haroche, M. Gross, and M. P. Silverman, Observation of Fine-Structure Quantum Beats
Following Stepwise Excitation in Sodium D States, Phys. Rev. Lett. 33, 1063 (1974).

[89] S. Haroche, J. Paisner, and A. Schawlow, Hyperfine quantum beats observed in Cs vapor
under pulsed dye laser excitation, Phys. Rev. Lett. 30, 948 (1973).



136 Bibliography

[90] E. Hack and J. R. Huber, Quantum Beat Spectroscopy of Molecules, Int. Rev. Phys. Chem.
10, 287 (1991).

[91] J. N. Dodd, R. D. Kaul, and D. M. Warrington, The modulation of resonance fluorescence
excited by pulsed light, Proceedings of the Physical Society 84, 176 (1964).

[92] R. T. Carter and J. R. Huber, Quantum beat spectroscopy in chemistry, Chem. Soc. Rev. 29,
305 (2000).

[93] M. Tanasittikosol, C. Carr, C. S. Adams, and K. J. Weatherill, Subnatural linewidths in
two-photon excited-state spectroscopy, Phys. Rev. A 85, 033830 (2012).

[94] J. Boon, E. Zekou, D. McGloin, and M. Dunn, Comparison of wavelength dependence in
cascade-, Λ-, and Vee-type schemes for electromagnetically induced transparency, Phys. Rev.
A 59, 4675 (1999).

[95] A. Urvoy et al., Optical coherences and wavelength mismatch in ladder systems, J. Phys. B
46, 245001 (2013).

[96] R. J. Rafac, C. E. Tanner, A. E. Livingston, and H. G. Berry, Fast-beam laser lifetime
measurements of the cesium 6p2P1/2,3/2 states, Phys. Rev. A 60, 3648 (1999).

[97] D. Das and V. Natarajan, Hyperfine spectroscopy on the 6P3/2 state of 133 Cs using coherent
control, Europhysics Letters (EPL) 72, 740 (2005).

[98] S. H. Autler and C. H. Townes, Stark Effect in Rapidly Varying Fields, Phys. Rev. 100, 703
(1955).

[99] J. Marek, Study of the time-resolved fluorescence of the Cs-Xe molecular bands, Journal of
Physics B: Atomic and Molecular Physics 10, L325 (1977).

[100] I. Hughes and T. Hase, Measurements and their Uncertainties (Oxford University Press,
2010).

[101] S. Iftiquar, G. Karve, and V. Natarajan, Subnatural linewidth for probe absorption in an
electromagnetically-induced-transparency medium due to Doppler averaging, Phys. Rev. A 77,
063807 (2008).

[102] M. G. Bason, a. K. Mohapatra, K. J. Weatherill, and C. S. Adams, Narrow absorptive
resonances in a four-level atomic system, J. Phys. B 42, 075503 (2009).

[103] N. R. de Melo et al., Intrinsic optical bistability in a strongly driven Rydberg ensemble, Phys.
Rev. A 93, 063863 (2016).

[104] D. S. Ding, C. S. Adams, B. S. Shi, and G. C. Guo, Non-equilibrium phase-transitions in
multi-component Rydberg gases, arXiv:1606.08791 (2016).

[105] I. Kovacic and M. J. Brennan, The Duffing equation: nonlinear oscillators and their behaviour
(John Wiley & Sons, 2011).

[106] P. W. Smith, J.-P. Hermann, W. J. Tomlinson, and P. J. Maloney, Optical bistability at a
nonlinear interface, Appl. Phys. Lett. 35, 846 (1979).

[107] N. Kravets et al., Bistability with Optical Beams Propagating in a Reorientational Medium,
Phys. Rev. Lett. 113, 023901 (2014).



Bibliography 137

[108] G. I. Stegeman et al., Bistability and switching in nonlinear prism coupling, Appl. Phys. Lett.
52, 869 (1988).

[109] F. Y. Wang, G. X. Li, H. L. Tam, K. W. Cheah, and S. N. Zhu, Optical bistability and
multistability in one-dimensional periodic metal-dielectric photonic crystal, Appl. Phys. Lett.
92, 211109 (2008).

[110] Y.-D. Kwon, M. A. Armen, and H. Mabuchi, Femtojoule-Scale All-Optical Latching and
Modulation via Cavity Nonlinear Optics, Phys. Rev. Lett. 111, 203002 (2013).

[111] S. Sarkar and J. S. Satchell, Optical Bistability with Small Numbers of Atoms, EPL
(Europhysics Letters) 3, 797 (1987).

[112] C. M. Savage and H. J. Carmichael, Single atom optical bistability, IEEE J. Quantum.
Electron. 24, 1495 (1988).
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