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#### Abstract

We review the validity of the assumption of having no new physics in tree level $b$ quark transitions $b \rightarrow q q^{\prime} d$ and $b \rightarrow q q^{\prime} s\left(q, q^{\prime}=u, c\right)$. In particular we test for possible deviations on the Wilson coefficients of the corresponding effective currentcurrent operators with respect to their Standard Model values. The allowed new physics regions are determined using a global fit. We take into account constraints from different flavour observables calculated from the hadronic decays $B_{d}^{0} \rightarrow \pi \pi$, $B_{d}^{0} \rightarrow \rho \pi, B_{d}^{0} \rightarrow \rho \rho, B \rightarrow X_{s} \gamma$ and $B \rightarrow X_{d} \gamma$. We also include observables from neutral B meson mixing such as $\Delta \Gamma_{s}$ and the semileptonic asymmetries $a_{s l}^{s, d}$. We show that deviations in the tree level Wilson coefficients of the order $\mathcal{O}(10 \%)$ are consistent with state of the art experimental measurements. We study the implications of these deviations over the decay width $\Delta \Gamma_{d}$ of $B_{d}^{0}$ meson mixing, not measured yet by experiments, and over the precision of the CKM phase $\gamma$. Our results show that enhancements on $\Delta \Gamma_{d}$ by up to a factor of 3.6 with respect to the Standard Model value are allowed by data. Moreover the effects on $\gamma$ can compete with the corresponding experimental precision $\mathcal{O}\left(6^{\circ}\right)$. Finally we explore for possible hadron-quark duality violations in the neutral $B$ and $D$ meson sectors. This analysis includes constraints from mixing observables and from the lifetimes of $B_{d}^{0}$ and $B_{s}^{0}$ mesons. We find that duality violations of $\mathcal{O}(20 \%)$ can provide an explanation to the tension of several orders of magnitude between the Heavy Quark Expansion and experimental data in the observable $\Delta \Gamma_{D}$ of neutral $D$ meson mixing.
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## Preface

The Standard Model of particle physics has proven to be a theory with amazing predictive power. To date, it has passed successfully stringent experimental tests. Nevertheless, there are open problems of conceptual and observational origin that cannot be addressed within this theoretical framework, for instance it does not provide an explanation of the asymmetry between matter and antimatter observed in the universe and it does not clarify the nature of dark matter. It is well accepted that in order to solve the outstanding open problems in high energy physics, new particles and interactions need to be introduced. Until now direct searches carried out by experimental collaborations such as ATLAS and CMS have not found unambiguous evidence of new physics.

Flavour Physics in the Quark sector possess different attributes that make it special when seeking for indirect signals beyond the Standard Model. On the experimental side, precision measurements are being performed by collaborations such as LHCb and Belle, in this respect there is plenty of data available that can be compared against theoretical calculations. On the theoretical side, the mathematical formalism developed within the context of quark flavour physics allows to keep hadronic uncertainties under control. This holds, for instance, in the case of b-mesons where the Heavy Quark Expansion (HQE) allows us to express the decay amplitudes for different physical processes as series in $\Lambda_{Q C D} / m_{b}$. The relatively large mass of the bottom quark permits to obtain reliable results from the leading terms in this systematic expansion. Moreover, the effective theory approach used is an amazing tool to disentangle perturbative and non perturbative effects within the calculations.

As is well known, higher order corrections are an essential ingredient in the search for new physics. There are currently huge efforts in this direction. However, we consider that it is necessary to critically review the validity of well accepted assumptions in the light of new data. Consider for example the determination of the CKM phase $\gamma$; in the last 11 years experimental facilities have been able to reduce the uncertainty significantly. In 2005, using $B \rightarrow D K$, the Belle Collaboration measured $\gamma$ to be $\left(68_{-23}^{+22}\right)^{\circ}[1$. A more recent measurement by the LHCb collaboration determined $\gamma$ to be $\left(70.9_{-8.5}^{+7.1}\right)^{\circ}[1]$. This shows an error drop by a factor of 3 with a central value left relatively unaffected. As we will discuss in Section 1.4.2 and Section 4.8.5, the theoretical determination of $\gamma$ from $B \rightarrow D K$ decays is purely tree level. As a matter of fact it is estimated that higher order electroweak corrections will produce a shift at the level of $\delta \gamma \approx \mathcal{O}\left(10^{-7}\right)$. Consequently the extraction of $\gamma$ can be considered extremely clean. Here however, we are making the seemingly safe assumption of no new physics at tree level b quark decays. A valid question is, what is really the precision on the theoretical tools used for the computation of tree level processes? As we will see in Chapter 4, new physics effects can cause deviations in $\gamma$ that saturate the current experimental uncertainty, while being totally consistent with other experimental constraints.

The main aim of the work presented in this thesis is to revise the generalized assumption of no new physics at tree level in $b \rightarrow q \bar{q}^{\prime} s$ and $b \rightarrow q \bar{q}^{\prime} d$ transitions ( $q, q^{\prime}=u, c$ ) and on the validity of the hadron quark duality (essential in the HQE). In the first case, we check how constrained are the deviations of the Standard Model Wilson coefficients of the current-current operators. Our strategy uses a statistical fit and a set of physical constraints from B meson hadronic decays and observables from B meson mixing. We show that, taking into account the data available, sizeable deviations with respect to the Standard Model are possible at tree level. We then investigate how these results affect the decay width $\Delta \Gamma_{d}$ of neutral $B_{d}^{0}$ mesons and the precision in the determination of the CKM phase $\gamma$.

We can speculate on potential enhancements in $\Delta \Gamma_{d}$ with respect to the Standard

Model, since this physical quantity has not been measured yet. Moreover an interesting connection between $\Delta \Gamma_{d}$ and the anomalous measurement of the like sign dimuon asymmetry was reported recently in the literature, we will review issues with this interpretation in Chapter 5. Then as a second source of enhancement in $\Delta \Gamma_{d}$, we investigate for the impact of the effective operators $(\bar{d} b)(\bar{\tau} \tau)$ considering different Lorentz structures.

The CKM phase $\gamma$ is an obvious choice for analysing the consequences of our new physics regions because, as it has been briefly mentioned above, its theoretical determination is a purely tree level one. As a matter of fact the extraction of $\gamma$ is based on the interference of the decay chains $b \rightarrow c \bar{u} s$ and $b \rightarrow u \bar{c} s$; and it is free from other weak phases introduced through penguin topologies. Here we show that new physics effects from tree level operators can compete with the most recent experimental precision in the determination of $\gamma$.

Our last investigation is centred on the possibility of having hadron quark duality violation in neutral $B$ meson decays. We constrain duality violation effects using the B mixing observable $\Delta \Gamma_{s}$ and analyse their implications on the observables $a_{s l}^{s, d}$, $\Delta \Gamma_{d}$ and the ratio of lifetimes $\tau\left(B_{s}^{0}\right) / \tau\left(B_{d}^{0}\right)$. As a final step, we show that duality violations of $\mathcal{O}(20 \%)$ can explain the experimental result for the decay width $\Delta \Gamma_{D}$ in neutral D meson oscillations. This is a non trivial result regarding that the HQE gives a theoretical result that disagrees with the experiment by several orders of magnitude.

The structure of this thesis is as follows, Chapters 1, 2 and 3 present the basic theoretical background for the development of the research material. Particular emphasis has been given to the description of the renormalization group evolution of the Wilson coefficients of heavy quark effective theories at next-to-leading order in QCD and Electroweak interactions. Also, we have summarized the most relevant concepts on neutral $B$ meson mixing and on the QCD Factorization (QCDF) approach in Chapter 2 and Chapter 3 respectively. In Chapter 4, we develop our
new physics at tree level decays investigation. The results presented in this chapter will appear in a forthcoming publication, this can be considered an update of the analyses shown previously in Refs. [2.3]; however, the strategy followed here is by far more rigorous from a statistical point of view. Moreover, it takes into account important physical effects that were previously neglected such as QCD factorization power corrections. In Chapter 5 our study on possible enhancements on the observable $\Delta \Gamma_{d}$ is described. We present our analysis of duality violations in Chapter 6 . Finally the general conclusions and outlook appear in Chapter 7 .

## Chapter 1

## CP Violation

### 1.1 CP violation in the Standard Model

Here we describe how $\mathcal{C P}$ violation arises in the quark sector of the Standard Model of Particle Physics [4] (SM). Informally speaking the transformation of charge $\mathcal{C}$ interchanges particles by their anti-particles and the transformation of parity $\mathcal{P}$ reverses the handedness of space $\vec{x} \rightarrow-\vec{x}$. The gravitational, electromagnetic and strong forces preserve $\mathcal{C}$ and $\mathcal{P}$ individually and consequently also the combination $\mathcal{C P}$. The weak interaction is different in this respect because it breaks each one of these discrete symmetries individually. Moreover, experimental evidence shows that the combination of $\mathcal{C}$ and $\mathcal{P}$ is also broken in the case of neutral Kaons and B mesons.
$\mathcal{C P}$ violation is of fundamental importance not only in particle physics but also in cosmology, where it is an essential ingredient to create the asymmetry between baryonic matter and baryonic antimatter observed in the universe. Theoretically a small baryon asymmetry may have been produced in the early universe if three conditions were satisfied: baryon number violation, $\mathcal{C}$ and $\mathcal{C P}$ violation as well as interactions out of thermal equilibrium [5]. The first condition allows an imbalance between baryons and anti-baryons to develop starting from a baryon symmetric universe. The second condition is necessary because if $\mathcal{C}$ and $\mathcal{C P}$ are exact symmetries it is possible to prove that the total production rate of baryons and antibaryons in any process is the same and then no net baryon number can be created. The
last condition is required to avoid compensation between processes increasing and decreasing the baryon number.

To start a proper discussion of $\mathcal{C P}$ violation in the SM, consider the electroweak quark sector of the full SM Lagrangian written in terms of gauge states for the "up" type quarks $p_{A}^{\prime}=\left(u^{\prime}, c^{\prime}, t^{\prime}\right)$ and the "down" type quarks $n_{A}^{\prime}=\left(d^{\prime}, s^{\prime}, b^{\prime}\right)$.

$$
\begin{equation*}
\mathcal{L}_{E W, \text { quark }}=\mathcal{L}_{E W, \text { quark }}^{\text {kin }}+\mathcal{L}_{E W, \text { quark }}^{Y} . \tag{1.1.1}
\end{equation*}
$$

Here $\mathcal{L}_{E W, \text { quark }}^{k i n}$ contains all the dynamics for the fermionic fields and also the interactions with the $S U(2)_{L}$ and $U(1)_{Y}$ gauge fields $\mathbf{A}_{\mu}=\left\{A_{\mu}^{1}, A_{\mu}^{2}, A_{\mu}^{3}\right\}$ and $B_{\mu}$ respectively, more explicitly

$$
\begin{align*}
\mathcal{L}_{E W, q u a r k}^{k i n}= & i \bar{Q}_{A, L}\left(\not \partial-\frac{i g}{2} \mathbf{T} \cdot A \mathcal{A}-\frac{i g^{\prime}}{6} \not B\right) Q_{A, L}+i \bar{p}_{A, R}^{\prime}\left(\not \partial-\frac{2 i g^{\prime}}{3} \not B\right) p_{A, R}^{\prime} \\
& +i \bar{n}_{A, R}^{\prime}\left(\not \partial+\frac{i g^{\prime}}{3} \not B\right) n_{A, R}^{\prime}, \tag{1.1.2}
\end{align*}
$$

where an implicit summation over repeated flavour indices should be understood.
To account for the effects of parity violation we have introduced the fermionic doublets $Q_{A, L}=\binom{p_{A}^{\prime}}{n_{A}^{\prime}}_{L}$ where the subindex $L$ stands for the left handed projection of the corresponding fermionic fields $\psi_{L}=\frac{1-\gamma_{5}}{2} \psi$. In the same way the subindex $R$ stands for the right handed projection $\psi_{R}=\frac{1+\gamma_{5}}{2} \psi$. In addition $\vec{T}=\left\{T_{1}, T_{2}, T_{3}\right\}$ denotes the $S U(2)$ generators, here we use

$$
\mathbf{T}=\left\{\left(\begin{array}{ll}
0 & 1  \tag{1.1.3}\\
1 & 0
\end{array}\right),\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right),\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)\right\}
$$

The quark-Yukawa sector $\mathcal{L}_{E W, \text { quark }}^{Y}$ allows us to introduce mass to the different quarks in the standard model. In the gauge basis it reads

$$
\begin{equation*}
\mathcal{L}_{E W, \text { quark }}^{Y}=\left(Y_{A B}^{d} \bar{Q}_{A, L} \bar{\Phi} n_{B, R}^{\prime}+Y_{A B}^{u} \bar{Q}_{A, L} \tilde{\Phi} p_{B, R}^{\prime}+\text { h. c. }\right), \tag{1.1.4}
\end{equation*}
$$

where $\Phi$ is the Higgs doublet

$$
\begin{equation*}
\Phi=\frac{1}{\sqrt{2}}\binom{\phi_{1}+i \phi_{2}}{\phi_{0}+i \phi_{3}}, \tag{1.1.5}
\end{equation*}
$$

and $\tilde{\Phi}=i \mathbf{T}_{2} \Phi^{*}$.

The coefficients $Y_{A B}^{d}$ and $Y_{A B}^{u}$ are the components of the Yukawa matrices in flavour space for the "down" and the "up" type quarks respectively.

Next we identify

$$
\begin{equation*}
W_{\mu}^{+}:=\frac{1}{\sqrt{2}}\left(A^{\prime 1}-i A^{\prime 2}\right) \quad W_{\mu}^{-}:=\frac{1}{\sqrt{2}}\left(A^{\prime 1}+i A^{\prime 2}\right) \tag{1.1.6}
\end{equation*}
$$

and develop the products involving the non diagonal $\operatorname{SU}(2)$ generators in Eq. 1.1.2) to get

$$
\begin{align*}
\frac{g}{2} \bar{Q}_{A, L}\left(T^{1} A^{1}+T^{2} A^{2}\right) Q_{A, L} & =\frac{g}{\sqrt{2}}\left(\bar{p}_{A, L}^{\prime}, \bar{n}_{A, L}^{\prime}\right)\left(\begin{array}{cc}
0 & W^{+} \\
W^{-} & 0
\end{array}\right)\binom{p_{A, L}^{\prime}}{n_{A, L}^{\prime}} \\
& =\frac{g}{\sqrt{2}}\left(\bar{p}_{A, L}^{\prime} \gamma^{\mu} n_{A, L}^{\prime} W_{\mu}^{+}+\bar{n}_{A, L}^{\prime} \gamma^{\mu}{p_{A, L}^{\prime}}^{\prime} W_{\mu}^{-}\right) \\
& =\frac{g}{\sqrt{2}}\left(J^{\prime \mu+} W_{\mu}^{+}+J^{\prime \mu-} W_{\mu}^{-}\right):=\mathcal{L}_{\text {quark }}^{C C} \tag{1.1.7}
\end{align*}
$$

Here we have identified the "charged" current contributions

$$
\begin{equation*}
J_{\mu}^{\prime+}=\bar{p}_{A, L}^{\prime} \gamma_{\mu} n_{A, L}^{\prime} \quad J_{\mu}^{\prime-}=\bar{n}_{A, L}^{\prime} \gamma_{\mu} p_{A, L}^{\prime} \tag{1.1.8}
\end{equation*}
$$

The contribution from the diagonal generators to Eq. (1.1.2) can be written as follows

$$
\begin{align*}
\bar{Q}_{A, L}\left(\frac{g}{2} T^{3} \mathcal{A}^{\prime 3}+\frac{g^{\prime}}{6} \not p\right) Q_{A, L}+\frac{2 g^{\prime}}{3} \bar{p}_{A, R}^{\prime} \dot{B}^{\prime} p_{A, R}^{\prime}-\frac{g^{\prime}}{3} \bar{n}_{A, R}^{\prime} \dot{B}^{\prime} n_{A, R}^{\prime} & = \\
g J_{\mu}^{\prime 3} A^{\prime 3 \mu}+\frac{g^{\prime}}{2} J_{\mu}^{\prime Y} B^{\prime \mu} & :=\mathcal{L}_{q u a r k}^{N C}, \tag{1.1.9}
\end{align*}
$$

where the isospin neutral current $J_{\mu}^{\prime 3}$ and the hypercharge neutral current $J_{\mu}^{\prime Y}$ are given by

$$
\begin{align*}
J_{\mu}^{\prime 3} & =\frac{1}{2} \bar{p}_{A, L}^{\prime} \gamma_{\mu} p_{A, L}^{\prime}-\frac{1}{2} \bar{n}_{A, L}^{\prime} \gamma_{\mu} n_{A, L}^{\prime}, \\
J_{\mu}^{\prime Y} & =\frac{1}{3} \bar{p}_{A, L}^{\prime} \gamma_{\mu} p_{A, L}^{\prime}+\frac{1}{3} \bar{n}_{A, L}^{\prime} \gamma_{\mu} n_{A, L}^{\prime}+\frac{4}{3} \bar{p}_{A, R}^{\prime} \gamma_{\mu} p_{A, R}^{\prime}-\frac{2}{3} \bar{n}_{A, R}^{\prime} \gamma_{\mu} n_{A, R}^{\prime} \cdot( \tag{1.1.10}
\end{align*}
$$

We can connect $J_{\mu}^{\prime 3}$ and $J_{\mu}^{\prime Y}$ with the electromagnetic current $J_{\mu}^{e m}$ through the Gell-Mann-Nishijima formula

$$
\begin{equation*}
J_{\mu}^{e m}=J_{\mu}^{3}+1 / 2 J_{\mu}^{Y} . \tag{1.1.11}
\end{equation*}
$$

We write $A_{3}^{\prime \mu}$ and $B^{\prime \mu}$ in terms of the photon $A^{\mu}$ and the $Z^{\mu}$ boson as follows

$$
\begin{equation*}
A_{\mu}^{\prime 3}:=\sin \theta_{W} A_{\mu}+\cos \theta_{W} Z \mu, \quad B^{\prime \mu}:=\cos \theta_{W} A_{\mu}-\sin \theta_{W} Z_{\mu} \tag{1.1.12}
\end{equation*}
$$

The rotation angle $\theta_{W}$ in Eq. 1.1.12) is written as the ratio of the coupling constants $g$ and $g^{\prime}$ according to

$$
\begin{equation*}
\tan \theta_{W}=g^{\prime} / g \tag{1.1.13}
\end{equation*}
$$

With the aid of Eq.(1.1.11) and Eq.(1.1.12) we can now rewrite the neutral sector given in Eq.(1.1.9) as a function of the fields $A^{\mu}$ and $Z^{\mu}$ as

$$
\begin{align*}
g J_{\mu}^{3} A^{\prime 3 \mu}+\frac{1}{2} g^{\prime} J_{\mu}^{Y} B^{\prime \mu}= & g J_{\mu}^{3}\left(\cos \theta_{W} Z^{\mu}+\sin \theta_{W} A^{\mu}\right) \\
& +\tan \theta_{W} g\left(J_{\mu}^{e m}-J_{\mu}^{3}\right)\left(\cos \theta_{W} A^{\mu}-\sin \theta_{W} Z^{\mu}\right) \\
= & e J_{\mu}^{e m} A^{\mu}+\frac{g}{\cos \theta_{W}}\left(J_{\mu}^{3}-\sin ^{2} \theta_{W} J_{\mu}^{e m}\right) Z^{\mu} \\
= & e J_{\mu}^{e m} A^{\mu}+\frac{g}{\cos \theta_{W}} J_{\mu}^{0} Z^{\mu} \tag{1.1.14}
\end{align*}
$$

where in the last two lines we have identified the charge of the electron and the neutral current $J_{\mu}^{0}$ as

$$
\begin{equation*}
e=g \cos \theta_{W} \quad, \quad J_{\mu}^{0}=J_{\mu}^{3}-\sin ^{2} \theta_{W} J_{\mu}^{e m} \tag{1.1.15}
\end{equation*}
$$

Up to now we have focused our discussion on $\mathcal{L}_{E W, \text { quark }}^{k i n}$. Let us now analyse the Yukawa sector $\mathcal{L}_{E W, \text { quark }}^{Y}$, this is crucial to understand the origin of $\mathcal{C P}$ violation in the SM. To begin with, recall that after spontaneous symmetry breaking the Higgs doublet in the unitary gauge becomes

$$
\begin{equation*}
\Phi \rightarrow\binom{0}{\frac{h(x)+v}{\sqrt{2}}} \tag{1.1.16}
\end{equation*}
$$

here $v$ is the vacuum expectation value of $\Phi$ and $h(x)$ is a real field.
Inserting $\Phi$ into Eq.(1.1.4) and after some trivial algebra we get

$$
\begin{equation*}
\mathcal{L}_{E W, \text { quark }}^{Y}=\frac{v+h(x)}{\sqrt{2}}\left(Y_{A B}^{d} \bar{n}_{A, L}^{\prime} n_{B, R}^{\prime}+Y_{A B}^{u} \bar{p}_{A, L}^{\prime} p_{B, R}^{\prime}\right)+h . c . \tag{1.1.17}
\end{equation*}
$$

The Yukawa matrices $\hat{Y}^{u}$ and $\hat{Y}^{d}$ with components $Y_{A B}^{d}$ and $Y_{A B}^{u}$ respectively are in general non-diagonal; to generate mass terms we turn to a diagonal basis by applying a bi unitary transformation according to

$$
\begin{equation*}
\hat{Y}_{D}^{u, d}=\hat{L}^{\dagger u, d} \hat{Y}^{u, d} \hat{R}^{u, d} \tag{1.1.18}
\end{equation*}
$$

where the matrices $\hat{L}^{u, d}$ and $\hat{R}^{u, d}$ are unitary and $Y_{D}$ is diagonal.
The different terms appearing in Eq.(1.1.17) have the following generic structure $\overline{\hat{\psi}}_{L}^{\prime} \hat{Y} \hat{\psi}_{R}^{\prime}$, here $\hat{Y}$ represents any of the two Yukawa matrices $\left\{\hat{Y}^{u}, \hat{Y}^{d}\right\}$ and $\hat{\psi}_{L}^{\prime}, \hat{\psi}_{R}^{\prime}$ are two fermionic fields of left and right chirality respectively. We can rotate to the diagonal basis by applying the following combination of unitary transformations

$$
\begin{align*}
\overline{\hat{\psi}_{L}^{\prime}} \hat{Y} \hat{\psi}_{R}^{\prime} & =\overline{\hat{\psi}}_{L}^{\prime} \hat{L} \hat{L}^{\dagger} \hat{Y} \hat{R} \hat{R}^{\dagger} \hat{\psi}_{R}^{\prime}=\left(\overline{\hat{\psi}}_{L}^{\prime} \hat{L}\right)\left(\hat{L}^{\dagger} \hat{Y} \hat{R}\right)\left(\hat{R}^{\dagger} \hat{\psi}_{R}^{\prime}\right) \\
& =\overline{\hat{\psi}}_{L} \hat{Y}_{D} \hat{\psi}_{R}, \tag{1.1.19}
\end{align*}
$$

with

$$
\begin{equation*}
\psi_{R}:=\hat{R}^{\dagger} \psi_{R}^{\prime}, \quad \psi_{L}:=\hat{L}^{\dagger} \psi_{L}^{\prime}, \quad \hat{Y}_{D}:=\hat{L}^{\dagger} \hat{Y} \hat{R} \tag{1.1.20}
\end{equation*}
$$

The diagonal mass matrices $M_{D}$ are defined in terms of the diagonal Yukawa $Y_{D}^{u, d}$ matrices as follows

$$
\begin{equation*}
\hat{M}_{D}^{u, d}:=\frac{v}{\sqrt{2}} \hat{Y}_{D}^{u, d} \tag{1.1.21}
\end{equation*}
$$

where the components of $\hat{M}_{D}^{u, d}$ are the physical masses of the corresponding quarks

$$
\begin{equation*}
\hat{M}_{D}^{u}=\operatorname{diag}\left(m_{u}, m_{c}, m_{t}\right) \quad, \quad \hat{M}_{D}^{d}=\operatorname{diag}\left(m_{d}, m_{s}, m_{b}\right) . \tag{1.1.22}
\end{equation*}
$$

Finally, if we apply the result found in Eq.(1.1.19) and substitute Eq.(1.1.21) into Eq. 1.1 .17 ) we get the following expression for the Yukawa sector in the mass basis

$$
\begin{align*}
\mathcal{L}_{E W, \text { quark }}^{Y}= & M_{D, A B}^{d} \bar{n}_{A, L} n_{B, R}+M_{D, A B}^{u} \bar{p}_{A, L} p_{B, R}+ \\
& \frac{h(x)}{v}\left(M_{D, A B}^{d} \bar{n}_{A, L} n_{B, R}+M_{D, A B}^{u} \bar{p}_{A, L} p_{B, R}\right)+h . c . . \tag{1.1.23}
\end{align*}
$$

Considering the diagonal structure of $\hat{M}_{D}^{u, d}$ we have $M_{D, A B}^{u, d} \propto \delta_{A B}$. We now analyse the implcations of the diagonal basis on the neutral $\mathcal{L}^{N C} 1.1 .9$ and the charged sector $\mathcal{L}^{C C}$ 1.1.7. In the case of $\mathcal{L}^{N C}$ the basic fermionic structures in the gauge basis are $\bar{p}_{A, L}^{\prime} \gamma_{\mu} p_{A, L}^{\prime}$ and $\bar{n}_{A, L}^{\prime} \gamma_{\mu} n_{A, L}^{\prime}$ (plus the corresponding ones with the right handed chirality), then using Eq. (1.1.20) we write

$$
\begin{equation*}
p_{A, L}^{\prime}=L_{A B}^{u} p_{B, L}, \quad n_{A, L}^{\prime}=L_{A B}^{d} n_{B, L}, \tag{1.1.24}
\end{equation*}
$$

and taking into account the unitarity of $\hat{L}^{u, d}$ we get

$$
\begin{align*}
\bar{p}_{A, L}^{\prime} \gamma_{\mu} p_{A, L}^{\prime} & =\bar{p}_{C, L} L_{C A}^{u \dagger} \gamma_{\mu} L_{A B}^{u} p_{B, L}=\bar{p}_{A, L} \gamma_{\mu} p_{A, L} \\
\bar{n}_{a, L}^{\prime} \gamma_{\mu} n_{a, L}^{\prime} & =\bar{n}_{C, L} L_{C A}^{d \dagger} \gamma_{\mu} L_{A B}^{d} n_{B, L}=\bar{n}_{A, L} \gamma_{\mu} n_{A, L} . \tag{1.1.25}
\end{align*}
$$

Then $\mathcal{L}^{N C}$ can be totally rewritten in the diagonal basis by just dropping the prime symbols in Eq. 1.1.9.

The effect of switching to the mass basis are more interesting in the case of the charged currents, take for example $J_{\mu}^{\prime+}$ in Eq. 1.1.8

$$
\begin{align*}
J_{\mu}^{\prime+} & =\bar{p}_{A, L}^{\prime} \gamma_{\mu} n_{A, L}^{\prime}=\bar{p}_{B, L} L_{B A}^{u} \gamma_{\mu} L_{A C}^{d \dagger} n_{C, L}=\bar{p}_{B, L}\left(L^{u} L^{d \dagger}\right)_{B C} \gamma_{\mu} n_{C, L} \\
& =\bar{p}_{b, L} V_{B C}^{C K M} \gamma_{\mu} n_{C, L} \tag{1.1.26}
\end{align*}
$$

where we have introduced the Cabibbo-Kobayashi-Maskawa (CKM) matrix [6, 7] defined as

$$
\begin{equation*}
\hat{V}^{C K M}:=\hat{L}^{u} \hat{L}^{d \dagger} \tag{1.1.27}
\end{equation*}
$$

and, in a totally analogous way for the negative currents in Eq.(1.1.8), we find

$$
\begin{equation*}
J_{\mu}^{\prime-}=\bar{n}_{B, L} V_{B C}^{C K M *} \gamma_{\mu} p_{C, L} \tag{1.1.28}
\end{equation*}
$$

Then the quark charged sector in Eq.(1.1.7) becomes

$$
\begin{equation*}
\mathcal{L}_{\text {quark }}^{C C}=\frac{g}{\sqrt{2}}\left(\bar{p}_{B, L} V_{B C}^{C K M} \gamma_{\mu} n_{C, L} W^{+\mu}+\bar{n}_{B, L} V_{B C}^{C K M *} \gamma_{\mu} p_{C, L} W^{-\mu}\right) \tag{1.1.29}
\end{equation*}
$$

If a $\mathcal{C P}$ transformation is applied on 1.1 .29 we arrive to

$$
\begin{equation*}
\mathcal{L}_{\text {quark }}^{C C, C P}=\frac{g}{\sqrt{2}}\left(\bar{n}_{B, L} V_{B C}^{C K M} \gamma_{\mu} p_{C, L} W^{-\mu}+\bar{p}_{B, L} V_{B C}^{C K M *} \gamma_{\mu} n_{C, L} W^{+\mu}\right) \cdot( \tag{1.1.30}
\end{equation*}
$$

To satisfy $\mathcal{C P}$ invariance (i.e. $\mathcal{L}_{\text {quark }}^{C C}=\mathcal{L}_{\text {quark }}^{C C, C P}$ ) we require $V_{A B}^{C K M}=V_{A B}^{C K M *}$, we will see in the next section that this does not hold in the SM. Moreover, the non-diagonal character of $\hat{V}_{C K M}$ leads to interactions between quarks of different families, this fact is supported by experiment. From now on we write the different components of the CKM matrix as

$$
\hat{V}^{C K M}:=\left(\begin{array}{ccc}
V_{u d} & V_{u s} & V_{u b}  \tag{1.1.31}\\
V_{c d} & V_{c s} & V_{c b} \\
V_{t d} & V_{t s} & V_{t b}
\end{array}\right)
$$

where the subindices label the different quark flavours undergoing mixing.

### 1.2 The CKM matrix

Let us now discuss in more detail the structure of the CKM matrix $\hat{V}^{C K M}$ as given by Eq. 1.1.31. We begin by counting the number of independent parameters.
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1. A generic $n \times n$ complex matrix has $n^{2}$ complex elements, this implies $2 n^{2}$ real parameters.
2. From the unitarity condition we get $\hat{V}^{C K M \dagger} \hat{V}^{C K M}=\hat{1}$ leading to $n^{2}$ constraints, consequently the number of independent parameters is reduced from $2 n^{2}$ to $2 n^{2}-n^{2}=n^{2}$.
3. It is possible to rephase each one of the CKM entries as $V_{A B}^{C K M} \rightarrow e^{-i\left(\phi_{A}-\phi_{B}\right)} V_{A B}^{C K M}$ by changing the phases of each one of the quark fields according to

$$
\begin{align*}
p_{L, A} & \rightarrow e^{i \phi_{A}^{p}} p_{L, A}, \\
n_{L, B} & \rightarrow e^{i \phi_{B}^{n}} n_{L, B} . \tag{1.2.32}
\end{align*}
$$

since we have $n$ "up" type quarks and $n$ "down" type quarks, this in principle means that we can eliminate $2 n$ phases; however, only the differences matter leaving us with the possibility of dropping only $2 n-1$ unphysical phases overall. This reduces our number of independent parameters from $n^{2}$ to $n^{2}-2 n+1=$ $(n-1)^{2}$.
4. Since we are dealing with a complex matrix, we can divide the $(n-1)^{2}$ parameters into Euler angles and phases; the Euler angles would arise if the matrix were purely real, i.e. orthogonal. For an $n^{2}$ orthogonal matrix $\hat{M}$ we have only $1 / 2 n(n-1)$ independent components, because the orthogonality condition $\hat{M} \hat{M}^{T}=\hat{1}$ removes $1 / 2 n(n+1)$ components, leaving us with precisely $n^{2}-1 / 2 n(n+1)=1 / 2 n(n-1)$ independent elements.
5. Finally the number of phases will be the $(n-1)^{2}$ elements calculated in $\# 3$ minus the total Euler angles estimated in \#4.

Then our total number of physical phases is

$$
\begin{equation*}
(n-1)^{2}-\frac{n(n-1)}{2}=\frac{1}{2}(n-1)(n-2) . \tag{1.2.33}
\end{equation*}
$$

In a nutshell, for $n$ generations of quarks the CKM matrix should have a total of $1 / 2 n(n-1)$ Euler angles and $1 / 2(n-1)(n-2)$ real phases. In the SM we have 3


Figure 1.1: Unitarity triangle for $\sum_{A=u, c, t} V_{A d} V_{A b}^{*}=0$
generations of quarks hence 3 Euler angles and 1 phase, this phase is the source of the $\mathcal{C P}$ violation effects in the SM.

From the unitarity product $\hat{V}^{C K M \dagger} \hat{V}^{C K M}=\hat{1}$ we obtain the following three orthogonality conditions

$$
\begin{equation*}
\sum_{A=u, c, t} V_{A d} V_{A s}^{*}=0, \quad \sum_{A=u, c, t} V_{A d} V_{A b}^{*}=0, \quad \sum_{A=u, c, t} V_{A s} V_{A b}^{*}=0 . \tag{1.2.34}
\end{equation*}
$$

These equalities represent closed triangles in the complex plane, Fig 1.1 provides an explicit example for the second of the equalities in Eq. 1.2.34); as we will see in the next chapter the second and the third equations in Eq. (1.2.34) are very useful when studying mixing for $B_{d}^{0}$ and $B_{s}^{0}$ mesons, respectively.

### 1.2.1 Parameterizations of the CKM Matrix

The standard convention to parameterize the CKM matrix, following Chau and Keung [8], is defined in terms of three Euler angles $\theta_{12}, \theta_{13}, \theta_{23}$ and one overall phase $\delta$

$$
V^{C K M}=\left(\begin{array}{ccc}
c_{12} c_{13} & s_{12} c_{13} & s_{13} e^{-i \delta}  \tag{1.2.35}\\
-s_{12} c_{23}-c_{12} s_{23} s_{13} e^{i \delta} & c_{12} c_{23}-s_{12} s_{23} s_{13} e^{i \delta} & s_{23} c_{13} \\
s_{12} s_{23}-c_{12} c_{23} s_{13} e^{i \delta} & -c_{12} s_{23}-s_{12} c_{23} s_{13} e^{i \delta} & c_{23} c_{13}
\end{array}\right) .
$$

Here $c_{i j}=\cos \theta_{i j}$ and $s_{i j}=\sin \theta_{i j}$ for $i<j=1,2,3$, and the angles $\theta_{i j}$ are chosen to be in the first quadrant $s_{i j}, c_{i j} \geq 0$.

Based on the experimentally observed hierarchy $s_{13} \ll s_{23} \ll s_{12} \ll 1$, Wolfenstein [9] introduced the expansion parameter $\lambda$, at leading order $V_{u s} \approx \lambda$; from unitarity considerations $\eta$ and $\rho$ were also included and finally in order to account for the order of magnitude difference between $V_{u s}$ and $V_{c b}$ and extra factor $A$ was also added. Nowadays the following parameterization [10] valid to all orders in $\lambda$ is accepted in the literature

$$
\begin{align*}
s_{12} & :=\lambda=\frac{\left|V_{u s}\right|}{\sqrt{\left|V_{u d}\right|^{2}+\left|V_{u s}\right|^{2}}}, \\
s_{23} & :=A \lambda^{2}=\lambda\left|\frac{V_{c b}}{V_{u s}}\right| \\
s_{13} e^{i \delta} & :=A \lambda^{3}(\rho+i \eta) . \tag{1.2.36}
\end{align*}
$$

By expanding in $\lambda$ we present the CKM matrix up to order $\mathcal{O}\left(\lambda^{5}\right)$ in the Wolfenstein parameterization

$$
\begin{align*}
V^{C K M}= & \left.\begin{array}{ccc}
1-\lambda^{2} / 2-\lambda^{4} / 8 & \lambda & A \lambda^{3}(\rho-i \eta) \\
-\lambda+1 / 2 A^{2} \lambda^{5}[1-2(\rho+i \eta)] & 1-\lambda^{2} / 2-\lambda^{4} / 8\left(1+4 A^{2}\right) & A \lambda^{2} \\
A \lambda^{3}\left[1-\left(1-\lambda^{2} / 2\right)(\rho+i \eta)\right] & -A \lambda^{2}+A \lambda^{4} / 2[1-2(\rho+i \eta)] & 1-A^{2} \lambda^{2} / 2
\end{array}\right) \\
& +\mathcal{O}\left(\lambda^{6}\right) . \tag{1.2.37}
\end{align*}
$$

### 1.2.2 The Jarlskog invariant

In this subsection we describe briefly a particular invariant under different reparameterizations of the CKM matrix known as the Jarlskog invariant. We start by writing generic mass matrices in flavour space as

$$
\begin{equation*}
\hat{M}^{u, d}=\frac{v}{\sqrt{2}} \hat{Y}^{u, d} \tag{1.2.38}
\end{equation*}
$$

It can be seen that Eq. 1.1.21 is a special case of the generic formula above when the Yukawa matrices are diagonal. From the mass matrices we construct the following products

$$
\begin{equation*}
\hat{S}^{u}=\hat{M}^{u} \hat{M}^{u \dagger}, \quad \hat{S}^{d}=\hat{M}^{d} \hat{M}^{d \dagger} . \tag{1.2.39}
\end{equation*}
$$

It is found in [11 and 12] that the determinant of the commutator between $\hat{S}^{u}$ and $\hat{S}^{d}$ defines a CKM parameterization invariant that allows to quantify $\mathcal{C P}$ violation in the SM

$$
\begin{equation*}
\operatorname{det}\left[\hat{S}^{u}, \hat{S}^{d}\right]=2 i \cdot J \cdot v\left(\hat{S}_{u}\right) \cdot v\left(\hat{S}_{d}\right), \tag{1.2.40}
\end{equation*}
$$

where

$$
\begin{align*}
& v\left(\hat{S}_{u}\right)=\left(m_{u}^{2}-m_{c}^{2}\right)\left(m_{c}^{2}-m_{t}^{2}\right)\left(m_{t}^{2}-m_{u}^{2}\right), \\
& v\left(\hat{S}_{d}\right)=\left(m_{d}^{2}-m_{s}^{2}\right)\left(m_{s}^{2}-m_{b}^{2}\right)\left(m_{b}^{2}-m_{d}^{2}\right) . \tag{1.2.41}
\end{align*}
$$

The factor $J$ in Eq. 1.2.40 is known as the Jarlskog invariant and satisfies the following condition in terms of the CKM elements 13

$$
\begin{equation*}
\sum_{A, C=u, c, t} \sum_{B, D=d, s, b} \mathcal{I} m\left(V_{A B} V_{C D} V_{A D}^{*} V_{C B}^{*}\right)=J \sum_{M, N} \varepsilon_{A C M} \varepsilon_{B D N} . \tag{1.2.42}
\end{equation*}
$$

Geometrically $J$ corresponds to two times the area of the different unitary triangles defined by the conditions $\hat{V}^{C K M} \hat{V}^{C K M \dagger}=0$ and $\hat{V}^{C K M \dagger} \hat{V}^{C K M}=0$; moreover the determinant in Eq. 1.2 .40 vanishes if and only if there is no $\mathcal{C P}$ violation.
In the paper where the Jarlskog invariant was first introduced [11, the commutator in Eq. 1.2.40 was replaced by the single mass matrices commutator $\left[\hat{M}^{u}, \hat{M}^{d}\right]$ and the final result was written in terms of linear quark mass differences rather than quadratic differences as in 1.2.41). However, as it is argued in [14] the products $\hat{S}^{u}$ and $\hat{S}^{d}$ are more suitable for the construction of invariants under unitarity transformations rather than single mass matrices.

### 1.3 Mixing and CP violation

### 1.3.1 Introduction to neutral meson mixing

We now develop the basic formalism used to describe the mixing for neutral meson systems $B_{d}^{0}-\bar{B}_{d}^{0}, B_{s}^{0}-\bar{B}_{s}^{0}$ and $D^{0}-\bar{D}^{0}$. In order to simplify the notation we will denote by $M^{0}$ any of the neutral mesons $\left\{B_{s}^{0}, B_{d}^{0}, D^{0}\right\}$, they can be connected with their corresponding $\bar{M}^{0}$ states $\left\{\bar{B}_{s}^{0}, \bar{B}_{d}^{0}, \bar{D}^{0}\right\}$ through a $\mathcal{C P}$ transformation according to

$$
\begin{equation*}
\hat{\mathcal{P} \mathcal{P}}\left|M^{0}\right\rangle=e^{i \xi}\left|\bar{M}^{0}\right\rangle, \tag{1.3.43}
\end{equation*}
$$

where $\xi$ is a constant phase.
We write the time dependent state $\left|M^{0}(t)\right\rangle$ as

$$
\begin{equation*}
\left|M^{0}(t)\right\rangle=c(t)\left|M^{0}\right\rangle+\bar{c}(t)\left|\bar{M}^{0}\right\rangle+c_{1}(t)\left|f_{1}\right\rangle+c_{2}(t)\left|f_{2}\right\rangle+\ldots \tag{1.3.44}
\end{equation*}
$$

There is also an analogous evolution equation for $\left|\bar{M}^{0}(t)\right\rangle$. In Eq. 1.3.44 we are considering all the possible final states $\left|M^{0}\right\rangle,\left|\bar{M}^{0}\right\rangle,\left|f_{1}\right\rangle,\left|f_{2}\right\rangle, \ldots$ and all the time dependence enters through the coefficients $c(t), \bar{c}(t), c_{j}(t)$. Since we are only interested in neutral meson mixing, i.e. in transitions $M^{0} \leftrightarrow \bar{M}^{0}$, we consider only the time evolution into the states $\left|M^{0}\right\rangle,\left|\bar{M}^{0}\right\rangle$. Mathematically the time evolution can be written using the Wigner-Weisskopf approximation in terms of the following Schrödinger-like equation

$$
\begin{equation*}
i \frac{d}{d t}\binom{\left|M^{0}(t)\right\rangle}{\left|\bar{M}^{0}(t)\right\rangle}=\hat{\mathcal{H}}\binom{\left|M^{0}(t)\right\rangle}{\left|\bar{M}^{0}(t)\right\rangle} . \tag{1.3.45}
\end{equation*}
$$

Since we are considering only two possible final states, the probability is not conserved and $\hat{\mathcal{H}}$ is non-hermitian, we can introduce a generalized pseudo Hamiltonian considering that any matrix can be decomposed in terms of a hermitian and a skewhermitian matrix as follows

$$
\begin{equation*}
\hat{\mathcal{H}}=\hat{M}-\frac{i}{2} \hat{\Gamma}, \tag{1.3.46}
\end{equation*}
$$

where

$$
\hat{M}=\left(\begin{array}{ll}
M_{11} & M_{12}  \tag{1.3.47}\\
M_{12}^{*} & M_{22}
\end{array}\right) \quad, \quad \hat{\Gamma}=\left(\begin{array}{ll}
\Gamma_{11} & \Gamma_{12} \\
\Gamma_{12}^{*} & \Gamma_{22}
\end{array}\right) .
$$

The non-diagonal elements $M_{12}$ and $\Gamma_{12}$ are complex numbers describing the transitions $M^{0} \rightarrow \bar{M}^{0}$ and $\bar{M}^{0} \rightarrow M^{0}$. They will be essential in Section 2.4 and 2.4.1 focused on $B_{d}^{0}-\bar{B}_{d}^{0}$ and $B_{s}^{0}-\bar{B}_{s}^{0}$ oscillations. Here we quote the relative phase between them

$$
\begin{equation*}
\phi_{12}=\arg \left(-M_{12} \Gamma_{12}^{*}\right)=\arg \left(-\frac{M_{12}}{\Gamma_{12}}\right) . \tag{1.3.48}
\end{equation*}
$$

Notice that in Eq.(1.3.47) we have taken $M_{21}=M_{12}^{*}$ and $\Gamma_{21}=\Gamma_{12}^{*}$ in order to guarantee hermiticity in $\hat{M}$ and $\hat{\Gamma}$.

The phase $\phi_{12}$ is physical and is responsible for $\mathcal{C P}$ violation in mixing. From CPT invariance we get $M_{11}=M_{22}$ and $\Gamma_{11}=\Gamma_{22}$, then

$$
\hat{\mathcal{H}}=\left(\begin{array}{ll}
M_{11}-\frac{i}{2} \Gamma_{11} & M_{12}-\frac{i}{2} \Gamma_{12}  \tag{1.3.49}\\
M_{12}^{*}-\frac{i}{2} \Gamma_{12}^{*} & M_{11}-\frac{i}{2} \Gamma_{11}
\end{array}\right):=\left(\begin{array}{ll}
\alpha & \beta \\
\gamma & \alpha
\end{array}\right),
$$

where we have defined

$$
\begin{equation*}
\alpha=M_{11}-\frac{i}{2} \Gamma_{11}, \quad \beta=M_{12}-\frac{i}{2} \Gamma_{12}, \quad \gamma=M_{12}^{*}-\frac{i}{2} \Gamma_{12}^{*} . \tag{1.3.50}
\end{equation*}
$$

To solve the differential equation in Eq. 1.3.45 we work in a basis where $\hat{\mathcal{H}}$ is diagonal. First we calculate the eigenvalues of $\hat{\mathcal{H}}$

$$
\begin{align*}
\lambda_{H}=\alpha+\sqrt{\beta \gamma} & :=M_{H}-\frac{i}{2} \Gamma_{H}, \\
\lambda_{L}=\alpha-\sqrt{\beta \gamma} & :=M_{L}-\frac{i}{2} \Gamma_{L}, \\
M_{H}, M_{L}, \Gamma_{H}, \Gamma_{L} & \in \mathbb{R}, \tag{1.3.51}
\end{align*}
$$

with $M_{H}>M_{L}$; here we use the convention followed in e.g. 15 and label the diagonal basis elements according to their mass eigenvalue. We also compute the transformation between the non-diagonal basis and the diagonal one

$$
\begin{equation*}
\left|M_{H}\right\rangle=p\left|M^{0}\right\rangle+q\left|\bar{M}^{0}\right\rangle \quad, \quad\left|M_{L}\right\rangle=p\left|M^{0}\right\rangle-q\left|\bar{M}^{0}\right\rangle \tag{1.3.52}
\end{equation*}
$$

where $\left|M_{H}\right\rangle$ and $\left|M_{L}\right\rangle$ have eigenvalues $\lambda_{H}$ and $\lambda_{L}$ respectively and

$$
\begin{equation*}
p=\sqrt{\beta}=\sqrt{M_{12}-\frac{i}{2} \Gamma_{12}} \quad, \quad q=\sqrt{\gamma}=\sqrt{M_{12}^{*}-\frac{i}{2} \Gamma_{12}^{*}} . \tag{1.3.53}
\end{equation*}
$$

The ratio $q / p$ will be very important when studying mixing in the $B_{s}^{0}$ and $B_{d}^{0}$ systems. We now turn to the calculation of this quantity in some detail, by direct substitution of Eq.(1.3.53) we get

$$
\begin{equation*}
\frac{q}{p}=\sqrt{\frac{2 M_{12}^{*}-i \Gamma_{12}^{*}}{2 M_{12}-i \Gamma_{12}}} \tag{1.3.54}
\end{equation*}
$$

Further simplifications can be made in the case of neutral $B_{d, s}^{0}$ mesons taking into account that for these cases $\left|\Gamma_{12}\right| \ll\left|M_{12}\right|$

$$
\begin{equation*}
\frac{q}{p}=\sqrt{\frac{M_{12}^{*}}{M_{12}}} \sqrt{\frac{1-i \frac{\Gamma_{12}^{*}}{2 M_{12}}}{1-i \frac{\Gamma_{12}}{2 M_{12}}}} \approx \sqrt{\frac{M_{12}^{*}}{M_{12}}} \sqrt{1-\mathcal{I} m \frac{\Gamma_{12}}{M_{12}}} \approx \sqrt{\frac{M_{12}^{*}}{M_{12}}}\left(1-\frac{1}{2} \frac{\left|\Gamma_{12}\right|}{\left|M_{12}\right|} \sin \phi_{12}\right) . \tag{1.3.55}
\end{equation*}
$$

We identify the semileptonic asymmetry

$$
\begin{equation*}
a_{s l}=\frac{\left|\Gamma_{12}\right|}{\left|M_{12}\right|} \sin \phi_{12} . \tag{1.3.56}
\end{equation*}
$$

It will arise again in Eq. 1.3.103) when studying $\mathcal{C P}$ violation in mixing. To finish this subsection we write Eq. (1.3.54) in terms of Eq. 1.3.56)

$$
\begin{equation*}
\frac{q}{p}=\frac{M_{12}^{*}}{\left|M_{12}\right|}\left(1-\frac{1}{2} a_{s l}\right) \tag{1.3.57}
\end{equation*}
$$

### 1.3.2 Time dependent solution for neutral meson mixing

The time evolution of the system $\left\{\left|M_{H}\right\rangle,\left|M_{L}\right\rangle\right\}$ introduced in Eq. 1.3.52 can be written in terms of Eq. 1.3.51) as

$$
i \frac{d}{d t}\binom{\left|M_{H}(t)\right\rangle}{\left|M_{L}(t)\right\rangle}=\left(\begin{array}{cc}
\lambda_{H} & 0  \tag{1.3.58}\\
0 & \lambda_{L}
\end{array}\right)\binom{\left|M_{H}(t)\right\rangle}{\left|M_{L}(t)\right\rangle}
$$

We can immediately solve for $\left|M_{H}(t)\right\rangle$ and $\left|M_{L}(t)\right\rangle$ in terms of the initial states $\left|M_{H}(0)\right\rangle:=\left|M_{H}\right\rangle$ and $\left|M_{L}(0)\right\rangle:=\left|M_{L}\right\rangle$ and get

$$
\begin{equation*}
\left|M_{H, L}(t)\right\rangle=\exp \left(-i \lambda_{H, L} t\right)\left|M_{H, L}\right\rangle \tag{1.3.59}
\end{equation*}
$$

In order to turn to the non diagonal basis we first invert the transformations 1.3.52 to obtain

$$
\begin{align*}
|M\rangle & =\frac{1}{2 p}\left(\left|M_{L}\right\rangle+\left|M_{H}\right\rangle\right) \\
|\bar{M}\rangle & =\frac{1}{2 q}\left(\left|M_{L}\right\rangle-\left|M_{H}\right\rangle\right) \tag{1.3.60}
\end{align*}
$$

switching to the time dependent basis and substituting Eq.(1.3.59) we get

$$
\begin{align*}
|M(t)\rangle & =\frac{1}{2 p}\left(\left|M_{L}(t)\right\rangle+\left|M_{H}(t)\right\rangle\right) \\
& =\frac{1}{2 p}\left(\exp \left(-i \lambda_{L} t\right)[p|M\rangle+q|\bar{M}\rangle]+\exp \left(-i \lambda_{H} t\right)[p|M\rangle-q|\bar{M}\rangle]\right) \\
& =g_{+}(t)|M\rangle+\frac{q}{p} g_{-}(t)|\bar{M}\rangle \tag{1.3.61}
\end{align*}
$$

with

$$
\begin{equation*}
g_{ \pm}(t)=\frac{1}{2}\left(\exp \left(-i \lambda_{L} t\right) \pm \exp \left(-i \lambda_{H} t\right)\right) \tag{1.3.62}
\end{equation*}
$$

In a similar way

$$
\begin{equation*}
|\bar{M}(t)\rangle=\frac{p}{q} g_{-}(t)|M\rangle+g_{+}(t)|\bar{M}\rangle . \tag{1.3.63}
\end{equation*}
$$

### 1.3.3 $\Delta M$ and $\Delta \Gamma$

With the real components of the eigenvalues introduced in Eq. (1.3.51) we can define the following two observables

$$
\begin{array}{r}
\Delta M:=M_{H}-M_{L}, \\
\Delta \Gamma:=\Gamma_{L}-\Gamma_{H} . \tag{1.3.64}
\end{array}
$$

We want to derive explicit expressions for $\Delta M$ and $\Delta \Gamma$ in terms of $M_{12}$ and $\Gamma_{12}$. We begin by calculating the square of the difference between the two eigenvalues in Eq.(1.3.51)

$$
\begin{equation*}
\left(\lambda_{H}-\lambda_{L}\right)^{2}=4 \beta \gamma=\left(\Delta M+\frac{i}{2} \Delta \Gamma\right)^{2}=\Delta M^{2}-\frac{1}{4} \Delta \Gamma^{2}+i \Delta M \Delta \Gamma . \tag{1.3.65}
\end{equation*}
$$

Alternatively the difference of the eigenvalues $\lambda_{H}$ and $\lambda_{L}$ in Eq.(1.3.65) can be written in terms of the non diagonal elements $M_{12}$ and $\Gamma_{12}$ according to Eq. 1.3 .50 as

$$
\begin{align*}
\left(\lambda_{H}-\lambda_{L}\right)^{2} & =4\left(M_{12}-\frac{i}{2} \Gamma_{12}\right)\left(M_{12}^{*}-\frac{i}{2} \Gamma_{12}^{*}\right) \\
& =4|M|_{12}^{2}-\left|\Gamma_{12}\right|^{2}-2 i\left(M_{12}^{*} \Gamma_{12}+M_{12} \Gamma_{12}^{*}\right) \\
& =4|M|_{12}^{2}-\left|\Gamma_{12}\right|^{2}-4 i \mathcal{R} e\left(M_{12} \Gamma_{12}^{*}\right) . \tag{1.3.66}
\end{align*}
$$

By comparing Eq.(1.3.65) and Eq. (1.3.66) we get

$$
\begin{align*}
4\left|M_{12}\right|^{2}-\left|\Gamma_{12}\right|^{2} & =\Delta M^{2}-\frac{1}{4} \Delta \Gamma^{2} \\
-4 \mathcal{R} e\left(M_{12} \Gamma_{12}^{*}\right) & =4\left|M_{12}\right|\left|\Gamma_{12}\right| \cos \phi_{12}=\Delta M \Delta \Gamma \tag{1.3.67}
\end{align*}
$$

To solve for $\Delta M$ and $\Delta \Gamma$ we use the fact that for $B_{d}^{0}$ and $B_{s}^{0}$ the condition $\left|\Gamma_{12}\right| \ll$ $\left|M_{12}\right|$ holds. The second equality in Eq.(1.3.67) implies

$$
\begin{equation*}
\Delta M=\frac{4\left|M_{12}\right|\left|\Gamma_{12}\right| \cos \left(\phi_{12}\right)}{\Delta \Gamma}, \tag{1.3.68}
\end{equation*}
$$

and we can plug this result into the first equality in Eq. (1.3.67) to obtain

$$
\begin{equation*}
4\left|M_{12}\right|^{2}-\left|\Gamma_{12}\right|^{2}=\frac{16\left|M_{12}\right|^{2}\left|\Gamma_{12}\right|^{2} \cos ^{2}\left(\phi_{12}\right)}{\Delta \Gamma^{2}}-\frac{1}{4} \Delta \Gamma^{2} . \tag{1.3.69}
\end{equation*}
$$

Solving for $\Delta \Gamma^{2}$

$$
\begin{align*}
\Delta \Gamma^{2}= & \frac{-4\left(4\left|M_{12}\right|^{2}-\left|\Gamma_{12}\right|^{2}\right) \pm 4 \sqrt{\left(4\left|M_{12}\right|^{2}-\left|\Gamma_{12}\right|^{2}\right)^{2}+16\left|M_{12}\right|^{2}\left|\Gamma_{12}\right|^{2} \cos ^{2}\left(\phi_{12}\right)}}{2} \\
= & -2\left(4\left|M_{12}\right|^{2}-\left|\Gamma_{12}\right|^{2}\right) \\
& \pm 2 \sqrt{16\left|M_{12}\right|^{4}-8\left|M_{12}\right|^{2}\left|\Gamma_{12}\right|^{2}+\left|\Gamma_{12}\right|^{4}+16\left|M_{12}\right|^{2}\left|\Gamma_{12}\right|^{2} \cos ^{2}\left(\phi_{12}\right)} \\
= & -2\left(4\left|M_{12}\right|^{2}-\left|\Gamma_{12}\right|^{2}\right) \\
& \pm 8\left|M_{12}\right|^{2} \sqrt{1-\frac{\left|\Gamma_{12}\right|^{2}}{2\left|M_{12}\right|^{2}}+\frac{\left|\Gamma_{12}\right|^{2} \cos ^{2}\left(\phi_{12}\right)}{\left|M_{12}\right|^{2}}+\frac{\left|\Gamma_{12}\right|^{4}}{16\left|M_{12}\right|^{4}}} . \tag{1.3.70}
\end{align*}
$$

We can now make use of the fact $\left|\Gamma_{12}\right| \ll\left|M_{12}\right|$ to simplify the square root in Eq. (1.3.70) and get
$\Delta \Gamma^{2} \approx 2\left|\Gamma_{12}\right|^{2}-8\left|M_{12}\right|^{2} \pm 8\left|M_{12}\right|^{2}\left(1-\frac{1}{4} \frac{\left|\Gamma_{12}\right|^{2}}{\left|M_{12}\right|^{2}}+\frac{\left|\Gamma_{12}\right|^{2} \cos ^{2}\left(\phi_{12}\right)}{2\left|M_{12}\right|^{2}}+\frac{\left|\Gamma_{12}\right|^{4}}{32\left|M_{12}\right|^{4}}\right)$.

The left hand side of the previous equation should be real and positive. This can only hold if we take the upper sign in front of the third term in Eq. (1.3.71)

$$
\begin{equation*}
\Delta \Gamma \approx 2\left|\Gamma_{12}\right| \cos \left(\phi_{12}\right) \tag{1.3.72}
\end{equation*}
$$

We can proceed in a similar way and solve for $\Delta M$. Using both expressions in Eq.(1.3.67) we get

$$
\begin{equation*}
\Delta M^{4}-\Delta M^{2}\left(4\left|M_{12}\right|^{2}-\left|\Gamma_{12}^{2}\right|\right)-4\left|M_{12}\right|^{2}\left|\Gamma_{12}\right|^{2} \cos ^{2}\left(\phi_{12}\right)=0 \tag{1.3.73}
\end{equation*}
$$

And solving for $\Delta M^{2}$

$$
\begin{align*}
\Delta M^{2}= & \frac{\left(4\left|M_{12}\right|^{2}-\left|\Gamma_{12}\right|^{2}\right) \pm \sqrt{\left(4\left|M_{12}\right|^{2}-\left|\Gamma_{12}\right|^{2}\right)^{2}+16\left|M_{12}\right|^{2}\left|\Gamma_{12}\right|^{2} \cos ^{2}\left(\phi_{12}\right)}}{2} \\
= & \frac{\left(4\left|M_{12}\right|^{2}-\left|\Gamma_{12}\right|^{2}\right)}{2} \\
& \pm \frac{\sqrt{16\left|M_{12}\right|^{4}-8\left|M_{12}\right|^{2}\left|\Gamma_{12}\right|^{2}+\left|\Gamma_{12}\right|^{4}+16\left|M_{12}\right|^{2}\left|\Gamma_{12}\right|^{2} \cos ^{2}\left(\phi_{12}\right)}}{2} . \tag{1.3.74}
\end{align*}
$$

To get rid of the square root we use the approximation $\left|\Gamma_{12}\right| \ll\left|M_{12}\right|$

$$
\begin{align*}
\Delta M^{2} \approx & \frac{\left(4\left|M_{12}\right|^{2}-\left|\Gamma_{12}\right|^{2}\right)}{2} \\
& \pm \frac{4\left|M_{12}\right|^{2}}{2}\left(1-\frac{\left|\Gamma_{12}\right|^{2}}{4\left|M_{12}\right|^{2}}+\frac{\left|\Gamma_{12}\right|^{4}}{32\left|M_{12}\right|^{4}}+\frac{\left|\Gamma_{12}\right|^{2} \cos ^{2}\left(\phi_{12}\right)}{2\left|M_{12}\right|^{2}}\right) . \tag{1.3.75}
\end{align*}
$$

In order to get a real positive answer we pick the upper sign for the overall factor inside the second round bracket, and use the condition $\left|\Gamma_{12}\right| \ll\left|M_{12}\right|$ once more, to obtain

$$
\begin{equation*}
\Delta M=2\left|M_{12}\right| . \tag{1.3.76}
\end{equation*}
$$

The results obtained in Eq.(1.3.72) and Eq.(1.3.76) are basic when calculating for $\Delta M$ and $\Delta \Gamma$ in the $B_{d}^{0}$ and the $B_{s}^{0}$ systems because the condition $\Gamma_{12} \ll\left|M_{12}\right|$ is valid. However this inequality is not satisfied by $D^{0}$ mesons, we now derive the generic result 16

$$
\begin{equation*}
2\left|\Gamma_{12}\right|>\Delta \Gamma . \tag{1.3.77}
\end{equation*}
$$

The relation in Eq. 1.3.77) is useful for establishing theoretical bounds when comparing against the experiment even when we cannot make assumptions on the size of $\left|\Gamma_{12}\right|$ with respect to $\left|M_{12}\right|$.

To begin with the proof we solve for $\left|M_{12}\right|^{2}$ in Eq. (1.3.69) obtaining

$$
\begin{equation*}
\left|M_{12}\right|^{2}=\frac{\left|\Gamma_{12}\right|^{2}-\frac{1}{4} \Delta \Gamma^{2}}{4-\frac{16\left|\Gamma_{12}\right|^{2} \cos ^{2}\left(\phi_{12}\right)}{\Delta \Gamma^{2}}} . \tag{1.3.78}
\end{equation*}
$$

Now, $\left|M_{12}\right|^{2}$ should be real and positive, therefore there are two possibilities:

1. $\left|\Gamma_{12}\right|^{2}-\frac{1}{4} \Delta \Gamma^{2}<0$ and $4-\frac{16\left|\Gamma_{12}^{2}\right| \cos ^{2}\left(\phi_{12}\right)}{\Delta \Gamma^{2}}<0$.
2. $\left|\Gamma_{12}\right|^{2}-\frac{1}{4} \Delta \Gamma^{2}>0$ and $4-\frac{16\left|\Gamma_{12}^{2}\right| \cos ^{2}\left(\phi_{12}\right)}{\Delta \Gamma^{2}}>0$.

The first set of inequalities is inconsistent because it requires simultaneously

$$
\begin{equation*}
|\Delta \Gamma|>2\left|\Gamma_{12}\right| \quad \text { and } \quad 2\left|\Gamma_{12}\right|\left|\cos \left(\phi_{12}\right)\right|>\Delta \Gamma . \tag{1.3.79}
\end{equation*}
$$

On the other hand, the second set is self consistent as long as

$$
\begin{equation*}
2\left|\Gamma_{12}\right|>|\Delta \Gamma| \quad \text { and } \quad \Delta \Gamma>2\left|\Gamma_{12}\right|\left|\cos \left(\phi_{12}\right)\right| . \tag{1.3.80}
\end{equation*}
$$

The result we are looking for is just the first inequality in Eq. (1.3.80).

### 1.3.4 Time dependent and flavour specific decays

This subsection is devoted to the calculation of different formulae that will prove to be very useful during our discussion on the classification of $\mathcal{C P}$ violation. We focus
on $M^{0}=B_{q}^{0}$ mesons for $q=d$, $s$. We start our discussion by rewriting the functions in Eq. (1.3.62) in a more convenient way that exhibits the explicit dependence on $\Delta M$ and $\Delta \Gamma$. We first introduce the following definitions

$$
\begin{equation*}
M=\frac{M_{H}+M_{L}}{2}, \quad \Gamma=\frac{\Gamma_{H}+\Gamma_{L}}{2} . \tag{1.3.81}
\end{equation*}
$$

Then using Eq. (1.3.64 we can write

$$
\begin{equation*}
M_{L / H}=M \mp \frac{\Delta M}{2}, \quad \Gamma_{L / H}=\Gamma \pm \frac{\Delta \Gamma}{2}, \tag{1.3.82}
\end{equation*}
$$

and Eq. 1.3 .62 becomes

$$
\begin{align*}
g_{ \pm}(t)= & \frac{1}{2}\left(\exp \left[-i\left(M-\frac{\Delta M}{2}\right) t-\frac{1}{2}\left(\Gamma+\frac{\Delta \Gamma}{2}\right) t\right]\right. \\
& \left. \pm \exp \left[-i\left(M+\frac{\Delta M}{2}\right) t-\frac{1}{2}\left(\Gamma-\frac{\Delta \Gamma}{2}\right) t\right]\right) \\
= & \frac{1}{2} \exp \left[-\left(i M+\frac{1}{2} \Gamma\right) t\right]\left(\exp \left[\left(\frac{i \Delta M}{2}-\frac{\Delta \Gamma}{4}\right) t\right]\right. \\
& \left. \pm \exp \left[-\left(\frac{i \Delta M}{2}-\frac{\Delta \Gamma}{4}\right) t\right]\right) . \tag{1.3.83}
\end{align*}
$$

And we can immediately calculate

$$
\begin{align*}
\left|g_{ \pm}(t)\right|^{2} & =\frac{1}{4} \exp (-\Gamma t)\left(\exp \left(-\frac{\Delta \Gamma}{2} t\right) \pm \exp (-i \Delta M t) \pm \exp (i \Delta M t)+\exp \left(\frac{\Delta \Gamma}{2} t\right)\right) \\
& =\frac{1}{2} \exp (-\Gamma t)\left(\cosh \frac{\Delta \Gamma}{2} t \pm \cos \Delta M t\right),  \tag{1.3.84}\\
g_{+}^{*} g_{-} & =\frac{1}{4} \exp (-\Gamma t)\left(\exp \left(-\frac{\Delta \Gamma}{2} t\right)-\exp (-i \Delta M t)+\exp (i \Delta M t)-\exp \left(\frac{\Delta \Gamma}{2} t\right)\right) \\
& =\frac{1}{2} \exp (-\Gamma t)\left(-\sinh \frac{\Delta \Gamma}{2} t+i \sin \Delta M t\right) . \tag{1.3.85}
\end{align*}
$$

Based on the definitions in Eq. (1.3.61) and Eq. (1.3.63) we can identify $\left|g_{+}(t)\right|^{2}$ and $\left|g_{-}(t)\right|^{2}$ with the probability densities for the transitions $B_{q}^{0} \rightarrow B_{q}^{0}\left(\bar{B}_{q}^{0} \rightarrow \bar{B}_{q}^{0}\right)$ and $B_{q}^{0} \rightarrow \bar{B}_{q}^{0}\left(\bar{B}_{q}^{0} \rightarrow B_{q}^{0}\right)$ respectively.
Considering a decay $B_{q}^{0}\left(\bar{B}_{q}^{0}\right)$ to $f$, we write the transition amplitudes from the flavour states $\left\{\left|B_{q}^{0}\right\rangle,\left|\bar{B}_{q}^{0}\right\rangle\right\}$ to the final states $\{f,|\bar{f}\rangle=\{f, \mathcal{C P}|f\rangle\}$ as

$$
\begin{align*}
& A_{f}^{q}:=\left\langle f \mid B_{q}^{0}\right\rangle, \bar{A}_{f}^{q}:=\left\langle f \mid \bar{B}_{q}^{0}\right\rangle, \\
& A_{\bar{f}}^{q}:=\left\langle\bar{f} \mid B_{q}^{0}\right\rangle, \quad \bar{A}_{\bar{f}}^{q}:=\left\langle\bar{f} \mid \bar{B}_{q}^{0}\right\rangle \tag{1.3.86}
\end{align*}
$$

Next we study in more detail the calculation of the time dependent decay of a neutral meson $B_{q}^{0}$ to a final state $f$

$$
\begin{equation*}
\frac{d \Gamma\left[B_{q}^{0} \rightarrow f\right](t)}{d t}=N_{f}\left|\left\langle f \mid B_{q}^{0}(t)\right\rangle\right|^{2} \tag{1.3.87}
\end{equation*}
$$

where $N_{f}$ is a time-independent normalization factor and the time dependent state $\left|B_{q}^{0}(t)\right\rangle$ can be read off Eq. 1.3.61. We find

$$
\begin{align*}
\frac{d \Gamma\left[B_{q}^{0} \rightarrow f\right](t)}{d t}= & \left.N_{f}\left|g_{+}(t) A_{f}^{q}+\frac{q}{p} g_{-}(t)\right| \bar{A}_{f}^{q}\right|^{2} \\
= & \frac{N_{f}}{2} \exp (-\Gamma t)\left(\left|A_{f}^{q}\right|^{2}\left[\cosh \frac{\Delta \Gamma_{q}}{2} t+\cos \Delta M_{q} t\right]\right. \\
& +A_{f}^{q, *} \bar{A}_{f}^{q} \frac{q}{p}\left[-\sinh \frac{\Delta \Gamma_{q}}{2} t+i \sin \Delta M_{q} t\right] \\
& +A_{f}^{q} \bar{A}_{f}^{q, *} \frac{q^{*}}{p^{*}}\left[-\sinh \frac{\Delta \Gamma_{q}}{2} t-i \sin \Delta M_{q} t\right] \\
& \left.+\left|\bar{A}_{f}^{q}\right|^{2}\left|\frac{q}{p}\right|^{2}\left[\cosh \frac{\Delta \Gamma_{q}}{2} t-\cos \Delta M_{q} t\right]\right) \\
= & \frac{N_{f}}{2} \exp \left(-\Gamma_{q} t\right)\left(\left[\left|A_{f}^{q}\right|^{2}+\left|\bar{A}_{f}^{q} \frac{q}{p}\right|^{2}\right] \cosh \frac{\Delta \Gamma_{q}}{2} t\right. \\
& +\left[\left|A_{f}^{q}\right|^{2}-\left|\bar{A}_{f}^{q} \frac{q}{p}\right|^{2}\right] \cos \Delta M_{q} t-2 \mathcal{R} e\left[A_{f}^{q, *} \bar{A}_{f}^{q} \frac{q}{p}\right] \sinh \frac{\Delta \Gamma_{q}}{2} t \\
& \left.-2 \mathcal{I} m\left[A_{f}^{q, *} \bar{A}_{f}^{q} \frac{q}{p}\right] \sin \Delta M_{q} t\right) . \tag{1.3.88}
\end{align*}
$$

To simplify the expression above we introduce the definition

$$
\begin{equation*}
\lambda_{f}^{q}:=\frac{\bar{A}_{f}^{q} q}{A_{f}^{q} p} \tag{1.3.89}
\end{equation*}
$$

and the final result is

$$
\begin{align*}
\frac{d \Gamma\left[B_{q}^{0} \rightarrow f\right](t)}{d t}= & N_{f}\left|A_{f}^{q}\right|^{2} \exp \left(-\Gamma_{q} t\right)\left[\frac{1+\left|\lambda_{f}^{q}\right|^{2}}{2} \cosh \frac{\Delta \Gamma_{q}}{2} t+\frac{1-\left|\lambda_{f}^{q}\right|^{2}}{2} \cos \Delta M_{q} t\right. \\
& \left.-\mathcal{R} e\left(\lambda_{f}^{q}\right) \sinh \frac{\Delta \Gamma_{q}}{2} t-\operatorname{Im}\left(\lambda_{f}^{q}\right) \sin \Delta M_{q} t\right] . \tag{1.3.90}
\end{align*}
$$

Using Eq. (1.3.63) we can proceed in an analogous way to calculate the transition for the process $\bar{B}_{q}^{0}$ into the same final state $f$

$$
\begin{align*}
\frac{d \Gamma\left[\bar{B}_{q}^{0} \rightarrow f\right](t)}{d t}= & N_{f}\left|\left\langle f \mid \bar{B}_{q}^{0}(t)\right\rangle\right|^{2} \\
= & N_{f}\left|A_{f}\right|^{2}\left|\frac{p}{q}\right|^{2} \exp (-\Gamma t)\left[\frac{1+\left|\lambda_{f}^{q}\right|^{2}}{2} \cosh \frac{\Delta \Gamma_{q}}{2} t-\frac{1-\left|\lambda_{f}^{q}\right|^{2}}{2} \cos \Delta M_{q} t\right. \\
& \left.-\operatorname{Re}\left(\lambda_{f}^{q}\right) \sinh \frac{\Delta \Gamma_{q}}{2} t+\mathcal{I} m\left(\lambda_{f}^{q}\right) \sin \Delta M_{q} t\right] \tag{1.3.91}
\end{align*}
$$

To obtain $d \Gamma\left[B_{q}^{0} \rightarrow \bar{f}\right](t) / d t$ we use Eq. 1.3.90, replacing $\lambda_{f}^{q}$ by

$$
\begin{equation*}
\lambda_{\bar{f}}^{q}=\frac{\bar{A}_{\tilde{f}}^{q}}{A_{\tilde{f}}^{q}} \frac{q}{p} \tag{1.3.92}
\end{equation*}
$$

and extract a global factor $\left|\lambda_{\bar{f}}^{q}\right|^{2}$

$$
\begin{align*}
\frac{d \Gamma\left[B_{q}^{0} \rightarrow \bar{f}\right](t)}{d t}= & N_{f}\left|A_{\bar{f}}^{q}\right|^{2} \exp \left(-\Gamma_{q} t\right)\left[\frac{1+\left|\lambda_{\bar{f}}^{q}\right|^{2}}{2} \cosh \frac{\Delta \Gamma_{q}}{2} t+\frac{1-\left|\lambda_{\bar{f}}^{q}\right|^{2}}{2} \cos \Delta M_{q} t\right. \\
& \left.-\mathcal{R} e\left(\lambda_{\bar{f}}^{q}\right) \sinh \frac{\Delta \Gamma_{q}}{2} t+\mathcal{I} m\left(\lambda_{\bar{f}}^{q}\right) \sin \Delta M_{q} t\right] \\
= & N_{f}\left|\bar{A}_{\bar{f}}^{q}\right|^{2}\left|\frac{q}{p}\right|^{2} \exp \left(-\Gamma_{q} t\right)\left[\frac{1+\mid \lambda_{\bar{f}}^{q}-2}{2} \cosh \frac{\Delta \Gamma_{q}}{2} t-\frac{1-\left|\lambda_{\bar{f}}^{q}\right|^{-2}}{2} \cos \Delta M_{q} t\right. \\
& \left.-\mathcal{R} e\left(\lambda_{\bar{f}}^{q-1}\right) \sinh \frac{\Delta \Gamma_{q}}{2} t+\mathcal{I} m\left(\lambda_{\bar{f}}^{q-1}\right) \sin \Delta M_{q} t\right] \tag{1.3.93}
\end{align*}
$$

There is only one transition left to be determined $d \Gamma\left[\bar{B}_{q}^{0} \rightarrow \bar{f}\right](t) / d t$. This can be obtained following the same procedure as for Eq. (1.3.93); however in this case we start with Eq. 1.3 .91 , replace $\lambda_{f}^{q}$ with $\lambda_{\bar{f}}^{q}$ and extract a global factor $\left|\lambda_{\bar{f}}^{q}\right|^{2}$, the result is

$$
\begin{align*}
\frac{d \Gamma\left[\bar{B}_{q}^{0} \rightarrow \bar{f}\right](t)}{d t}= & N_{f}\left|\bar{A}_{\bar{f}}^{q}\right|^{2} \exp \left(-\Gamma_{q} t\right)\left[\frac{1+\left|\lambda_{\bar{f}}^{q}\right|^{-2}}{2} \cosh \frac{\Delta \Gamma_{q}}{2} t+\frac{1-\left|\lambda_{\bar{f}}^{q}\right|^{-2}}{2} \cos \Delta M_{q} t\right. \\
& \left.-\mathcal{R} e\left(\lambda_{\bar{f}}^{q-1}\right) \sinh \frac{\Delta \Gamma_{q}}{2} t-\mathcal{I m}\left(\lambda_{\bar{f}}^{q-1}\right) \sin \Delta M_{q} t\right] \tag{1.3.94}
\end{align*}
$$

Notice that in Eq. 1.3 .93 ) and Eq. 1.3 .94 we have taken $N_{f}=N_{\bar{f}}$ because the normalization factor is only dependent on the kinematics.
The main results of this section are the formulas in Eq. 1.3.90, 1.3.91, 1.3.93) and Eq. (1.3.94), they can be simplified in certain cases, e.g. flavour specific decays. A decay $B_{q}^{0} \rightarrow f_{f s}$ is considered flavour specific if two conditions hold:

1. $\left\langle f_{f s} \mid \bar{B}_{q}^{0}\right\rangle=0$ and $\left\langle\bar{f}_{f s} \mid B_{q}^{0}\right\rangle=0$ leading to $\lambda_{f}^{q}=0$ and $\left(\lambda_{\bar{f}}^{q}\right)^{-1}=0$
2. there is no direct $\mathcal{C P}$ violation, then $\left|A_{f}^{q}\right|=\left|\bar{A}_{\bar{f}}^{q}\right|$.

Examples of flavour specific decays are $B_{s}^{0} \rightarrow D_{s}^{-} \pi^{+}, B_{s}^{0} \rightarrow X_{s} l^{+} \nu_{l}$ and $B_{d}^{0} \rightarrow$ $X_{d} l^{+} \nu_{l}$. If we apply the first set of conditions defining $\operatorname{direct} \mathcal{C P}$ violation we get

$$
\begin{align*}
& \frac{d \Gamma\left[B_{q}^{0} \rightarrow f_{f s}\right](t)}{d t}=\frac{1}{2} N_{f}\left|A_{f}^{q}\right|^{2} \exp \left(-\Gamma_{q} t\right)\left(\cosh \frac{\Delta \Gamma_{q}}{2} t+\cos \Delta M_{q} t\right) \\
& \frac{d \Gamma\left[\bar{B}_{q}^{0} \rightarrow f_{f s}\right](t)}{d t}=\frac{1}{2} N_{f}\left|A_{f}^{q}\right|^{2}\left|\frac{p}{q}\right|^{2} \exp \left(-\Gamma_{q} t\right)\left(\cosh \frac{\Delta \Gamma_{q}}{2} t-\cos \Delta M_{q} t\right) \\
& \frac{d \Gamma\left[B_{q}^{0} \rightarrow \bar{f}_{f s}\right](t)}{d t}=\frac{1}{2} N_{f}\left|\bar{A}_{\bar{f}}^{q}\right|^{2}\left|\frac{q}{p}\right|^{2} \exp \left(-\Gamma_{q} t\right)\left(\cosh \frac{\Delta \Gamma_{q}}{2} t-\cos \Delta M_{q} t\right) \\
& \frac{d \Gamma\left[\bar{B}_{q}^{0} \rightarrow \bar{f}_{f s}\right](t)}{d t}=\frac{1}{2} N_{f}\left|\bar{A}_{f}^{q}\right|^{2} \exp \left(-\Gamma_{q} t\right)\left(\cosh \frac{\Delta \Gamma_{q}}{2} t+\cos \Delta M_{q} t\right) \tag{1.3.95}
\end{align*}
$$

we will come back to these formulas soon when studying $\mathcal{C P}$ violation in mixing.

### 1.3.5 CP violation in decay

$\mathcal{C P}$ violation in decay is also called direct $\mathcal{C P}$ violation and is defined by $\left|\bar{A}_{\bar{f}}^{q} / A_{f}^{q}\right| \neq 1$, this can be translated to the following inequality in terms of decay probabilities $P\left(B_{q}^{0} \rightarrow f\right) \neq P\left(\bar{B}_{q}^{0} \rightarrow \bar{f}\right)$. If $\mathcal{C P}$ violation in decay occurs the following asymmetry is non-vanishing

$$
\begin{equation*}
\mathcal{A}_{\text {decay }}=\frac{\Gamma\left[\bar{B}_{q}^{0} \rightarrow \bar{f}\right]-\Gamma\left[B_{q}^{0} \rightarrow f\right]}{\Gamma\left[\bar{B}_{q}^{0} \rightarrow \bar{f}\right]+\Gamma\left[B_{q}^{0} \rightarrow f\right]} . \tag{1.3.96}
\end{equation*}
$$

If the effects of mixing are neglected as a first approximation, i. e. $\Delta \Gamma_{q}=0$ and $\Delta M_{q}=0$, we get the following simplified formula for the previous asymmetry

$$
\begin{equation*}
\mathcal{A}_{\text {decay }}=\frac{\left|\frac{\bar{A}_{f}}{A_{f}}\right|^{2}-1}{\left|\frac{\bar{A}_{f}}{A_{f}}\right|^{2}+1} . \tag{1.3.97}
\end{equation*}
$$

This type of $\mathcal{C P}$ violation is only posssible if the decay amplitude has contributions from at least two diagrams with partial amplitudes $A_{1}$ and $A_{2}$ with different weak $\phi_{1,2}$ and strong $\delta_{1,2}$ phases such that the final amplitude and its $\mathcal{C P}$ conjugate are

$$
\begin{align*}
A_{f} & =\left|A_{1}\right| \exp \left(i\left[\delta_{1}+\phi_{1}\right]\right)+\left|A_{2}\right| \exp \left(i\left[\delta_{2}+\phi_{2}\right]\right), \\
\bar{A}_{\bar{f}} & =\left|A_{1}\right| \exp \left(i\left[\delta_{1}-\phi_{1}\right]\right)+\left|A_{2}\right| \exp \left(i\left[\delta_{2}-\phi_{2}\right]\right) \tag{1.3.98}
\end{align*}
$$

If we define $\Delta \delta=\delta_{2}-\delta_{1}$ and $\Delta \phi=\phi_{2}-\phi_{1}$, we can square the amplitudes to obtain

$$
\begin{align*}
\left|A_{f}\right|^{2} & =\left|A_{1}\right|^{2}+\left|A_{2}\right|^{2}+2\left|A_{1}\right|\left|A_{2}\right| \cos (\Delta \delta+\Delta \phi) \\
& =\left|A_{1}\right|^{2}+\left|A_{2}\right|^{2}+2\left|A_{1}\right|\left|A_{2}\right|(\cos \Delta \delta \cos \Delta \phi-\sin \Delta \delta \sin \Delta \phi), \\
\left|\bar{A}_{\bar{f}}\right|^{2} & =\left|A_{1}\right|^{2}+\left|A_{2}\right|^{2}+2\left|A_{1}\right|\left|A_{2}\right|(\cos \Delta \delta \cos \Delta \phi+\sin \Delta \delta \sin \Delta \phi) . \tag{1.3.99}
\end{align*}
$$

Plugging Eq. (1.3.99) into Eq. (1.3.97) we get

$$
\begin{equation*}
\mathcal{A}_{\text {decay }}=\frac{2\left|A_{1}\right|\left|A_{2}\right| \sin \Delta \delta \sin \Delta \phi}{\left|A_{1}\right|^{2}+\left|A_{2}\right|^{2}+2\left|A_{1}\right|\left|A_{2}\right| \cos \Delta \delta \cos \Delta \phi} . \tag{1.3.100}
\end{equation*}
$$

As an specific example consider the transition $B_{s}^{0} \rightarrow K^{-} \pi^{+}$and its $\mathcal{C P}$ conjugate version $\bar{B}_{s}^{0} \rightarrow K^{+} \pi^{-}$, in this case the individual amplitudes get contributions from penguins and tree level topologies. We then make the following identifications in our formula Eq.(1.3.99): $A_{1} \rightarrow A_{\text {tree }}$ and $A_{2} \rightarrow A_{\text {penguin }}$; in this case the difference $\Delta \delta$ corresponds to the CKM angle $\gamma=\arg \left(-\frac{V_{u d} V_{b b}^{*}}{V_{c d} V_{c b}^{*}}\right)$.

### 1.3.6 CP violation in mixing

The definition of $\mathcal{C P}$ violation in mixing is given in terms of the condition $|q / p| \neq 1$ and it implies the following inequality for the oscillation probabilities $P\left(B_{q}^{0} \rightarrow \bar{B}_{q}^{0}\right) \neq$ $P\left(\bar{B}_{q}^{0} \rightarrow B_{q}^{0}\right)$. To get a deeper understanding of $\mathcal{C P}$ violation in mixing, using Eq. (1.3.54) and (1.3.48) we calculate the ratio

$$
\begin{align*}
\left|\frac{q}{p}\right|^{4} & =\left(\frac{2 M_{12}+i \Gamma_{12}}{2 M_{12}^{*}+i \Gamma_{12}^{*}}\right)\left(\frac{2 M_{12}^{*}-i \Gamma_{12}^{*}}{2 M_{12}-i \Gamma_{12}}\right) \\
& =\frac{\left|M_{12}\right|^{2}+\left|\Gamma_{12}\right|^{2} / 4-\left|M_{12}\right|\left|\Gamma_{12}\right| \sin \phi_{12}}{\left|M_{12}\right|^{2}+\left|\Gamma_{12}\right|^{2} / 4+\left|M_{12}\right|\left|\Gamma_{12}\right| \sin \phi_{12}} . \tag{1.3.101}
\end{align*}
$$

From the previous equation we can see that there is no $\mathcal{C P}$ violation in mixing if $\phi_{12}=0$. As for Eq. (1.3.100) we construct an asymmetry to quantify the effects of $\mathcal{C P}$ violation in mixing for flavour specific decays $f_{f s}$ with the help of Eq. 1.3.95)

$$
\begin{align*}
\mathcal{A}_{C P_{m i x}} & =\frac{d \Gamma\left[\bar{B}_{q}^{0} \rightarrow f_{f s}\right](t) / d t-d \Gamma\left[B_{q}^{0} \rightarrow \bar{f}_{f s}\right](t) / d t}{d \Gamma\left[\bar{B}_{q}^{0} \rightarrow f_{f s}\right](t) / d t+d \Gamma\left[B_{q}^{0} \rightarrow \bar{f}_{f s}\right](t) / d t} \\
& =\frac{\left|\frac{p}{q}\right|^{2}-\left|\frac{q}{p}\right|^{2}}{\left|\frac{p}{q}\right|^{2}+\left|\frac{q}{p}\right|^{2}}=\frac{1-\left|\frac{q}{p}\right|^{4}}{1+\left|\frac{q}{p}\right|^{4}}=-\frac{2\left|M_{12}\right|\left|\Gamma_{12}\right| \sin \phi_{12}}{2\left|M_{12}\right|^{2}+\frac{\left|\Gamma_{12}\right|^{2}}{2}} \tag{1.3.102}
\end{align*}
$$

In the case of $B_{d}^{0}$ and $B_{s}^{0}$ mesons we can simplify the previous equation a bit further considering that $\left|\Gamma_{12}\right| \ll\left|M_{12}\right|$, then we obtain

$$
\begin{equation*}
\mathcal{A}_{C P_{\operatorname{mix}}} \approx \frac{\left|\Gamma_{12}\right|}{\left|M_{12}\right|} \sin \phi_{12}=a_{s l} . \tag{1.3.103}
\end{equation*}
$$

Where $a_{s l}$ is called semileptonic asymmetry since it is common to use flavour specific semileptonic decays such as $B_{s}^{0} \rightarrow X_{s} l^{+} \nu_{l}$ and $B_{d}^{0} \rightarrow X_{d} l^{+} \nu_{l}$ for the measurement of $\mathcal{A}_{C P_{m i x}}$. We will discuss in more detail the semileptonic asymmetries $a_{s l}^{s}$ and $a_{s l}^{d}$ corresponding to the neutral $B_{s}^{0}$ and $B_{d}^{0}$ respectively in the next chapter.

### 1.3.7 CP violation in interference between a decay with and without mixing

We are now interested in $\mathcal{C P}$ violation arising from the interference between mixing and decay, this is also called mixing induced $\mathcal{C P}$ violation. We consider final states $f$ into which both the $B_{q}^{0}$ and the $\bar{B}_{q}^{0}$ can decay. This allows interference between the transitions $B_{q}^{0} \rightarrow f$ and $B_{q}^{0} \rightarrow \bar{B}_{q}^{0} \rightarrow f$, leading to a relative phase responsible for the $\mathcal{C P}$ violation effect. In this section our analysis is given in terms of the following asymmetry

$$
\begin{equation*}
\mathcal{A}_{f C P}(t)=\frac{d \Gamma\left[\bar{B}_{q}^{0} \rightarrow f\right](t) / d t-d \Gamma\left[B_{q}^{0} \rightarrow f\right](t) / d t}{d \Gamma\left[\bar{B}_{q}^{0} \rightarrow f\right](t) / d t+d \Gamma\left[B_{q}^{0} \rightarrow f\right](t) / d t} . \tag{1.3.104}
\end{equation*}
$$

After substituting Eq. (1.3.90) and Eq.(1.3.91) in Eq. (1.3.104), neglecting $\mathcal{C P}$ violation in mixing $\left|\frac{p}{q}\right| \approx 1$ and taking into account that for neutral $B_{q}^{0}$ mesons $\Delta \Gamma_{q}<\Delta M_{q}$, we get

$$
\begin{align*}
\mathcal{A}_{f C P}(t) & =-\frac{1-\left|\lambda_{f}^{q}\right|^{2}}{1+\left|\lambda_{f}^{q}\right|^{2}} \cos \Delta M_{q} t+\frac{2 \mathcal{I} m\left(\lambda_{f}^{q}\right)}{1+\left|\lambda_{f}^{q}\right|^{2}} \sin \Delta M_{q} t \\
& =S_{f} \sin \Delta M_{q} t-C_{f} \cos \Delta M_{q} t, \tag{1.3.105}
\end{align*}
$$

where

$$
\begin{equation*}
C_{f}=\frac{1-\left|\lambda_{f}^{q}\right|^{2}}{1+\left|\lambda_{f}^{q}\right|^{2}}, \quad S_{f}=\frac{2 \mathcal{I} m\left(\lambda_{f}^{q}\right)}{1+\left|\lambda_{f}^{q}\right|^{2}} . \tag{1.3.106}
\end{equation*}
$$

Of particular interest are final states that are also $\mathcal{C P}$ eigenstates because the $B_{q}^{0}$ and the $\bar{B}_{q}^{0}$ mesons decay into them at equal rates. For $\mathcal{C P}$ eigenstates

$$
\begin{equation*}
\left|\bar{f}_{C P}\right\rangle=\mathcal{C P}\left|f_{C P}\right\rangle=\eta_{f}\left|f_{C P}\right\rangle \quad \text { and } \quad \bar{A}_{f C P}=\eta_{f} \bar{A}_{\bar{f} C P}, \tag{1.3.107}
\end{equation*}
$$

with $\eta=1$ for $\mathcal{C P}$ even states and $\eta=-1$ for $\mathcal{C P}$ odd states. We can then rewrite the $\lambda^{q}$ factor in Eq. (1.3.89) as

$$
\begin{equation*}
\lambda_{f C P}^{q}=\eta_{f} \frac{\bar{A}_{\bar{f}_{C P}}}{A_{f C P}} \frac{q}{p}, \tag{1.3.108}
\end{equation*}
$$

and the coefficient $C_{f}$ can be simplified to $C_{f C P}=\left(1-\left|\frac{\bar{A}_{\bar{f} C P}}{A_{f C P}}\right|^{2}\right) /\left(1+\left|\frac{\bar{A}_{\bar{f} C P}}{A_{f C P}}\right|^{2}\right)$. Up to one sign, the previous expression is the same as Eq. (1.3.97) obtained from CP violation in decay, therefore $C_{f}$ determines the $\mathcal{C P}$ violation in decay component inside Eq. 1.3.104). In the case of $\mathcal{C P}$ eigenstates there is no $\mathcal{C P}$ violation in mixing and no $\mathcal{C P}$ violation in decay (this last condition holds because according to Eq. 1.3.107 ) $\left.\left|\bar{A}_{\bar{f} C P}\right|=\left|A_{f C P}\right|\right)$, consequently $C_{f}=0$ and we get the simplified Equation for the asymmetry Eq. 1.3.105

$$
\begin{equation*}
\mathcal{A}_{f C P}(t)=S_{f C P} \sin \Delta M t \tag{1.3.109}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{f}=\operatorname{I} m\left(\lambda_{f C P}\right)=\eta_{f} \mathcal{I} m\left(\frac{\bar{A}_{\bar{f} C P}}{A_{f C P}} \frac{q}{p}\right) . \tag{1.3.110}
\end{equation*}
$$

If in addition there is only one CKM structure contributing to the decay amplitude (this holds when the effect from penguins can be neglected) we write the amplitudes in Eq. 1.3.110) in terms of a single strong $\phi^{\text {strong }}$ and a single weak phase $\phi^{C K M}$

$$
\begin{equation*}
A_{f C P}=A_{j} e^{i\left(\phi^{s t r o n g}+\phi^{C K M}\right)}, \quad \bar{A}_{\bar{f} C P}=A_{j} e^{i\left(\phi^{\text {strong }}-\phi^{C K M}\right)} \tag{1.3.111}
\end{equation*}
$$

As it has been stated already for $B_{q}^{0}(q=s, d)$ systems $\left|\Gamma_{12}\right| \ll\left|M_{12}\right|$, then Eq.(1.3.57) can be simplified to

$$
\begin{equation*}
\frac{q}{p} \approx \frac{M_{12}^{*}}{\left|M_{12}\right|} . \tag{1.3.112}
\end{equation*}
$$

For neutral $B_{s, d}^{0}$ mesons the phase of $M_{12}^{*}$ is twice the negative value of the CKM phase $\beta_{s, d}$ defined in Eq. 1.4.116) T , therefore

[^0]\[

$$
\begin{equation*}
\frac{q}{p} \approx e^{-2 i \beta_{q}} \tag{1.3.113}
\end{equation*}
$$

\]

Combining the complex phases from Eq. (1.3.111) and Eq.(1.3.113) we can finally write

$$
\begin{equation*}
S_{f}=\eta_{f} \sin \left(-2 \beta_{q}-2 \phi_{j}^{C K M}\right) \tag{1.3.114}
\end{equation*}
$$

As an example we quote the value for the asymmetry $S_{f}$ when it is calculated from the decay $B_{s}^{0} \rightarrow J / \psi \phi$, in this case the leading CKM structure is just $\beta_{s}$ and we obtain

$$
\begin{equation*}
S_{f}=-\eta_{f} \sin 2 \beta_{s} \tag{1.3.115}
\end{equation*}
$$

### 1.4 The CKM angles

In this section we center our discussion on the measurement of the CKM angles defined by the second of the unitarity conditions in Eq. 1.2 .34 whose graphical representation corresponds to the triangle shown in Fig.1.1. The definition of the angles in terms of the CKM elements can be read directly from Fig 1.1. Moreover, they can be written at leading order using the Wolfenstein parameterization introduced in Eq.(1.2.37) as

$$
\begin{align*}
\beta & =\phi_{1}=\arg \left(-\frac{V_{c d} V_{c b}^{*}}{V_{t d} V_{t b}^{*}}\right) \approx \arg \left(\frac{1}{1-\rho-i \eta}\right) \\
\alpha & =\phi_{2}=\arg \left(-\frac{V_{t d} V_{t b}^{*}}{V_{u d} V_{u b}^{*}}\right) \approx \arg \left(-\frac{1-\rho-i \eta}{\rho+i \eta}\right), \\
\gamma & =\phi_{3}=\arg \left(-\frac{V_{u d} V_{u b}^{*}}{V_{c d} V_{c b}^{*}}\right) \approx \arg (\rho+i \eta) . \tag{1.4.116}
\end{align*}
$$

In the following subsections we elaborate briefly on how these angles are determined, the CKM angle $\gamma$ will be of particular interest in Chapter4 where we will analyse how possible new physics effects at tree level can affect the precision on its determination.

### 1.4.1 $\beta / \phi_{1}$

The CKM angle $\beta$ is measured as an effect of $\mathcal{C P}$ violation in interference through the following asymmetry for neutral $B_{d}^{0}, \bar{B}_{d}^{0}$ mesons - see Eq. 1.3.105) -

$$
\begin{align*}
\mathcal{A}_{f C P}(t) & =\frac{d \Gamma\left[\bar{B}_{d}^{0} \rightarrow f\right](t) / d t-d \Gamma\left[B_{d}^{0} \rightarrow f\right](t) / d t}{d \Gamma\left[\bar{B}_{d}^{0} \rightarrow f\right](t) / d t+d \Gamma\left[B_{d}^{0} \rightarrow f\right](t) / d t} \\
& =S_{f} \sin \Delta M_{d} t-C_{f} \cos \Delta M_{d} t . \tag{1.4.117}
\end{align*}
$$

We are interested in final $\mathcal{C P}$ eigenstates $f$ for which $C_{f}=0$ and $S_{f}=2 \mathcal{I} m \lambda_{f}^{d} /(1+$ $\left.\left|\lambda_{f}^{d}\right|^{2}\right)=-\eta_{f} \sin 2 \phi$ where $\lambda_{f}^{d}$ is the ratio of the transition amplitudes introduced in Eq.(1.3.89), $\eta_{f}$ is the $\mathcal{C P}$ eigenvalue of $f$ and $2 \phi$ is the phase difference between the decay paths $B_{d}^{0} \rightarrow f$ and $B_{d}^{0} \rightarrow \bar{B}_{d}^{0} \rightarrow f$, see Section 1.3.7. $\beta$ can be determined through $b \rightarrow c \bar{c} s$ transitions to final $\mathcal{C P}$ eigenstates such as $B_{d}^{0} \rightarrow J / \psi K_{L}^{0}$ for which the ratio of amplitudes $\lambda_{f}^{d}$ is

$$
\begin{equation*}
\lambda_{f}^{d}=\left(\frac{V_{t b}^{*} V_{t d}}{V_{t b} V_{t d}^{*}}\right)\left(\eta_{f} \frac{V_{c b} V_{c s}^{*}}{V_{c b}^{*} V_{c s}}\right)\left(\frac{V_{c d}^{*} V_{c s}}{V_{c d} V_{c s}^{*}}\right)=-\eta_{f} \sin 2 \beta . \tag{1.4.118}
\end{equation*}
$$

The combination of CKM factors inside the first round bracket arises from the ratio $q / p$ introduced in Eq. 1.3.55). The content of the second bracket comes from the tree level B decay amplitude, finally the third bracket is the result of $K^{0}-\bar{K}^{0}$ mixing (18).

In addition to the tree level amplitude $T$ there are also contributions from penguin diagrams with partial amplitudes $V_{u b} V_{u s}^{*} P^{u}, V_{c b} V_{c s}^{*} P^{c}, V_{t b} V_{t s}^{*} P^{t}$ where the quarks running inside the loop are the up, the charm and the top respectively. Schematically we can write

$$
\begin{align*}
A_{c \bar{c} s} & =V_{c b} V_{c s}^{*} T+V_{u b} V_{u s}^{*} P^{u}+V_{c b} V_{c s}^{*} P^{c}+V_{t b} V_{t s}^{*} P^{t} \\
& =V_{c b} V_{c s}^{*}\left(T+P^{c}-P^{t}\right)+V_{u b} V_{u s}^{*}\left(P^{u}-P^{t}\right), \tag{1.4.119}
\end{align*}
$$

where we have used the third unitarity condition in Eq. (1.2.34) to eliminate the product $V_{t b} V_{t s}^{*}$ in terms of $V_{c b} V_{c s}^{*}$ and $V_{u b} V_{u s}^{*}$. Considering $\left|\left(V_{u b} V_{u s}^{*}\right) /\left(V_{c b} V_{c s}^{*}\right)\right| \approx \mathcal{O}\left(\lambda^{3}\right)$ we see that, the weak phase contribution arising from penguins is suppressed in comparison with the tree level weak phase by a factor of at least order $\lambda^{3}$. The current world average for $\beta$ based on the decay channels $B_{d}^{0} \rightarrow$ charmonium $K_{S, L}^{0}$ using data from ALEPH, OPAL, CDF, LHCb, Babar and Belle is [1]

$$
\begin{equation*}
\sin 2 \beta=0.691 \pm 0.017 \tag{1.4.120}
\end{equation*}
$$

Other options for the measurement of $\beta$ are decays mediated by the transition $b \rightarrow c \bar{c} d$ such as $B_{d}^{0} \rightarrow J / \psi \pi^{0}, B_{d}^{0} \rightarrow D^{+} D^{-}$and $B_{d}^{0} \rightarrow D^{(*)+} D^{(*)-}$; however, in
these cases the contributions from tree level and penguin diagrams are of the same order in the CKM structure and each one of them introduces a different weak phase arising from the CKM combinations $V_{c b}^{*} V_{c d}$ and $V_{t b}^{*} V_{t d}$ respectively. Consequently these options are less clean than the ones based on charmonium.
The CKM phase $\beta$ can also be determined from the penguin free transition $b \rightarrow c \bar{u} d$ for final states common to both $B_{d}^{0}$ and $\bar{B}_{d}^{0}$. The world average value available at the moment uses data from BABAR and Belle and is based on the $\mathcal{C P}$ even final states: $D \pi^{0}, D \eta, D \omega, D^{*} \pi^{0}$ and $D^{*} \eta$ with the secondary decays $D^{*} \rightarrow D \pi^{0}$ and $D \rightarrow K_{S} \pi^{+} \pi^{-}$. Based on this method the final world average available is $\sin 2 \beta=0.63 \pm 0.11$ [1].

Considering that the penguin dominated transitions $b \rightarrow s \bar{q} q$ have the same weak phase as the tree level decay chain $b \rightarrow c \bar{c} s, V_{t b}^{*} V_{t s}=-V_{c b}^{*} V_{c s}\left(1+\mathcal{O}\left(\lambda^{2}\right)\right)$. Decays such as $B_{s}^{0} \rightarrow \phi \phi, B^{0} \rightarrow \phi K^{0}$ and $B^{0} \rightarrow \eta^{\prime} K^{0}$ can be used to extract $\beta$ in the SM. These penguins are sensitive to possible BSM phases that could result into $S_{f} \neq-\eta_{f} \sin 2 \beta$ and $C_{f} \neq 0$. Among the decays used in [1] within this category we have $B \rightarrow \pi^{0} K_{S}^{0}, K_{S}^{0} K_{S}^{0} K_{S}^{0}, \rho^{0} K_{S}, \omega K_{S}$ leading to the current naive penguin average $\sin 2 \beta=0.655 \pm 0.032$ [1].

### 1.4.2 $\gamma / \phi_{3}$

As can be seen in the third of Eq. 1.4 .116 ) the phase $\gamma$ does not depend on the CKM elements involving the top quark, this is one of reasons that make its determination from tree level processes possible. The experimental extraction of $\gamma$ takes advantage of the interference between the transitions $B^{-} \rightarrow D^{0} K^{-}$and $B^{-} \rightarrow \bar{D}^{0} K^{-}$, with $D^{0}$ and $\bar{D}^{0}$ decaying to common final states $f_{D}$. At quark level the transitions $B^{-} \rightarrow D^{0} K^{-}$and $B^{-} \rightarrow \bar{D}^{0} K^{-}$correspond to the decay chains $b \rightarrow c \bar{u} s$ and $b \rightarrow u \bar{c} s$ respectively; the CKM angle $\gamma$ can be extracted from the ratio

$$
\begin{equation*}
r_{B} e^{\left(\delta_{B}-\gamma\right)}=\frac{\mathcal{A}\left(B^{-} \rightarrow \bar{D}^{0} K^{-}\right)}{\mathcal{A}\left(B^{-} \rightarrow D^{0} K^{-}\right)} \tag{1.4.121}
\end{equation*}
$$

where the weak phase arises from $\left(V_{u b} V_{c s}^{*}\right) /\left(V_{c b} V_{u s}^{*}\right)$ and $\delta_{B}$ is the relative strong phase.

The different experimental methods available for the determination of $\gamma$ depend on the final state $f_{D}$ considered. In the GLW method proposed by Gronau, London and Wyler [19], 20 decays of the $D^{0}$ and the $\bar{D}^{0}$ meson to common $\mathcal{C P}$ eigenstates are taken into account: this includes $\mathcal{C P}$ even states such as $K^{+} K^{-}$as well as $\mathcal{C P}$ odd states such as $K_{S}^{0} \pi^{0}$. One of the problems with the GLW method is that the process $B^{-} \rightarrow K^{-} \bar{D}^{0}$ is colour suppressed whereas $B^{-} \rightarrow K^{-} D^{0}$ is colour allowed, consequently the ratio $r_{B}$ is relatively small ( $r_{B} \approx 0.1-0.2$ ) making it difficult to measure. In order to deal with this technical issue Atwood, Dunietz and Soni [21], [22] -ADS- suggested to focus on final decay states where Cabibbo allowed decay $\bar{D}^{0}$ and doubly Cabibbo-suppressed $D^{0}$ decays interfere. One example is the transition $B^{-} \rightarrow\left[K^{+} \pi^{-}\right]_{D} K^{-}$, that can be obtained through two channels: the Cabibbo favored decay $B^{-} \rightarrow D^{0} K^{-}$followed by the double Cabibbo suppressed process $D^{0} \rightarrow K^{+} \pi^{-}$, or the Cabibbo suppressed transition $B^{-} \rightarrow \bar{D}^{0} K^{-}$followed by the Cabibbo favored decay $\bar{D}^{0} \rightarrow K^{+} \pi^{-}$. Several studies using the GLW and the ADS method have been made by the B factories [23], the CDF collaboration 24] and the LHCb collaboration [25].

Another method for the determination of $\gamma$ was proposed by Giri, Grossman, Soffer and Zupan (GGSZ) [26] and is based on the Dalitz plot study of three body decays of the D meson in $B^{ \pm} \rightarrow D K^{ \pm}$to final states such as $K_{S}^{0} \pi^{+} \pi^{-}, K_{S}^{0} K^{+} K^{-}$and $\pi^{+} \pi^{-} \pi^{0}$. In particular the mode $D^{0} \rightarrow K_{S}^{0} \pi^{+} \pi^{-}$has three advantages:

- large branching fraction,
- high sensitivity to $\gamma$ because of the large interference between the processes $D^{0} \rightarrow K_{S}^{0} \pi^{+} \pi^{-}$and $\bar{D}^{0} \rightarrow K_{S}^{0} \pi^{+} \pi^{-}$,
- rich resonant structure, which provides large variations of the strong phase in D decays leading to a good sensitivity in the measurement of $\gamma$ and low dependency on the strong phase $\delta_{B}$.

With the GGSZ method Belle and BABAR measured $\gamma=\left(78.4_{-11.6^{\circ}}^{+10.8^{\circ}} \pm 3.6^{\circ} \pm 8.9\right)^{\circ}$ [27] and $\gamma=(68 \pm 14 \pm 4 \pm 3)^{\circ}$ [28] respectively where the last uncertainty arises from the D-decay modeling.

Combining the results from the three methods the values for $\gamma$ reported by BaBar, Belle and LHCb collaborations are $\left(69_{-16}^{+17}\right)^{\circ}$ 29] $\left(68_{-14}^{+15}\right)^{\circ} 30$ and $\left(70.9_{-8.5}^{+7.1}\right)^{\circ} 31$ respectively, all the numbers quoted in this paragraph are summarized in the Section "Unitarity Triangle Parameters" of [1].

### 1.4.3 $\alpha / \phi_{2}$

The CKM angle $\alpha$ is measured using time-dependent $\mathcal{C P}$ asymmetries in $b \rightarrow u \bar{u} d$ dominated transitions. One complication arises from the fact that the $b \rightarrow d$ penguin decays and the tree level $b \rightarrow u \bar{u} d$ have a different CKM phase and their magnitudes are of the same size in $\lambda$. Among the different channels used for the extraction of $\alpha$ we have $B \rightarrow \pi \pi, \rho \pi, \rho \rho$.

The $B \rightarrow \pi \pi$ decays get a sizable contribution from $b \rightarrow d$ penguin amplitudes then if we use the asymmetry in Eq. 1.4.117) with $f=\pi^{+} \pi^{-}$the coefficient $S_{f}$ will no longer be proportional to $\sin (2 \alpha)$ but rather to $\sin \left(2 \alpha_{\text {eff }}\right)$ where $\alpha_{e f f}=\alpha+\Delta \alpha$ (in contrast with the results found for $\beta$ ), here $\Delta \alpha$ quantifies the effect from penguins. Due to the non negligible contribution from penguins we will have direct $\mathcal{C P}$ violation, thus $A_{f} \neq \bar{A}_{\bar{f}}$ as explained in Section 1.3 .5 implying $C_{f} \neq 0$ in Eq. 1.4.117). The determination of $\alpha$ from the final states $\pi \pi$ uses the isospin analysis based on the relationship $\frac{1}{\sqrt{2}} A_{\pi^{+} \pi^{-}}+A_{\pi^{0} \pi^{0}}-A_{\pi^{+} \pi^{0}}=0$ introduced in [32]. Using this method Belle excludes the range $23.8^{\circ}<\alpha<66.8^{\circ}$ at $1 \sigma$ level 33], on the other hand BaBar quotes $71.0^{\circ}<\alpha<109^{\circ}$ at the $68 \%$ C. L. [34] as stated in [1].

The determination of $\alpha$ through the decay $B \rightarrow \rho \rho$ is also based on an isospin analysis. Using the longitudinal polarization fractions in $B^{+} \rightarrow \rho^{+} \rho^{0}$ and $B^{0} \rightarrow$ $\rho^{+} \rho^{-}$it was found that the final states are almost $\mathcal{C} \mathcal{P}$-even only and also that the effect of penguins is small. The averages for the asymmetry coefficients $S_{\rho^{+} \rho^{-}}$and $C_{\rho^{+} \rho^{-}}$in Eq. 1.4.117) based on measurements from BaBar 35 and Belle 36 give $-0.14 \pm 0.13$ and $0.00 \pm 0.09$ respectively [1]. The results for $\alpha$ from BaBar based on $\rho \rho$ final states read $\alpha=\left(92.4_{-6.5}^{+6.0}\right)^{\circ}$ and $\alpha=(93.7 \pm 10.6)^{\circ}$ in the case of Belle 36]. Finally it is possible to determine $\alpha$ using the decays $B_{d}^{0} \rightarrow \pi^{+} \pi^{-} \pi^{0}$ [37], [38]. In this case the study is performed using a time dependent Dalitz plot analysis of the three body final state. One of the advantages of this method is that there is only
one discrete ambiguity since the variations of the strong phases in the interference regions of the $\rho^{+} \pi^{-}, \rho^{-} \pi^{+}$and $\rho^{0} \pi^{0}$ amplitudes are known. Using this method Belle reported [39] $68^{\circ}<\alpha<95^{\circ}$ at the $68.3 \%$ confidence level.

## Chapter 2

## Effective field theories in flavour physics

In this chapter we introduce the basics of the formalism of effective hamiltonians used in the calculation of hadronic amplitudes in flavour physics. In the first section we present the method in the case of current-current 1 transitions, followed by a discussion on the determination of the Wilson coefficients by matching the effective theory with the full SM calculation. We will see that this step leads to expressions with logarithms that can potentially break the perturbative expansions if there is a big gap between the matching scale and the effective scale. We show how this problem is solved using the renormalization group equations at leading and next to leading order in $\alpha_{s}$. Then we present the full $\Delta F=1$ effective Hamiltonian including electroweak and QCD penguins. We conclude with an overview on the $\Delta F=2$ Hamiltonian and show briefly its usage in the determination of the mixing observables $\Delta \Gamma_{q}$ and $\Delta M_{q}$ associated with neutral $B_{q}^{0}$ mesons. The approach followed here is based mainly on [10], [40] and the references cited therein.
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### 2.1 Current-current effective field theories

In order to illustrate the construction and application of effective Hamiltonians we consider the amplitude for the transition $b \rightarrow c \bar{u} d$. In the SM this decay is given by the diagram shown in Fig 2.1 and the corresponding amplitude is

$$
\begin{equation*}
A_{b \rightarrow c \bar{u} d}=i M_{W}^{2} \frac{G_{F}}{\sqrt{2}} V_{c b} V_{u d}^{*} \frac{\left[\bar{c}_{\alpha} \gamma^{\mu}\left(1-\gamma_{5}\right) b_{\alpha}\right]\left[\bar{d}_{\beta} \gamma_{\mu}\left(1-\gamma_{5}\right) u_{\beta}\right]}{k^{2}-M_{W}^{2}}, \tag{2.1.1}
\end{equation*}
$$

where $\alpha, \beta$ are colour indices and $G_{F}$ is the Fermi coupling defined in terms of the electroweak coupling constant $g$ as

$$
\begin{equation*}
G_{F}:=\frac{\sqrt{2} g^{2}}{8 M_{W}^{2}} \tag{2.1.2}
\end{equation*}
$$

We can expand the denominator in Eq. 2.1.1 in powers of $\frac{k^{2}}{M_{W}^{2}}$ considering that for the process of interest $k^{2} \ll M_{W}^{2}$ so that $A_{b \rightarrow c \bar{u} d}$ becomes

$$
\begin{align*}
A_{b \rightarrow c \bar{u} d} & =-i \frac{G_{F}}{\sqrt{2}} V_{c b} V_{u d}^{*}\left[\bar{c}_{\alpha} \gamma^{\mu}\left(1-\gamma_{5}\right) b_{\alpha}\right]\left[\bar{d}_{\beta} \gamma_{\mu}\left(1-\gamma_{5}\right) u_{\beta}\right]+\mathcal{O}\left(\frac{k^{2}}{M_{W}^{2}}\right) \\
& =-i \frac{G_{F}}{\sqrt{2}} V_{c b} V_{u d}^{*}\left(\bar{c}_{\alpha} b_{\alpha}\right)_{V-A}\left(\bar{d}_{\beta} u_{\beta}\right)_{V-A}+\ldots \tag{2.1.3}
\end{align*}
$$



Figure 2.1: Current-current transition $b \rightarrow c \bar{u} d$.
The result is then an "effective amplitude" where the $W$ boson has been "integrated out", the graphical representation of Eq. $\left(\begin{array}{l}2.1 .3)\end{array}\right)$ is shown in Fig. 2.2 .
The amplitude in Eq. (2.1.3) can be obtained through the following "effective Hamiltonian"

$$
\begin{equation*}
\hat{\mathcal{H}}_{e f f}=\frac{G_{F} V_{c b} V_{u d}^{*}}{\sqrt{2}}\left(\bar{c}_{\alpha} b_{\alpha}\right)_{V-A}\left(\bar{d}_{\beta} u_{\beta}\right)_{V-A} \tag{2.1.4}
\end{equation*}
$$



Figure 2.2: Effective diagram for the current-current transition $b \rightarrow c \bar{u} d$.

Next, we generalize Eq.(2.1.4) in order to account for higher order QCD perturbative corrections by writing $\hat{\mathcal{H}}_{\text {eff }}$ as

$$
\begin{equation*}
\hat{\mathcal{H}}_{e f f}=\frac{G_{F} V_{c b} V_{u d}^{*}}{\sqrt{2}}\left(C_{1} \hat{Q}_{1}+C_{2} \hat{Q}_{2}\right) . \tag{2.1.5}
\end{equation*}
$$

The operators $\hat{Q}_{1}$ and $\hat{Q}_{2}$ include the quark fields relevant to our process. The coefficients $C_{1}$ and $C_{2}$ in Eq. 2.1.5) are called "Wilson coefficients" 41-44, they can be thought as the coupling constants for the effective interactions in the operators $\hat{Q}_{1}$ and $\hat{Q}_{2}$.

Unless stated otherwise, in this thesis we follow the convention

$$
\begin{equation*}
\hat{Q}_{1}=\left(\bar{c}_{\alpha} b_{\beta}\right)_{V-A}\left(\bar{d}_{\beta} u_{\alpha}\right)_{V-A} \quad \hat{Q}_{2}=\left(\bar{c}_{\alpha} b_{\alpha}\right)_{V-A}\left(\bar{d}_{\beta} u_{\beta}\right)_{V-A} . \tag{2.1.6}
\end{equation*}
$$

Notice that the definitions in Eq. (2.1.6) are not unique, sometimes the colour structures of $\hat{Q}_{1}$ and $\hat{Q}_{2}$ appear interchanged in the literature, see for example 45.
In principle, to reproduce Eq. 2.1.3) only $\hat{Q}_{2}$ is required; however, $\hat{Q}_{1}$ arises when QCD loops are included, we will show this below.

Our expression for the effective Hamiltonian in Eq. 2.1.5) is an example of an Operator Product Expansion because the product of two charged current operators is expanded as a series of local operators multiplied by effective coupling constants $C_{1}$ and $C_{2}$. We will see at the end of this section that one of the most attractive features of the OPE is the factorization into short distance and long distance contributions given by the matrix elements of the effective operators and the Wilson coefficients respectively.

Now we present the procedure for the determination of the Wilson coefficients $C_{1}$ and $C_{2}$ at one loop in $\alpha_{s}$. To begin with we have to determine, in the full theory,


Figure 2.3: One loop QCD corrections to the current-current transition $b \rightarrow c \bar{u} d$ (their symmetric counterparts should also be taken into account).
the amplitude for the process $b \rightarrow c \bar{u} d$ including the set of topologies in Fig 2.1 and Fig 2.3. After doing the corresponding calculations the final expression for the amplitude in the full theory is

$$
\begin{align*}
A_{\text {full }}^{(0)}= & \frac{G_{F} V_{c b} V_{u d}^{*}}{\sqrt{2}}\left(\left[1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\varepsilon}+\ln \left[-\frac{\mu^{2}}{p^{2}}\right]\right)+\frac{3}{N} \frac{\alpha_{s}}{4 \pi} \ln \left[-\frac{M_{W}^{2}}{p^{2}}\right]\right]\left\langle\hat{Q}_{2}\right\rangle_{\text {Tree }}+\right. \\
& \left.-3 \frac{\alpha_{s}}{4 \pi} \ln \left[-\frac{M_{W}^{2}}{p^{2}}\right]\left\langle\hat{Q}_{1}\right\rangle_{\text {Tree }}\right)=A^{\prime(0)}\left\langle\hat{Q}_{2}\right\rangle_{\text {Tree }}+B^{\prime(0)}\left\langle\hat{Q}_{1}\right\rangle_{\text {Tree }}, \tag{2.1.7}
\end{align*}
$$

where

$$
\begin{align*}
A^{\prime(0)} & =1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\varepsilon}+\ln \left[-\frac{\mu^{2}}{p^{2}}\right]\right)+\frac{3}{N} \frac{\alpha_{s}}{4 \pi} \ln \left[-\frac{M_{W}^{2}}{p^{2}}\right] \\
B^{\prime(0)} & =-3 \frac{\alpha_{s}}{4 \pi} \ln \left[-\frac{M_{W}^{2}}{p^{2}}\right] \tag{2.1.8}
\end{align*}
$$

In Eq. (2.1.7) and Eq. 2.1 .8 p $p$ is the four momentum of the decaying $b$-quark, $N$ is the number of colours (here we consider $N=3$ ) and $C_{F}=\left(N^{2}-1\right) /(2 N)$. The flux of colour mediated by the gluon in the second and third diagrams in Fig 2.3 leads to the operator $\hat{Q}_{1}$ as an effect of $\mathcal{O}\left(\alpha_{s}\right)$. The tree level matrix elements of the operators $\hat{Q}_{1}$ and $\hat{Q}_{2}$ are given by $\left\langle\hat{Q}_{1}\right\rangle_{\text {Tree }}$ and $\left\langle\hat{Q}_{2}\right\rangle_{\text {Tree }}$ respectively. The loop integrals were calculated using dimensional regularization. It is found that only the first topology in Fig 2.3 is divergent and the corresponding pole is the $1 / \varepsilon$ factor in Eq.(2.1.7), the other loop topologies are finite and do not need to be regularized. The next step is to focus our attention on the calculation within the effective theory; we will use our results from Eq.(2.1.7) and Eq.(2.1.8) later. Firstly we evaluate the insertion of $\hat{Q}_{1}$ and $\hat{Q}_{2}$ in the diagrams shown in Fig 2.4, they are the effective version of the full theory diagrams presented in Fig. 2.3, the results are
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$$
\begin{align*}
\left\langle\hat{Q}_{1}\right\rangle^{(0)}= & \left(1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\varepsilon}+\ln \left[-\frac{\mu^{2}}{p^{2}}\right]\right)\right)\left\langle\hat{Q}_{1}\right\rangle_{\text {Tree }} \\
& +\frac{3}{N} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\varepsilon}+\ln \left[-\frac{\mu^{2}}{p^{2}}\right]\right)\left\langle\hat{Q}_{1}\right\rangle_{\text {Tree }} \\
& -3 \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\varepsilon}+\ln \left[-\frac{\mu^{2}}{p^{2}}\right]\right)\left\langle\hat{Q}_{2}\right\rangle_{\text {Tree }} \\
\left\langle\hat{Q}_{2}\right\rangle^{(0)}= & \left(1+2 C_{F} \frac{\alpha_{s}}{4 \pi}\left[\frac{1}{\varepsilon}+\ln \left[-\frac{\mu^{2}}{p^{2}}\right]\right]\right)\left\langle\hat{Q}_{2}\right\rangle \text { Tree } \\
& +\frac{3}{N} \frac{\alpha_{s}}{4 \pi}\left(\frac{1}{\varepsilon}+\ln \left[-\frac{\mu^{2}}{p^{2}}\right]\right)\left\langle\hat{Q}_{2}\right\rangle_{\text {Tree }} \\
& -\frac{3 \alpha_{s}}{4 \pi}\left(\frac{1}{\varepsilon}+\ln \left(-\frac{\mu^{2}}{p^{2}}\right)\right)\left\langle\hat{Q}_{1}\right\rangle_{\text {Tree }} \tag{2.1.9}
\end{align*}
$$

Notice that the leading terms in Eq. (2.1.9) are obtained from the insertion of $\hat{Q}_{1}$ and $\hat{Q}_{2}$ in the diagram in Fig 2.2. Also there are now more $1 / \varepsilon$ poles, the reason is that the second and third topologies in Fig 2.4 lead to new divergences when calculated using dimensional regularization.


Figure 2.4: One loop QCD current-current diagrams in the effective theory, the $\otimes \otimes$ symbols denote the insertion of a 4 fermion operator $\hat{Q}_{i}$ (their symmetric counterparts should also be taken into account).

Before continuing it is convenient to discuss how the different $1 / \varepsilon$ divergences are removed from Eq. 2.1.9). The contribution $2 C_{F} \alpha_{s} /(4 \pi \varepsilon)$ can be eliminated when doing the matching with the full SM calculation because it also appears in the full theory amplitude in Eq. (2.1.7) and Eq. (2.1.8); it can also be removed by renormalizing the quark fields through the renormalization constant $Z_{q}^{-1 / 2}$ (see below). To get rid of the remaining divergences we have to perform an additional operator renor-
malization through the matrix $Z_{i j}$. Then we write the following equation between the bare $\left\langle Q_{j}^{(0)}\right\rangle$ and the renormalized matrix element $\left\langle Q_{j}\right\rangle$

$$
\begin{equation*}
\left\langle\hat{Q}_{i}^{(0)}\right\rangle=Z_{q}^{2} Z_{i j}\left\langle\hat{Q}_{j}\right\rangle \tag{2.1.10}
\end{equation*}
$$

Where $Z_{i j}$ are the elements of the renormalization matrix $\hat{Z}$; in our case we can easily identify

$$
\hat{Z}=1+\frac{\alpha_{s}}{4 \pi N \varepsilon}\left[\begin{array}{cc}
3 & -3 N  \tag{2.1.11}\\
-3 N & 3
\end{array}\right]
$$

where we have only considered the $1 / \varepsilon$ poles not multiplying the factor $2 C_{F} \alpha_{s} /(4 \pi)$. The renormalized operators $\hat{Q}_{j}$ read

$$
\begin{equation*}
\left\langle\hat{Q}_{1}\right\rangle=A\left\langle\hat{Q}_{1}\right\rangle_{\text {Tree }}+B\left\langle\hat{Q}_{2}\right\rangle_{\text {Tree }}, \quad\left\langle\hat{Q}_{2}\right\rangle=B\left\langle\hat{Q}_{1}\right\rangle_{\text {Tree }}+A\left\langle\hat{Q}_{2}\right\rangle_{\text {Tree }} \tag{2.1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
A=1+\frac{\alpha_{s}}{4 \pi} \ln \left[-\frac{\mu^{2}}{p^{2}}\right]\left(2 C_{F}+\frac{3}{N}\right), \quad B=-\frac{3 \alpha_{s}}{4 \pi} \ln \left[-\frac{\mu^{2}}{p^{2}}\right] . \tag{2.1.13}
\end{equation*}
$$

And the effective amplitude corresponding to the process $b \rightarrow c \bar{u} d$ can be written as

$$
\begin{align*}
\left\langle\hat{H}_{\mathrm{eff}}\right\rangle & =C_{1}\left\langle\hat{Q}_{1}\right\rangle+C_{2}\left\langle\hat{Q}_{2}\right\rangle \\
& =\left(C_{1} A+C_{2} B\right)\left\langle\hat{Q}_{1}\right\rangle_{\text {Tree }}+\left(C_{1} B+C_{2} A\right)\left\langle\hat{Q}_{2}\right\rangle_{\text {Tree }} \tag{2.1.14}
\end{align*}
$$

Before doing the matching between the effective theory and the full SM calculation we have to eliminate the $\varepsilon$ pole appearing in the amplitude in Eq. 2.1.7); here we remove this divergence by renormalizing the quark operators in the full SM as we did in Eq. 2.1.10, the new renormalized SM amplitude $A_{\text {full }}$ is identical to Eq. 2.1.7) but without the term including the divergent term $2 C_{F} \alpha_{s} /(4 \pi \varepsilon)$.
We are ready to match the renormalized SM amplitude $A_{\text {full }}^{(0)}$ in Eq. 2.1.7 with the effective theory determination in Eq. (2.1.14), the required condition reads

$$
\begin{equation*}
A_{\text {full }}^{(0)}=\left\langle\hat{H}_{\mathrm{eff}}\right\rangle \tag{2.1.15}
\end{equation*}
$$

Using Eq. (2.1.8) and Eq.(2.1.13) we find

$$
\begin{equation*}
C_{1} A+C_{2} B=B^{\prime}, \quad C_{1} B+C_{2} A=A^{\prime} \tag{2.1.16}
\end{equation*}
$$

where the coefficient $A^{\prime}$ is the same as $A^{\prime(0)}$ up to the term $2 C_{F} \alpha_{s} /(4 \pi \varepsilon)$ and $B^{\prime}=$ $B^{\prime(0)}$ in Eq. (2.1.8), and we can solve for $C_{1}$ and $C_{2}$ to get at order $\alpha_{s}$

$$
\begin{align*}
& C_{1}=\frac{A B^{\prime}-A^{\prime} B}{A^{2}-B^{2}} \approx B^{\prime}-B \approx-\frac{3 \alpha_{s}}{4 \pi} \ln \left[\frac{M_{W}^{2}}{\mu^{2}}\right] \\
& C_{2}=\frac{A^{\prime} A-B^{\prime} B}{A^{2}-B^{2}} \approx \frac{A^{\prime}}{A} \approx 1+3 \frac{\alpha_{s}}{4 \pi N} \ln \left[\frac{M_{W}^{2}}{\mu^{2}}\right] \tag{2.1.17}
\end{align*}
$$

This is the set of equations we were looking for, however they should be improved. The logarithms $\ln \left[\frac{M_{v}^{2}}{\mu^{2}}\right]$ can break our naive perturbative expansion if the difference between the scales $M_{W}$ and $\mu$ is large. We will discuss in Section 2.2.1 the resummation of these logarithms using the renormalization group equations.
As we mentioned at the beginning of this chapter one of the most attractive features of the OPE is the factorization into short distance and long distance contributions, this can be verified explicitly by looking at the logarithms appearing in the equations for the Wilson coefficients in Eq. (2.1.17) and in the renormalized versions of the matrix elements for the operators $\hat{Q}_{1}$ and $\hat{Q}_{2}$ shown next

$$
\begin{align*}
\left\langle\hat{Q}_{1}\right\rangle= & \left(1+2 C_{F} \frac{\alpha_{s}}{4 \pi} \ln \left[-\frac{\mu^{2}}{p^{2}}\right]+\frac{3}{N} \frac{\alpha_{s}}{4 \pi} \ln \left[-\frac{\mu^{2}}{p^{2}}\right]\right)\left\langle\hat{Q}_{1}\right\rangle_{\text {Tree }} \\
& -3 \frac{\alpha_{s}}{4 \pi} \ln \left[-\frac{\mu^{2}}{p^{2}}\right]\left\langle\hat{Q}_{2}\right\rangle_{\text {Tree }} \\
\left\langle\hat{Q}_{2}\right\rangle= & -\frac{3 \alpha_{s}}{4 \pi} \ln \left[-\frac{\mu^{2}}{p^{2}}\right]\left\langle\hat{Q}_{1}\right\rangle_{\text {Tree }} \\
& +\left(1+2 C_{F} \frac{\alpha_{s}}{4 \pi} \ln \left[-\frac{\mu^{2}}{p^{2}}\right]+\frac{3}{N} \frac{\alpha_{s}}{4 \pi} \ln \left[-\frac{\mu^{2}}{p^{2}}\right]\right)\left\langle\hat{Q}_{2}\right\rangle_{\text {Tree }} \tag{2.1.18}
\end{align*}
$$

The logarithms $\ln \left[-M_{W}^{2} / p^{2}\right]$ appearing in the full theory amplitude Eq. 2.1.7 can be factorized, at $\mathcal{O}\left(\alpha_{s}\right)$, according to the following schematic equation

$$
\begin{equation*}
1+\alpha_{s} \ln \left[-M_{W}^{2} / p^{2}\right]=\left(1+\alpha_{s} \ln \left[M_{W}^{2} / \mu^{2}\right]\right)\left(1+\alpha_{s} \ln \left[-\mu^{2} / p^{2}\right]\right) \tag{2.1.19}
\end{equation*}
$$

where all the short distance scales are in the factor $\left(1+\alpha_{s} \ln \left[M_{W}^{2} / \mu^{2}\right]\right)$ and the long distance ones in $\left(1+\alpha_{s} \ln \left[-\mu^{2} / p^{2}\right]\right)$. It can be seen that as a consequence of the effective theory approach described in this section, the short distance scales end up in the Wilson coefficients in Eq. 2.1.17) whereas the long distance contributions are contained in the matrix elements of the effective operators in Eq. 2.1.18).
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### 2.1.1 Operator renormalization

We make a small digression in order to compare two possible options to renormalise the effective amplitude computed from Eq. (2.1.9). The first one called composite operator renormalization was applied in the previous section, here the bare operators are renormalized according to

$$
\begin{equation*}
\hat{Q}_{i}^{(0)}=Z_{i j} \hat{Q}_{j}, \tag{2.1.20}
\end{equation*}
$$

where in this section repeated indices are implicitly summed over.
For the matrix elements we have

$$
\begin{equation*}
\left\langle\hat{Q}_{i}\right\rangle^{(0)}=Z_{i j} Z_{q}^{-2}\left\langle\hat{Q}_{j}\right\rangle, \tag{2.1.21}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\left\langle\hat{Q}_{j}\right\rangle=Z_{j i}^{-1} Z_{q}^{2}\left\langle\hat{Q}_{i}\right\rangle^{(0)}, \tag{2.1.22}
\end{equation*}
$$

where we have used

$$
\hat{q}^{(0)}=Z_{q}^{1 / 2} \hat{q} .
$$

Finally, we can express the fully renormalized amplitude as

$$
\begin{equation*}
A_{\mathrm{eff}}=C_{j}\left\langle\hat{Q}_{j}\right\rangle=Z_{j i}^{-1} Z_{q}^{2} C_{j}\left\langle\hat{Q}_{i}\right\rangle^{(0)}, \tag{2.1.23}
\end{equation*}
$$

where for simplicity we have dropped CKM factors and an overall constant $G_{F}$. Now we can show the relationship between this approach and the conventional counterterm procedure, for which the bare Wilson coefficients $C_{i}^{(0)}$ are renormalized according to $C_{i}^{(0)}=Z_{i j}^{c} C_{j}$ so that the effective Hamiltonian reads

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}=C_{i}^{(0)} \hat{Q}_{i}\left(\hat{q}^{(0)}\right)=Z_{i j}^{c} C_{j} Z_{q}^{2} \hat{Q}_{i}^{(0)}(\hat{q}), \tag{2.1.24}
\end{equation*}
$$

and the renormalized effective amplitude is given by

$$
\begin{equation*}
A_{\mathrm{eff}}=\left\langle H_{\mathrm{eff}}\right\rangle=Z_{i j}^{c} C_{j} Z_{q}^{2}\left\langle\hat{Q}_{i}\right\rangle^{(0)} \tag{2.1.25}
\end{equation*}
$$

If we compare Eq. (2.1.23) with Eq. (2.1.25) we find the following equality between $Z_{i j}^{-1}$ and $Z_{i j}^{c}$

$$
\begin{equation*}
Z_{j i}^{-1}=Z_{i j}^{c} . \tag{2.1.26}
\end{equation*}
$$

### 2.2 Renormalization group equations

In Eq. 2.1.17) the Wilson coefficients were calculated by matching the effective theory with the full SM calculation. It can be seen that large logarithms can occur when there is a big difference between the renormalization and the matching scales, $\mu$ and $M_{W}$ respectively, leading to a potential breakdown of perturbation theory. To cure this problem we should resum the logarithms to all orders through the renormalization group equations for the Wilson coefficients, this section is devoted to the description of this formalism.
To begin with, consider again Eq. 2.1.20) for composite operator renormalization

$$
\hat{Q}_{i}^{(0)}=Z_{i j} \hat{Q}_{j} .
$$

As usual in quantum field theory, the bare operator $\hat{Q}_{i}^{(0)}$ should be scale independent, consequently

$$
\begin{equation*}
\mu \frac{d \hat{Q}_{i}^{(0)}}{d \mu}=Z_{i j} \mu \frac{d \hat{Q}_{j}}{d \mu}+\mu \frac{d Z_{i j}}{d \mu} \hat{Q}_{j}=0 \Longrightarrow \mu \frac{d \hat{Q}_{j}}{d \mu}=-Z_{j k}^{-1} \mu \frac{d Z_{k i}}{d \mu} \hat{Q}_{i} \tag{2.2.27}
\end{equation*}
$$

and we define the anomalous dimension matrix as

$$
\begin{equation*}
\gamma_{i j}:=Z_{j k}^{-1} \mu \frac{d Z_{k i}}{d \mu} . \tag{2.2.28}
\end{equation*}
$$

The effective weak hamiltonian should also be independent of the renormalization scale $\mu$, therefore

$$
\begin{equation*}
\mu \frac{d \hat{H}_{\mathrm{eff}}}{d \mu}=\mu \frac{d}{d \mu}\left(C_{j} \hat{Q}_{j}\right)=0 \Longrightarrow \mu \frac{d C_{j}}{d \mu} \hat{Q}_{j}=-C_{j} \mu \frac{d \hat{Q}_{j}}{d \mu} \tag{2.2.29}
\end{equation*}
$$

and using Eq. 2.2 .27 ) and Eq. 2.2 .28 we get

$$
\begin{equation*}
\mu \frac{d C_{j}}{d \mu} \hat{Q}_{j}=-C_{j} \mu \frac{d \hat{Q}_{j}}{d \mu}=C_{j} Z_{j k}^{-1} \mu \frac{d Z_{k i}}{d \mu} \hat{Q}_{i}=C_{j} \gamma_{j i} \hat{Q}_{i} . \tag{2.2.30}
\end{equation*}
$$

Then the renormalization group equations for $C_{i}$ read

$$
\begin{equation*}
\mu \frac{d C_{i}}{d \mu}=\gamma_{j i} C_{j} . \tag{2.2.31}
\end{equation*}
$$

### 2.2.1 Resummed Wilson coefficients for tree level processes

We can now obtain generalized solutions for the Wilson coefficients $C_{1}$ and $C_{2}$ where the logarithms appearing in Eq. 2.1 .17 ) are resummed to all orders in perturbation
theory. As a first step we proceed with the explicit determination of the anomalous dimension matrix defined in Eq. 2.2 .28 ), this requires the calculation of the derivative of Eq. (2.1.11) with respect to the renormalization scale $\mu$

$$
\mu \frac{d \hat{Z}}{d \mu}=\frac{d \hat{Z}}{d \ln \mu}=\frac{1}{4 \pi N \varepsilon} \frac{d \alpha_{s}}{d \ln \mu}\left[\begin{array}{cc}
3 & -3 N  \tag{2.2.32}\\
-3 N & 3
\end{array}\right]
$$

To simplify Eq. 2.2 .32 ) it is convenient to introduce the $\mathrm{QCD} \beta$ function. In this work we use the following definition expressed in terms of $\alpha_{s}$ [13], 40]

$$
\begin{equation*}
\beta:=\frac{\mu}{2} \frac{d \alpha_{s}}{d \mu}=\frac{1}{2} \frac{d \alpha_{s}}{d \ln \mu}=-\varepsilon \alpha_{s}-\frac{\beta_{0}}{4 \pi} \alpha_{s}^{2}-\frac{\beta_{1}}{(4 \pi)^{2}} \alpha_{s}^{3}+\mathcal{O}\left(\alpha_{s}^{4}\right) . \tag{2.2.33}
\end{equation*}
$$

Where the required coefficients are

$$
\begin{equation*}
\beta_{0}=\frac{11 N-2 f}{3}, \quad \beta_{1}=\frac{34}{3} N^{2}-\frac{10}{3} N f-2 C_{F} f, \quad C_{F}=\frac{N^{2}-1}{2 N}, \tag{2.2.34}
\end{equation*}
$$

being $N$ the number of colours and $f$ the number of quark flavours.
Using Eq. (2.2.33) we write Eq. (2.2.32) at $\mathcal{O}\left(\alpha_{s}\right)$, as

$$
\mu \frac{d \hat{Z}}{d \mu}=-\frac{1}{2 \pi N} \alpha_{s}\left[\begin{array}{cc}
3 & -3 N  \tag{2.2.35}\\
-3 N & 3
\end{array}\right]
$$

and applying the definition of the anomalous dimension matrix in Eq. 2.2.28 we get at $\mathcal{O}\left(\alpha_{s}\right)$

$$
\hat{\gamma}=\hat{Z}^{-1} \mu \frac{d \hat{Z}}{d \mu}=-\frac{1}{2 \pi N} \alpha_{s}\left[\begin{array}{cc}
3 & -3 N  \tag{2.2.36}\\
-3 N & 3
\end{array}\right]=\frac{\alpha_{s}}{4 \pi} \hat{\gamma}^{(0)},
$$

with

$$
\hat{\gamma}^{(0)}=\frac{1}{N}\left[\begin{array}{cc}
-6 & 6 N  \tag{2.2.37}\\
6 N & -6
\end{array}\right] .
$$

The vector version of Eq. 2.2 .31 for the tree level Wilson coefficients $\vec{C}=\binom{C_{1}}{C_{2}}$ reads

$$
\begin{equation*}
\mu \frac{d \vec{C}}{d \mu}=\hat{\gamma}^{T} \vec{C} \tag{2.2.38}
\end{equation*}
$$

Using the chain rule and substituting the definition of the $\beta$ function given in Eq. (2.2.33) the left hand side of the previous equation can be rewritten as

$$
\begin{equation*}
\mu \frac{d \vec{C}}{d \mu}=\mu \frac{d \alpha_{s}}{d \mu} \frac{d \vec{C}}{d \alpha_{s}}=2 \beta \frac{d \vec{C}}{d \alpha_{s}} \tag{2.2.39}
\end{equation*}
$$

This allows us to obtain an alternative version of the renormalization group equations in terms of the strong coupling constant $\alpha_{s}$

$$
\begin{equation*}
\frac{d \vec{C}}{d \alpha_{s}}=\frac{\hat{\gamma}^{T}}{2 \beta} \vec{C} . \tag{2.2.40}
\end{equation*}
$$

To solve Eq. 2.2.40 we first diagonalize $\hat{\gamma}^{(0) T}$ through a similarity transformation according to

$$
\begin{equation*}
\hat{\gamma}^{(0) T}=\hat{V} \hat{\gamma}_{D}^{(0)} \hat{V}^{-1} \tag{2.2.41}
\end{equation*}
$$

with the rotation matrix given by

$$
\hat{V}=\hat{V}^{-1}=\frac{1}{\sqrt{2}}\left[\begin{array}{cc}
1 & 1 \\
1 & -1
\end{array}\right] \quad \text { and } \quad \hat{\gamma}_{D}^{(0)}=\left[\begin{array}{cc}
\frac{6 N-6}{N} & 0 \\
0 & -\frac{6 N+6}{N}
\end{array}\right]:=\left[\begin{array}{cc}
\gamma_{+}^{(0)} & 0 \\
0 & \gamma_{-}^{(0)}
\end{array}\right] .
$$

In the diagonal basis Eq. 2.2.40 becomes

$$
\begin{equation*}
\frac{d \vec{C}^{\prime}}{d \alpha_{s}}=\frac{\alpha_{s}}{4 \pi} \frac{\hat{\gamma}_{D}^{(0)}}{2 \beta} \vec{C}^{\prime}=-\frac{1}{2 \beta_{0} \alpha_{s}} \hat{\gamma}_{D}^{(0)} \vec{C}^{\prime} \tag{2.2.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\vec{C}^{\prime}=\sqrt{2} \hat{V}^{-1} \vec{C}=\binom{C_{1}+C_{2}}{C_{1}-C_{2}}:=\binom{C_{+}}{C_{-}} . \tag{2.2.43}
\end{equation*}
$$

The current-current operators in the diagonal and non diagonal basis are connected through

$$
\begin{equation*}
\hat{Q}_{+}=\frac{\hat{Q}_{1}+\hat{Q}_{2}}{2}, \quad \hat{Q}_{-}=\frac{\hat{Q}_{1}-\hat{Q}_{2}}{2} . \tag{2.2.44}
\end{equation*}
$$

The solution of Eq. 2.2 .42 ) is completely straightforward considering that in the diagonal basis we are dealing with a pair of decoupled equations. We write the final result as

$$
\begin{equation*}
C_{ \pm}(\mu)=U_{ \pm}\left(\mu, M_{W}\right) C_{ \pm}\left(M_{W}\right), \tag{2.2.45}
\end{equation*}
$$

with the LO transition factor given by

$$
\begin{align*}
U_{ \pm}\left(\mu, M_{W}\right) & =\exp \left(\int_{\alpha_{s}\left(M_{W}\right)}^{\alpha_{s}(\mu)} d \alpha_{s} \frac{\gamma_{ \pm}}{2 \beta}\right)=\exp \left(-\int_{\alpha_{s}\left(M_{W}\right)}^{\alpha_{s}(\mu)} \frac{d \alpha_{s}}{\alpha_{s}} \frac{\gamma_{ \pm}^{(0)}}{2 \beta_{0}}\right) \\
& =\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{W}\right)}\right)^{-\frac{\gamma_{ \pm}^{(0)}}{2 \beta_{0}}} . \tag{2.2.46}
\end{align*}
$$

For the purposes of future generalization it is convenient to write Eq. 2.2.45) in matrix notation as follows

$$
\begin{equation*}
\vec{C}^{\prime}(\mu)=\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{W}\right)}\right)^{-\frac{\hat{\gamma}_{D}^{(0)}}{2 \beta_{0}}} \vec{C}^{\prime}\left(M_{W}\right) \tag{2.2.47}
\end{equation*}
$$

and for completeness we display explicitly the structure of the transition matrix in order to appreciate the connection with Eq. 2.2.46)

$$
\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{W}\right)}\right)^{-\frac{\hat{\gamma}_{2}^{(0)}}{2 \beta_{0}}}=e^{-\ln \left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{W}\right)}\right) \frac{\hat{\gamma}_{D}^{(0)}}{2 \beta_{0}}}=\left[\begin{array}{cc}
\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{W}\right)}\right)^{-\frac{\gamma_{f}^{(0)}}{2 \beta_{0}}} & 0 \\
0 & \left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{W}\right)}\right)^{-\frac{\gamma^{(0)}}{2 \beta_{0}}}
\end{array}\right] .
$$

To return to the original basis $\left\{C_{1}, C_{2}\right\}$ we use the rotation matrix $\hat{V}$ to obtain

$$
\begin{equation*}
\vec{C}(\mu)=\vec{V}\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{W}\right)}\right)^{-\frac{\hat{\gamma}_{D}^{(0)}}{2 \beta_{0}}} \hat{V}^{-1} \vec{C}\left(M_{W}\right)=\hat{U}^{(0)}\left(\mu, M_{W}\right) \vec{C}\left(M_{W}\right) \tag{2.2.48}
\end{equation*}
$$

where the full expression for the transition matrix is

$$
\begin{equation*}
\hat{U}^{(0)}\left(\mu, M_{W}\right)=\hat{V}\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{W}\right)}\right)^{-\frac{\hat{\gamma}_{D}^{(0)}}{2 \beta_{0}}} \hat{V}^{-1}=\exp \left(-\frac{\gamma^{(0) T}}{2 \beta_{0}} \ln \left[\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{W}\right)}\right]\right) \tag{2.2.49}
\end{equation*}
$$

We have achieved our main target since the logarithms appearing in Eq.(2.1.17) are now summed at all orders in perturbation theory (instead of a truncated series of logs we ended with a closed expression given by the exponential in Eq. (2.2.49). To provide a full solution we should obtain the initial conditions $C_{1}\left(M_{W}\right)$ and $C_{2}\left(M_{W}\right)$, in this case we can safely use 2.1.17) since for $\mu=M_{W}$ large logarithms do not arise, we get

$$
\begin{equation*}
C_{1}\left(M_{W}\right)=0 \quad C_{2}\left(M_{W}\right)=1 \tag{2.2.50}
\end{equation*}
$$

and our result for the current-current Wilson coefficients at the scale $\mu \sim m_{b}$ is just

$$
\begin{align*}
& C_{1}(\mu)=1 / 2\left(\eta^{-\frac{6}{23}}-\eta^{\frac{12}{23}}\right) \\
& C_{2}(\mu)=1 / 2\left(\eta^{-\frac{6}{23}}+\eta^{\frac{12}{23}}\right) \tag{2.2.51}
\end{align*}
$$

with the ratio of strong coupling constants written as $\eta=\alpha_{s}(\mu) / \alpha_{s}\left(M_{W}\right)$.
With the inputs shown in Appendix A we find the following numerical values

$$
\begin{equation*}
C_{1}(\mu)=-0.27, \quad C_{2}(\mu)=1.12 \tag{2.2.52}
\end{equation*}
$$

### 2.2.2 Wilson coefficients beyond leading logarithms

There are different motivations behind the calculation of the Wilson coefficients at NLO in perturbation theory, for instance we have to reduce the ambiguities associated with the renormalization scale arising at leading order in physical quantities such as $m_{t}(\mu), m_{b}(\mu), m_{c}(\mu)$ and the strong coupling constant $\alpha_{s}(\mu)$. Also the scheme dependence introduced in matrix elements of effective operators should be cancelled by the Wilson coefficients where the scheme dependence first enters at NLO. To get acquainted with the formalism we will start studying the case where the anomalous dimension matrix is diagonal considering only current-current operators, nevertheless our final formulas will be valid in more generic situations where the operators mix under the renormalization group equations and where we have other effective operators in addition to the tree level ones.

## Diagonal case

To calculate the NLO version of the transition factors given in Eq. 2.2.46) we consider the formal NLO formula for the components of the diagonal anomalous dimension matrix $\gamma_{ \pm}$

$$
\begin{equation*}
\gamma_{ \pm}\left(\alpha_{s}\right)=\gamma_{ \pm}^{(0)} \frac{\alpha_{s}}{4 \pi}+\gamma_{ \pm}^{(1)}\left(\frac{\alpha_{s}}{4 \pi}\right)^{2} . \tag{2.2.53}
\end{equation*}
$$

We then substitute this expression inside the argument of the exponential in Eq. (2.2.46) and expand in powers of $\alpha_{s}$ to obtain

$$
\begin{align*}
\frac{\gamma_{ \pm}}{2 \beta} & =\frac{\gamma_{ \pm}^{(0)} \alpha_{s}+\gamma_{ \pm}^{(1)} \frac{\alpha_{s}^{2}}{4 \pi}}{-2 \beta_{0} \alpha_{s}^{2}-\frac{2 \beta_{\alpha} \alpha_{s}^{3}}{4 \pi}} \approx-\frac{1}{2 \beta_{0} \alpha_{s}^{2}}\left(\gamma_{ \pm}^{(0)} \alpha_{s}+\gamma_{ \pm}^{(1)} \frac{\alpha_{s}^{2}}{4 \pi}\right)\left(1-\frac{\beta_{1} \alpha_{s}}{4 \pi \beta_{0}}\right) \\
& =-\frac{1}{2 \beta_{0}}\left(\frac{\gamma_{ \pm}^{(0)}}{\alpha_{s}}+\frac{\gamma_{ \pm}^{(1)}}{4 \pi}\right)\left(1-\frac{\beta_{1} \alpha_{s}}{4 \pi \beta_{0}}\right)=\frac{1}{4 \pi} J_{ \pm}-\frac{\gamma_{ \pm}^{(0)}}{2 \beta_{0} \alpha_{s}}+\mathcal{O}\left(\alpha_{s}\right), \tag{2.2.54}
\end{align*}
$$

with

$$
\begin{equation*}
J_{ \pm}=\frac{\gamma_{ \pm}^{(0)}}{2 \beta_{0}^{2}} \beta_{1}-\frac{\gamma_{ \pm}^{(1)}}{2 \beta_{0}} . \tag{2.2.55}
\end{equation*}
$$

By exponentiating the integral of Eq. 2.2 .54 with respect to $\alpha_{s}$ we get the following result for the transition factors

$$
\begin{align*}
\exp \left(\int_{\alpha_{s}\left(M_{W}\right)}^{\alpha_{s}(\mu)} \frac{\gamma_{ \pm}}{2 \beta} d \alpha_{s}\right) & =\exp \left(\frac{1}{4 \pi}\left[\alpha_{s}(\mu)-\alpha_{s}\left(M_{W}\right)\right] J_{ \pm}+\frac{\gamma^{(0)}}{2 \beta_{0}} \ln \left(\frac{\alpha_{s}\left(M_{W}\right)}{\alpha_{s}(\mu)}\right)\right) \\
& =\exp \left(\frac{1}{4 \pi} \alpha_{s}(\mu) J_{ \pm}\right) \exp \left(\frac{\gamma_{ \pm}^{(0)}}{2 \beta_{0}} \ln \left[\frac{\alpha_{s}\left(M_{w}\right)}{\alpha_{s}(\mu)}\right]\right) \exp \left(-\frac{1}{4 \pi} \alpha_{s}\left(M_{W}\right) J_{ \pm}\right) \\
& \simeq\left(1+\frac{\alpha_{s}(\mu)}{4 \pi} J_{ \pm}\right)\left(\frac{\alpha_{s}\left(M_{W}\right)}{\alpha_{s}(\mu)}\right)^{\frac{\gamma_{ \pm}^{(0)}}{2 \beta_{0}}}\left(1-\frac{\alpha_{s}\left(M_{W}\right)}{4 \pi} J_{ \pm}\right) \\
& =\left(1+\frac{\alpha_{s}(\mu)}{4 \pi} J_{ \pm}\right) U_{ \pm}^{(0)}\left(\mu, M_{W}\right)\left(1-\frac{\alpha_{s}\left(M_{W}\right)}{4 \pi} J_{ \pm}\right) \tag{2.2.56}
\end{align*}
$$

where $U_{ \pm}^{(0)}\left(\mu, M_{W}\right)=\left(\frac{\alpha_{s}\left(M_{W}\right)}{\alpha_{s}(\mu)}\right)^{\frac{\gamma_{ \pm}^{(0)}}{2 \beta_{0}}}$. The expression shown in Eq. 2.2 .56 is the main result of this subsection; it will be used in the next subsection as our prototype in the construction of the evolution matrix at NLO when there is operator mixing under the renormalization group equations.

## Non diagonal case

Consider the generic evolution equation for the Wilson coefficients

$$
\begin{equation*}
\vec{C}(\mu)=\hat{U}\left(\mu, M_{W}\right) \vec{C}\left(M_{W}\right) \tag{2.2.57}
\end{equation*}
$$

where the array of Wilson coefficients $\vec{C}$ can have an arbitrary number of components; then in addition to the pure tree level contributions $\left\{C_{1}, C_{2}\right\}$ we can include other topologies such as QCD and electroweak penguins. Even though Eq. (2.2.40) was constructed within the context of tree level transitions the arguments used on its determination were totally general, then we can easily translate this condition into the following master formula for the transition matrix

$$
\begin{equation*}
\frac{d \hat{U}\left(\mu, M_{W}\right)}{d \alpha_{s}(\mu)}=\frac{\hat{\gamma}^{T} \hat{U}\left(\mu, M_{W}\right)}{2 \beta} . \tag{2.2.58}
\end{equation*}
$$

The solution of the previous equation can be formally written in terms of a series in the coupling constant $\alpha_{s}$ as follows

$$
\begin{align*}
\hat{U}\left(\mu, M_{W}\right)= & \hat{1}+\int_{\alpha_{s}\left(M_{W}\right)}^{\alpha_{s}(\mu)} d \alpha_{s}^{\prime} \frac{\hat{\gamma}^{T}}{2 \beta}+\int_{\alpha_{s}\left(M_{W}\right)}^{\alpha_{s}(\mu)} d \alpha_{s}^{\prime} \int_{\alpha_{s}^{\prime}\left(M_{W}\right)}^{\alpha_{s}^{\prime}(\mu)} d \alpha_{s}^{\prime \prime} \frac{\hat{\gamma}^{T}\left(\alpha_{s}^{\prime}\right)}{2 \beta} \frac{\hat{\gamma}^{T}\left(\alpha_{s}^{\prime \prime}\right)}{2 \beta} \\
& +\ldots \tag{2.2.59}
\end{align*}
$$

We can write Eq.(2.2.59) in a simpler way by introducing the strong coupling constant ordering operator $\hat{T}_{\alpha}$ defined as

$$
\begin{align*}
\hat{T}_{\alpha}\left(\hat{M}\left(\alpha_{s, 1}\right) \hat{M}\left(\alpha_{s, 2}\right) \ldots \hat{M}\left(\alpha_{s, n}\right)\right):= & \sum_{\operatorname{perm}} \Theta\left(\alpha_{s, i_{1}}-\alpha_{s, i_{2}}\right) \ldots \Theta\left(\alpha_{s, i_{n}}-\alpha_{s, i_{n-1}}\right) \times \\
& \hat{M}\left(\alpha_{s, i_{1}}\right) \hat{M}\left(\alpha_{s, i_{2}}\right) \ldots \hat{M}\left(\alpha_{s, i_{n}}\right), \tag{2.2.60}
\end{align*}
$$

where the summation symbol runs over all the possible permutations of the indices $\left\{i_{1}, i_{2}, \ldots, i_{n}\right\}=\{1,2,3, \ldots, n\}$ and we find the formal solution

$$
\begin{equation*}
\hat{U}\left(\mu, M_{W}\right)=\hat{T}_{\alpha_{s}}\left(\exp \left[\int d \alpha_{s}^{\prime} \frac{\hat{\gamma}^{T}\left(\alpha_{s}^{\prime}\right)}{2 \beta}\right]\right) \tag{2.2.61}
\end{equation*}
$$

Although the previous equation is the general answer at all orders in perturbation theory here we are only interested in the NLO calculation, for practical purposes it is more useful to start with a matrix version of Eq. 2.2 .56 and then to proceed with the explicit calculation of the different components involved

$$
\begin{align*}
\hat{U}\left(\mu, \mu_{W}\right) & =\left(1+\frac{\alpha_{s}(\mu)}{4 \pi} \hat{J}\right) \hat{U}^{(0)}\left(\mu, \mu_{W}\right)\left(1-\frac{\alpha_{s}\left(\mu_{W}\right)}{4 \pi} \hat{J}\right) \\
& =\hat{K}\left(\alpha_{s}(\mu)\right) \hat{U}^{(0)}\left(\mu, \mu_{W}\right) \hat{K}^{-1}\left(\alpha_{s}\left(\mu_{W}\right)\right), \tag{2.2.62}
\end{align*}
$$

where we have introduced

$$
\begin{equation*}
\hat{K}\left(\alpha_{s}\left(\mu^{\prime}\right)=1+\frac{\alpha_{s}\left(\mu^{\prime}\right)}{4 \pi} \hat{J} .\right. \tag{2.2.63}
\end{equation*}
$$

Notice that the previous equation reproduces correctly in the leading order limit the result shown in Eq. (2.2.49).
In the remaining part of this section all our attention will be centred on the detailed calculation of the matrix $\hat{J}$ appearing in 2.2.62. We begin by substituting 2.2.49) into Eq. (2.2.62) and evaluating the derivative with respect to $\alpha_{s}$

$$
\begin{align*}
\frac{d \hat{U}\left(\mu, \mu_{W}\right)}{d \alpha_{s}}= & \frac{d \hat{K}\left(\alpha_{s}(\mu)\right)}{d \alpha_{s}} \hat{U}^{(0)}\left(\mu, \mu_{W}\right) \hat{K}^{-1}\left(\alpha_{s}\left(\mu_{W}\right)\right) \\
& -\hat{K}\left(\alpha_{s}(\mu)\right) \frac{\gamma^{(0) T}}{2 \beta_{0} \alpha_{s}(\mu)} \hat{U}^{(0)}\left(\mu, \mu_{W}\right) \hat{K}^{-1}\left(\alpha_{s}\left(\mu_{W}\right)\right) . \tag{2.2.64}
\end{align*}
$$

then we plug this result together with Eq. (2.2.62) into Eq. (2.2.58) and perform some simplifications in order to establish the following equality

$$
\frac{\hat{\gamma}^{T}}{2 \beta} \hat{K}\left(\alpha_{s}(\mu)\right)=\frac{d \hat{K}\left(\alpha_{s}(\mu)\right)}{d \alpha_{s}}-\hat{K}\left(\alpha_{s}(\mu)\right) \frac{\hat{\gamma}^{(0) T}}{2 \beta_{0} \alpha_{s}(\mu)},
$$

or equivalently

$$
\begin{equation*}
\frac{d \hat{K}\left(\alpha_{s}(\mu)\right)}{d \alpha_{s}(\mu)}+\frac{1}{2 \beta_{0} \alpha_{s}(\mu)}\left[\hat{\gamma}^{(0) T}, \hat{K}\left(\alpha_{s}(\mu)\right)\right]=\frac{\gamma^{T}}{2 \beta} \hat{K}\left(\alpha_{s}(\mu)\right)+\frac{\hat{\gamma}^{(0) T}}{2 \beta_{0} \alpha_{s}(\mu)} \hat{K}\left(\alpha_{s}(\mu)\right) . \tag{2.2.65}
\end{equation*}
$$

Using Eq. 2.2.63 we get the following equation for $\hat{J}$

$$
\begin{equation*}
\hat{J}+\frac{\left[\hat{\gamma}^{(0) T}, \hat{J}\right]}{2 \beta_{0}}=4 \pi\left(\frac{\hat{\gamma}^{T}}{2 \beta}+\frac{\hat{\gamma}^{(0) T}}{2 \beta_{0} \alpha_{s}(\mu)}\right)\left(\hat{1}+\frac{\alpha_{s}(\mu)}{4 \pi} \hat{J}\right) . \tag{2.2.66}
\end{equation*}
$$

We can further simplify the previous equations considering the $\alpha_{s}(\mu)$ expansion for $\beta$ 2.2.33 and $\hat{\gamma}^{T}$ up to NLO

$$
\begin{equation*}
\frac{\hat{\gamma}^{T}}{2 \beta}=-\frac{1}{2 \alpha_{s}(\mu) \beta_{0}}\left(\hat{\gamma}^{(0) T}+\frac{\alpha_{s}(\mu)}{4 \pi} \hat{\gamma}^{(1) T}-\frac{\alpha_{s}(\mu) \beta_{1}}{4 \pi \beta_{0}} \hat{\gamma}^{(0) T}\right), \tag{2.2.67}
\end{equation*}
$$

so we get

$$
\begin{equation*}
\hat{J}+\left[\frac{\gamma^{(\hat{0}) T}}{2 \beta_{0}}, \hat{J}\right]=-\frac{\hat{\gamma}^{(1) T}}{2 \beta_{0}}+\frac{\beta_{1}}{\beta_{0}^{2}} \hat{\gamma}^{(0) T} \tag{2.2.68}
\end{equation*}
$$

To complete the determination of $\hat{J}$ we follow [46], then it is convenient to perform a similarity transformation using the matrix $\hat{V}$ introduced in Eq. 2.2.41) such that $\hat{\gamma}^{(0) T}$ becomes diagonal, in this new basis Eq. 2.2.68 becomes

$$
\begin{equation*}
\hat{H}+\left[\frac{\hat{\gamma}_{D}^{(0)}}{2 \beta_{0}}, \hat{H}\right]=-\frac{\hat{G}}{2 \beta_{0}}+\frac{\beta_{1}}{2 \beta_{0}^{2}} \hat{\gamma}_{D}^{(0)} \tag{2.2.69}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{J}=\hat{V} \hat{H} \hat{V}^{-1}, \quad \hat{G}=\hat{V}^{-1} \hat{\gamma}^{(1) T} \hat{V} \tag{2.2.70}
\end{equation*}
$$

We propose the following ansatz for the matrix $\hat{H}$

$$
\begin{equation*}
\hat{H}=\hat{M}+a \gamma_{D}^{(0) T}, \tag{2.2.71}
\end{equation*}
$$

where by direct substitution into Eq. (2.2.69) the constant $a$ is found to be $a=$ $\beta_{1} /\left(2 \beta_{0}^{2}\right)$. And we are left with a simpler version of Eq. 2.2.69) in terms of the matrix $\hat{M}$

$$
\begin{equation*}
\hat{M}+\left[\frac{\hat{\gamma}_{D}^{(0)}}{2 \beta_{0}}, \hat{M}\right]=-\frac{\hat{G}}{2 \beta_{0}} . \tag{2.2.72}
\end{equation*}
$$

Next we provide a step by step solution for the components of $\hat{M}$. Firstly we develop the left hand side of Eq.(2.2.72) using index notation to obtain
$M_{i j}+\frac{1}{2 \beta_{0}} \sum_{k} \gamma_{i, D}^{(0)} \delta_{i k} M_{k j}-\frac{1}{2 \beta_{0}} \sum_{k} M_{i k} \delta_{k j} \gamma_{j, D}^{(0)}=M_{i j}+\frac{1}{2 \beta_{0}} \gamma_{i, D}^{(0)} M_{i j}-\frac{1}{2 \beta_{0}} M_{i j} \gamma_{j, D}^{(0)}$,
next we substitute back this result into Eq. (2.2.72) and express the right hand side in terms of components

$$
M_{i j}\left(1+\frac{1}{2 \beta_{0}} \gamma_{i, D}^{(0)} M_{i j}-\frac{1}{2 \beta_{0}} \gamma_{j, D}^{(0)}\right)=-\frac{G_{i j}}{2 \beta_{0}},
$$

finally we solve for the different components $M_{i j}$ of $\hat{M}$ to get

$$
\begin{equation*}
M_{i j}=-\frac{G_{i j}}{2 \beta_{0}+\gamma_{i, D}^{(0)}-\gamma_{j, D}^{(0)}} \tag{2.2.74}
\end{equation*}
$$

By substituting into Eq. 2.2.71) we arrive at

$$
\begin{equation*}
H_{i j}=\frac{\beta_{1}}{2 \beta_{0}^{2}} \delta_{i j} \gamma_{i}^{(0), T}-\frac{G_{i j}}{2 \beta_{0}+\gamma_{i, D}^{(0)}-\gamma_{j, D}^{(0)}} . \tag{2.2.75}
\end{equation*}
$$

All the ingredients required for the full calculation of the NLO version of the evolution matrix in Eq. (2.2.62) are summarized in Eq. 2.2.70) and Eq. 2.2.75. Here we assume that the anomalous dimension matrix $\hat{\gamma}$ is known up to NLO. The results presented in this section will be essential in Chapter 4 in order to evaluate possible New Physics contributions in tree level operators in observables involving other topologies as well.

### 2.3 The effective $\Delta F=1$ Hamiltonian

Up to now our discussion for the effective Hamiltonians has focused mostly on the current-current operators $\hat{Q}_{1}$ and $\hat{Q}_{2}$ in Eq. 2.1.6), this set of operators is however quite limited for phenomenological purposes, realistic studies require other topologies such as electroweak and QCD penguins. Nevertheless the ideas introduced in the previous sections can straightforwardly be generalized when all these contributions are taken into account. In this subsection we introduce the full effective Hamiltonian for $\Delta B=1$ transitions in the case of neutral $B_{s}^{0}$ mesons, we also provide the generic renormalization group equations required when electroweak corrections are included at NLO. All the results presented here can easily be adapted to $B_{d}^{0}$ mesons by replacing the CKM elements including the strange quark with the analogous components for the down quark and by substituting the strange quark field for the down quark field inside the corresponding operators.

### 2.3.1 The $\Delta B=1$ Hamiltonian for neutral $B_{s}^{0}$ mesons

The effective Hamiltonian for $\Delta B=1$ transitions in the case of neutral $B_{s}^{0}$ mesons is

$$
\begin{align*}
\mathcal{H}_{e f f}= & \frac{G_{F}}{\sqrt{2}}\left(\sum_{p, p^{\prime}=u, c} \lambda_{p p^{\prime}}^{s} \sum_{i=1,2} C_{i}^{p p^{\prime}}(\mu) \hat{Q}_{i}^{p p^{\prime}}\right. \\
& \left.+\sum_{p=u, c} \lambda_{p}^{s} \sum_{i=3}^{10} C_{i}(\mu) \hat{Q}_{i}+C_{7 \gamma} \hat{Q}_{7 \gamma}+C_{8 g} \hat{Q}_{8 g}\right)+h . c ., \tag{2.3.76}
\end{align*}
$$

with the following CKM combinations

$$
\begin{equation*}
\lambda_{p}^{s}=V_{p b} V_{p s}^{*}, \quad \lambda_{p p^{\prime}}^{s}=V_{p b} V_{p^{\prime} s}^{*} . \tag{2.3.77}
\end{equation*}
$$

Here $p, p^{\prime}=u, c$ and $C_{i}$ denotes the Wilson coefficient for the corresponding dimension six operator, unless stated otherwise in this thesis we will refer to the following basis

$$
\begin{array}{rlrl}
\hat{Q}_{1}^{p p^{\prime}} & =\left(\overline{\hat{s}}_{\alpha} \hat{p}_{\beta}\right)_{V-A}\left(\overline{\hat{p}}_{\beta} \hat{b}_{\alpha}\right)_{V-A}, & Q_{2}^{p p^{\prime}}=\left(\overline{\hat{s}}_{\hat{p}}\right)_{V-A}\left(\overline{\bar{p}}^{\prime} \hat{b}\right)_{V-A}, \\
\hat{Q}_{3} & =(\overline{\hat{s}} \hat{b})_{V-A} \sum_{q}(\overline{\hat{q}} \hat{q})_{V-A}, & \hat{Q}_{4}=\left(\overline{\hat{s}}_{\alpha} \hat{b}_{\beta}\right)_{V-A} \sum_{q}\left(\overline{\hat{q}}_{\beta} \hat{q}_{\alpha}\right)_{V-A}, \\
\hat{Q}_{5} & =(\overline{\hat{s}} \hat{b})_{V-A} \sum_{q}(\overline{\hat{q}} \hat{q})_{V+A}, & \hat{Q}_{6}=\left(\overline{\hat{s}}_{\alpha} \hat{b}_{\beta}\right)_{V-A} \sum_{q}\left(\overline{\hat{q}}_{\beta} \hat{q}_{\alpha}\right)_{V+A}, \\
\hat{Q}_{7} & =(\overline{\hat{s}} \hat{b})_{V-A} \sum_{q} \frac{3}{2} e_{q}(\overline{\hat{q}} \hat{q})_{V+A}, & \hat{Q}_{8}=\left(\overline{\hat{s}}_{\alpha} \hat{b}_{\beta}\right)_{V-A} \sum_{q} \frac{3}{2} e_{q}\left(\overline{\hat{q}}_{\beta} \hat{q}_{\alpha}\right)_{V+A}, \\
\hat{Q}_{9} & =(\overline{\hat{s}} \hat{b})_{V-A} \sum_{q} \frac{3}{2} e_{q}(\overline{\hat{q}} \hat{q})_{V-A}, & \hat{Q}_{10}=\left(\overline{\hat{s}}_{\alpha} \hat{b}_{\beta}\right)_{V-A} \sum_{e} \frac{3}{2}\left(\overline{\hat{q}}_{\beta} \hat{q}_{i}\right)_{V-A}, \\
\hat{Q}_{7 \gamma} & =\frac{e}{8 \pi^{2}} m_{b} \overline{\hat{s}} \sigma_{\mu \nu}\left(1+\gamma_{5}\right) F^{\mu \nu} \hat{b}, & & \hat{Q}_{8 g}=\frac{g_{s}}{8 \pi^{2}} m_{b} \overline{\hat{\sigma}} \sigma_{\mu \nu}\left(1+\gamma_{5}\right) G^{\mu \nu} \hat{b} . \tag{2.3.78}
\end{array}
$$

Where $\alpha$ and $\beta$ are colour indices, $e_{q}$ is the electric charge of the quark $q, e$ is the $U(1)_{Y}$ coupling and $g$ the $S U(3)_{C}$ one, $m_{b}$ is the mass of the $b$-quark and $F^{\mu \nu}$ and $G^{\mu \nu}$ are the electro-magnetic and chromo-magnetic field strength tensors respectively. $\hat{Q}_{1}^{p p^{\prime}}$ and $\hat{Q}_{2}^{p p^{\prime}}$ are the tree-level operators, $\hat{Q}_{2}^{p p^{\prime}}$ being the colour singlet. $\hat{Q}_{3-6}$ denote the QCD penguin operators and $\hat{Q}_{7-10}$ the electro-weak penguin operators. The electro-magnetic operator is given by $\hat{Q}_{7 \gamma}$ and the chromo-magnetic operator by $\hat{Q}_{8 g}$. Our notation agrees with the one used in 47] and 48], it corresponds to a
negative value of $C_{8 g}$ because of $-i g \gamma_{\mu} T^{a}$ being the Feynman rule for the quarkgluon vertex. In 45] a different basis is used, where $\hat{Q}_{1}$ and $\hat{Q}_{2}$ are interchanged and $Q_{7 \gamma}$ and $Q_{8 g}$ have a different sign (this is equivalent to the sign convention $i D^{\mu}=i \partial^{\mu}+g_{s} A_{a}^{\mu} T^{a}$ for the gauge-covariant derivative).

## Generalized Wilson coefficient running

In analogy with Section 2.1 the Wilson coefficients $C_{i}$ with $i=1,2, \ldots, 10,7 \gamma, 8 g$ in Eq. 2.3.76) are obtained by matching the calculations of the effective theory and the SM at the scale $\mu=M_{W}$ and then evolving down to the scale $\mu \sim m_{b}$ using the renormalization group equations according to

$$
\begin{equation*}
\vec{C}(\mu)=\hat{\boldsymbol{U}}\left(\mu, \mu_{W}, \alpha\right) \vec{C}\left(M_{W}\right) . \tag{2.3.79}
\end{equation*}
$$

The NLO evolution matrix is given by

$$
\begin{equation*}
\boldsymbol{U}\left(\mu, M_{W}, \alpha\right)=\hat{U}\left(\mu, \mu_{W}\right)+\frac{\alpha}{4 \pi} \hat{R}\left(\mu, \mu_{W}\right) \tag{2.3.80}
\end{equation*}
$$

in this case we are dealing with square matrices of dimensionality $10 \times 10$; here $\hat{U}\left(\mu, \mu_{W}\right)$ contains all the QCD evolution and its formal NLO expression coincides with Eq. 2.2.62). Nevertheless it should be calculated using the 10 dimensional version of the NLO anomalous dimension QCD matrix quoted as $\hat{\gamma}_{s}$ in [47]. In addition to pure QCD contributions also NLO electroweak effects are introduced through $\hat{R}\left(\mu, \mu_{W}\right)$

$$
\begin{equation*}
\hat{R}\left(\mu, M_{W}\right)=-\frac{2 \pi}{\beta_{0}} \hat{V}\left(\hat{K}^{(0)}\left(\mu, M_{W}\right)+\frac{1}{4 \pi} \sum_{i}^{3} K_{i}^{(1)}\left(\mu, M_{W}\right)\right) \hat{V}^{-1} . \tag{2.3.81}
\end{equation*}
$$

the components $\beta_{0}, \beta_{1}$ of the $\beta$ function involved in Eq. 2.3.81) and in Eq. (2.3.84) can be found in Eq. 2.2 .34 ). The leading order part of the full evolution matrix corresponds to

$$
\begin{equation*}
\boldsymbol{U}^{(0)}\left(\mu, M_{W}, \alpha\right)=\hat{U}^{(0)}\left(\mu, \mu_{W}\right)+\frac{\alpha}{4 \pi} \hat{R}^{(0)}\left(\mu, M_{W}\right) \tag{2.3.82}
\end{equation*}
$$

with $\hat{U}^{(0)}\left(\mu, \mu_{W}\right)$ given by Eq. 2.2.49) and

$$
\begin{equation*}
\hat{R}^{(0)}\left(\mu, M_{W}\right)=-\frac{2 \pi}{\beta_{0}} \hat{V} \hat{K}^{(0)}\left(\mu, M_{W}\right) \hat{V}^{-1} \tag{2.3.83}
\end{equation*}
$$

In analogy with 2.2 .41 the matrix $\hat{V}$ is the one that diagonalizes the leading order part $\hat{\gamma}_{s}^{(0)}$ of $\hat{\gamma}_{s}$. Because of the electroweak interaction new anomalous dimension
matrices $\hat{\gamma}_{s e}$ and $\hat{\gamma}_{e}$ 47] are needed. We now provide the full set of matrices required for the evaluation of Eq. (2.3.81)

$$
\begin{align*}
&\left(\hat{K}^{(0)}\left(\mu, M_{W}\right)\right)_{i j}=\frac{M_{i j}^{(0)}}{a_{i}-a_{j}-1}\left[\left(\frac{\alpha_{s}\left(M_{W}\right)}{\alpha_{s}(\mu)}\right)^{a_{j}} \frac{1}{\alpha_{s}(\mu)}-\left(\frac{\alpha_{s}\left(M_{W}\right)}{\alpha_{s}(\mu)}\right)^{a_{i}} \frac{1}{\alpha_{s}\left(M_{W}\right)}\right] \\
&\left(\hat{K}^{(1)}\left(\mu, M_{W}\right)\right)_{i j}=\left\{\begin{array}{l}
\frac{M_{i j}^{(1)}}{a_{i}-a_{j}}\left[\left(\frac{\alpha_{s}\left(M_{W}\right)}{\alpha_{s}(\mu)}\right)^{a_{j}}-\left(\frac{\alpha_{s}\left(M_{W}\right)}{\alpha_{s}(\mu)}\right)^{a_{i}}\right], i \neq j \\
M_{i i}^{(1)}\left(\frac{\alpha_{s}\left(M_{W}\right)}{\alpha_{s}(\mu)}\right)^{a_{i}} \ln \frac{\alpha_{s}(\mu)}{\alpha_{s}\left(M_{W}\right)}, i=j \\
\hat{K}_{2}^{(1)}\left(\mu, M_{W}\right)
\end{array}\right. \\
&=-\alpha_{s}\left(M_{W}\right) \hat{K}^{(0)}\left(\mu, M_{W}\right) \hat{H}, \\
& \hat{K}_{3}^{(1)}\left(\mu, M_{W}\right)=-\alpha_{s}\left(M_{W}\right) \hat{H} \hat{K}^{(0)}\left(\mu, M_{W}\right), \\
& \hat{M}^{(0)}=\hat{V}^{-1} \hat{\gamma}_{e}^{(0) T} \hat{V}, \\
& \hat{M}^{(1)}=\hat{V}^{-1}\left(\gamma_{s e}^{(1) T}-\frac{\beta_{1}}{\beta_{0}} \gamma_{e}^{(0) T}+\left[\hat{\gamma}_{e}^{(0) T}, \hat{J}\right]\right) \hat{V}, \tag{2.3.84}
\end{align*}
$$

where the formula for $\hat{H}$ can be read from Eq. 2.2.75) under the replacement $\hat{\gamma} \rightarrow \hat{\gamma}_{s}$. The only missing piece for the full determination of $\vec{C}(\mu)$, in Eq. 2.3.79), are the NLO initial conditions $\vec{C}\left(M_{W}\right)$

$$
\begin{align*}
\vec{C}\left(M_{W}\right)= & \vec{C}_{s}^{(0)}\left(M_{W}\right)+\frac{\alpha_{s}\left(M_{W}\right)}{4 \pi} \vec{C}_{s}^{(1)}\left(M_{W}\right) \\
& +\frac{\alpha}{4 \pi}\left(\vec{C}_{e}^{(0)}\left(M_{W}\right)+\frac{\alpha_{s}\left(M_{W}\right)}{4 \pi} \vec{C}_{e}^{(1)}\left(M_{W}\right)+\vec{R}_{e}^{(0)}\left(M_{W}\right)\right) . \tag{2.3.85}
\end{align*}
$$

As pointed out in 45 the electroweak contributions in Eq. 2.3.85) can be $x_{t}=$ $m_{t}^{2} / M_{W}^{2}$ and/or $1 / \sin ^{2} \theta_{W}$ enhanced (these terms will be denoted by $\vec{C}_{e}^{(0)}$ ). Consequently it is fair to treat the product $\alpha \vec{C}_{e}^{(0)}$, as a LO contribution. Consistency requires then the inclusion of $\vec{C}_{e}^{(1)}$ as a NLO effect. The remainder $\vec{R}_{e}^{(0)}$ is numerically smaller in comparison with $\vec{C}_{e}^{(0)}$ and therefore considered a NLO effect, it contains the NLO scheme dependency of the Wilson coefficients. This approach differs from the one followed by 47] where $\vec{C}_{e}^{(0)}\left(M_{W}\right)+\vec{R}_{e}^{(0)}\left(M_{W}\right)$ is introduced as a NLO effect and then $\vec{C}_{e}^{(1)}$ is omitted. The explicit expressions for the contributions $\vec{C}_{s}^{(0)}, \vec{C}^{(1)}$, $\vec{C}_{e}^{(0)}, \vec{C}_{e}^{(1)}$ and $\vec{R}_{e}^{(0)}$ of $\vec{C}\left(M_{W}\right)$ are given in appendix C
It should be further stressed that when applying Eq. 2.3.79) we consistently dropped products between NLO contributions from $\boldsymbol{U}\left(\mu, M_{W}, \alpha\right)$ and NLO effects from $\vec{C}\left(M_{W}\right)$ but we have taken into account products between NLO contributions from $\boldsymbol{U}\left(\mu, M_{W}, \alpha\right)$ and LO contributions from $\vec{C}\left(M_{W}\right)$ and vice versa.

### 2.4 Calculation of $\mathbf{B}$ mixing observables $\Delta M$

The non-diagonal mixing component $M_{12}$ in Eq. (1.3.47) is given by the matrix element

$$
\begin{equation*}
M_{12}^{q}=\frac{\left\langle B_{q}^{0}\right| \hat{\mathcal{H}}_{q}^{|\Delta B|=2}\left|\bar{B}_{q}^{0}\right\rangle}{2 M_{B_{q}}} \tag{2.4.86}
\end{equation*}
$$

for $q=d$, s. Where the effective Hamiltonian $\mathcal{H}_{q}^{|\Delta B|=2}$ is given as

$$
\begin{equation*}
\hat{\mathcal{H}}^{|\Delta B|=2}=\frac{G_{F}^{2}}{16 \pi^{2}}\left(V_{t b} V_{t q}^{*}\right)^{2} C^{|\Delta B|=2}\left(m_{t}, M_{W}, \mu\right) \hat{Q}^{|\Delta B|=2}+\text { h.c.. } \tag{2.4.87}
\end{equation*}
$$

The effective four quark operator $\hat{Q}^{|\Delta B|=2}$ is

$$
\begin{equation*}
\hat{Q}^{|\Delta B|=2}=(\overline{\hat{q} \hat{b}})_{V-A}(\overline{\hat{q}} \hat{b})_{V-A}, \tag{2.4.88}
\end{equation*}
$$

and the Wilson coefficient has a perturbative expansion in $\alpha_{s}$ according to

$$
\begin{equation*}
C^{|\Delta B|=2}=C^{|\Delta B|=2,(0)}+\frac{\alpha_{s}(\mu)}{4 \pi} C^{|\Delta B|=2,(1)}+\ldots \tag{2.4.89}
\end{equation*}
$$

Denote the SM amplitude by

$$
\begin{equation*}
\mathcal{M}=\mathcal{M}^{(0)}+\frac{\alpha_{s}}{4 \pi} \mathcal{M}^{(1)}+\ldots \tag{2.4.90}
\end{equation*}
$$

Then the matching condition between the effective and the full theory reads

$$
\begin{align*}
-\mathcal{M}^{(0)}-\frac{\alpha_{s}(\mu)}{4 \pi} \mathcal{M}^{(1)}+\ldots= & \frac{G_{F}^{2}}{16 \pi^{2}}\left(V_{t b} V_{t q}^{*}\right)^{2}\left[C^{|\Delta B|=2,(0)}+\frac{\alpha_{s}}{4 \pi} C^{|\Delta B|=2,(1)}\right] \times \\
& {\left[\left\langle\hat{Q}^{|\Delta B|=2}\right\rangle^{(0)}+\frac{\alpha_{s}}{4 \pi}\left\langle\hat{Q}^{|\Delta B|=2}\right\rangle^{(1)}\right] \times\left[1+\mathcal{O}\left(\frac{m_{b}^{2}}{M_{W}^{2}}\right)\right] } \\
& +\mathcal{O}\left(\alpha_{s}^{2}\right), \tag{2.4.91}
\end{align*}
$$

where

$$
\begin{equation*}
\left\langle\hat{Q}^{|\Delta B|=2}\right\rangle:=\left\langle B_{q}^{0}\right| \hat{Q}^{|\Delta B|=2}\left|\bar{B}_{q}^{0}\right\rangle . \tag{2.4.92}
\end{equation*}
$$

From explicit calculations in the SM it is found

$$
\begin{align*}
\mathcal{M}^{(0)} & =\sum_{\alpha, \beta=u, c, t} V_{\alpha b}^{*} V_{\alpha q} V_{\beta b}^{*} V_{\beta q} \mathcal{M}_{\alpha \beta}^{(0)}\left\langle\hat{Q}^{|\Delta B|=2}\right\rangle^{(0)} \\
& =-\frac{G_{F}^{2}}{16 \pi^{2}} M_{W}^{2}\left\langle\hat{Q}^{|\Delta B|=2}\right\rangle^{(0)} \sum_{\alpha, \beta=u, c, t} \lambda_{\alpha}^{(q)} \lambda_{\beta}^{(q)} F\left(x_{\alpha}, x_{\beta}\right), \tag{2.4.93}
\end{align*}
$$

with $\lambda_{\alpha}^{(q)}=V_{\alpha b} V_{\alpha q}^{*}$ for $q=d, s$ and

$$
\begin{equation*}
\mathcal{M}_{\alpha \beta}^{(0)}=-\frac{G_{F}^{2}}{16 \pi^{2}} M_{W}^{2} F\left(x_{\alpha}, x_{\beta}\right), \tag{2.4.94}
\end{equation*}
$$

with $x_{\alpha}=m_{\alpha}^{2} / M_{W}^{2}$ and $F\left(x_{\alpha}, x_{\beta}\right)=F\left(x_{\beta}, x_{\alpha}\right)$.
To simplify the notation we introduce the Inami-Lim functions 49]

$$
\begin{align*}
S_{0}\left(x_{\alpha}, x_{\beta}\right) & =F\left(x_{\alpha}, x_{\beta}\right)-F\left(x_{\alpha}, 0\right)-F\left(0, x_{\beta}\right)+F(0,0)= \\
& =x_{\alpha}\left(-\frac{3 x_{\beta}}{4\left(1-x_{\beta}\right)}+\ln \left[\frac{x_{\beta}}{x_{\alpha}}\right]-\frac{3 x_{\beta}^{2} \ln x_{\beta}}{4\left(1-x_{\beta}\right)^{2}}\right), \\
S_{0}\left(x_{\alpha}\right) & =\lim _{x_{\beta} \rightarrow x_{\alpha}} S_{0}\left(x_{\alpha}, x_{\beta}\right)=\frac{x_{\beta}}{\left(1-x_{\beta}\right)^{2}}\left(1-\frac{11}{4} x_{\beta}+\frac{x_{\beta}^{2}}{4}-\frac{3 x_{\beta}^{2} \ln x_{\beta}}{\left(1-x_{\beta}\right)}\right) . \tag{2.4.95}
\end{align*}
$$

From the analysis of the asymptotic behaviour of $S_{0}\left(x_{c}\right)$ and $S_{0}\left(x_{c}, x_{t}\right)$ in Eq. 2.4.95) we find

$$
\begin{align*}
S_{0}\left(x_{c}\right) & \approx x_{c} \\
S_{0}\left(x_{c}, x_{t}\right) & \approx x_{c} \ln \left(\frac{x_{t}}{x_{c}}\right), \tag{2.4.96}
\end{align*}
$$

these equations show that the charm quark contributions are suppressed by a factor $x_{c} \sim \mathcal{O}\left(10^{-4}\right)$ with respect to the ones from the quark top $x_{t} \approx 4.5$ and therefore can be neglected.
Then Eq. 2.4.93) simplifies to

$$
\begin{equation*}
-\mathcal{M}^{(0)}=\frac{G_{F}^{2}}{16 \pi^{2}} M_{W}^{2} \lambda_{t}^{2} S_{0}\left(x_{t}\right)\left\langle\hat{Q}^{|\Delta B|=2}\right\rangle \tag{2.4.97}
\end{equation*}
$$

If we substitute Eq.(2.4.97) into Eq. (2.4.91) we can calculate explicitly the Wilson coefficient $C^{|\Delta B|=2}$ at the lowest order in $\alpha_{s}$

$$
\begin{equation*}
C^{|\Delta B|=2,(0)}\left(m_{t}, M_{W}, \mu\right)=M_{W}^{2} S_{0}\left(x_{t}\right) \tag{2.4.98}
\end{equation*}
$$

Our leading order Wilson coefficient does not depend explicitly on the renormalization scale $\mu$, this enters indirectly through the mass of the top quark. Big logarithms will be absent as long as we pick the matching scale $\mu_{t W} \sim \mathcal{O}\left(M_{W}, m_{t}\right)$. On the other hand the absence of large logarithms in the matrix element $\langle Q\rangle$ requires $\mu_{b} \sim m_{b}$. Since we should use the same scale $\mu$ for both $C^{|\Delta B|=2,(0)}$ and $\langle Q\rangle$ we need to evolve both contributions to a common scale using the renormalization group equations in order to resum large logarithms of the form $\alpha_{s}^{n} \ln ^{n} \mu_{t W} / \mu_{b}$. The renormalization group equations lead to (see Eq. 2.2 .46 )

$$
\begin{align*}
C^{|\Delta B|=2,(0)}\left(m_{t}, M_{W}, \mu_{b}\right) & =\left(\frac{\alpha_{s}\left(\mu_{b}\right)}{\alpha_{s}\left(\mu_{t W}\right)}\right)^{-\frac{\gamma_{+}^{(0)}}{2 \beta_{0}}} C^{|\Delta B|=2,(0)}\left(m_{t}, M_{W}, \mu_{t W}\right) \\
\left\langle\hat{Q}\left(\mu_{b}\right)\right\rangle & =\left(\frac{\alpha_{s}\left(\mu_{b}\right)}{\alpha_{s}\left(\mu_{t W}\right)}\right)^{\frac{\gamma_{+}^{(0)}}{2 \beta_{0}}}\left\langle Q\left(\mu_{W}\right)\right\rangle \tag{2.4.99}
\end{align*}
$$

Alternatively the Wilson coefficient $C^{|\Delta B|=2}$ can be written as

$$
\begin{equation*}
C^{|\Delta B|=2}\left(m_{t}, M_{W}, \mu_{b}\right)=\eta_{B} b_{B}\left(\mu_{b}\right) C^{|\Delta B|=2,(0)}\left(m_{t}, M_{W}, \mu_{t W}\right) \tag{2.4.100}
\end{equation*}
$$

where all the $\mu_{b}$ dependence is contained inside $b_{B}\left(\mu_{b}\right)$ and all the high scales in $\eta_{B}$ (50].
The $\mu_{b}$ dependence of $b_{B}$ and the chosen renormalisation scheme should cancel in the product $b_{B}\left(\mu_{b}\right)\left\langle\hat{Q}\left(\mu_{b}\right)\right\rangle$. The only missing ingredient is the matrix element of the operator $\hat{Q}$, the standard parameterization is

$$
\begin{equation*}
\left\langle B_{q}^{0}\right| \hat{Q}^{|\Delta B|=2}\left(\mu_{b}\right)\left|\bar{B}_{q}^{0}\right\rangle=\frac{8}{3} M_{B_{q}}^{2} f_{B_{q}}^{2} \frac{\hat{B}_{B_{q}}}{b_{B_{q}}\left(\mu_{b}\right)} \tag{2.4.101}
\end{equation*}
$$

where $f_{B_{q}}$ is the $B_{q}^{0}$ meson decay constant and $\hat{B}_{B_{q}}$ is the bag parameter.
If we combine Eq. 2.4 .86 , 2.4.87), 2.4.98, 2.4.100 and 2.4.101 we finally get

$$
M_{12}=\frac{\left\langle B_{q}\right| \hat{\mathcal{H}}_{q}^{|\Delta B|=2}\left|\bar{B}_{q}\right\rangle}{2 M_{B_{q}}}=\frac{G_{F}^{2}}{12 \pi^{2}} \eta_{B} M_{B_{q}} B_{B_{q}} f_{B_{q}}^{2} M_{W}^{2} S\left(\frac{m_{t}^{2}}{M_{W}^{2}}\right)\left(V_{t b} V_{t q}^{*}\right)^{2}
$$

### 2.4.1 Calculation of $\Gamma_{12}$

In this section we briefly summarize the steps that lead to the calculation of $\Gamma_{12}^{q}$ for $q=s, d$, in particular we focus in the $B_{s}^{0}$ system. The results derived can be easily generalized to the $B_{d}^{0}$ system as well.

The determination of $\Gamma_{12}^{s}$ is given through the optical theorem by 51

$$
\begin{equation*}
\Gamma_{12}^{s}=\frac{1}{2 M_{B_{s}}}\left\langle B_{s}^{0}\right| \mathcal{I} m\left(i \int d^{4} x \hat{T}\left[\mathcal{H}^{|\Delta B|=1}(x) \mathcal{H}^{|\Delta B|=1}(0)\right]\right)\left|\bar{B}_{s}^{0}\right\rangle \tag{2.4.102}
\end{equation*}
$$

where $\hat{T}$ is the time ordered operator.
After doing the explicit calculations the following result is found

$$
\begin{align*}
\Gamma_{12}^{s} & =-\left(\left(\lambda_{c}^{s}\right)^{2} \Gamma_{12}^{s, c c}+\lambda_{u}^{s} \lambda_{c}^{s} \Gamma_{12}^{s, u c}+\left(\lambda_{u}^{s}\right)^{2} \Gamma_{12}^{s, u u}\right) \\
& =-\left(\left(\lambda_{t}^{s}\right)^{2} \Gamma_{12}^{s, c c}+2 \lambda_{t}^{s} \lambda_{u}^{s}\left[\Gamma_{12}^{s, c c}-\Gamma_{12}^{s, u c}\right]+\left(\lambda_{u}^{s}\right)^{2}\left[\Gamma_{12}^{s, c c}-2 \Gamma_{12}^{s, u c}+\Gamma_{12}^{s, u u}\right]\right) \tag{2.4.103}
\end{align*}
$$

where we have made use of the unitarity relationship $\lambda_{u}^{s}+\lambda_{c}^{s}+\lambda_{t}^{s}=0$ in order to express $\lambda_{c}$ in terms of $\lambda_{t}$.

The different "up" type quark labels in the $\Gamma_{12}^{a b}$ structures in Eq. 2.4.103) (for $a b=c c, u c, u u)$ denote the quarks in the loops of the effective diagrams after the integration of the $W$ bosons. As an example we show in Fig 2.5 15] the set of topologies contributing to $\Gamma_{12}^{c c, s}$ up to NLO in QCD interactions.









Figure 2.5: Standard Model diagrams contributing to $\Gamma_{12}^{c c, s}$ up to NLO in QCD [15]. The components $\Gamma_{12}^{a b, s}$ have the following structure

$$
\begin{equation*}
\Gamma_{12}^{s, a b}=\Gamma_{a b}^{s, Q}\langle\hat{Q}\rangle+\Gamma_{a b}^{s, Q_{S}}\left\langle\hat{Q}_{S}\right\rangle+\Gamma_{a b}^{s, \tilde{Q}_{S}}\left\langle\tilde{\hat{Q}}_{S}\right\rangle+\mathcal{O}\left(1 / m_{b}\right), \tag{2.4.104}
\end{equation*}
$$

with the following $\Delta B=2$ operators

$$
\begin{align*}
\hat{Q} & =\left(\overline{\hat{s}} \gamma^{\mu}\left[1-\gamma_{5}\right] \hat{b}\right) \times\left(\overline{\hat{s}} \gamma_{\mu}\left[1-\gamma_{5}\right] \hat{b}\right), \\
\hat{Q}_{S} & =\left(\overline{\hat{s}}\left[1+\gamma_{5}\right] \hat{b}\right) \times\left(\overline{\hat{s}}\left[1+\gamma_{5}\right] \hat{b}\right), \\
\tilde{\hat{Q}}_{S} & =\left(\overline{\hat{s}}_{\alpha}\left[1+\gamma_{5}\right] \hat{b}_{\beta}\right) \times\left(\overline{\hat{s}}_{\beta}\left[1+\gamma_{5}\right] \hat{b}_{\alpha}\right), \tag{2.4.105}
\end{align*}
$$

and the corresponding matrix elements

$$
\begin{align*}
\langle\hat{Q}\rangle & =\left\langle B_{S}\right| \hat{Q}\left|\bar{B}_{s}\right\rangle=\frac{8}{3} M_{B_{s}}^{2} f_{B_{s}}^{2} B, \\
\left\langle\hat{Q}_{S}\right\rangle & =\left\langle B_{s}\right| \hat{Q}_{S}\left|\bar{B}_{s}\right\rangle=-\frac{5}{3} M_{B_{s}}^{2} f_{B_{s}}^{2} B_{S}^{\prime}, \\
\left\langle\hat{\tilde{Q}}_{S}\right\rangle & =\left\langle B_{s}\right| \hat{\tilde{Q}}_{S}\left|\bar{B}_{s}\right\rangle=\frac{1}{3} M_{B_{s}}^{2} f_{B_{s}}^{2} \tilde{B}_{S}^{\prime} \tag{2.4.106}
\end{align*}
$$

Here $f_{B_{s}}$ is the decay constant of the $B_{s}$ meson and the modified bag parameters $B_{S}^{\prime}$ and $\tilde{B}_{S}^{\prime}$ are defined as

$$
\begin{equation*}
B_{X}^{\prime}=\frac{M_{B_{s}}^{2}}{\bar{m}_{b}\left(\bar{m}_{b}\right)+\bar{m}_{s}\left(\bar{m}_{b}\right)} B_{X} \tag{2.4.107}
\end{equation*}
$$

The three operators introduced in Eq. 2.4.105) are not independent, it is found that they are connected through the $1 / m_{b}$ suppressed operator

$$
\begin{equation*}
\hat{R}_{0}=\hat{Q}_{S}+\alpha_{1} \tilde{Q}_{S}+\frac{\alpha_{2}}{2} \hat{Q}=0+\mathcal{O}\left(\frac{\Lambda}{m_{b}}\right) \tag{2.4.108}
\end{equation*}
$$

where $\alpha_{1,2}$ contain NLO corrections; the corresponding expressions in the $\overline{M S}$ scheme are 48]

$$
\begin{align*}
& \alpha_{1}=1+\frac{\alpha_{s}\left(\mu_{2}\right)}{3 \pi}\left(12 \ln \frac{\mu_{2}}{m_{b}}+6\right), \\
& \alpha_{2}=1+\frac{\alpha_{s}\left(\mu_{2}\right)}{3 \pi}\left(6 \ln \frac{\mu_{2}}{m_{b}}+\frac{13}{2}\right) . \tag{2.4.109}
\end{align*}
$$

We can write $\Gamma_{12}^{a b, s}$ more explicitly in terms of $\hat{Q}$ and $\hat{Q}_{S}$ as 52

$$
\begin{equation*}
\Gamma_{12}^{a b, s}=\frac{G_{F}^{2} m_{b}^{2}}{24 \pi M_{B s}}\left[G^{a b}\left\langle B_{s}\right| \hat{Q}\left|\bar{B}_{s}\right\rangle-G_{S}^{a b}\left\langle B_{s}\right| \hat{Q}_{S}\left|\bar{B}_{s}\right\rangle\right]+\Gamma_{12,1 / m_{b}}^{a b, s}, \tag{2.4.110}
\end{equation*}
$$

with

$$
\begin{equation*}
G^{a b}=F^{a b}+P^{a b}, \quad G_{S}^{a b}=-F_{S}^{a b}-P_{S}^{a b} . \tag{2.4.111}
\end{equation*}
$$

Here $F^{a b}$ and $F_{S}^{a b}$ arise from the double insertion of current-current operators $\hat{Q}_{1,2}$, whereas $P^{a b}$ and $P_{S}^{a b}$ are the result of the insertion of the penguin operators $\hat{Q}_{3, \ldots, 6}$ and $\hat{Q}_{8}$.
At leading order the coefficients $G^{s, x y}$ and $G_{S}^{s, x y}$ have the following universal structure in terms of the current-current Wilson coefficients

$$
\begin{align*}
& G^{s, x y}=3 C_{1}^{2}+2 C_{1} C_{2}+\frac{1}{2} C_{2}^{2} \\
& G_{S}^{s, x y}=-\left(3 C_{1}^{2}+2 C_{1} C_{2}-C_{2}^{2}\right) \tag{2.4.112}
\end{align*}
$$

The quadratic dependence on the tree level Wilson coefficients is not a surprise given that according to Eq. 2.4.102) these calculations are derived from the double insertion of $\Delta B=1$ operators.

| CKM | $B_{s}^{0}$ | $B_{d}^{0}$ |
| :---: | :---: | :---: |
| $\frac{\lambda_{u}}{\lambda_{t}}$ | $-8.0486 \cdot 10^{-3}+1.81082 \cdot 10^{-2} i$ | $7.5543 \cdot 10^{-3}-4.04703 \cdot 10^{-1} i$ |
| $\left(\frac{\lambda_{u}}{\lambda_{t}}\right)^{2}$ | $-2.63126 \cdot 10^{-4}-2.91491 \cdot 10^{-4} i$ | $-1.63728 \cdot 10^{-1}-6.1145 \cdot 10^{-3} i$ |

Table 2.1: CKM ratios $\lambda_{u} / \lambda_{c}$ for neutral B mesons; where $\lambda_{p}^{q}=V_{p b} V_{p q}^{*}$ for $q=$ $s, d$ and $p=u, c$. The numerical inputs used in this calculations are provided in Appendix A.

Finally $\Gamma_{12,1 / m_{b}}^{a b, s}$ stands for the sub-leading $1 / m_{b}$ corrections calculated from the following set of operators

$$
\begin{align*}
& \hat{R}_{1}=\frac{m_{s}}{m_{b}}\left(\bar{s}_{\alpha}\left[1+\gamma_{5}\right] b_{\alpha}\right) \times\left(\bar{s}_{\beta}\left[1-\gamma_{5}\right] b_{\beta}\right) \\
& \hat{R}_{2}=\frac{1}{m_{b}^{2}}\left(\bar{s}_{\alpha} \overleftarrow{D}_{\rho} \gamma^{\mu}\left[1-\gamma_{5}\right] D^{\rho} b_{\alpha}\right) \times\left(\bar{s}_{\beta} \gamma_{\mu}\left[1-\gamma_{5}\right] b_{\beta}\right) \\
& \hat{R}_{3}=\frac{1}{m_{b}^{2}}\left(\bar{s}_{\alpha} \overleftarrow{D}_{\rho}\left[1+\gamma_{5}\right] D^{\rho} b_{\alpha}\right) \times\left(\bar{s}_{\beta}\left[1+\gamma_{5}\right] b_{\beta}\right) \tag{2.4.113}
\end{align*}
$$

In addition operators with mixed colour indices should also be included, they are denoted by $\tilde{\hat{R}}_{1}, \tilde{\hat{R}}_{2}$ and $\tilde{\hat{R}}_{3}$. Finally there is also the contribution from the operator $\hat{R}_{0}$ introduced in Eq. 2.4.108).

To cancel the dependency in $\Gamma_{12}^{s}$ and $M_{12}^{s}$ on the decay constant $f_{B_{s}}$ the following ratio is considered

$$
\begin{align*}
-\frac{\Gamma_{12}^{s}}{M_{12}^{s}} & =\frac{\lambda_{c}^{2} \Gamma_{12}^{s, c c}+2 \lambda_{c} \lambda_{u} \Gamma_{12}^{s, u c}+\lambda_{u}^{2} \Gamma_{12}^{s, u u}}{\lambda_{t}^{2} \tilde{M}_{12}^{s}} \\
& =\frac{\Gamma_{12}^{s, c c}}{\tilde{M}_{12}^{s}}+2\left(\frac{\lambda_{u}}{\lambda_{t}}\right) \frac{\Gamma_{12}^{s, c c}-\Gamma_{12}^{s, u c}}{\tilde{M}_{12}^{s}}+\left(\frac{\lambda_{u}}{\lambda_{t}}\right)^{2} \frac{\Gamma_{12}^{s, c c}-2 \Gamma_{12}^{s, u c}+\Gamma_{12}^{s, u u}}{\tilde{M}_{12}^{s}} \\
& =-10^{-4}\left[c+a \frac{\lambda_{u}}{\lambda_{t}}+b\left(\frac{\lambda_{u}}{\lambda_{t}}\right)^{2}\right] . \tag{2.4.114}
\end{align*}
$$

In Eq. (2.4.114) we are introducing the $a, b$ and $c$ notation [53], in the SM these coefficients are real. The way of writing $\Gamma_{12}^{s} / M_{12}^{s}$ in Eq.(2.4.114) can be viewed as a Taylor expansion in the small CKM parameter $\lambda_{u} / \lambda_{t}$, for which we get the numerical ratios shown in Tab. 2.1 (we use the same CKM inputs as in [15], see Appendix A; the values were taken in 2015 from CKMfitter [17], similar results can be obtained from UTfit [54]).
In addition to the CKM suppression a pronounced GIM-cancellation 55 is arising

|  | $B_{s}^{0}$ | $B_{d}^{0}$ |
| :---: | :---: | :---: |
| $c$ | $-48.0 \pm 8.3$ | $-49.5 \pm 8.5$ |
| $a$ | $+12.3 \pm 1.4$ | $+11.7 \pm 1.3$ |
| $b$ | $+0.79 \pm 0.12$ | $+0.24 \pm 0.06$ |

Table 2.2: Numerical values for the coefficients $a, b, c$ used in the determination of $\Gamma_{12}^{q}$ [53] for the neutral $B_{q}^{0}$ systems for $q=u, c$. All the inputs required for the explicit numerical evaluations are presented in Appendix A.
in the coefficients $a$ and $b$ in Eq. 2.4.114). With the input parameters in Appendix A we get the numerical values presented in Tab 2.2 .

We now make direct contact with the mixing observables $\Delta \Gamma_{s}$ and $\Delta M_{s}$. To begin with we take the real part of Eq. (2.4.114) and use the definitions given in Eq.(1.3.72) and Eq. $(1.3 .76)$ to obtain

$$
\begin{equation*}
\mathcal{R} e\left[\frac{\Gamma_{12}^{s}}{M_{12}^{s}}\right]=-\frac{\Delta \Gamma_{s}}{\Delta M_{s}} \approx-10^{-4} c . \tag{2.4.115}
\end{equation*}
$$

On the other hand, the imaginary part of Eq. 2.4.114) allows to calculate the semileptonic asymmetries introduced in Eq. (1.3.103)

$$
\begin{equation*}
\mathcal{I} m\left[\frac{\Gamma_{12}^{s}}{M_{12}^{s}}\right]=a_{s l}^{s} \approx 10^{-4} a \cdot \operatorname{Im}\left[\frac{\lambda_{u}}{\lambda_{t}}\right] \tag{2.4.116}
\end{equation*}
$$

We present the explicit values for mixing observables $\Delta \Gamma_{s, d}, \Delta M_{s, d}$ and $a_{s l}^{s, d}$ in Section 4.7 and Section 6.3.

When the NLO-QCD and the sub-leading $1 / m_{b}$ corrections are included, it is found that $\Delta \Gamma_{s}$ does not have a good behaviour: the corrections are large and have the same sign. To solve this problem in 52 the operator basis is changed from $\left\{\hat{Q}, \hat{Q}_{S}\right\}$ to $\left\{\hat{Q}, \hat{\tilde{Q}}_{S}\right\}$, this has the effect of changing the dependence on the bag parameters from $\left\{B, B_{S}\right\}$ to $\left\{B, \tilde{B}_{S}\right\}$.

We can solve for $\hat{Q}_{S}$ in terms of $\hat{R}_{0}$ in Eq. 2.4.108) to get

$$
\begin{aligned}
\Gamma_{12}^{a b} & =\frac{G_{F}^{2} m_{b}^{2}}{24 \pi M_{B s}}\left[G^{a b}\left\langle B_{s}\right| \hat{Q}\left|\bar{B}_{s}\right\rangle-G_{S}^{a b}\left\langle B_{s}\right|\left(\hat{R}_{0}-\alpha_{1} \hat{\tilde{Q}}_{S}-\frac{1}{2} \alpha_{2} \hat{Q}\right)\left|\bar{B}_{s}\right\rangle\right]+\Gamma_{12,1 / m_{b}}^{a b} \\
& =\frac{G_{F}^{2} m_{b}^{2}}{24 \pi M_{B s}}\left[\left(G^{a b}+\frac{1}{2} \alpha_{2} G_{S}^{a b}\right)\left\langle B_{s}\right| \hat{Q}\left|\bar{B}_{s}\right\rangle+\alpha_{1} G_{S}^{a b}\left\langle B_{S}\right| \hat{\tilde{Q}}_{S}\left|\bar{B}_{S}\right\rangle\right]+\tilde{\Gamma}_{12,1 / m_{b}}^{a b}
\end{aligned}
$$

where

$$
\begin{equation*}
\tilde{\Gamma}_{12}^{a b}=\Gamma_{12,1 / m_{b}}^{a b}-\frac{G_{F}^{2} m_{b}^{2}}{24 \pi M_{B s}} G_{S}^{a b}\left\langle B_{s}\right| \hat{R}_{0}\left|\bar{B}_{s}\right\rangle . \tag{2.4.117}
\end{equation*}
$$

The effect of changing the set of operators from $\left\{\hat{Q}, \hat{Q}_{S}\right\}$ to $\left\{\hat{Q}, \hat{\tilde{Q}}_{S}\right\}$ can be appreciated in the following equations for the ratio $\Delta \Gamma_{s} / \Delta M_{s}$ calculated in the old and the new basis (15.

$$
\begin{align*}
\frac{\Delta \Gamma_{s}^{\text {Old }}}{\Delta M_{s}} & =10^{-4} \cdot\left[2.6+69.7 \frac{B_{S}}{B}-24.3 \frac{B_{R}}{B}\right] \\
\frac{\Delta \Gamma_{s}^{\text {New }}}{\Delta M_{s}} & =10^{-4} \cdot\left[44.8+16.4 \frac{\tilde{B}_{S}}{B}-13.0 \frac{B_{R}}{B}\right] \tag{2.4.118}
\end{align*}
$$

As can be seen in the second of Eq. 2.4.118), the leading numerical term in the calculation based on the new basis is not multiplying any ratio of bag parameters, hence it is free from hadronic uncertainties. The second and third terms, containing the ratios $\tilde{B}_{S} / B$ and $B_{R} / B$ respectively, have smaller contributions because they are multiplied by smaller numerical factors. In contrast, in the old basis the leading numerical contribution enhances the uncertainties from the ratio $B_{S} / B$ and it is quite sizeable in comparison with the rest of the terms included. The calculations for neutral B mixing in Chapters 4 , 5 and 6 are based on this approach.

## Chapter 3

## Basics on QCD Factorization

### 3.1 Introduction

As will be discussed in Chapter 4, we have performed a global fit to determine possible new physics effects manifesting as deviations on the current-current Wilson coefficients $C_{1}$ and $C_{2}$ for B -meson decays. This analysis includes constraints from neutral B-meson mixing as well as from non-leptonic B -meson decays such as $B \rightarrow$ $\pi \pi, B \rightarrow \pi \rho, B \rightarrow \rho \rho$ and $B \rightarrow D \pi$. The amplitudes for the non-leptonic decays included in our analysis were calculated using the QCD Factorization formalism (QCDF) 56. In this chapter we present a brief summary of the QCDF results relevant to our investigations.

### 3.2 QCD Factorization

The main idea of factorization is to disentangle physical effects from different length and momentum scales. When studying B meson decays we are faced with two energy scales $m_{b}$ and $\Lambda_{Q C D}$ determining the perturbative and non-perturbative regimes of the processes of interest, respectively.

In order to introduce the main QCDF formulas let us first define "light" and "heavy" mesons according to [57. A meson with mass $m$ is considered "heavy" if $m$ scales with $m_{b}$ in the heavy quark limit such that $m / m_{b}$ remains fixed. On the other hand a meson is regarded as "light" if its mass remains finite in the heavy quark limit,
for a light meson $m \sim \mathcal{O}\left(\Lambda_{Q C D}\right)$.
Consider the transition $B \rightarrow M_{1} M_{2}$ where $M_{1}$ and $M_{2}$ are two final state mesons, then under the application of the effective theory formalism introduced in Chapter 2 the corresponding amplitude can be expressed in terms of the matrix elements of different dimension six operators $\left\langle M_{1} M_{2}\right| \hat{Q}_{i}|B\rangle$ (where $\hat{Q}_{i}$ is any of the operators in Eq. (2.3.78)). According to QCDF the structure of these matrix elements depends on whether the final states are "light" or "heavy" (see Fig 3.1). For instance if $M_{1}$ and $M_{2}$ are light then the corresponding matrix element is

$$
\begin{align*}
\left\langle M_{1} M_{2}\right| \hat{Q}_{i}|B\rangle= & \sum_{j} F_{j}^{B \rightarrow M_{1}}(0) \int_{0}^{1} d u T_{i j}^{I}(u) \Phi_{M_{2}}(u)+\left(M_{1} \leftrightarrow M_{2}\right) \\
& +\int_{0}^{1} d \xi d u d v T_{i}^{I I}(\xi, u, v) \Phi_{B}(\xi) \Phi_{M_{1}}(v) \Phi_{M_{2}}(u) \tag{3.2.1}
\end{align*}
$$

In the right hand side of the previous equation $F_{j}^{B \rightarrow M_{1,2}}\left(m_{2,1}^{2}\right)$ represents a form factor for the transition $B \rightarrow M_{1} M_{2}$ and $\Phi_{M}(u)$ is the non-perturbative Light-Cone Distribution Amplitude (LDCA) for the meson $M$.
We have written Eq. (3.2.1) in such a way that it can be applied to situations where the spectator quark can end in any of the two final state light mesons. If the spectator can go into only one of the final mesons, this one will be labelled as $M_{1}$ and just the first and the third terms on the right hand side of Eq. (3.2.1) should be included.

If in the final hadronic states $M_{1}$ is "heavy" and $M_{2}$ is "light" then, according to QCDF the corresponding matrix element is

$$
\begin{equation*}
\left\langle M_{1} M_{2}\right| \hat{Q}_{i}|B\rangle=\sum_{j} F_{j}^{B \rightarrow M_{1}}\left(m_{2}^{2}\right) \int_{0}^{1} d u T_{i j}^{I}(u) \Phi_{M_{2}}(u) . \tag{3.2.2}
\end{equation*}
$$

The meaning of different factors inside Eq. (3.2.2) are analogous to those given for Eq. 3.2.1.

Physically the LCDA [58] $\Phi_{M}(u)$ describes the momentum fraction of the partons for a particular Fock state associated with $M$. The partons of the Fock state under consideration should be taken at zero transverse separation in the light cone coordinates, this is one of the requirements for the factorizability of the hadronic amplitudes. The LCDA are ordered using the quantum number twist $t$. The twist of an operator $\hat{O}$ is given by $t=d-s$, being $d$ the canonical mass dimension of $\hat{O}$


Figure 3.1: Factorization of matrix elements for $B$ decays into "light"- "light" mesons (both diagrams included) and "heavy"-"light" (only left diagram) in QCDF.
and $s$ its Lorentz Spin. The leading twist $t=2$ LCDA corresponds to the lowest Fock state used in the description of $M$, thus for this particular case only the valence quark $q$ and the valence antiquark $\bar{q}^{\prime}$ are included. The symbol $u$ in the argument of $\Phi_{M}$ is the fraction of longitudinal momentum carried by $q$ and $\bar{u}=1-u$ is the fraction of longitudinal momentum corresponding to $\bar{q}^{\prime}$. The functions $T^{I, I I}$ are called hard-scattering kernels, $T^{I}$ contains nonfactorizable gluon exchange, including penguin topologies. On the other hand, hard interactions involving the spectator quark are part of $T^{I I}$. One of the main features of the QCDF formula is that all the non-perturbative effects can be absorbed into the form factor and the LCDA. At leading power in $\alpha_{s}$ the factorization formula can be simplified considering that $T^{I}=$ constant $+\mathcal{O}\left(\alpha_{s}\right)$ and $T^{I I}=\mathcal{O}\left(\alpha_{s}\right)$. Then the convolution integral containing $T^{I}$ reduces to a decay constant $f_{M_{2}}$ and we can drop the contribution containing $T^{I I}$ to obtain

$$
\begin{equation*}
\left\langle M_{1} M_{2}\right| \hat{Q}|B\rangle \approx F^{B \rightarrow M_{1}}(0) f_{M_{2}} . \tag{3.2.3}
\end{equation*}
$$

This is the result obtained in naive factorization [59, 60]. It ignores final state interactions and consequently does not account for strong rescattering phases. The naive factorization formalism corresponds to the leading terms in the $\alpha_{s}$ and $1 / m_{b}$ expansion in QCDF. We will refer to naive factorization in Section 4.4.2 and 4.8.5 in order to get an estimation on the possible size of amplitudes that have not been calculated from first principles yet.

Returning to our main line of discussion, we now present the structure of the amplitude for the process $\bar{B}_{d}^{0} \rightarrow M_{1} M_{2}$ within the context of QCDF,

$$
\begin{equation*}
\mathcal{A}\left(\bar{B}_{d}^{0} \rightarrow M_{1} M_{2}\right)=\frac{G_{F}}{\sqrt{2}} \sum_{p=u, c} \lambda_{p}\left\langle M_{1} M_{2}\right| \hat{\mathcal{T}}_{p}^{(d)}+\mathcal{T}_{p}^{\text {ann,(d) }}|B\rangle . \tag{3.2.4}
\end{equation*}
$$

Using the basis in Eq. 2.3.78) (adapted for $B_{d}^{0}$ instead of $B_{s}^{0}$ ) and including QCD and electroweak penguins, the operator $\mathcal{\mathcal { T }}_{p}^{(d)}$ in Eq. 3.2.4) is 45

$$
\begin{align*}
\hat{\mathcal{T}}_{p}^{(d)} & =\alpha_{1}\left(M_{1} M_{2}\right) \delta_{p u}(\overline{\hat{d}} \hat{b})_{V-A} \otimes(\overline{\hat{u}} \hat{u})_{V-A} \\
& +\alpha_{2}\left(M_{1} M_{2}\right) \delta_{p u}(\overline{\hat{u}} \hat{b})_{V-A} \otimes(\overline{\hat{d}} \hat{u})_{V-A} \\
& +\alpha_{3}\left(M_{1} M_{2}\right) \sum_{q}(\overline{\hat{d} \hat{b}})_{V-A} \otimes(\overline{\hat{q}} \hat{q})_{V-A} \\
& +\alpha_{4}^{p}\left(M_{1} M_{2}\right) \sum_{q}(\overline{\hat{q}} \hat{b})_{V-A} \otimes(\overline{\hat{d}} \hat{q})_{V-A} \\
& +\alpha_{5}\left(M_{1} M_{2}\right) \sum_{q}(\overline{\hat{d} \hat{b}})_{V-A} \otimes(\overline{\hat{q}} \hat{q})_{V+A} \\
& +\alpha_{6}^{p}\left(M_{1} M_{2}\right) \sum_{q}(-2)(\overline{\hat{q}} \hat{b})_{S-P} \otimes(\overline{\hat{d}} \hat{q})_{S+P} \\
& +\alpha_{7}^{p}\left(M_{1} M_{2}\right) \sum_{q}(\overline{\hat{d} \hat{b}})_{V-A} \otimes \frac{3}{2} e_{q}(\overline{\hat{q}} \hat{q})_{V+A} \\
& +\alpha_{8}^{p}\left(M_{1} M_{2}\right) \sum_{q}(-2)(\overline{\hat{q}} \hat{b})_{S-P} \otimes \frac{3}{2} e_{q}(\overline{\hat{d}} \hat{q})_{S+P} \\
& +\alpha_{9}^{p}\left(M_{1} M_{2}\right) \sum_{q}(\overline{\hat{d} \hat{b}})_{V-A} \otimes \frac{3}{2} e_{q}(\overline{\hat{q}} \hat{q})_{V-A} \\
& +\alpha_{10}^{p}\left(M_{1} M_{2}\right) \sum_{q}(\overline{\hat{q}} \hat{\hat{b}})_{V-A} \otimes \frac{3}{2} e_{q}(\overline{\hat{d} \hat{q}})_{V-A} \tag{3.2.5}
\end{align*}
$$

with $\left(\overline{\hat{q}}_{1} \hat{q}_{2}\right)_{S \pm P}=\overline{\hat{q}}_{1}\left(1 \pm \gamma_{5}\right) \hat{q}_{2}$. The previous expression can easily be applied to $\bar{B}_{s}^{0}$ mesons by substituting the field of the down quark by the corresponding one of the strange quark. The symbol $\otimes$ indicates that the matrix elements for the operators have to be evaluated in the factorized form $\left\langle M_{1} M_{2}\right| j_{1} \otimes j_{2}|B\rangle \equiv\left\langle M_{1}\right| j_{1}|B\rangle\left\langle M_{2}\right| j_{2}|0\rangle$ or $\left\langle M_{1}\right| j_{2}|B\rangle\left\langle M_{2}\right| j_{1}|0\rangle$ depending on the specific case. The nonfactorizable contributions are kept inside the topological amplitudes $\alpha_{i}^{p}\left(M_{1} M_{2}\right)$ to be described in more detail below.


Figure 3.2: Weak annihilation diagrams.


Figure 3.3: NLO vertex corrections included in the topological amplitudes $\alpha_{i}^{p}$.


Figure 3.4: NLO penguin topologies included in $\alpha_{i}^{p}$.

The matrix elements of $\mathcal{T}_{p}^{(d), a n n}$ correspond to weak annihilation contributions (see Fig (3.2) and cannot be calculated using QCDF. Regarding the scaling behaviour in the heavy quark limit, the annihilation contributions are found to be suppressed by $\Lambda_{Q C D} / m_{b}$ [57], hence they are classified as power corrections. The following example attempts to explain how the argument works. Consider for instance the process $\bar{B}_{d}^{0} \rightarrow \pi^{+} \pi^{-}$. As shown in [57], the form factors and decay constants relevant to this process have the following scaling behaviour in the heavy quark limit

$$
\begin{equation*}
F^{B \rightarrow \pi}(0) \sim\left(\frac{\Lambda_{Q C D}}{m_{b}}\right)^{3 / 2}, \quad f_{\pi} \sim \Lambda_{Q C D}, \quad f_{B} \sim \frac{\Lambda_{Q C D}^{3 / 2}}{m_{b}^{1 / 2}}, \tag{3.2.6}
\end{equation*}
$$

therefore for the amplitude of the factorizable diagrams we get

$$
\begin{equation*}
\mathcal{A}\left(\bar{B}_{d}^{0} \rightarrow \pi^{+} \pi^{-}\right) \sim G_{F} m_{b}^{2} F^{B \rightarrow \pi}(0) f_{\pi} \sim G_{F} \Lambda_{Q C D}^{5 / 2} m_{b}^{1 / 2} . \tag{3.2.7}
\end{equation*}
$$

On the other hand, for the annihilation topologies the following asymptotic expression is expected

$$
\begin{equation*}
\mathcal{A}\left(\bar{B}_{d}^{0} \rightarrow \pi^{+} \pi^{-}\right) \sim G_{F} f_{B} f_{\pi}^{2} \alpha_{s} \sim G_{F} \frac{\Lambda_{Q C D}^{7 / 2}}{m_{b}^{1 / 2}} \alpha_{s} \tag{3.2.8}
\end{equation*}
$$

Considering the scaling behaviour given in Eq. (3.2.6) we see that the annihilation contribution in Eq. (3.2.8) is suppressed by one power in $\Lambda_{Q C D} / m_{b}$ with respect to the factorizable amplitude in Eq. 3.2.7).


Figure 3.5: Hard scattering contributions to the topological amplitudes $\alpha_{i}^{p}$.

### 3.3 Topological amplitudes

The topological amplitudes $\alpha_{i}^{p}\left(M_{1} M_{2}\right)$ have the following generic structure at NLO in $\alpha_{s}$ 61

$$
\begin{align*}
\alpha_{i}^{p, M_{1} M_{2}}= & \left(C_{i}\left(\mu_{b}\right)+\frac{C_{i \pm 1}\left(\mu_{b}\right)}{N_{c}}\right) N_{i}\left(M_{2}\right)+\frac{\alpha_{s}\left(\mu_{b}\right)}{4 \pi} \frac{C_{i \pm 1}\left(\mu_{b}\right) C_{F}}{N_{c}} V_{i}\left(M_{2}\right)+P_{i}^{p}\left(M_{2}\right) \\
& +\frac{\alpha_{s}\left(\mu_{h}\right)}{4 \pi}\left(\frac{4 \pi^{2} C_{i \pm 1}\left(\mu_{h}\right) C_{F}}{N_{c}^{2}} H_{i}\left(M_{1} M_{2}\right)\right) . \tag{3.3.9}
\end{align*}
$$

Where the superscript $p=u, c$ should be removed for $i=1,2$. For some processes quoted in the literature [45] alternative versions of this formula are used. However, for the purposes of the QCDF amplitudes required in this Thesis we will refer to Eq.(3.3.9) unless stated otherwise. In Eq.(3.3.9) $C_{i}$ are the Wilson coefficients calculated at the scale $\mu \sim m_{b}$ (see Section 2.3.1). For the subindices of the coefficients $C_{i \pm 1}$ we have

$$
C_{i \pm 1}= \begin{cases}C_{i+1}: & \text { if } i \text { is odd } \\ C_{i-1}: & \text { if } i \text { is even. }\end{cases}
$$

The normalization of the light-cone distribution $N_{i}\left(M_{2}\right)$ for the meson $M_{2}$ is determined according to the following rule

$$
N_{i}\left(M_{2}\right)=\left\{\begin{array}{lc}
0: \quad i=6,8 \text { and } M_{2}=V \\
1: \quad \text { in any other case }
\end{array}\right.
$$

The symbol $V_{i}\left(M_{2}\right)$ in Eq. (3.3.9) stands for the one loop vertex corrections shown in Fig 3.3. The Penguin contributions presented in Fig 3.4 are given by $P_{i}^{p}\left(M_{2}\right)$. Finally the hard spectator interactions appearing in Fig 3.5 are introduced through $H_{i}\left(M_{1} M_{2}\right)$.

### 3.4 Power corrections in Hard spectator functions

The hard scattering functions $H_{i}\left(M_{1} M_{2}\right)$ get a divergence from the twist-3 distribution amplitude $\Phi_{m_{1}}(y)$ of the meson $M_{1}$. We now provide a brief explanation on how this divergence is treated in QCDF. To begin with, the contribution of $\Phi_{m_{1}}(y)$ to $H_{i}\left(M_{1} M_{2}\right)$ has the following structure

$$
\begin{equation*}
\delta H_{i}\left(M_{1} M_{2}\right) \propto r_{\chi}^{M_{1}} \int_{0}^{\infty} d \xi \frac{\Phi_{B}(\xi)}{\xi} \int_{0}^{1} d x \frac{\Phi_{M_{2}}(x)}{\bar{x}} \int_{0}^{1} d y \frac{\Phi_{m_{1}}(y)}{\bar{y}} \tag{3.4.10}
\end{equation*}
$$

for $\bar{x}=1-x$ and $\bar{y}=1-y$. The factor $r_{\chi}^{M_{1}}$ in Eq. 3.4.10 provides a suppression of the order $\Lambda_{Q C D} / m_{b}$ in the heavy quark limit. This can be seen for example in the case of $M_{1}=\pi$ for which we have

$$
\begin{align*}
r_{\chi}^{\pi}(\mu) & =\frac{2 m_{\pi}^{2}}{m_{b}(\mu)\left(m_{u}+m_{d}\right)(\mu)} \approx \frac{2 \Lambda_{Q C D}^{2}}{m_{b}(\mu) \Lambda_{Q C D}} \\
& \sim \frac{\Lambda_{Q C D}}{m_{b}} \tag{3.4.11}
\end{align*}
$$

The main problem is that $\Phi_{m_{1}}(y)$ does not vanish at $y=1$ leading to a divergent term in Eq. (3.4.10). Conventionally the divergence is extracted according to the following prescription

$$
\begin{align*}
\int_{0}^{1} \frac{d y}{\bar{y}} \Phi_{m_{1}}(y) & =\Phi_{m_{1}}(1) \int_{0}^{1} \frac{d y}{\bar{y}}+\int_{0}^{1} \frac{d y}{\bar{y}}\left[\Phi_{m_{1}}(y)-\Phi_{m_{1}}(1)\right] \\
& =\Phi_{m_{1}}(1) X_{H}^{M_{1}}+\int_{0}^{1} \frac{d y}{[\bar{y}]_{+}} \Phi_{m_{1}}(y) \tag{3.4.12}
\end{align*}
$$

In Eq.(3.4.12) the divergence is parameterized inside $X_{H}$, physically $X_{H}$ represents a soft gluon interaction with the spectator quark. It is expected that $X_{H} \sim$ $\ln \left(m_{b} / \Lambda_{Q C D}\right)$ because the divergence appearing is regulated by a physical scale of the order $\Lambda_{Q C D}$. In addition a complex coefficient cannot be excluded since multiple soft scatterings can introduce a strong interaction phase. The standard parameterization for $X_{H}$ from Beneke-Buchalla-Neubert-Sachrajda (BBNS) [57] is

$$
\begin{equation*}
X_{H}=\left(1+\rho_{H} e^{i \phi_{H}}\right) \ln \frac{m_{B}}{\Lambda_{h}} \tag{3.4.13}
\end{equation*}
$$

where $\Lambda_{h} \approx \mathcal{O}\left(\Lambda_{Q C D}\right)$ and $\rho_{H} \approx \mathcal{O}(1)$. We will deal with $X_{H}$ in Chapter 4 , where $X_{H}$ will be assumed to be the same for all mesons $M_{1}$ and all topological amplitudes $\alpha_{i}^{p}$. The remaining integral $\int_{0}^{1} d y /[\bar{y}]_{+} \Phi_{m_{1}}(y)$, in Eq. 3.4.12 , is finite. For instance for pseudoscalar mesons $\Phi_{m_{1}}(y)=1$, and trivially

$$
\begin{equation*}
\int_{0}^{1} \frac{d y}{[\bar{y}]_{+}} \Phi_{m_{1}}(y)=\int_{0}^{1} \frac{d y}{\bar{y}}\left[\Phi_{m_{1}}(y)-\Phi_{m_{1}}(1)\right]=0 \tag{3.4.14}
\end{equation*}
$$

Unfortunately $X_{H}$ cannot be determined from first principles, so the parameterization in Eq. (3.4.13) accounts for our ignorance on the underlying hard scattering mechanisms described by the integral of $\Phi_{m_{1}}$ in Eq.(3.4.12). Another important source of uncertainty in Eq. 3.4.10) is the inverse moment of the LCDA of the B meson

$$
\begin{equation*}
\int_{0}^{1} d \xi \frac{\Phi_{B}(\xi)}{\xi}=\frac{m_{B}}{\lambda_{B}} \tag{3.4.15}
\end{equation*}
$$

where $\lambda_{B}$ is an unknown quantity parameterizing our ignorance on the LCDA $\Phi_{B}$.

### 3.5 Weak annihilation contributions

The contribution from the weak annihilation topologies shown in Fig. 3.2 are taken into account using linear combinations of the basic "building blocks" $A_{k}^{i, f}$. They result from the calculation of divergent integrals including the twist 2 and twist 3 LCDA of the final mesons $M_{1}$ and $M_{2}$, see Eqn. (3.5.16). The superscripts " $i, f$ " indicate whether the gluon emission comes from an initial or a final quark state, respectively. The subscripts describe the Dirac structure under consideration: $k=1$ for $(V-A) \otimes(V-A), k=2$ for $(V-A) \otimes(V+A)$ and $k=3$ for $(-2)(S-P) \otimes(S+P)$.

$$
\begin{align*}
b_{1} & =\frac{C_{F}}{N_{c}^{2}} C_{1} A_{1}^{i}, \\
b_{2} & =\frac{C_{F}}{N_{c}^{2}} C_{2} A_{1}^{i}, \\
b_{3}^{p} & =\frac{C_{F}}{N_{c}^{2}}\left(C_{3} A_{1}^{i}+C_{5}\left(A_{3}^{i}+A_{3}^{f}\right)+N_{c} C_{6} A_{3}^{f}\right), \\
b_{4}^{p} & =\frac{C_{F}}{N_{c}^{2}}\left(C_{4} A_{1}^{i}+C_{6} A_{2}^{i}\right), \\
b_{3, \mathrm{EW}}^{p} & =\frac{C_{F}}{N_{c}^{2}}\left(C_{9} A_{1}^{i}+C_{7}\left(A_{3}^{i}+A_{3}^{f}\right)+N_{c} C_{8} A_{3}^{f}\right), \\
b_{4, \mathrm{EW}}^{p} & =\frac{C_{F}}{N_{c}^{2}}\left(C_{10} A_{1}^{i}+C_{8} A_{2}^{i}\right) \tag{3.5.16}
\end{align*}
$$

In Eq. 3.5.16 $b_{1}$ and $b_{2}$ correspond to the annihilation amplitudes due to currentcurrent topologies. The amplitudes $b_{3}^{p}$ and $b_{4}^{p}$ account for QCD penguin annihilation. Finally $b_{3, \mathrm{EW}}^{p}$ and $b_{4, \mathrm{EW}}^{p}$ are the result of electroweak penguin annihilation.

BBNS treat the endpoint singularities arising in the annihilation topologies in an analogous way as for the hard scattering contributions, i.e. they introduce

$$
\begin{equation*}
X_{A}=\left(1+\rho_{A} e^{i \phi_{A}}\right) \ln \frac{m_{B}}{\Lambda_{h}} \tag{3.5.17}
\end{equation*}
$$

which corresponds to the regularized integral

$$
\begin{equation*}
\int_{0}^{1} \frac{d x}{x} \rightarrow \int_{\Lambda_{h} / m_{B}}^{1} \frac{d x}{x}=\ln \frac{m_{B}}{\Lambda_{h}}, \tag{3.5.18}
\end{equation*}
$$

modified by $\rho_{A}$ and the phase $\phi_{A}$. The hard scattering contributions and the weak annihilation contributions are evaluated at the scale $\mu=\sqrt{\Lambda_{h} m_{b}}$.

## Chapter 4

## New Physics at tree level decays

The possibility of new physics in non leptonic tree level decays has already been considered in e.g. [2, 3, 62]; however, to the best of our knowledge there has not been a rigorous study so far. For instance the results in [2,3] are based on a scan over the parameter space defined by new physics contributions only and the correlations between other input parameters such as decay constants, masses and so on were not included. The analysis presented here improves the study in 2,62 on possible new effects in the $b \rightarrow q \bar{q}^{\prime} d$ and $b \rightarrow q \bar{q}^{\prime} s$ decays $\left(q, q^{\prime}=u, c\right)$ in two different ways. Firstly we make a more profound statistical analysis, in addition it also includes full NLO formulae for the different physical observables considered (previously only simplified expressions were used in most of the cases). As far as we know this is the first systematic study on the subject. We perform two analyses, in the first one we study the new physics effects on the different decay transitions $b \rightarrow q \bar{q}^{\prime} d$ and $b \rightarrow q \bar{q}^{\prime} s$ independently; we focus in particular on the inclusive decays $b \rightarrow u \bar{u} d$, $b \rightarrow c \bar{u} d$ and $b \rightarrow c \bar{c} d(b \rightarrow u \bar{c} d$ is rather unconstrained and is not included). As a second step we make a universal treatment by assuming that new physics has the same effect over the channels $b \rightarrow q \bar{q}^{\prime} d$ and $b \rightarrow q \bar{q}^{\prime} s$. Following this approach, we found the strongest constraints possible within our investigation. Finally, we assess the phenomenological impact of new physics at tree level on two physical observables: the decay width difference for $B_{d}^{0}$ meson mixing $\Delta \Gamma_{d}$ and on the CKM angle $\gamma$.

### 4.1 Basic formalism

Our starting point is the effective Hamiltonian in Eq. (2.3.76) written in terms of the basis in Eq. (2.3.78). We introduce new physics in tree level decays by modifying the Wilson coefficients of the operators $\hat{Q}_{1}$ and $\hat{Q}_{2}$ with respect to their SM values according to

$$
\begin{equation*}
C_{1,2}^{S M} \rightarrow C_{1,2}^{N P}:=C_{1,2}^{S M}+\Delta C_{1,2} . \tag{4.1.1}
\end{equation*}
$$

We present the possible bounds for $\Delta C_{1}$ and $\Delta C_{2}$ at the matching scale $\mu=M_{W}$ and work under the assumption of "single operator dominance" by considering changes to each Wilson coefficient independently. E.g. to establish constraints on $\Delta C_{1}\left(M_{W}\right)$ we fix $\Delta C_{2}\left(M_{W}\right)=0$ and vice versa, this is the most conservative approach, if we allow both parameters to change simultaneously this results in partial cancellations leading to bigger new physics regions. Taking into account that, the theoretical formulae for our observables are calculated at the scale $\mu=m_{b}$, we evolve the new Wilson coefficients $C_{1}^{N P}\left(M_{W}\right)$ and $C_{2}^{N P}\left(M_{W}\right)$ using the renormalization group formalism described in Section 2.3.1. We consider new physics to be leading order only, then we treat the SM contribution $C_{1,2}^{S M}\left(M_{W}\right)$ and the new physics components $\Delta C_{1,2}$ differently under the renormalization group equations. For instance the evolution of $C_{1,2}^{S M}\left(M_{W}\right)$ is done using the full NLO expressions in Eq. 2.3.80) whereas $\Delta C_{1,2}\left(M_{W}\right)$ are evolved using only the LO version in Eq. (2.3.82). Notice that even though at $\mu=M_{W}$ there is only new physics in $C_{1}$ and $C_{2}$, the non diagonal nature of the evolution equations propagate these effects to all the other Wilson coefficients undergoing mixing at the scale $\mu=m_{b}$.

### 4.2 Statistical analysis

The new physics contributions $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$ compatible with experimental data are calculated using a likelihood ratio test as given by Eq. (B.0.1) and Eq.(B.0.3), where the chi-squared function is

$$
\begin{equation*}
\chi^{2}(\vec{\omega})=\sum_{i}\left(\frac{\hat{O}_{i, \exp }-\hat{O}_{i, \text { theo }}(\vec{\omega})}{\sigma_{i, \exp }}\right)^{2} . \tag{4.2.2}
\end{equation*}
$$

Here $\hat{O}_{i, \exp }$ and $\hat{O}_{i, \text { theo }}$ are the experimental and theoretical determinations of the $i$ th observable respectively. The vector $\vec{\omega}$ includes all the inputs necessary for the determination of $\hat{O}_{i, \text { theo }}$. We want to make a distinction among the different components of $\vec{\omega}$; we will define a subvector $\vec{\lambda}$ containing only the SM inputs (e.g. quarks masses, decay constants, form factors, etc), leaving separate the new physics contributions $\Delta C_{1,2}$, thus we write

$$
\begin{equation*}
\vec{\omega}=\left(\vec{\lambda}, \Delta C_{1}\left(M_{W}\right), \Delta C_{2}\left(M_{W}\right)\right) . \tag{4.2.3}
\end{equation*}
$$

During our global fit $\vec{\lambda}$ and $\Delta C_{1,2}\left(M_{W}\right)$ are treated differently. We are not really interested in the SM components entering $\vec{\lambda}$; however, they are crucial in defining the uncertainties of our observables. Hence in our analysis they have the status of nuisance parameters. On the other hand $\Delta C_{1,2}\left(M_{W}\right)$ play a central role in our study, as a matter of fact we want to probe for the possible values of $\Delta C_{1,2}\left(M_{W}\right)$ compatible with data. Technically speaking we profile the likelihood with respect to $\Delta C_{1,2}\left(M_{W}\right)$. In practice this means that we first partially minimize our likelihood estimator (see Appendix $B$ with respect to the components in $\vec{\lambda}$ and then we study the behaviour of the resulting estimator with respect to different values for $\Delta C_{1,2}\left(M_{W}\right)$.

The new physics contributions $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$ are assumed to be complex and the possible values of their real and imaginary components, determined at the scale $\mu=M_{W}$, are supposed to obey a Gaussian distribution with mean $\overline{\Delta C}_{1,2}=0$ and standard deviation $\sigma_{\Delta C_{1,2}}=1$.

As already mentioned in the previous section, during our statistical analysis we used the single operator dominance assumption by fitting independently the contributions $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$. Then if we want to estimate the possible values of $\Delta C_{1}\left(M_{W}\right)$ we take $\Delta C_{2}\left(M_{W}\right)=0$ and vice-versa. Next we describe step-by-step the fitting method for $\Delta C_{1}\left(M_{W}\right)$, an analogous procedure was followed for $\Delta C_{2}\left(M_{W}\right)$ (the necessary statistical concepts are presented in Appendix B).

1. Define the confidence level $(C L)$ for the statistical fit and estimate the $p$ value according to

$$
\begin{equation*}
p=1-C L \tag{4.2.4}
\end{equation*}
$$

2. Establish a sampling region on the plane defined by the real and the imaginary components of $\Delta C_{1}\left(M_{W}\right)$. Our main aim here is to determine which values in the test region are allowed at the confidence level given in the first step. The sampling region is observable dependent, in our case we always use rectangular grids around the origin of the complex plane defined by $\Delta C_{1}\left(M_{W}\right)$ (the origin of this plane corresponds to the SM value). The number of points on the grid depends on the numerical stability of our algorithms, on the time required to compute a particular combination of observables and on the size of the new physics regions determined by them.
3. Obtain the combination of values $\vec{\omega}^{\prime}$ that minimize the $\chi^{2}$ function in Eq. (4.2.2), here we are interested in the global minimum of $\chi^{2}$, hence the minimization takes into account all the entries in $\vec{\omega}^{\prime}$ including $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$. Using the notation given in Appendix B we will label the global minimum of $\chi^{2}$ as $\min \chi_{\vec{\omega}^{\prime} \in \Omega}^{2}$, where $\Omega$ denotes the parameter space for all the inputs.
4. Each one of the points on the grid constructed in Step 2 is a null hypothesis for $\Delta C_{1}\left(M_{W}\right)$, we will refer to them individually as $\Delta C_{1}^{N H}\left(M_{W}\right)$. For every $\Delta C_{1}^{N H}\left(M_{W}\right)$ apply Steps 5 to 7 .
5. Determine the set of values for the nuisance parameters $\vec{\lambda}_{0}$ that minimizes the $\chi^{2}$ function in Eq. (4.2.2) under the assumption $\Delta C_{1}\left(M_{W}\right)=\Delta C_{1}^{N H}\left(M_{W}\right)$. We will label this new result as min $\underset{\vec{\omega}_{0} \in \Omega_{0}}{\chi^{2}}$. Here $\Omega_{0}$ is the subregion of the parameter space where $\Delta C_{1}\left(M_{W}\right)=\Delta C_{1}^{N H}\left(M_{W}\right)$ and $\vec{\omega}_{0}=\left(\vec{\lambda}_{0}, \Delta C_{1}^{N H}\left(M_{W}\right), 0\right)$.
6. Perform a likelihood ratio test as defined in Eq. B.0.3). The $\Delta \chi^{2}$ function should be computed using the global minimum estimated in Step 3 and the partial minimization for the $\chi^{2}$ obtained in Step 5 .
7. Estimate the $p\left(\overrightarrow{\omega_{0}}\right)$ value associated with $\overrightarrow{\omega_{0}}$ using Eq. $\overrightarrow{\text { B.0.6 }}$. Accept the null hypothesis for $\Delta C_{1}\left(M_{W}\right)$ only if

$$
\begin{equation*}
p\left(\overrightarrow{\omega_{0}}\right)>p \tag{4.2.5}
\end{equation*}
$$

We implement the steps previously described with the package MyFitter [63]. To minimize the computational time invested in the combined fits we make use of the
parallelization option available on MyFitter, this allows us to divide one particular "fitting process" into several computing "jobs". With this procedure we are able to execute up to 130 jobs simultaneously using the local computer cluster of the Institute for Particle Physics and Phenomenology (Durham University). The time invested in each one of the fits depends on the combination of observables considered and on the availability of the computer resources at the institute. The combined fits in Section 4.8.4 are particularly demanding requiring up to 4 days to be finished with an average of 100 jobs running simultaneously.

### 4.3 Constraints from $b \rightarrow u \bar{u} d$ transitions

We begin our analysis by deriving constraints on the new physics contributions $\Delta C_{1,2}^{u u}\left(M_{W}\right)$ entering in the quark level transition $b \rightarrow u \bar{u} d$. Our bounds are calculated taking into account the decays $B \rightarrow \pi \pi, \rho \pi, \rho \rho$. We include different observables calculated to leading power in $\Lambda_{\mathrm{QCD}} / m_{b}$ using the QCD Factorization (QCDF) formalism introduced briefly in Chapter 3. The reliability of the factorization predictions is a subject of debate [62], and in the following we only include observables that can be argued to be under good theoretical control in this approach.
Consider the exclusive decay $\bar{B}_{d}^{0} \rightarrow M_{1} M_{2}$, where $M_{1}$ and $M_{2}$ are final state mesons. As described in Chapter 3, within the context of QCDF the Wilson coefficients $C_{1,2}$ enter in the amplitudes $\mathcal{A}\left(\bar{B}_{d}^{0} \rightarrow M_{1} M_{2}\right)$ for the different $\bar{B}_{d}^{0}$ hadronic decays through the topological amplitudes $\alpha_{i}^{p, M_{1} M_{2}}$ (Eq. 4.3.6) whose updated expressions using the new physics versions of the tree level Wilson Coefficients $C_{i}^{N P}=C_{i}^{S M}+\Delta C_{i}$ (for $i=1, . ., 10)$ are

$$
\begin{align*}
\alpha_{i}^{p, M_{1} M_{2}}= & \left(C_{i}^{N P}\left(\mu_{b}\right)+\frac{C_{i \pm 1}^{N P}\left(\mu_{b}\right)}{N_{c}}\right) N_{i}\left(M_{2}\right)+\frac{\alpha_{s}\left(\mu_{b}\right)}{4 \pi} \frac{C_{i \pm 1}\left(\mu_{b}\right) C_{F}}{N_{c}} V_{i}\left(M_{2}\right)+P_{i}^{p}\left(M_{2}\right) \\
& +\frac{\alpha_{s}\left(\mu_{h}\right)}{4 \pi}\left(\frac{4 \pi^{2} C_{i \pm 1}\left(\mu_{h}\right) C_{F}}{N_{c}^{2}} H_{i}\left(M_{1} M_{2}\right)\right) . \tag{4.3.6}
\end{align*}
$$

Here it should be stressed that even though new physics is introduced only in $C_{1}$ and $C_{2}$ at the scale $\mu=M_{W}$, it actually propagates to the Wilson Coefficients of other operators as well at the scale $\mu=m_{b}$, this is the result of the operator mixing given by the non-diagonal structure of the anomalous dimension matrices described
in Section 2.2. Consequently when writing Eq.(4.3.6) it makes sense to also consider new physics effects in $C_{i}$ for $i \neq 1,2$. Another important remark is that in this work new physics is supposed to be leading order in $\alpha_{s}$ and $\alpha$ only; since all the vertex corrections $V_{i}^{M}$, penguins $P_{i}^{p, M}$ and hard scattering spectator interactions $H_{i}^{M_{1} M_{2}}$ are already suppressed by factors of $\mathcal{O}\left(\alpha_{s}\right)$ and $\mathcal{O}(\alpha)$ we will always drop the extra contributions $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$ in the Wilson coefficients multiplying or included in any of these terms. Finally notice that all the factors included in the last term of Eq. 4.3.6) are evaluated at the scale $\mu_{h}=\sqrt{\Lambda_{h} m_{b}}$.

For the observables related with the exclusive decays $B \rightarrow \pi \pi, \rho \pi, \rho \rho$ we perform two analyses depending on our treatment of the first moment of the light cone distribution $\lambda_{B}$ and the magnitudes $\rho_{H}$ and $\rho_{A}$ used to parameterize the power corrections arising in the hard spectator interactions and the annihilation topologies, respectively (see Section 3.4 and Section 3.5). For the "standard analysis" we consider

$$
\begin{equation*}
\lambda_{B}=400 \pm 150 \mathrm{MeV} \quad 0<\rho_{H}<2 \quad 0<\rho_{A}<2, \tag{4.3.7}
\end{equation*}
$$

alternatively, we make a second estimation taking into account a more "aggressive" version of the previous inputs

$$
\begin{equation*}
\lambda_{B}=400 \pm 50 \mathrm{MeV} \quad 0<\rho_{H}<1 \quad 0<\rho_{A}<1 \tag{4.3.8}
\end{equation*}
$$

Based on the idea proposed in [65], bounds for $\lambda_{B}$ have been obtained experimentally from Belle using the decay channel $B^{+} \rightarrow l^{+} \nu_{l} \gamma$ [66]. The most recent determination gives $\lambda_{B}>238 \mathrm{MeV}$ at $90 \%$ C.L.. This is above the value of $\lambda_{B} \simeq 200 \mathrm{MeV}$ preferred by QCDF in order to describe the data within the theoretical and experimental uncertainties 67]. However, this bound is consistent with old theoretical calculations such as [68] and [69], which give $\lambda_{B}=460 \pm 110 \mathrm{MeV}$ and $\lambda_{B}=476.19 \pm 113.38 \mathrm{MeV}$, respectively. For our standard analysis we adopted the value used in [64], which results from a combination of these and other studies. On the other hand in our aggressive analysis we considered a possible future scenario where the uncertainty drops by $2 / 3$ while keeping the same central value. Having a relatively big value for $\lambda_{B}$ has the advantage of reducing the uncertainty by suppressing the power corrections of the hard spectator interactions. To determine the error contributions
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from the power correction parameters $X_{A}$ and $X_{H}$ in Eq.(3.4.13) and Eq.(3.5.17) respectively, we calculated the difference between the maximum and the minimum value of each one of our QCDF observables within the intervals for $\rho_{A, H}$ defined in Eq. 4.3.7, 4.3.8 and $0<\phi_{A, H}<2 \pi$. To estimate the partial errors from the rest of the input parameters used in the determination of a given observable we fixed $X_{A}$ and $X_{H}$ to the common value $X_{H}=X_{A}=\ln m_{B} / \Lambda_{h}$ as performed in [61].

### 4.3.1 $R_{\pi \pi}$

We include the precision observable

$$
\begin{align*}
R_{\pi \pi} & =\frac{\Gamma\left(B^{-} \rightarrow \pi^{0} \pi^{-}\right)}{d \Gamma\left(\bar{B} \rightarrow \pi^{+} l^{-} \bar{\nu}_{l}\right) /\left.d q^{2}\right|_{q^{2}=0}} \\
& \simeq 3 \pi^{2} f_{\pi}^{2}\left|V_{u d}\right|^{2}\left|\alpha_{1}^{\pi \pi}+\alpha_{2}^{\pi \pi}\right|^{2} \tag{4.3.9}
\end{align*}
$$

which offers several advantages from the calculational point of view, for instance the transition $B^{-} \rightarrow \pi^{-} \pi^{0}$ is, to a good degree of precision, a pure tree level process; in addition, $R_{\pi \pi}$ is free from the uncertainty associated with the CKM element $\left|V_{u b}\right|$. The topological amplitudes $\alpha_{1,2}^{\pi \pi}$ in Eq. (4.3.9) are available in the literature up to NNLO [70], [64], 67]. In this project we include the NNLO results as a re-scaling effect according to

$$
\begin{equation*}
\frac{\alpha_{i}^{\pi \pi}}{\alpha_{i}^{\mathrm{NNLO}, \pi \pi}}=\frac{\alpha_{i}^{\mathrm{NLO}, \pi \pi}\left(\mu_{0}\right)}{\alpha_{0, i}^{\mathrm{NLO}, \pi \pi}} \tag{4.3.10}
\end{equation*}
$$

where $i=1,2$ and:

- $\alpha_{0, i}^{\mathrm{NLO}, \pi \pi}$ is the NLO version of the amplitude $\alpha_{i}^{\pi \pi}$ evaluated at the central value of all the input parameters and kept constant during the fit.
- $\alpha_{i}^{\mathrm{NLO}, \pi \pi}\left(\mu_{0}\right)$ is the NLO version of the amplitude $\alpha_{i}^{\pi \pi}$ with the renormalization scale fixed at $\mu_{0}=m_{b}$ and the rest of the input parameters allowed to float when doing the statistical fit.
- $\alpha_{1,2}^{N N L O, \pi \pi}$ is the NNLO version of the amplitude $\alpha_{i}^{\pi \pi}$. To our knowledge the NNLO calculation for the amplitude $\alpha_{i}^{\pi \pi}$ has been derived at different stages during the last eleven years including new effects each time. To begin with the NNLO correction to the hard spectator scattering was introduced in [70].

Then in [64], the NNLO contributions to the vertices were also calculated and improved afterwards in [67] by taking into account the charm and bottom mass dependency arising from massive quark loop insertions into the gluon propagator.

Our interest in the NNLO determination arises because of the reduction in the renormalization scale dependency with respect to the NLO result, therefore during the statistical fit we treat the scaling coefficients $\alpha_{1,2}^{\mathrm{NNLO}, \pi \pi}$ as nuisance parameters allowed to float within the limits established by the renormalization scale error only. As described at the beginning of this section we work under two possible scenarios depending on the values allowed for the power correction parameters $\rho_{H, A}$ and the first moment of the distribution amplitude associated with the $B_{d}^{0}$ meson $\lambda_{B}$, we also take into account two possible scaling factors $\alpha_{1,2}^{N N L O, \pi \pi}$. For the standard fit we considered 64

$$
\begin{align*}
& \alpha_{1}^{\mathrm{NNLO}, \pi \pi}=0.195_{-0.066-0.025-0.055}^{+0.119+0.025+0.055}-\left(0.101_{-0.010-0.029-0.055}^{+0.017+0.021+0.055}\right) i \\
& \alpha_{2}^{\mathrm{NNLO}, \pi \pi}=1.013_{-0.031-0.011-0.014}^{+0.017+0.008+0.014}+\left(0.027_{-0.010-0.013-0.014}^{+0.006+0.020+0.014}\right) i \tag{4.3.11}
\end{align*}
$$

where only the second component of the error budget is due to higher order perturbative corrections (the first component estimates the uncertainty from hadronic input parameters and the third component the effect of the power corrections). To illustrate our treatment of the renormalization scale errors consider $\alpha_{1}^{N N L O, \pi \pi}$, taking into account that the renormalization scale dependency is the only component of the total error we are interested in, the real and the imaginary parts of $\alpha_{1}^{N N L O, \pi \pi}$ are allowed to vary within the intervals $[0.195-0.025,0.195+0.025]$ and $[-0.101-0.029,-0.101+0.021]$ respectively.

Alternatively for the aggressive analysis we tested a second set of NNLO topological amplitudes $\alpha_{1,2}^{\mathrm{NNLO}, \pi \pi} \quad 67$

$$
\begin{align*}
& \alpha_{1}^{\text {INNLO }, \pi \pi}=0.240_{-0.010-0.023}^{+0.018+0.026}-\left(0.077_{-0.030-0.004}^{+0.021+0.005}\right) i, \\
& \alpha_{2}^{\text {/NNLO }, \pi \pi}=1.000_{-0.012-0.007}^{+0.009+0.006}+\left(0.011_{-0.012-0.003}^{+0.019+0.002}\right) i . \tag{4.3.12}
\end{align*}
$$

where the first component of the uncertainty arises from the hard renormalization scale dependency $\mu$ and the second component from the hard
collinear-scale $\mu_{h c}=\sqrt{\Lambda_{Q C D} m_{b}}$. In [67] and [71] $\mu$ is treated independently of $\mu_{h c}=\sqrt{\Lambda_{Q C D} m_{b}}$; the first scale affects the vertex corrections whereas the latter only the hard scattering contributions. We became aware of the set of values in Eq. (4.3.12) during the late stages of our investigation. Considering the time required to implement these updated results we decided to keep our old set of numbers in Eq. (4.3.11) for the standard analysis and to include the updated versions in Eq.(4.3.12) only in the aggressive study. One of the most important differences between Eq.(4.3.11) and Eq. (4.3.12) is the result for the colour suppressed amplitude $\alpha_{1}^{\pi \pi}$. However, by comparing the central values for the standard and the aggressive estimations for the observables $R_{\pi \pi}$ and $S_{\pi \pi}$, defined in Eq.(4.3.9) and Eq.(4.3.17) respectively, and by looking at the renormalization scale effects, in Tab. 4.1 and Tab. 4.2, we can see that using an old set of numbers for $\alpha_{1,2}^{\pi \pi}$ does not have a significant impact on the final results.

To estimate the effect of $\mu$ on the error budget inside Eq. (4.3.12) we use the information for the real and imaginary parts of $\alpha_{1,2}^{\pi \pi}$ presented in Fig. 3 of [67]. Since the $\mu_{h}$ dependence is not displayed explicitly in 67 ] we include the results shown in Tab. 2 of [71]. Notice that our $\mu$ partial errors determined from Fig. 3 in [67] are not that different in comparison with those reported in Tab. 2 of [71].

Our theoretical estimation based on the inputs for the standard and the aggressive analyses are

$$
\begin{equation*}
R_{\pi \pi ; ~ s t d .}^{S M}=(0.70 \pm 0.12), \quad R_{\pi \pi ; \text { agr. }}^{S M}=(0.67 \pm 0.08) . \tag{4.3.13}
\end{equation*}
$$

and they agree with the experimental determination presented in 67

$$
\begin{equation*}
R_{\pi \pi}^{E x p}=(0.81 \pm 0.14) \tag{4.3.14}
\end{equation*}
$$

The regions allowed for new physics in the tree level Wilson coefficients are presented in Fig. 4.1 and Fig 4.2 for the standard and the aggressive analyses, respectively. As expected, the new physics regions in the second set of plots are more constrained, the contributions of the different inputs to the total error are presented in Tab,4.1.


Figure 4.1: Regions for new physics, at $90 \%$ C. L., in the $\mathcal{R} e \Delta C_{1}^{d, u u}-\mathcal{I} m \Delta C_{1}^{d, u u}$ (left) and $\mathcal{R e} \Delta C_{2}^{d, u u}$ - $\operatorname{Im} \Delta C_{2}^{d, u u}$ (right) planes allowed by the observable $R_{\pi \pi}$ in the standard analysis. The black point corresponds to the SM value.


Figure 4.2: Regions for new physics, at $90 \%$ C. L., in the $\mathcal{R} e \Delta C_{1}^{d, u u}-\mathcal{I} m \Delta C_{1}^{d, u u}$ (left) and $\mathcal{R e} \Delta C_{2}^{d, u u}$ - $\operatorname{Im} \Delta C_{2}^{d, u u}$ (right) planes allowed by the observable $R_{\pi \pi}$ in the aggressive analysis. The black point corresponds to the SM value.

| Parameter | Standard analysis | Aggressive analysis |
| :---: | :---: | :---: |
| $\delta(\mu)$ | $5.26 \%$ | $5.06 \%$ |
| $\delta\left(\Lambda_{5}\right)$ | $0.20 \%$ | $0.19 \%$ |
| $\delta\left(m_{s}\right)$ | $0.21 \%$ | $0.09 \%$ |
| $\delta\left(m_{b}\right)$ | $0.05 \%$ | $0.03 \%$ |
| $\delta\left(\left\|V_{u s}\right\|\right)$ | $0.02 \%$ | $0.02 \%$ |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | $<0.01 \%$ | $<0.01 \%$ |
| $\delta\left(f_{B}\right)$ | $0.47 \%$ | $0.20 \%$ |
| $\delta\left(f_{\pi}\right)$ | $0.39 \%$ | $0.37 \%$ |
| $\delta\left(\alpha_{2 \pi}\right)$ | $2.86 \%$ | $1.20 \%$ |
| $\delta\left(F_{0}^{B \rightarrow \pi}\right)$ | $3.98 \%$ | $1.69 \%$ |
| $\delta\left(\lambda_{B}\right)$ | $9.55 \%$ | $1.16 \%$ |
| $\delta\left(X_{H}\right)^{\max }$ | $13.09 \%$ | $10.88 \%$ |
| $\left(\sum \delta\right)_{1}$ | $11.98 \%$ | $5.61 \%$ |
| $\sum \delta$ | $17.74 \%$ | $12.24 \%$ |

Table 4.1: Error budget for the observable $R_{\pi \pi} ;\left(\sum \delta\right)_{1}$ corresponds to the relative uncertainty excluding the contributions from power corrections; $\sum \delta$ is the relative uncertainty including the effect from power corrections of hard-spectator scattering $\delta\left(X_{H}\right)^{\max }$.

### 4.3.2 $\quad S_{\pi \pi}$ and $S_{\rho \pi}$

A very effective way to constrain possible new physics phases in the Wilson coefficients $C_{1}, C_{2}$ in addition to their magnitudes is by studying the mixing-induced $\mathcal{C P}$ asymmetries $S_{f}$ (see Eq. (1.3.106) for $B \rightarrow \pi \pi, \pi \rho$ transitions. The direct $\mathcal{C P}$ asymmetries, $C_{f}$, are suppressed by powers of $\alpha_{s}$ and/or $\Lambda_{Q C D} / m_{b}$ in QCD factorization and are difficult to predict quantitatively. We can calculate the indirect asymmetries in the $B \rightarrow \pi \pi, \pi \rho$ sectors at NLO in QCD factorization using the information provided in [61]. For the $B \rightarrow \pi \pi$ decays we get

$$
\begin{equation*}
S_{\pi \pi}=\frac{2 \mathcal{I} m\left(e^{-2 i \beta \frac{\overline{\mathcal{A}}_{\pi^{+}} \pi^{-}}{\mathcal{A}_{\pi^{-}+\pi^{-}}}}\right)}{1+\left|\frac{\overline{\mathcal{A}}_{\pi^{+} \pi^{-}}}{\mathcal{A}_{\pi^{+}+\pi^{-}}}\right|^{2}}, \tag{4.3.15}
\end{equation*}
$$

where $\mathcal{A}_{\pi^{+} \pi^{-}}$is the transition amplitude for the process $\bar{B}_{d}^{0} \rightarrow \pi^{+} \pi^{-}$that can be written in terms of the corresponding topological amplitudes as

$$
\begin{align*}
\mathcal{A}_{\pi^{+} \pi^{-}} & =A_{\pi \pi}\left(\lambda_{u} \alpha_{2}^{\pi \pi}+\lambda_{u} \beta_{2}^{\pi \pi}+\sum_{p=u, c} \lambda_{p}\left[\tilde{\alpha}_{4}^{p, \pi \pi}+\tilde{\alpha}_{4, E W}^{p, \pi \pi}\right.\right. \\
& \left.\left.+\beta_{3}^{p, \pi \pi}-1 / 2 \beta_{3, E W}^{p, \pi \pi}+2 \beta_{4}^{p, \pi \pi}+1 / 2 \beta_{4, E W}^{p, \pi \pi}\right]\right) . \tag{4.3.16}
\end{align*}
$$

To introduce NNLO effects in $\alpha_{2}^{\pi \pi}$ we follow the procedure described in Section 4.3.1 for $R_{\pi \pi}$. In addition to the tree level contributions $\alpha_{2}^{\pi \pi}$, we have to include QCD and electroweak penguins given by $\tilde{\alpha}_{4}^{p, \pi \pi}$ and $\tilde{\alpha}_{4}^{p, \pi}{ }_{E W}$ respectively. Finally $\beta_{4}^{\pi \pi}$ accounts for QCD penguin annihilation and $\beta_{4, E W}^{\pi \pi}$ for electroweak penguin annihilation. The global normalization factor $A_{\pi \pi}$ can be found in Eq. D.1.1). The explicit expressions for all the amplitudes can be constructed using Eq.(4.3.6) and the information provided in Appendix D .

Using the numerical inputs shown in Appendix A we obtain the following results for our standard and the aggressive analysis

$$
\begin{equation*}
S_{\pi \pi ; ~ s t d ., ~ a g r .}^{S M}=-0.53 \pm 0.41 . \tag{4.3.17}
\end{equation*}
$$

The contributions from each of the input parameters to the total error is displayed in Tab.4.2. Notice that the central values and the final error in both studies coincide even though the ranges for the parameters $\rho_{A, H}$ are different as indicated in


Figure 4.3: Regions for new physics, at $90 \%$ C. L, in the $\mathcal{R} e \Delta C_{2}^{d, u u}-\mathcal{I} m \Delta C_{2}^{d, u u}$ plane allowed by the observable $S_{\pi \pi}$ in the standard (left) and the aggressive (right) analysis. The black point corresponds to the SM value.

Eq. 4.3.7) and Eq. 4.3.8). This can be explained by noting that $S_{\pi \pi}$ reaches its maximum and minimum value within $0<\rho_{A, H}<1$ which is a subset of $0<\rho_{A, H}<2$. The corresponding experimental value is (1]

$$
\begin{equation*}
S_{\pi \pi}^{E x p}=-0.66 \pm 0.06 \tag{4.3.18}
\end{equation*}
$$

showing consistency with the SM estimations in Eq. 4.3.17).
The bounds on $\Delta C_{1}^{d, u u}\left(M_{W}\right)$ obtained from $S_{\pi \pi}$ are weaker than those obtained considering other observables, consequently $S_{\pi \pi}$ is useful for constraining $\Delta C_{2}^{d, u u}\left(M_{W}\right)$ only, the allowed new physics regions are shown in Fig 4.3. In spite of having the same numerical results for the standard and the aggressive analysis (see Eq. 4.3.17) ), the statistical fit is sensitive to the differences in the input parameters. As a matter of fact the reduced interval for $\lambda_{B}$ in the aggressive analysis shrinks the new physics regions for $\Delta C_{2}^{d, u u}\left(M_{W}\right)$ as shown on the right plot of Fig 4.3.

The indirect $\mathcal{C P}$ asymmetry for the decay $B \rightarrow \rho \pi$ is

$$
\begin{equation*}
S_{\rho \pi}=\frac{1}{2}\left(S_{\rho^{+} \pi^{-}}+S_{\rho^{-} \pi^{+}}\right), \tag{4.3.19}
\end{equation*}
$$

with the partial contributions given by

$$
\begin{equation*}
S_{\pi^{+} \rho^{-}}=\frac{2 \mathcal{I} m\left(e^{-2 i \beta} \frac{\overline{\mathcal{A}}_{\pi^{+} \rho^{-}}}{\mathcal{A}_{\pi^{+} \rho^{-}}}\right)}{1+\left|\frac{\overline{\mathcal{A}}^{+} \rho^{-}}{\mathcal{A}_{\pi^{+} \rho^{-}}}\right|^{2}}, \quad S_{\pi^{-} \rho^{+}}=\left.\frac{2 \mathcal{I} m\left(e^{\left.-2 i \beta \frac{\overline{\mathcal{A}}_{\pi^{-}+\rho^{+}}}{\mathcal{A}^{-}}\right)}\right.}{1+\left\lvert\, \frac{\overline{\mathcal{A}}_{\pi^{-} \rho^{+}}}{\mathcal{A}_{\pi^{-} \rho^{+}}+}\right.}\right|^{2} . \tag{4.3.20}
\end{equation*}
$$
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Figure 4.4: Regions for new physics, at $90 \%$ C. L., in the $\mathcal{R} e \Delta C_{2}^{d, u u}-\mathcal{I} m \Delta C_{2}^{d, u u}$ plane allowed by the observable $S_{\rho \pi}$ in the standard (left) and the aggressive (right) analysis. The black point corresponds to the SM value.

The individual amplitudes $\mathcal{A}_{\pi^{+} \rho^{-}}$and $\mathcal{A}_{\pi^{-} \rho^{+}}$for the processes $\bar{B}_{d}^{0} \rightarrow \pi^{+} \rho^{-}$and $\bar{B}_{d}^{0} \rightarrow \pi^{-} \rho^{+}$respectively are

$$
\begin{align*}
\mathcal{A}_{\pi^{+} \rho^{-}} & =A_{\pi \rho}\left(\lambda_{u} \alpha_{2}^{\pi \rho}+\sum_{p=u, c} \lambda_{p}\left[\tilde{\alpha}_{4}^{p, \pi \rho}+\tilde{\alpha}_{4, E W}^{p, \pi \rho}\right.\right. \\
& \left.\left.+\beta_{3}^{p, \pi \rho}+\beta_{4}^{p, \pi \rho}-\frac{1}{2} \beta_{3, E W}^{p, \pi \rho}-\frac{1}{2} \beta_{4, E W}^{p, \pi \rho}\right]\right) \\
& +A_{\rho \pi}\left(\lambda_{u} \beta_{1}^{\rho \pi}+\sum_{p=u, c} \lambda_{p}\left[\beta_{4}^{p, \rho \pi}+\beta_{4, E W}^{p, \rho \pi}\right]\right), \\
\mathcal{A}_{\pi^{-} \rho^{+}} & =A_{\rho \pi}\left(\lambda_{u} \alpha_{2}^{\rho \pi}+\sum_{p=u, c} \lambda_{p}\left[\tilde{\alpha}_{4}^{p, \rho \pi}+\tilde{\alpha}_{4, E W}^{p, \rho \pi}+\beta_{3}^{p, \rho \pi}\right.\right. \\
& \left.\left.+\beta_{4}^{p, \rho \pi}-\frac{1}{2} \beta_{3, E W}^{p, \rho \pi}-\frac{1}{2} \beta_{4, E W}^{p, \rho \pi}\right]\right) \\
& +A_{\pi \rho}\left(\lambda_{u} \beta_{1}^{\pi \rho}+\sum_{p=u, c} \lambda_{p}\left[\beta_{4}^{p, \pi \rho}+\beta_{4, E W}^{p, \pi \rho}\right]\right) . \tag{4.3.21}
\end{align*}
$$

As for the case of $S_{\pi \pi}, \alpha_{2}^{\rho \pi, \pi \rho}$ are tree level amplitudes while $\alpha_{4}^{\rho \pi, \pi \rho}$ and $\tilde{\alpha}_{4}^{\rho \pi, \pi \rho}$ are QCD penguin and electroweak penguin amplitudes respectively. The coefficients $\beta_{1}^{\rho \pi, \pi \rho}$ correspond to current-current annihilation, $\beta_{3,4}^{\pi \rho, \rho \pi}$ to QCD penguin annihilation and $\beta_{4, E W}^{\rho \pi, \pi \rho}$ to electroweak penguin annihilation. The full expressions for the amplitudes can be obtained using Eq. (4.3.6) and the information given in Appendix D.

Our SM determinations are

$$
\begin{equation*}
S_{\rho \pi, s t d .}^{S M}=(-2.8 \pm 8.1) \times 10^{-2}, \quad S_{\rho \pi, a g r .}^{S M}=(-2.8 \pm 7.1) \times 10^{-2}, \tag{4.3.22}
\end{equation*}
$$

and they are compatible with the current experimental average (1)

$$
\begin{equation*}
S_{\rho \pi}^{E x p}=(6.0 \pm 7.0) \times 10^{-2} \tag{4.3.23}
\end{equation*}
$$

The relative errors from each of the inputs for $S_{\rho \pi}$ are presented in Tab 4.3 , where it can be seen that this observable is highly sensitive to the CKM inputs $\gamma$ and $\left|V_{u b} / V_{c b}\right|$. The allowed new physics regions for $\Delta C_{2}^{d, u u}\left(M_{W}\right)$ are displayed in Fig 4.4. In spite of having an uncertainty above $100 \%$ the observable $S_{\rho \pi}$ rules out large sections in the complex plane of $\Delta C_{2}^{d, u u}\left(M_{W}\right)$ and consequently deserves to be included in the analysis of $C_{2}^{d, u u}$. In contrast we find weak bounds for $\Delta C_{1}^{d, u u}\left(M_{W}\right)$ that are not worthy to be taken into account.

### 4.3.3 $R_{\rho \rho}$

Extra constraints for the tree level Wilson coefficients of the transition $b \rightarrow u \bar{u} d$ can be obtained with the ratio of hadronic decays

$$
\begin{equation*}
R_{\rho \rho}=\mathcal{B}_{r}\left(B^{-} \rightarrow \rho_{L}^{-} \rho_{L}^{0}\right) / \mathcal{B}_{r}\left(\bar{B}_{d}^{0} \rightarrow \rho_{L}^{+} \rho_{L}^{-}\right)=\frac{\left|\mathcal{A}_{\rho^{-} \rho^{\circ}}\right|^{2}}{\left|\mathcal{A}_{\rho^{+} \rho-}\right|^{2}} \tag{4.3.24}
\end{equation*}
$$

Where $\mathcal{A}_{\rho^{-} \rho^{0}}$ and $\mathcal{A}_{\rho^{+} \rho_{-}}$are the amplitudes for the processes $B^{-} \rightarrow \rho_{L}^{-} \rho_{L}^{0}$ and $\bar{B}_{d}^{0} \rightarrow \rho_{L}^{+} \rho_{L}^{-}$respectively, given by 72,73

$$
\begin{align*}
\mathcal{A}_{\rho^{-} \rho^{0}} & =\frac{A_{\rho \rho}}{\sqrt{2}}\left[\lambda_{u}\left(\alpha_{1}^{\rho \rho}+\alpha_{2}^{\rho \rho}\right)+\frac{3}{2} \sum_{p=u, c} \lambda_{p}\left(\alpha_{7}^{p, \rho \rho}+\alpha_{9}^{p, \rho \rho}+\alpha_{10}^{p, \rho \rho}\right)\right] \\
\mathcal{A}_{\rho^{+} \rho^{-}} & =A_{\rho \rho}\left[\lambda_{u}\left(\alpha_{2}^{\rho \rho}+\beta_{2}^{\rho \rho}\right)+\sum_{p=u, c} \lambda_{p}\left(\alpha_{4}^{p, \rho \rho}+\alpha_{10}^{p, \rho \rho}\right.\right. \\
& \left.\left.+\beta_{3}^{p, \rho \rho}+2 \beta_{4}^{p, \rho \rho}-\frac{1}{2} \beta_{3, E W}^{p, \rho \rho}+\frac{1}{2} \beta_{4, E W}^{p, \rho \rho}\right)\right] . \tag{4.3.25}
\end{align*}
$$

In Eq. 4.3.25 we can identify tree level amplitudes $\alpha_{1,2}^{\rho \rho}, \mathrm{QCD}$ penguins $\alpha_{4}^{\rho \rho}$ and electroweak penguins $\alpha_{7,9,10}^{\rho \rho}$. In addition we also have QCD penguin annihilation $\beta_{3,4}^{\rho \rho}$ and electroweak penguin annihilation $\beta_{3,4, E W}^{\rho \rho}$. The full expressions for all the topological amplitudes can be obtained using the information provided in Eq. (4.3.6) and Appendix D.

To include NNLO effects in the amplitudes $\alpha_{1,2}^{\rho \rho}$ we use the formula

$$
\begin{equation*}
\frac{\alpha_{i}^{\rho \rho}}{\alpha_{i}^{\mathrm{NNLO}, \rho_{L} \rho_{L}}}=\frac{\alpha_{i}^{\mathrm{NLO}, \rho_{L} \rho_{L}}\left(\mu_{0}\right)}{\alpha_{0, i}^{\mathrm{NLO}, \rho \rho}}, \tag{4.3.26}
\end{equation*}
$$

| Parameter | Standard analysis | Aggressive analysis |
| :---: | :---: | :---: |
| $\delta(\mu)$ | $3.87 \%$ | $4.06 \%$ |
| $\delta\left(\Lambda_{5}\right)$ | $1.10 \%$ | $1.08 \%$ |
| $\delta\left(m_{t}\left(m_{t}\right)\right)$ | $0.01 \%$ | $0.01 \%$ |
| $\delta\left(m_{c}\right)$ | $0.06 \%$ | $0.07 \%$ |
| $\delta\left(m_{s}\right)$ | $1.45 \%$ | $1.45 \%$ |
| $\delta\left(m_{b}\right)$ | $0.58 \%$ | $0.58 \%$ |
| $\delta\left(\left\|V_{u s}\right\|\right)$ | $0.47 \%$ | $0.47 \%$ |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | $0.01 \%$ | $0.01 \%$ |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | $10.22 \%$ | $10.13 \%$ |
| $\delta(\gamma)$ | $44.67 \%$ | $44.11 \%$ |
| $\delta\left(f_{B}\right)$ | $0.24 \%$ | $0.23 \%$ |
| $\delta\left(f_{\pi}\right)$ | $0.02 \%$ | $0.02 \%$ |
| $\delta\left(\alpha_{2 \pi}\right)$ | $0.12 \%$ | $0.12 \%$ |
| $\delta\left(F_{0}^{B \rightarrow \pi}\right)$ | $1.97 \%$ | $1.97 \%$ |
| $\delta\left(\lambda_{B}\right)_{ \pm}$ | $1.55 \%$ | $0.44 \%$ |
| $\delta\left(X_{H}\right)^{\max }$ | $2.67 \%$ | $1.33 \%$ |
| $\delta\left(X_{A}\right)^{\max }$ | $62.96 \%$ | $62.79 \%$ |
| $\left(\sum \delta\right)_{1}$ | $46.10 \%$ | $45.53 \%$ |
| $\sum \delta$ | $78.08 \%$ | $77.58 \%$ |

Table 4.2: Error budget for the observable $S_{\pi \pi} ;\left(\sum \delta\right)_{1}$ corresponds to the relative uncertainty excluding the contributions from the power corrections; $\sum \delta$ is the relative uncertainty including the effect of power corrections from hard spectator scattering $\delta\left(X_{H}\right)^{\text {max }}$ and annihilation topologies $\delta\left(X_{A}\right)^{\max }$.

| Parameter | Standard analysis | Aggressive analysis |
| :---: | :---: | :---: |
| $\delta(\mu)$ | $30.69 \%$ |  |
| $\delta\left(\Lambda_{5}\right)$ | $5.01 \%$ |  |
| $\delta\left(m_{t}\left(m_{t}\right)\right)$ | $0.01 \%$ |  |
| $\delta\left(m_{c}\right)$ | $0.08 \%$ |  |
| $\delta\left(m_{s}\right)$ | $15.18 \%$ |  |
| $\delta\left(m_{b}\right)$ | $4.41 \%$ |  |
| $\delta\left(\left\|V_{u s}\right\|\right)$ | $6.52 \%$ |  |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | $0.08 \%$ |  |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | $140.60 \%$ |  |
| $\delta(\gamma)$ | $189.59 \%$ |  |
| $\delta\left(f_{B}\right)$ | $1.25 \%$ |  |
| $\delta\left(f_{\pi}\right)$ | $0.09 \%$ |  |
| $\delta\left(a_{2 \pi}\right)$ | $9.59 \%$ |  |
| $\delta\left(a_{2 \rho}\right)$ | $4.75 \%$ |  |
| $\delta\left(a_{2 \rho}^{\perp}\right)$ | $0.07 \%$ |  |
| $\delta\left(F_{0}^{B \rightarrow \pi}\right)$ | $8.83 \%$ |  |
| $\delta\left(A_{0}^{B \rightarrow \rho}\right)$ | $17.62 \%$ | $239.78 \%$ |
| $\delta\left(\lambda_{B}\right)$ | $11.00 \%$ | $250.10 \%$ |
| $\delta\left(f_{\rho}^{\perp}\right)$ | $0.15 \%$ |  |
| $\delta\left(f_{\rho}\right)$ | $2.60 \%$ |  |
| $\delta\left(X_{H}\right)^{\max }$ | $23.21 \%$ |  |
| $\delta\left(X_{A}\right)^{\max }$ | $153.73 \%$ |  |
| $\left.\left(\sum \delta\right)_{1}\right)$ | $240.01 \%$ |  |
| $\sum \delta$ | $285.97 \%$ |  |
|  |  |  |

Table 4.3: Error budget for the observable $S_{\rho \pi} ;\left(\sum \delta\right)_{1}$ corresponds to the relative uncertainty excluding the contributions from the power corrections; $\sum \delta$ is the relative uncertainty including the effect of power corrections from hard spectator scattering $\delta\left(X_{H}\right)^{\text {max }}$ and annihilation topologies $\delta\left(X_{A}\right)^{\max }$. For the aggressive analysis we only quote the results when the numerics are different with respect to the standard analysis.


Figure 4.5: Regions for new physics, at $90 \%$ C. L., in the $\mathcal{R} e \Delta C_{1}^{d, u u}-\mathcal{I} m \Delta C_{1}^{d, u u}$ plane allowed by the observable $R_{\rho \rho}$ in the standard (left) and the aggressive (right) analysis. The black point corresponds to the SM value.
with $i=1,2$, and follow a treatment analogous to the one described in Section 4.3.1 for $\alpha_{1,2}^{\pi \pi}$.

For the NNLO components in 4.3.26) we use the values in 64]

$$
\begin{align*}
& \alpha_{1}^{\mathrm{NNLO}, \rho_{L} \rho_{L}}=0.177_{-0.063-0.029-0.055}^{+0.110+0.025+0.055}-\left(0.097_{-0.012-0.029-0.055}^{+0.021+0.02+0.05}\right) i, \\
& \alpha_{2}^{\mathrm{NNLO}, \rho_{L} \rho_{L}}=1.017_{-0.029-0.011-0.014}^{+0.017+0.010+0.014}+\left(0.025_{-0.013-0.013-0.014}^{+0.007+0.019+0.014}\right) i . \tag{4.3.27}
\end{align*}
$$

During the fit these topological amplitudes were allowed to float within the limits defined by the second entry of the error budget providing the renormalization scale uncertainty.

Our theoretical estimation for this observable is

$$
\begin{equation*}
R_{\rho \rho ; \text { std. }}^{S M}=(67.6 \pm 29.2) \times 10^{-2}, \quad R_{\rho \rho ; \text { agr. }}^{S M}=(67.6 \pm 13.6) \times 10^{-2} \tag{4.3.28}
\end{equation*}
$$

on the experimental side we use

$$
\begin{equation*}
R_{\rho \rho}^{E x p}=(89.0 \pm 14.0) \times 10^{-2} . \tag{4.3.29}
\end{equation*}
$$

The partial contributions to the error budget are presented in Tab, 4.4 and the constraints for $\Delta C_{1}^{d, u u}\left(M_{W}\right)$ in Fig 4.5. We do not show the regions for $\Delta C_{2}^{d, u u}\left(M_{W}\right)$ because they lead to weak bounds.

| Parameter | Standard analysis | Aggressive analysis |
| :---: | :---: | :---: |
| $\delta(\mu)$ | $2.99 \%$ |  |
| $\delta\left(\Lambda_{5}\right)$ | $0.21 \%$ |  |
| $\delta\left(m_{t}\left(m_{t}\right)\right)$ | $7.77 \cdot 10^{-5} \%$ |  |
| $\delta\left(m_{c}\right)$ | $0.13 \%$ |  |
| $\delta\left(m_{b}\right)$ | $0.23 \%$ |  |
| $\delta\left(V_{u s}\right)$ | $2.0 \cdot 10^{-3 \%}$ |  |
| $\delta\left(V_{c b}\right)$ | $3.77 \cdot 10^{-4} \%$ |  |
| $\delta\left(V_{u b} / V_{c b}\right)$ | $0.05 \%$ |  |
| $\delta(\gamma)$ | $0.38 \%$ |  |
| $\delta\left(f_{B}\right)$ | $0.53 \%$ |  |
| $\delta\left(a_{2 \rho}\right)$ | $2.38 \%$ |  |
| $\delta\left(A_{0}^{B \rightarrow \rho}\right)$ | $4.04 \%$ |  |
| $\delta\left(\lambda_{B}\right)$ | $13.15 \%$ |  |
| $\delta\left(f_{\rho}\right)$ | $0.56 \%$ |  |
| $\delta\left(X_{H}\right)^{\max }$ | $27.01 \%$ | $14.77 \%$ |
| $\delta\left(X_{A}\right)^{\max }$ | $30.54 \%$ | $11.75 \%$ |
| $\left(\sum \delta\right)_{1}$ | $14.31 \%$ | $6.74 \%$ |
| $\sum \delta$ | $43.21 \%$ | $20.05 \%$ |

Table 4.4: Error budget for the observable $R_{\rho \rho} ;\left(\sum \delta\right)_{1}$ corresponds to the overall uncertainty excluding the contributions from the power corrections; $\sum \delta$ is the relative uncertainty including the effect of power corrections from hard spectator scattering $\delta\left(X_{H}\right)^{\text {max }}$ and annihilation topologies $\delta\left(X_{A}\right)^{\max }$. For the aggressive analysis we only quote the results when the numerics are different with respect to the standard analysis.

### 4.4 Constraints from $b \rightarrow c \bar{u} d$ transitions

### 4.4.1 $\quad \bar{B}_{d}^{0} \rightarrow D^{*+} \pi^{-}$

Our first bounds for possible new physics effects $\Delta C_{1,2}^{c u}\left(M_{W}\right)$, affecting the quark level transition $b \rightarrow c \bar{u} d$ at tree level, will be derived using the ratio between the non-leptonic decay $\bar{B}_{d}^{0} \rightarrow D^{(*)+} \pi^{-}$and the differential semi-leptonic process $\bar{B}_{d}^{0} \rightarrow$ $D^{(*)+} l^{-} \bar{\nu}_{l}$ evaluated at $q^{2}=m_{\pi}^{2}$ for $l=e, \mu$

$$
\begin{equation*}
R_{D^{*} \pi}=\frac{\Gamma\left(\bar{B}^{0} \rightarrow D^{*+} \pi^{-}\right)}{d \Gamma\left(\bar{B}^{0} \rightarrow D^{*+} l^{-} \bar{\nu}_{l}\right) /\left.d q^{2}\right|_{q^{2}=m_{\pi}^{2}}} \simeq 6 \pi^{2} f_{\pi}^{2}\left|V_{u d}\right|^{2}\left|\alpha_{2}^{D^{*} \pi}\right|^{2} . \tag{4.4.30}
\end{equation*}
$$

This observable was proposed by Bjorken to test the factorization hypothesis [74], it is free from the uncertainties associated with the form factor $F^{B \rightarrow D}$ and offers the possibility of comparing directly the coefficient $\alpha_{2}^{D^{*} \pi}$ calculated using QCDF against experimental observations
At NLO the topological amplitude $\alpha_{2}^{D^{*} \pi}[57$ is given by

$$
\begin{align*}
\alpha_{2}^{D^{*} \pi}=\quad C_{2}^{N P}\left(\mu_{b}\right)+\frac{C_{1}^{N P}\left(\mu_{b}\right)}{3}+\frac{\alpha_{s}\left(\mu_{b}\right)}{4 \pi} & \frac{C_{F}}{N_{c}} C_{1}\left(\mu_{b}\right)\left[-B-6 \ln \frac{\mu^{2}}{m_{b}^{2}}\right. \\
& \left.+\int_{0}^{1} d u F(u,-z) \Phi_{\pi}(u)\right] \tag{4.4.31}
\end{align*}
$$

where the term $B$ inside the square bracket cancels the renormalization scheme dependence of the Wilson coefficients $C_{1}$ and $C_{2}$, which in naive dimensional regularization requires $B=11$. The kernel $F(u, z)$ includes QCD vertex corrections arising in the $b \rightarrow c \bar{u} d$ transition and has to be evaluated at $z=m_{c}\left(m_{b}\right) / m_{b}$ before being convoluted with the light-cone distribution $\Phi_{\pi}$ associated with the $\pi^{-}$meson in the final state. The NNLO calculation of the amplitude $\alpha_{2}^{D^{*} \pi}$ in [75], showed a marginal correction of $2 \%$ with respect to the NLO result, consequently for the purpose of this project the NLO calculation is enough.

To implement Eq. 4.4.31) we follow the conventions established in Section 4.1 and Section 4.3, hence we evaluate all the scale dependent quantities at $\mu_{b} \sim m_{b}$ while the Wilson coefficient in front of the square bracket is estimated at leading order in $\alpha_{s}$ assuming no new physics contributions.

Using the asymptotic form of $\Phi_{\pi}$ and the expression for $F(u, z)$ provided in [57] we find



Figure 4.6: Regions for new physics, at $90 \%$ C. L., in the $\mathcal{R} e \Delta C_{1}^{d, c u}-\mathcal{I} m \Delta C_{1}^{d, c u}$ and the $\mathcal{R} e \Delta C_{2}^{d, c u}-\mathcal{I} m \Delta C_{2}^{d, c u}$ planes allowed by the observable $R_{D^{*} \pi}$ in the standard analysis. The black point corresponds to the SM value.

$$
\begin{equation*}
R_{D^{*} \pi}^{S M}=(1.076 \pm 0.046) \mathrm{GeV}^{2} \tag{4.4.32}
\end{equation*}
$$

corresponding to $z=0.233$, while the experimental result available in the literature is 76

$$
\begin{equation*}
R_{D^{*} \pi}=(0.96 \pm 0.08) \mathrm{GeV}^{2} \tag{4.4.33}
\end{equation*}
$$

Hence there is a good agreement between theory and experiment. Our statistical fit provides the $90 \%$ confidence level regions allowed for $\Delta C_{1}^{c u}\left(M_{W}\right)$ and $\Delta C_{2}^{c u}\left(M_{W}\right)$ displayed in Fig.4.6, the individual contributions to the total error are presented in Tab, 4.5.

### 4.4.2 $S_{D^{*} h}$

We include the indirect CP asymmetry associated to the colour suppressed decay $B^{0} \rightarrow D^{(*)} h^{0}$ dominated by the transition $b \rightarrow c \bar{u} d$, where $h^{0}=\pi^{0}, \eta, \omega$ giving

$$
\begin{equation*}
S_{D^{*} h^{0}}=\frac{2 \mathcal{I} m\left(e^{-2 i \beta} \frac{\mathcal{A}_{D^{*} h^{0}}}{\mathcal{A}_{D^{*} h^{0}}}\right)}{1+\left|\frac{\mathcal{A}_{D^{*} h^{0}}}{\mathcal{A}_{D^{*} h^{0}}}\right|^{2}} . \tag{4.4.34}
\end{equation*}
$$

There is no theoretical estimation from QCD factorization for the amplitudes required by Eq.(4.4.34), we then use naive factorization to write [2]

| Parameter | Standard analysis |
| :---: | :---: |
| $\delta(\mu)$ | $4.24 \%$ |
| $\delta\left(\Lambda_{5}\right)$ | $0.22 \%$ |
| $\delta\left(f_{\pi}\right)$ | $0.35 \%$ |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | $1.36 \cdot 10^{-4} \%$ |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | $6.56 \cdot 10^{-5} \%$ |
| $\delta\left(\left\|V_{u s}\right\|\right)$ | $0.02 \%$ |
| $\delta(z)$ | $2.00 \cdot 10^{-3} \%$ |
| $\delta\left(m_{b}\right)$ | $0.03 \%$ |
| $\sum \delta$ | $4.26 \%$ |

Table 4.5: Error budget for the observable $R_{D^{*} \pi}$


Figure 4.7: Regions for new physics, at $90 \%$ C. L., in the $\mathcal{R} e \Delta C_{1}^{d, c u}-\mathcal{I} m \Delta C_{1}^{d, c u}$ (left) and $\mathcal{R} e \Delta C_{2}^{d, c u}-\mathcal{I} m \Delta C_{2}^{d, c u}$ (right) planes allowed by the observable $S_{D^{*} h}$ in the standard analysis. The black point corresponds to the SM value.

$$
\begin{equation*}
\frac{\mathcal{A}_{D^{*} h^{0}}}{\overline{\mathcal{A}}_{D^{*} h^{0}}}=\frac{C_{1}^{N P}+\frac{C_{2}^{N P}}{3}}{\left(C_{1}^{N P}\right)^{*}+\frac{\left(C_{2}^{N P}\right)^{*}}{3}} . \tag{4.4.35}
\end{equation*}
$$

The experimental result delivered by BABAR is

$$
\begin{equation*}
S_{D^{*} h}=-0.56 \pm 0.23 \tag{4.4.36}
\end{equation*}
$$

Under the approximations made, the theoretical central value for our observable is $S_{D^{*} h}=\sin (2 \beta)=-0.69$, with an uncertainty of $\pm 0.06$ based only on the CKM inputs $V_{u s}, V_{c b}, \gamma$ and $V_{u b} / V_{c b}$. Using this error in the fit can lead to an underestimation of the uncertainty, leading us to follow a more conservative approach and consider a theoretical error equal to the experimental one [2]. This can be achieved by fitting this observable using the experimental result in Eq. (4.4.36) with the inflated error $\sqrt{2} \times 0.23$.

We include the Wilson coefficients $C_{1}$ and $C_{2}$ at NLO in Eq.(4.4.34) to obtain the contours shown in Fig. 4.7, where the red regions correspond to the space allowed for new physics at $90 \%$ C. L. .

### 4.5 Observables constraining $b \rightarrow c \bar{c} d$ transitions

### 4.5.1 $\quad M_{12}^{d}$

The observable (see Section 1.4.1)

$$
\begin{equation*}
S_{B_{d}^{0} \rightarrow J / \Psi K_{S, L}}=\frac{2 \mathcal{I} m\left(\lambda_{J / \Psi K_{S, L}}\right)}{1+\left|\lambda_{J / \Psi K_{S, L}}\right|^{2}}=\sin \left(2 \beta_{d}\right), \tag{4.5.37}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda_{J / \Psi K_{S, L}}=\frac{q}{p} \frac{\overline{\mathcal{A}}_{B_{d}^{0} \rightarrow J / \Psi K_{S, L}}}{\mathcal{A}_{B_{d}^{0} \rightarrow J / \Psi K_{S, L}}}, \tag{4.5.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{q}{p}=\frac{M_{12}^{d}}{\left|M_{12}^{d}\right|}, \tag{4.5.39}
\end{equation*}
$$

allows us to constrain new physics at tree level in two different ways. Firstly by modifying the $|\Delta B|=2$ effective Hamiltonian in Eq. (2.4.87) used in the determination of $M_{12}^{d}$ and secondly by introducing new weak phases in the amplitude $\mathcal{A}_{B_{d}^{0} \rightarrow J / \Psi K_{S, L}}$ leading to modifications on the ratio $\frac{\overline{\mathcal{A}}_{B_{d}^{0} \rightarrow J / \Psi K_{S, L}}}{\mathcal{A}_{B_{d}^{0} \rightarrow J / \Psi K_{S, L}}}$ with respect to its SM value.

Let us consider first the corrections on the $|\Delta B|=2$ effective Hamiltonian, this will allow us to constrain new physics on the decay channel $b \rightarrow c \bar{c} d$, the second possibility will be explored later in Section 4.6.2. According to Eq. 2.4.86)

$$
\begin{equation*}
M_{12}^{d}=\frac{\left\langle B_{d}^{0}\right| \hat{\mathcal{H}}_{d}^{\left.|\Delta \overline{|B|=2}| \bar{B}_{d}^{0}\right\rangle}}{2 M_{B_{d}^{0}}}, \tag{4.5.40}
\end{equation*}
$$

in addition to the main contribution to $\hat{\mathcal{H}}_{d}^{|\Delta B|=2}$ given in terms of the $|\Delta B|=2$ operator in Eq.(2.4.88) we can include double insertions of the $|\Delta B|=1$ Hamiltonian 77

$$
\begin{align*}
\hat{\mathcal{H}}_{e f f}^{|\Delta B|=1}= & \frac{4 G_{F}}{\sqrt{2}}\left[V_{c b}^{*} V_{c d}\left(\overline{\hat{b}}_{L} \gamma_{\mu} \hat{c}_{L}\right)\left(\overline{\hat{c}}_{L} \gamma^{\mu} \hat{d}_{L}\right) C_{2}^{c c}+V_{c b}^{*} V_{u d}\left(\overline{\hat{b}} \gamma_{\mu} \hat{c}_{L}\right)\left(\overline{\hat{u}} \gamma^{\mu} \hat{d}_{L}\right) C_{2}^{c u}\right. \\
& \left.+V_{u b}^{*} V_{c d}\left(\overline{\hat{b}}_{L} \gamma_{\mu} u_{L}\right)\left(\overline{\hat{c}}_{L} \gamma^{\mu} \hat{d}_{L}\right) C_{2}^{u c}+V_{u b}^{*} V_{u d}\left(\overline{\hat{b}}_{L} \gamma_{\mu} \hat{u}_{L}\right)\left(\overline{\hat{u}}_{L} \gamma^{\mu} \hat{d}_{L}\right) C_{2}^{u u}\right] \tag{4.5.41}
\end{align*}
$$

giving

$$
\begin{equation*}
\hat{T}^{|\Delta B|=2}=-\frac{i}{2} \int d^{4} x \hat{T}\left[\hat{\mathcal{H}}_{e f f}^{|\Delta B|=1}(x) \hat{\mathcal{H}}_{e f f}^{|\Delta B|=1}(0)\right] . \tag{4.5.42}
\end{equation*}
$$

The double insertions in Eq. (4.5.42) lead to the following set of operators

$$
\begin{align*}
& \hat{T}_{1}=-\frac{i}{2} \int d^{4} x \hat{T}\left[\left(\overline{\hat{b}}_{L} \gamma_{\mu} \hat{c}_{L}\right)(x)\left(\overline{\hat{c}}_{L} \gamma^{\mu} \hat{d}_{L}\right)(x)\left(\overline{\hat{b}}_{L} \gamma^{\nu} \hat{c}_{L}\right)(0)\left(\overline{\hat{c}}_{L} \gamma_{\nu} \hat{d}_{L}\right)(0)\right] \\
& \hat{T}_{2}=-\frac{i}{2} \int d^{4} x \hat{T}\left[\left(\overline{\hat{b}}_{L} \gamma_{\mu} \hat{c}_{L}\right)(x)\left(\overline{\hat{u}}_{L} \gamma^{\mu} \hat{d}_{L}\right)(x)\left(\overline{\hat{b}}_{L} \gamma^{\nu} \hat{u}_{L}\right)(0)\left(\overline{\hat{c}}_{L} \gamma_{\nu} \hat{d}_{L}\right)(0)\right] \\
& \hat{T}_{3}=-\frac{i}{2} \int d^{4} x \hat{T}\left[\left(\overline{\hat{b}}_{L} \gamma_{\mu} \hat{u}_{L}\right)(x)\left(\overline{\hat{u}}_{L} \gamma^{\mu} \hat{d}_{L}\right)(x)\left(\overline{\hat{b}}_{L} \gamma^{\nu} \hat{u}_{L}\right)(0)\left(\overline{\hat{u}}_{L} \gamma_{\nu} \hat{d}_{L}\right)(0)\right] . \tag{4.5.43}
\end{align*}
$$

The set $\hat{T}_{1,2,3}$ in Eq. 4.5.43 mix with the following local $|\Delta B|=2$ dimension 8 operators

$$
\begin{align*}
& \hat{\hat{Q}}_{1}^{\prime}=\square\left(\overline{\hat{b}}_{L} \gamma_{\mu} \hat{d}_{L}\right)\left(\overline{\hat{b}} \gamma^{\mu} \hat{d}_{L}\right) \\
& \hat{\hat{Q}}_{2}^{\prime}=\partial^{\mu} \partial^{\nu}\left(\hat{\hat{b}}_{L} \gamma_{\mu} \hat{d}_{L}\right)\left(\overline{\hat{b}} \gamma^{\mu} \hat{d}_{L}\right) \\
& \hat{\hat{Q}}_{3}^{\prime}=m_{c}^{2}\left(\hat{\hat{b}}_{L} \gamma_{\mu} \hat{d}_{L}\right)\left(\hat{\hat{b}} \gamma^{\mu} \hat{d}_{L}\right) . \tag{4.5.44}
\end{align*}
$$

If we arrange the operators in Eq. 4.5.43 and Eq. 4.5.44 into the vector $\overrightarrow{\hat{O}}=$ $\left(\hat{Q}_{1}^{\prime}, \hat{Q}_{2}^{\prime}, \hat{Q}_{3}^{\prime}, \hat{T}_{1}, \hat{T}_{2}, \hat{T}_{3}\right)^{T}$ then the corresponding vector of Wilson coefficients is $\vec{C}=$ $\left(C_{1}^{\prime}, C_{2}^{\prime}, C_{3}^{\prime}, C_{4}^{\prime}, C_{5}^{\prime}, C_{6}^{\prime}\right)$ and the operator mixing is determined by the anomalous dimension matrix

$$
\hat{\gamma}=\frac{1}{48 \pi^{2}}\left(\begin{array}{cccccc}
0 & 0 & 0 & 0 & 0 & 0  \tag{4.5.45}\\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 2 & 6 & 0 & 0 & 0 \\
1 & 2 & 3 & 0 & 0 & 0 \\
1 & 2 & 0 & 0 & 0 & 0
\end{array}\right)
$$

The renormalization scale running of the elements in $\vec{C}$ can be calculated through the renormalization group equations

$$
\begin{equation*}
\left(\mu \frac{\partial}{\partial \mu}-\gamma^{T}\right) \vec{C}=0 \tag{4.5.46}
\end{equation*}
$$

The initial conditions are determined from matching at the scale $\mu \sim m_{t} \sim M_{W}$ and are given by

$$
\begin{align*}
C_{1}^{\prime}\left(M_{W}, x_{t}\right)=-\frac{\lambda_{t}^{2}}{96 \pi^{2}} C_{12}\left(x_{t}\right), & C_{2}^{\prime}\left(M_{W}, x_{t}\right)=-\frac{\lambda_{t}^{2}}{48 \pi^{2}} C_{12}^{\prime}\left(x_{t}\right), \\
C_{3}^{\prime}\left(M_{W}, x_{t}\right)=\frac{1}{32 \pi^{2}}\left(2 \lambda_{c} \lambda_{t} C_{3}\left(x_{t}\right)+\lambda_{c}^{2}\right), & C_{4}^{\prime}\left(M_{W}\right)=\lambda_{c}^{2}\left(C_{2}^{d, c c}\left(M_{W}\right)\right)^{2} \\
C_{5}^{\prime}\left(M_{W}\right)=2 \lambda_{c} \lambda_{u} C_{2}^{d, c u}\left(M_{W}\right) C_{2}^{d, u c}\left(M_{W}\right), & C_{6}^{\prime}\left(M_{W}\right)=\lambda_{u}^{2}\left(C_{2}^{d, u u}\left(M_{W}\right)\right)^{2}, \tag{4.5.47}
\end{align*}
$$

where

$$
\begin{equation*}
C_{3}\left(x_{t}\right)=\ln x_{t}-\frac{3 x_{t}}{4\left(1-x_{t}\right)}-\frac{3 x_{t}^{2} \ln x_{t}}{4\left(1-x_{t}\right)^{2}} . \tag{4.5.48}
\end{equation*}
$$

We are interested in phases correcting the leading contribution provided by the CKM combination $V_{t b} V_{t d}^{*}$ in Eq. (2.4.88). It is found [78] that the first corrections arise from weak phases appearing in terms proportional to $\left(\frac{m_{c}}{M_{W}}\right)^{2}$, therefore in what follows the mass of the charm quark is not taken to zero and we evolve the renormalization scale down to $\mu \sim m_{c}$ using Eq. 4.5.46).

According to [77] the contribution from the functions $C_{12}\left(x_{t}\right)$ and $C_{2}^{\prime}\left(M_{W}, x_{t}\right)$ can be neglected after solving Eq. 4.5.46) since they are small in comparison with the
logarithms $\ln \left[\frac{\mu^{2}}{M_{W}^{2}}\right]$ arising in the solution of Eq. 4.5.46, with $\mu \sim m_{c}$, consequently their explicit expressions are not required. The Wilson coefficients in Eq.(4.5.47) are, after the introduction of new physics contributions,

$$
\begin{array}{ll}
C_{2}^{d, c c}\left(M_{W}\right)=1+\Delta C_{2}^{d, c c}\left(M_{W}\right), & C_{2}^{d, c u}\left(M_{W}\right)=1+\Delta C_{2}^{d, c u}\left(M_{W}\right) \\
C_{2}^{d, u c}\left(M_{W}\right)=1+\Delta C_{2}^{d, u c}\left(M_{W}\right), & C_{2}^{d, u u}\left(M_{W}\right)=1+\Delta C_{2}^{d, u u}\left(M_{W}\right) . \tag{4.5.49}
\end{array}
$$

Notice that in Eq. 4.5.49) we can introduce independent new physics contributions in the different channels $b \rightarrow c \bar{c} d, b \rightarrow c \bar{u} d, b \rightarrow u \bar{c} d$ and $b \rightarrow u \bar{u} d$ through $\Delta C_{2}^{d, c c}$, $\Delta C_{2}^{d, c u}, \Delta C_{2}^{d, u c}$ and $\Delta C_{2}^{d, u u}$ respectively. In this section we are interested in the bounds on $\Delta C_{2}^{d, c c}$ only; the observables in Sections 4.3 and 4.4 give stronger constraints over the other channels.

We want to evolve the Wilson coefficients down to the scale $\mu \sim m_{c}$, at this scale we have to consider the following operator matching $\hat{Q}_{i}^{\prime} \rightarrow \hat{P}_{i}$ for $i=0,1,2,3$ with

$$
\begin{align*}
& \hat{P}_{0}=\left(\overline{\hat{h}}_{v, L}^{(+)} \gamma_{\mu} \hat{d}_{L}\right)\left(\overline{\hat{h}}_{v, L}^{(-)} \gamma^{\mu} \hat{d}_{L}\right) \\
& \hat{P}_{1}=m_{b}^{2}\left(\overline{\hat{h}}_{v, L}^{(+)} \gamma_{\mu} \hat{d}_{L}\right)\left(\overline{\hat{h}}_{v, L}^{(-)} \gamma^{\mu} \hat{d}_{L}\right) \\
& \hat{P}_{2}=m_{b}^{2}\left(\overline{\hat{h}}_{v, R}^{(+)} \hat{d}_{L}\right)\left(\overline{\hat{h}}_{v, R}^{(-)} \hat{d}_{L}\right) \\
& \hat{P}_{3}=m_{c}^{2}\left(\overline{\hat{h}}_{v, R}^{(+)} \gamma_{\mu} \hat{d}_{L}\right)\left(\hat{\hat{h}}_{v, L}^{(-)} \gamma^{\mu} \hat{d}_{L}\right), \tag{4.5.50}
\end{align*}
$$

where the heavy quark limit was used in order to write $i \partial_{\mu} b \rightarrow\left(m_{b} v_{\mu}+i \partial_{\mu}\right) h_{v}$, and $h_{v}^{(+/-)}$denotes the static $b$ quark/antiquark field moving with velocity $v$.

The full solution of the renormalization group equations for the Wilson coefficients in Eq. 4.5.46) is

$$
\begin{align*}
C_{1}^{\prime}(\mu)= & \frac{1}{48} \ln \left[\frac{\mu^{2}}{M_{W}^{2}}\right]\left\{\frac{\lambda_{c}^{2}}{2}\left(C_{2}^{d, c c}\right)^{2}-\lambda_{c}^{2} C_{2}^{d, c u} C_{2}^{d, u c}-\lambda_{c} \lambda_{t} C_{2}^{d, c u} C_{2}^{d, u c}\right. \\
& \left.+\frac{\lambda_{c}^{2}}{2}\left(C_{2}^{d, u u}\right)^{2}+\lambda_{c} \lambda_{t}\left(C_{2}^{d, u u}\right)^{2}+\frac{\lambda_{t}^{2}}{2}\left(C_{2}^{d, u u}\right)^{2}\right\} \\
C_{2}^{\prime}(\mu)= & \frac{1}{48} \ln \left[\frac{\mu^{2}}{M_{W}^{2}}\right]\left\{\lambda_{c}^{2}\left(C_{2}^{d, c c}\right)^{2}-2 \lambda_{c}^{2} C_{2}^{d, c u} C_{2}^{d, u c}-2 \lambda_{c} \lambda_{t} C_{2}^{d, c u} C_{2}^{d, u c}\right. \\
& \left.+\lambda_{c}^{2}\left(C_{2}^{d, u u}\right)^{2}+2 \lambda_{c} \lambda_{t}\left(C_{2}^{d, u u}\right)^{2}+\lambda_{t}^{2}\left(C_{2}^{d, u u}\right)^{2}\right\} \\
C_{3}^{\prime}(\mu)= & \frac{1}{48} \ln \left[\frac{\mu^{2}}{M_{W}^{2}}\right]\left\{3 \lambda_{c}^{2}\left(C_{2}^{d, c c}\right)^{2}-3 \lambda_{c}^{2} C_{2}^{d, c u} C_{2}^{d, u c}-3 \lambda_{c} \lambda_{t} C_{2}^{d, c u} C_{2}^{d, u c}\right\}, \tag{4.5.51}
\end{align*}
$$

where all the coefficients $C_{2}^{d, c c}, C_{2}^{d, u c}, C_{2}^{d, c u}, C_{2}^{d, u u}$ are evaluated at the scale $\mu \sim M_{W}$, i.e. are given by the set in Eq. (4.5.49). We can now construct the extra contribution, arising from double insertions of $\Delta B=1$ operators, to the $\Delta B=2$ Hamiltonian. We get at the scale $\mu=m_{c}$

$$
\begin{align*}
\mathcal{H}_{e f f}^{|\Delta B| \hat{=} 2, \text { extra }}= & 8 G_{F}^{2}\left(\left[\frac{\lambda_{t}^{2}}{96 \pi^{2}} C_{12}\left(x_{t}\right)+C_{1}^{\prime}\left(m_{c}\right)\right] \hat{P}_{1}+\left[-\frac{\lambda_{t}^{2}}{48 \pi^{2}} C_{12}^{\prime}\left(x_{t}\right)+C_{2}^{\prime}\left(m_{c}\right)\right] \hat{P}_{2}\right. \\
& \left.+\left[\frac{1}{32 \pi^{2}}\left(2 \lambda_{c} \lambda_{t} C_{3}\left(x_{t}\right)+\lambda_{c}^{2}\right)+C_{3}^{\prime}\left(m_{c}\right)\right] \hat{P}_{3}\right), \tag{4.5.52}
\end{align*}
$$

where we have included the functions $C_{12}\left(x_{t}\right), C_{12}^{\prime}\left(x_{t}\right)$ and $C_{3}\left(x_{t}\right)$ to reproduce the initial conditions in Eq. (4.5.47) for $C_{1}^{\prime}\left(M_{W}, x_{t}\right), C_{2}^{\prime}\left(M_{W}, x_{t}\right)$ and $C_{3}^{\prime}\left(M_{W}, x_{t}\right)$. If we take $\Delta C_{2}^{u u}=\Delta C_{2}^{u c}=\Delta C_{2}^{c u}=\Delta C_{2}^{c c}=0$ and $\mu=m_{c}$, we reproduce Eq.(19) in 77)

$$
\begin{align*}
\hat{\mathcal{H}}_{e f f}^{|\Delta B|=2, \text { extra }}= & \frac{G_{F}^{2}}{4 \pi^{2}}\left[\frac{\lambda_{t}^{2}}{3}\left(C_{12}\left(x_{t}\right)-\ln \left[\frac{m_{c}^{2}}{M_{W}^{2}}\right]\right) \hat{P}_{1}\right. \\
& -\frac{2 \lambda_{t}^{2}}{3}\left(C_{12}^{\prime}\left(x_{t}\right)-\ln \left[\frac{m_{c}^{2}}{M_{W}^{2}}\right]\right) \hat{P}_{2} \\
& \left.+\left(2 \lambda_{c} \lambda_{t}\left\{C_{3}\left(x_{t}\right)-\ln \left[\frac{m_{c}^{2}}{M_{W}^{2}}\right]\right\}+\lambda_{c}^{2}\right) \hat{P}_{3}\right] . \tag{4.5.53}
\end{align*}
$$

Our new result for $M_{12}^{d}$ is then

$$
\begin{equation*}
M_{12}^{d}=\frac{\left\langle B_{d}^{0}\right| \hat{\mathcal{H}}_{d}^{|\Delta B|=2}+\hat{\mathcal{H}}_{\text {eff }}^{|\Delta B|=2, e x t r a}\left|\bar{B}_{d}^{0}\right\rangle}{2 M_{B_{d}^{0}}}, \tag{4.5.54}
\end{equation*}
$$

where $\mathcal{H}_{d}^{|\Delta B|=2}$ is given by Eq. 2.4 .88 and $\mathcal{H}_{\text {eff }}^{\Delta B=2, \text { extra }}$ by Eq. 4.5.52). For the matrix elements of the operators $\hat{P}_{1}, \hat{P}_{2}, \hat{P}_{3}$ we use 79

$$
\begin{align*}
\left\langle\hat{P}_{1}\right\rangle & =\frac{2}{3} m_{b}^{2} f_{B_{d}}^{2} M_{B_{d}}^{2} B_{B_{d}}^{(1)}(\mu), \\
\left\langle\hat{P}_{2}\right\rangle & =-\frac{5}{12} m_{b}^{2}\left(\frac{M_{B_{d}}}{m_{b}(\mu)+m_{d}(\mu)}\right)^{2} f_{B_{d}}^{2} M_{B_{d}}^{2} B_{B_{d}}^{(2)}(\mu), \\
\left\langle\hat{P}_{3}\right\rangle & =\frac{m_{c}^{2}}{m_{b}^{2}}\left\langle\hat{P}_{1}\right\rangle \tag{4.5.55}
\end{align*}
$$

We consider two possibilities for the numerical evaluation of $M_{12}^{d} /\left|M_{12}^{d}\right|$ depending on the set of CKM inputs used. If we take into account the numerical data quoted in Appendix A then we find

$$
\begin{equation*}
\operatorname{Im}\left(M_{12}^{d} /\left|M_{12}^{d}\right|\right)^{S M, 1}=(69.15 \pm 3.00) \times 10^{-2} \tag{4.5.56}
\end{equation*}
$$

If we turn off the double $|\Delta B|=1$ insertion given in Eq.(4.5.53) we get

$$
\begin{equation*}
\mathcal{I} m\left(M_{12}^{d} /\left|M_{12}^{d}\right|\right)^{S M, 0}=(69.09 \pm 3.00) \times 10^{-2} \tag{4.5.57}
\end{equation*}
$$

Therefore $\mathcal{H}_{\text {eff }}^{|\Delta B|=2, \text { extra }}$ in Eq. 4.5 .53 accounts for corrections of $\mathcal{O}\left(10^{-3}\right)$, in agreement with the result found in [77].

The current fit for the determination of $\sin \left(2 \beta_{d}\right)$ including the direct measurement as reported in (17) is

$$
\begin{equation*}
\sin \left(2 \beta_{d}^{d i r}\right)=(71.0 \pm 1.1) \times 10^{-2} \tag{4.5.58}
\end{equation*}
$$

On the other hand the fit for the determination of $\sin \left(2 \beta_{d}\right)$ excluding the direct measurement is 17

$$
\begin{equation*}
\sin \left(2 \beta_{d}^{i n d}\right)=\left(74.8_{-3.2}^{+3.0}\right) \times 10^{-2} \tag{4.5.59}
\end{equation*}
$$

The fact that Eq. (4.5.57) and Eq. (4.5.58) are very close suggest that the direct measurement of $\sin \left(2 \beta_{d}\right)$ was used in the determination of the CKM inputs $\left|V_{c s}\right|$, $\left|V_{c b}\right|,\left|V_{u b} / V_{c b}\right|$ and $\gamma$ quoted in Appendix A. A fairer comparison between theory and experiment can be done if the theoretical formula for $M_{12}^{d} /\left|M_{12}^{d}\right|$ is evaluated using CKM inputs where the direct measurement of $\sin \left(2 \beta_{d}\right)$ is not involved, unfortunately we do not have such information. One possibility is to use the weak phase given by Eq. (4.5.59) by modifying Eq. (4.5.54) according to

$$
\begin{equation*}
M_{12}^{d}=\frac{\left.\left|\left\langle B_{d}^{0}\right| \mathcal{H}_{d}^{|\Delta B|=2}\right| \bar{B}_{d}^{0}\right\rangle \mid e^{-2 i \beta_{d}}+\left\langle B_{d}^{0}\right| \mathcal{H}_{e f f}^{|\Delta B|=2, e x t r a}\left|\bar{B}_{d}^{0}\right\rangle}{2 M_{B_{d}^{0}}} . \tag{4.5.60}
\end{equation*}
$$

Notice that Eq. 4.5.60) includes the indirect determination for $\sin \left(2 \beta_{d}\right)$ in the leading part given by the matrix element of $\mathcal{H}_{d}^{|\Delta B|=2}$. However, $\left\langle B_{d}^{0}\right| \mathcal{H}_{\text {eff }}^{|\Delta B|=2, \text { extra }}\left|\bar{B}_{d}^{0}\right\rangle$ still contains the weak phases arising from the CKM inputs quoted in Appendix A. So Eq. (4.5.60) does not use a consistent set of CKM entries. Following this approach we obtain

$$
\begin{equation*}
\mathcal{I} m\left(M_{12}^{d} /\left|M_{12}^{d}\right|\right)^{S M, 2}=74.19 \pm 3.14 . \tag{4.5.61}
\end{equation*}
$$

The double insertions cause a deviation of $\mathcal{O}(1 \%)$ with respect to the result presented in Eq. 4.5.59), this is 10 times bigger than the estimation reported in the literature [77]. It should be stressed though, that in the determination of Eq. (4.5.61) there was not a consistent treatment of the CKM inputs as explained in the previous paragraph.

| Parameter | Main CKM Inputs | $\sin \left(2 \beta_{d}\right)$ |
| :---: | :---: | :---: |
| $\delta\left(\mu_{b}\right)$ | $<0.01 \%$ | $0.04 \%$ |
| $\delta\left(\mu_{c}\right)$ | $0.01 \%$ | $0.13 \%$ |
| $\delta\left(\left\|V_{u s}\right\|\right)$ | $0.20 \%$ | $<0.01 \%$ |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | $0.01 \%$ | $0.04 \%$ |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | $4.33 \%$ | $<0.01 \%$ |
| $\delta(\gamma)$ | $0.07 \%$ | $<0.01 \%$ |
| $\delta\left(m_{t}\left(m_{t}\right)\right)$ | $<0.01 \%$ | $<0.01 \%$ |
| $\delta\left(m_{c}\left(m_{c}\right)\right)$ | $<0.01 \%$ | $0.01 \%$ |
| $\delta\left(m_{b}\left(m_{b}\right)\right)$ | $<0.01 \%$ | $<0.01 \%$ |
| $\delta\left(\Lambda_{5}\right)$ | $<0.01 \%$ | $<0.01 \%$ |
| $\sin \left(2 \beta_{d}^{\text {ind }}\right)$ | - | $4.22 \%$ |
| $\sum \delta_{T}$ | $4.33 \%$ | $4.23 \%$ |

Table 4.6: Error budget for the observable $M_{12}^{d} /\left|M_{12}^{d}\right|$. The second column refers to the determination given in Eq. (4.5.56) where our main CKM inputs were used. The third column refers to Eq. 4.5.61) where the indirect measurement for $\sin \left(2 \beta_{d}\right)$ was used to evaluate the leading contribution in $M_{12}^{d}$.


Figure 4.8: Regions for new physics, at $90 \%$ C. L., in the $\mathcal{R} e \Delta C_{2}^{d, c c}-\mathcal{I} m \Delta C_{2}^{d, c c}$ plane allowed by the observable $M_{12}^{d} /\left|M_{12}^{d}\right|$ considering our main CKM inputs (a) and the direct measurement of $\sin \left(2 \beta_{d}\right)(\mathrm{b})$. The black point corresponds to the SM value.

### 4.5.2 $\quad B \rightarrow X_{d} \gamma$

The branching ratio of the process $B \rightarrow X_{d} \gamma$ is useful for constraining the new physics contribution $\Delta C_{2}^{d, c c}\left(M_{W}\right)$. As a first approximation for the calculation of $\mathcal{B}_{r}\left(B \rightarrow X_{d} \gamma\right)$ we use the formulas to be provided in Section 4.6.1 for $B \rightarrow X_{s} \gamma$ and replace the information related to the strange quark with the analogous information for the down quark 80]. In particular the operators $\hat{Q}_{7}$ and $\hat{Q}_{8}$ in Eq. 4.6.72) become 81

$$
\begin{equation*}
\hat{Q}_{7}=\frac{e}{16 \pi^{2}} m_{b}\left(\bar{d}_{L} \sigma^{\mu \nu} b_{R}\right) F_{\mu \nu}, \quad \hat{Q}_{8}=\frac{g}{16 \pi^{2}} m_{b}\left(\bar{d}_{L} T^{a} \sigma^{\mu \nu} b_{R}\right) G_{\mu \nu}^{a} \tag{4.5.62}
\end{equation*}
$$

and our theoretical determination is

$$
\begin{equation*}
\mathcal{B}_{r}\left(B \rightarrow X_{d} \gamma\right)=\left(1.46_{-0.28}^{+0.15}\right) \times 10^{-5} \tag{4.5.63}
\end{equation*}
$$

which can be compared against the experimental result 8183

$$
\begin{equation*}
\mathcal{B}_{r}\left(B \rightarrow X_{d} \gamma\right)=(1.41 \pm 0.57) \times 10^{-5} \tag{4.5.64}
\end{equation*}
$$

As explained in [84], during the calculation of the branching ratios for the processes $B \rightarrow X_{d, s} \gamma$ the following two CKM combinations arise $V_{t q}^{*} V_{t b}$ and $V_{u q}^{*} V_{u b}$ for $q=d, s$. In the calculation of Eq. 4.5.63) we are omitting the second type of CKM structure. It was considered in [81] leading to $\mathcal{B}_{r}\left(B \rightarrow X_{d} \gamma\right)=\left(1.54_{-0.31}^{+0.26}\right) \times 10^{-5}$ and thus it accounts for an overall $5 \%$ correction in the central value with respect to our result in Eq. 4.5.63). However, after combining the constraints imposed by $\mathcal{B}_{r}\left(B \rightarrow X_{d} \gamma\right)$ with those from the observables $a_{s l}^{d}$ and $M_{12}^{d}$, we found weak bounds for $\Delta C_{1,2}^{d, c c}$, we then use $\Delta \Gamma_{d}$ to get stronger constraints. Notice that the theoretical determination of $\mathcal{B}_{r}\left(B \rightarrow X_{d} \gamma\right)$ in [81] shows more tension with respect to the experimental result in Eq. (4.5.64) than our computation in Eq. (4.5.63). This suggests that including all the CKM structures will lead to larger new physics regions, but this cannot affect our conclusions because our bounds, including only one CKM combination, already saturate the experimental uncertainty for $\Delta \Gamma_{d}$.

| Parameter | Standard analysis |
| :---: | :---: |
| $\delta(\mu)_{ \pm}$ | $7.97 \%$ |
| $\delta\left(\mathcal{B}_{r}\left(\bar{B} \rightarrow X_{c} e \bar{\nu}_{e}\right)\right)_{ \pm}$ | $3.96 \%$ |
| $\delta\left(\left\|V_{u s}\right\|\right)_{ \pm}$ | $0.46 \%$ |
| $\delta\left(\left\|V_{c b}\right\|\right)_{ \pm}$ | $4.93 \%$ |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)_{ \pm}$ | $0.10 \%$ |
| $\delta(\gamma)_{ \pm}$ | $2.20 \%$ |
| $\delta\left(m_{d}\right)_{ \pm}$ | $0.11 \%$ |
| $\delta(\delta)_{-}$ | $16.46 \%$ |
| $\delta\left(m_{t}\left(m_{W}\right)\right)_{ \pm}$ | $0.37 \%$ |
| $\delta\left(\Lambda_{5}\right)_{ \pm}$ | $0.65 \%$ |
| $\delta\left(m_{b}^{1 S}\right)_{ \pm}$ | $0.55 \%$ |
| $\delta\left(m_{c}\left(m_{c}\right)\right)_{ \pm}$ | $1.29 \%$ |
| $\left(\sum \delta\right)_{+}$ | $10.54 \%$ |
| $\left.\sum \delta\right)_{-}$ | $19.55 \%$ |

Table 4.7: Error budget for the observable $\mathcal{B}_{r}\left(\bar{B} \rightarrow X_{d} \gamma\right)$. The subindex $\pm$ stands for symmetric errors, notice that the parameter $\delta$ affects only the lower bound for the overall error so that we get different values for the total lower and upper uncertainties $\left(\sum \delta\right)_{-}$and $\left(\sum \delta\right)_{+}$respectively.


Figure 4.9: Regions for new physics, at $90 \%$ C. L. in the $\mathcal{R} e \Delta C_{2}^{d, c c}-\mathcal{I m} \Delta C_{2}^{d, c c}$ plane allowed by the observable $B_{s}^{0} \rightarrow X_{d} \gamma$. The black point corresponds to the SM value.

### 4.6 Constraints from $b \rightarrow c \bar{c} s$ transitions

### 4.6.1 $\bar{B} \rightarrow X_{s} \gamma$

The process $\bar{B} \rightarrow X_{s} \gamma$ is a very interesting transition for BSM phenomenology for several reasons. To begin with it is a loop generated flavour changing neutral current sensitive to new particles. In addition, the experimental and theoretical precision achieved on its determination have an accuracy of the same order; moreover, this process is useful to constrain CKM elements involving the top quark. The experimental world average up to date combines measurements from CLEO, Belle and Babar leading to (1)

$$
\begin{equation*}
\mathcal{B}_{r}\left(\bar{B} \rightarrow X_{s} \gamma\right)=(3.43 \pm 0.21 \pm 0.07) \times 10^{-4} \tag{4.6.65}
\end{equation*}
$$

On the theory side there has been a huge effort in the determination of this observable; the most precise results available are obtained at NNLO, here we consider 85]

$$
\begin{equation*}
\mathcal{B}_{r}^{S M}\left(\bar{B} \rightarrow X_{s} \gamma\right)=(3.36 \pm 0.23) \times 10^{-4} \tag{4.6.66}
\end{equation*}
$$

where the energy of the photon satisfies the cut $E_{0}^{\gamma}>1.6 \mathrm{GeV}$. Using the Heavy Quark Effective Theory (HQET) the calculation of the branching ratio for the process $\bar{B} \rightarrow X_{s} \gamma$ is written as 86

$$
\begin{equation*}
\mathcal{B}_{r}\left(\bar{B} \rightarrow X_{s} \gamma\right)=\mathcal{B}_{r}\left(\bar{B} \rightarrow X_{c} e \bar{\nu}_{e}\right) \times R_{q u a r k}(\delta) \times\left(1-\frac{\delta_{s}^{N P}}{m_{b}^{2}}+\frac{\delta_{r a d}^{N P}}{m_{b}^{2}}\right), \tag{4.6.67}
\end{equation*}
$$

where $R_{\text {quark }}(\delta)$ is a perturbative quantity calculated from the ratio of the quark level decays

$$
\begin{equation*}
R_{q u a r k}(\delta)=\frac{\Gamma\left(b \rightarrow X_{s} \gamma\right)^{E_{\gamma}>(1-\delta) E_{\max }}}{\Gamma\left(b \rightarrow X_{c} e \overline{\nu_{e}}\right)} \tag{4.6.68}
\end{equation*}
$$

and $\delta_{s l}^{N P}, \delta_{\text {rad }}^{N P}$ are two parameters accounting for non-perturbative corrections to the semileptonic and radiative $B$-meson decay rates respectively. They can be written in terms of the HQET parameter $\lambda_{2}$ as

$$
\delta_{s l}^{N P}-\delta_{\text {rad }}^{N P}=\left(\frac{3}{2}-\frac{6(1-z)^{4}}{g(z)}\right) \lambda_{2}+\frac{9}{2} \lambda_{2},
$$

where

$$
\begin{equation*}
\lambda_{2}=\frac{1}{4}\left(m_{B^{*}}^{2}-m_{B}^{2}\right) . \tag{4.6.69}
\end{equation*}
$$

The factor $\mathcal{B}_{r}\left(\bar{B} \rightarrow X_{c} e \bar{\nu}_{e}\right)$ in Eq. 4.6.68) is the branching ratio for the semileptonic process $\bar{B} \rightarrow X_{c} e \bar{\nu}_{e}$ and $(1-\delta) \frac{m_{b}}{2}$ determines the lower cut on the energy of the photon in the Bremsstrahlung correction $E_{\gamma}$; here we use

$$
\begin{equation*}
\delta_{\min }<\delta<0.99, \quad \delta_{\min }=\left(m_{c}\left(m_{c}\right) / m_{b}^{1 S}\right)^{2} \approx 0.075 \tag{4.6.70}
\end{equation*}
$$

The normalization factor $\Gamma\left(b \rightarrow X_{c} e \bar{\nu}_{e}\right)$ in Eq. 4.6.68) allows us to eliminate the uncertainties associated with the pole mass of the $b$ quark $m_{b}$ and the CKM angles. The expression for the ratio $R_{\text {quark }}(\delta)$ inside Eq. (4.6.68) is

$$
\begin{equation*}
R_{q u a r k}(\delta)=\frac{\left|V_{t s}^{*} V_{t b}\right|^{2}}{\left|V_{c b}\right|^{2}} \frac{6 \alpha}{\pi g(z)} F\left(|D|^{2}+A\right) . \tag{4.6.71}
\end{equation*}
$$

With $F=\frac{1}{k(z)}\left(\frac{m_{b}\left(\mu=m_{b}\right)}{m_{b, p o l e}}\right)^{2}, k(z)$ is the NLO correction and $g(z)$ is the phase space factor for the calculation of the semileptonic decay $\Gamma\left[b \rightarrow X_{c} e \bar{\nu}_{e}\right]$. Here we consider $z=\left(m_{c}\left(m_{c}\right) / m_{b}^{1 S}\right)^{2} 87$.
Before describing the perturbative terms $D$ and $A$ inside Eq. 4.6.71) let us first discuss briefly the operator basis and the set of Wilson coefficients used during the calculations for this section.

The absence of Dirac traces containing $\gamma_{5}$ at leading order in $G_{F}$ makes the following basis particularly useful in the computation of the perturbative contribution inside Eq.(4.6.71) 86

$$
\begin{array}{ll}
\hat{Q}_{1}=\left(\bar{s}_{L} \gamma_{\mu} T^{a} c_{L}\right)\left(\bar{c}_{L} \gamma^{\mu} T^{a} b_{L}\right), & \hat{Q}_{2}=\left(\bar{s}_{L} \gamma_{\mu} c_{L}\right)\left(\bar{c}_{L} \gamma^{\mu} b_{L}\right), \\
\hat{Q}_{3}=\left(\bar{s} \gamma_{\mu} b_{L}\right) \sum_{q}\left(\bar{q} \gamma^{\mu} q\right), & \hat{Q}_{4}=\left(\bar{s}_{L} \gamma_{\mu} T^{a} b_{L}\right) \sum_{q}\left(\bar{q} \gamma^{\mu} T^{a} q\right), \\
\hat{Q}_{5}=\left(\bar{s}_{L} \Gamma_{\mu_{1} \mu_{2} \mu_{3}} b_{L}\right) \sum_{q}\left(\bar{q} \Gamma^{\mu_{1} \mu_{2} \mu_{3}} q\right), & \hat{Q}_{6}=\left(\bar{s}_{L} \Gamma_{\mu_{1} \mu_{2} \mu_{3}} T^{a} b_{L}\right) \sum_{q}\left(\bar{q} \Gamma^{\mu_{1} \mu_{2} \mu_{3}} T^{a} q\right), \\
\hat{Q}_{7}=\frac{e}{16 \pi^{2}} m_{b}\left(\bar{s}_{L} \sigma^{\mu \nu} b_{R}\right) F_{\mu \nu}, & \hat{Q}_{8}=\frac{g}{16 \pi^{2}} m_{b}\left(\bar{s}_{L} T^{a} \sigma^{\mu \nu} b_{R}\right) G_{\mu \nu}^{a},  \tag{4.6.72}\\
\text { with } \Gamma_{\mu_{1} \mu_{2} \mu_{3}}=\gamma^{\mu_{1}} \gamma^{\mu_{2}} \gamma^{\mu_{3}} . &
\end{array}
$$

It is convenient to express $\mathcal{B}_{r}\left(\bar{B} \rightarrow X_{s} \gamma\right)$ in terms of the so-called effective coefficients $C_{i}^{\text {eff }}(\mu)$, constructed from linear combinations of the Wilson coefficients $C_{i}$ associated with the operators in Eq. (4.6.72), according to

$$
C_{i}^{\text {eff }}(\mu)=\left\{\begin{array}{l}
C_{i}(\mu) \text { for } i=1 \ldots, 6  \tag{4.6.73}\\
C_{7}(\mu)+\sum_{i=1}^{6} y_{i} C_{i}(\mu) \text { for } i=7 \\
C_{8}(\mu)+\sum_{i=1}^{6} z_{i} C_{i}(\mu) \text { for } i=8
\end{array}\right.
$$

with $y=\left(0,0,-\frac{1}{3},-\frac{4}{9},-\frac{20}{3},-\frac{80}{9}\right)$ and $z=\left(0,0,1,-\frac{1}{6}, 20,-\frac{10}{3}\right)$.
The set of coefficients in Eq. (4.6.73) are specially useful since at leading order they are regularization and renormalization scheme independent [47], this does not hold for the original coefficients of the operators $Q_{7}(\mu)$ and $Q_{8}(\mu)$ in Eq. 4.6.72). The renormalization scale evolution for the coefficients in 4.6 .73 is determined by

$$
\begin{equation*}
\mu \frac{d}{d \mu} C_{i}^{e f f}(\mu)=C_{j}^{e f f}(\mu) \gamma_{j i}^{e f f}(\mu) \tag{4.6.74}
\end{equation*}
$$

where $\gamma_{i j}^{e f f}$ are the components of the effective anomalous dimension matrix introduced up to NLO in [86]. The corresponding renormalization scale evolution matrices can be constructed using the information provided in Section 2.2.2 by substituting the matrices $\hat{\gamma}^{(0)}$ and $\hat{\gamma}^{(1)}$ by $\hat{\gamma}_{e f f}^{(0)}$ and $\hat{\gamma}_{e f f}^{(1)}$ respectively (see $86 \mid$ ). The initial conditions used in the determination of $C_{i}^{e f f}(\mu)$ have the following structure

$$
\begin{equation*}
C_{i}^{e f f, N P}\left(M_{W}\right)=C_{i}^{e f f, S M}\left(M_{W}\right)+\Delta C_{i}^{e f f}\left(M_{W}\right), \tag{4.6.75}
\end{equation*}
$$

for $i=1, \ldots, 8$; where the explicit values for $C_{i}^{e f f, S M}\left(M_{W}\right)$ can be found in 86. The new physics contributions $\Delta C_{i}^{e f f}\left(M_{W}\right)$ in Eq. 4.6.75) are given in terms of the new effects $\Delta C_{1,2}^{s, c c}\left(M_{W}\right)$ in our old basis in Eq. 2.3.78) according to
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$$
\begin{align*}
\Delta C_{1}^{e f f}\left(M_{W}\right) & =2.0 \Delta C_{1}^{s, c c}\left(M_{W}\right) \\
\Delta C_{2}^{e f f}\left(M_{W}\right) & =1 / 3 \Delta C_{1}^{s, c c}\left(M_{W}\right)+\Delta C_{2}^{s, c c}\left(M_{W}\right) \tag{4.6.76}
\end{align*}
$$

The coefficients $C_{i}^{e f f, S M}\left(M_{W}\right)$ are evolved down to the renormalization scale $\mu \sim m_{b}$ using the full NLO evolution matrices defined in terms of $\hat{\gamma}_{e f f}^{(0)}$ and $\hat{\gamma}_{e f f}^{(1)}$, on the other hand $\Delta C_{i}^{e f f}\left(M_{W}\right)$ are evolved down using only the LO versions in Eq. 2.3.82.

We can now complete the analysis of Eq. 4.6.71), the term $D$ is

$$
\begin{equation*}
D=C_{7}^{e f f, N P}(\mu)+\frac{\alpha_{s}(\mu)}{4 \pi} \sum_{i=1}^{8} C_{i}^{e f f}(\mu)\left[r_{i}+\gamma_{e f f, i 7}^{(0)} \ln \frac{m_{b}}{\mu}\right] \tag{4.6.77}
\end{equation*}
$$

Where $\mu \sim m_{b}$ and $C_{7}^{e f f, N P}(\mu)$ is determined up to NLO, the coefficients $r_{2}, r_{7}$ and $r_{8}$ arise during the calculation of the virtual corrections of the matrix elements $\langle s \gamma| \hat{O}_{2}|b\rangle,\langle s \gamma| \hat{O}_{7}|b\rangle$ and $\langle s \gamma| \hat{O}_{8}|b\rangle$ they can be found in 86, 88; the coefficient $r_{1}$ can be calculated from $r_{2}$ through $r_{1}=-\frac{1}{6} r_{2}$. The rest of the coefficients $r_{i}$ provide corrections of $\mathcal{O}(1 \%)$ [86] therefore we omit them in this study, they were estimated in [89]. Finally the full expression for $A$ in Eq. (4.6.71) is
$A=\left(e^{-\alpha_{s}(\mu) \ln \delta(7+2 \ln \delta) / 3 \pi}-1\right)\left|C_{7}^{(0) e f f}(\mu)\right|^{2}+\frac{\alpha_{s}(\mu)}{\pi} \sum_{\substack{i, j \leq 1 \\ i \leq j}}^{8} C_{i}^{(0) e f f}(\mu) C_{j}^{(0) e f f}(\mu) f_{i j}(\delta)$,
where the exponential contains all the infrared logarithms of $\delta$ remaining after the cancellation of all the infrared divergences between the virtual and the Bremsstrahlung corrections to $b \rightarrow X_{s} \gamma$. All the required set of functions $f_{i j}$ in Eq.(4.6.78) are provided in [86].

We take into account the NNLO result in Eq. (4.6.66) by rescaling our NLO determinations according to the following formula

$$
\begin{equation*}
\frac{\mathcal{B}_{r}\left(\bar{B} \rightarrow X_{s} \gamma\right)}{\mathcal{B}_{r}^{\mathrm{NNLO}}\left(\bar{B} \rightarrow X_{s} \gamma\right)}=\frac{\mathcal{B}_{r}^{\mathrm{NLO}}\left(\bar{B} \rightarrow X_{s} \gamma\right)\left(\mu_{0}\right)}{\mathcal{B}_{r 0}^{\mathrm{NLO}}\left(\bar{B} \rightarrow X_{s} \gamma\right)}, \tag{4.6.79}
\end{equation*}
$$

where

- $\mathcal{B}_{r 0}^{\mathrm{NLO}}\left(\bar{B} \rightarrow X_{s} \gamma\right)$ is the branching ratio of the process $\bar{B} \rightarrow X_{s} \gamma$ calculated at NLO and evaluated at the central values of all the input parameters and kept constant during the statistical fit.



Figure 4.10: Regions for new physics, at $90 \%$ C. L., in the $\mathcal{R} e \Delta C_{2}^{s, c c}-\mathcal{I} m \Delta C_{2}^{s, c c}$ allowed by the observable $\bar{B} \rightarrow X_{s} \gamma$. The black point corresponds to the SM value.

- $\mathcal{B}_{r}^{\mathrm{NLO}}\left(\bar{B} \rightarrow X_{s} \gamma\right)$ is the branching ratio of the process $\bar{B} \rightarrow X_{s} \gamma$ calculated at NLO with all the inputs allowed to float except the renormalization scale, which is fixed at $\mu_{0}=m_{b}$.
- $\mathcal{B}_{r}{ }^{\mathrm{NNLO}_{( }}\left(\bar{B} \rightarrow X_{s} \gamma\right)$ is the branching ratio of the process $\bar{B} \rightarrow X_{s} \gamma$ calculated at NNLO and allowed to float within the uncertainty associated with the renormalization scale. In the case of the theoretical result given in Eq.(4.6.66) [85] the renormalization scale uncertainty is equivalent to $\pm 3 \%$ of the central value.

The partial contributions to the final error are described in Tab,4.8, our theoretical result after the NNLO rescaling is $\mathcal{B}_{r}\left(\bar{B} \rightarrow X_{s} \gamma\right)=\left(3.36_{-0.45}^{+0.18}\right) \times 10^{-4}$. The allowed regions for $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$ are shown in Fig.4.10, it can be seen that this observable impose strong constraints over $\Delta C_{2}\left(M_{W}\right)$.

### 4.6.2 $\sin \left(2 \beta_{d}\right)$

As shown in Eq. 4.5.37) and Eq. 4.5.38, the amplitude for the process $B \rightarrow J / \psi K$ is relevant in the calculation of the indirect CP asymmetry $S_{B_{d}^{0} \rightarrow J / \psi K_{S, L}}$. On the experimental side it is constrained by the current value of $\sin \left(2 \beta_{d}\right)$. At quark level the decay $B \rightarrow J / \psi K$ is given by the transition $b \rightarrow c \bar{c} s$, hence it allows us to establish bounds on the contributions $\Delta C_{1}^{s, c c}\left(M_{W}\right)$ and $\Delta C_{2}^{s, c c}\left(M_{W}\right)$; in particular, there is a high sensitivity to the imaginary part of $\Delta C_{1}^{s, c c}\left(M_{W}\right)$. This is particularly valuable

| Parameter | Standard analysis |
| :---: | :---: |
| $\delta(\mu)_{ \pm}$ | $3.00 \%$ |
| $\delta\left(\mathcal{B}_{r}\left(\bar{B} \rightarrow X_{c} e \bar{\nu}_{e}\right)\right)_{ \pm}$ | $3.96 \%$ |
| $\delta\left(\left\|V_{u s}\right\|\right)_{ \pm}$ | $0.02 \%$ |
| $\delta\left(\left\|V_{c b}\right\|\right)_{ \pm}$ | $0.01 \%$ |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)_{ \pm}$ | $0.1 \%$ |
| $\delta(\gamma)_{ \pm}$ | $0.10 \%$ |
| $\delta\left(m_{s}\right)_{ \pm}$ | $0.04 \%$ |
| $\delta(\delta)_{-}$ | $12.26 \%$ |
| $\delta\left(m_{t}\left(m_{W}\right)\right)_{ \pm}$ | $0.19 \%$ |
| $\delta\left(\Lambda_{5}\right)_{ \pm}$ | $0.62 \%$ |
| $\delta\left(m_{b}^{1 S}\right)_{ \pm}$ | $0.60 \%$ |
| $\delta\left(m_{c}\left(m_{c}\right)\right)_{ \pm}$ | $1.39 \%$ |
| $\left(\sum \delta\right)_{+}$ | $5.24 \%$ |
| $\left.\sum \delta\right)_{-}$ | $13.34 \%$ |

Table 4.8: Error budget for the observable $\mathcal{B}_{r}\left(\bar{B} \rightarrow X_{s} \gamma\right)$. The subindex $\pm$ stands for symmetric errors. Notice that the parameter $\delta$ affects only the lower bound for the overall error So that we get different values for the total lower and upper uncertainties $\left(\sum \delta\right)_{-}$and $\left(\sum \delta\right)_{+}$respectively.
because, as shown in [3], $\operatorname{Im}\left(\Delta C_{1}\left(M_{W}\right)\right)$ can induce sizeable deviations of $\mathcal{O}\left(10^{\circ}\right)$ in the determination of the CKM phase $\gamma$ (well within the current experimental precision).

Our approach in this section is based in the calculations of [90], where the amplitude for the process $B \rightarrow J / \psi K$ is written as

$$
\begin{equation*}
\mathcal{A}_{B \rightarrow J / \psi K}=\frac{G_{F}}{\sqrt{2}} V_{c b} V_{c s}^{*} \bar{\alpha}_{2} A_{J / \psi K} \tag{4.6.80}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{\alpha}_{2}=\alpha_{2}+\alpha_{3}+\alpha_{5}+\alpha_{7}+\alpha_{9} . \tag{4.6.81}
\end{equation*}
$$

For the purposes of the asymmetry in Eq.(4.5.37), the explicit expression for the global factor $A_{J / \psi}$ is not required because it cancels in the ratio between $\mathcal{A}_{B \rightarrow J / \psi K}$ and $\overline{\mathcal{A}}_{B \rightarrow J / \psi K}$ given in Eq. (4.5.38). Notice that possible complex phases arising in $A_{J / \psi}$ also cancel in the ratio because they are "strong", hence they are left unaffected when taking the $\mathcal{C P}$ conjugate of $\mathcal{A}_{B \rightarrow J / \psi K}$ in Eq. 4.5.38). In addition, the weak phase from the CKM combination $V_{c b} V_{c s}^{*}$ can also be ignored regarding that it is tiny, $\left(\mathcal{O}\left(10^{-3}\right)^{\circ}\right)$, in comparison with the $\mathcal{O}(10)^{\circ}$ phase induced by the imaginary components of $\Delta C_{1}$ and $\Delta C_{2}$.

Then our theoretical expression for the determination of $\sin (2 \beta)$ is

$$
\begin{equation*}
\sin (2 \beta)=\operatorname{Im}\left(e^{-2 i \beta_{\text {indir. }}} \frac{\hat{\mathcal{P} \mathcal{P}\left(\bar{\alpha}_{2}\right)}}{\bar{\alpha}_{2}}\right) \tag{4.6.82}
\end{equation*}
$$

The topological amplitudes $\alpha_{i}(i=2,3,5,7,9)$ in Eq.4.6.80) have the following dependence on the Wilson coefficients of the operators in Eq. 2.3.78)

$$
\begin{align*}
& \alpha_{2}=C_{1}+\frac{C_{2}}{N_{c}}+\frac{\alpha_{s}}{4 \pi} \frac{C_{F}}{N_{c}} C_{2} \times K_{1}, \\
& \alpha_{3}=C_{3}+\frac{C_{4}}{N_{c}}+\frac{\alpha_{s}}{4 \pi} \frac{C_{F}}{N_{c}} C_{4} \times K_{1}, \\
& \alpha_{5}=C_{5}+\frac{C_{6}}{N_{c}}-\frac{\alpha_{s}}{4 \pi} \frac{C_{F}}{N_{c}} C_{6} \times K_{2}, \\
& \alpha_{7}=C_{7}+\frac{C_{8}}{N_{c}}-\frac{\alpha_{s}}{4 \pi} \frac{C_{F}}{N_{c}} C_{8} \times K_{2}, \\
& \alpha_{9}=C_{9}+\frac{C_{10}}{N_{c}}+\frac{\alpha_{s}}{4 \pi} \frac{C_{F}}{N_{c}} C_{10} \times K_{1} . \tag{4.6.83}
\end{align*}
$$

In naive dimensional regularization $K_{1}$ and $K_{2}$ are written in terms of the vertex correction functions $\left(f_{I}, g_{I}\right)$ and the hard scattering spectator interaction contribution $f_{I I}$ as

$$
\begin{align*}
K_{1} & =-18-12 \ln \frac{\mu}{m_{b}}+f_{I}+f_{I I}+\frac{F_{0}^{B K}\left(m_{J / \psi}^{2}\right)}{F_{1}^{B K}\left(m_{J / \psi}^{2}\right)} g_{I}, \\
K_{2} & =-6-12 \ln \frac{\mu}{m_{b}}+f_{I}+f_{I I}+\frac{F_{0}^{B K}\left(m_{J / \psi}^{2}\right)}{F_{1}^{B K}\left(m_{J / \psi}^{2}\right)} g_{I} . \tag{4.6.84}
\end{align*}
$$

The equations for $f_{I}$ and $g_{I}$ are given in Eq.(D.6.11). We evaluate explicitly the integrals in Eq. (D.6.11) using the leading component of the LCDA of the $J / \psi$ meson on its Gegenbauer polynomial expansion

$$
\begin{equation*}
\phi^{J / \psi}(\xi)=6 \xi(1-\xi) \tag{4.6.85}
\end{equation*}
$$

Where $\xi$ is the momentum fraction carried by the charm quark inside the $J / \psi$ meson. The evaluation of the hard spectator interaction function $f_{I I}$ requires the twist-2 $\phi^{K}$ and twist-3 $\phi_{\sigma}^{K}$ LCDA for the Kaon ${ }^{1}$

$$
\begin{align*}
f_{I I}= & \frac{4 \pi^{2}}{N_{c}} \frac{f_{K} f_{B}}{F_{1}^{B K}\left(m_{J / \psi}^{2}\right) m_{B}^{2}} \frac{1}{1-z} \int_{0}^{1} \frac{d \bar{\rho}}{\bar{\rho}} \phi_{1}^{B}(\bar{\rho}) \int_{0}^{1} \frac{d \xi}{\xi} \phi^{J / \psi}(\xi) \\
& \times \int_{0}^{1} \frac{d \bar{\eta}}{\bar{\eta}}\left(\phi^{K}(\bar{\eta})+\frac{2 \mu_{\chi}}{m_{b}} \frac{1}{(1-z)} \frac{\phi_{\sigma}^{K}(\bar{\eta})}{6 \bar{\eta}}\right), \tag{4.6.86}
\end{align*}
$$

where $z \in\left(m_{J / \psi}^{2} / m_{b}^{2}, m_{J / \psi}^{2} / m_{B}^{2}\right)$ and $\mu_{\chi}=6 \Lambda_{Q C D}$.
For the first moment of the LCDA of the B meson we use the standard QCDF result $\int_{0}^{1} d \bar{\rho} \phi^{B}(\bar{\rho}) / \bar{\rho}=m_{B} / \lambda_{B}$ (Eq. 3.4 .15 ), and for the twist-2 and twist-3 distribution amplitudes $\phi^{K}$ and $\phi_{\sigma}^{K}$ we consider

$$
\begin{equation*}
\phi^{K}(\bar{\eta})=\phi_{\sigma}^{K}(\bar{\eta})=6 \bar{\eta}(1-\bar{\eta}), \tag{4.6.87}
\end{equation*}
$$

such that

$$
\begin{equation*}
\int_{0}^{1} \frac{d \xi}{\xi} \phi^{J / \psi}=\int_{0}^{1} \frac{d \bar{\eta}}{\bar{\eta}} \phi^{K}(\bar{\eta})=3 \tag{4.6.88}
\end{equation*}
$$

The integral of $\phi_{\sigma}^{K}(\bar{\eta})$ in Eq. 4.6.86) is divergent, as discussed in Chapter 3 this is a common feature of twist-3 LCDA. To parameterize the divergence we follow the prescription indicated by 90 and write

[^2]| Parameter | Standard analysis |
| :---: | :---: |
| $\delta(z)$ | $50.11 \%$ |
| $\delta(\mu)$ | $10.50 \%$ |
| $\delta(r)$ | $20.63 \%$ |
| $\delta(\delta)$ | $60.91 \%$ |
| $\sum \delta$ | $60.07 \%$ |

Table 4.9: Error budget for the amplitude $\left|\bar{\alpha}_{2}\right|$.

$$
\begin{equation*}
\int_{0}^{1} \frac{d \bar{\eta}}{\bar{\eta}} \rightarrow \ln \frac{m_{B}}{\Lambda_{h}}+r \tag{4.6.89}
\end{equation*}
$$

with

$$
\begin{equation*}
r=|r| \exp (i \delta) \tag{4.6.90}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
\int_{0}^{1} \frac{d \bar{\eta}}{\bar{\eta}} \frac{\phi_{\sigma}^{K}}{\bar{\eta}} \rightarrow 6\left(\ln \frac{m_{B}}{\Lambda_{h}}+r-1\right) . \tag{4.6.91}
\end{equation*}
$$

Our numerical ranges for the parameters $r$ and $\delta$ are

$$
\begin{equation*}
3.0<|r|<6.0 \quad 0.0<\delta<2.4 \tag{4.6.92}
\end{equation*}
$$

We choose the interval for $\delta$ such that the sub amplitude $\bar{\alpha}_{2}$ (see Eq. 4.6.81) reaches its maximum and minimum value inside. We get ${ }^{2}$

$$
\begin{equation*}
\left|\overline{\alpha_{2}}\right|=(17.52 \pm 10.52) \times 10^{-2} \tag{4.6.93}
\end{equation*}
$$

we are in agreement with the experimental value cited in 90

$$
\begin{equation*}
\left|\overline{\alpha_{2}}(J / \psi K)\right|_{\text {exp }}=(26.0 \pm 2.0) \times 10^{-2} . \tag{4.6.94}
\end{equation*}
$$

The error budget for $\bar{\alpha}_{2}$ is presented in Tab, 4.9
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Figure 4.11: Effective diagrams arising from the double insertions of the operators $\hat{Q}_{1}-\hat{Q}_{6}$.

### 4.7 Constraints using multiple channels observables: $a_{s l}^{s}, a_{s l}^{d}$ and $\Delta \Gamma_{s}$

The semileptonic asymmetry $a_{s l}^{s}$ and the decay width $\Delta \Gamma_{s}$ for neutral $B_{s}^{0}$ meson mixing are sensitive to the quark level decay channels $b \rightarrow u \bar{u} s, b \rightarrow c \bar{u} s$ and $b \rightarrow c \bar{c} s$. In Section 2.4.1 these two observables were defined in terms of the nondiagonal elements $\Gamma_{12}^{s}$ and $M_{12}^{s}$ of the mixing matrix in Eq.(1.3.49) as

$$
\begin{equation*}
a_{s l}^{s}=\mathcal{I} m\left[\frac{\Gamma_{12}^{s}}{M_{12}^{s}}\right] \quad \Delta \Gamma_{s}=2\left|\Gamma_{12}^{s}\right| \cos \phi_{12}^{s}, \tag{4.7.95}
\end{equation*}
$$

where $\phi_{12}^{s}$ is defined in Eq. 1.3.48)
As explained in Section 2.4.1, the element $\Gamma_{12}^{s}$ is determined from the double insertion of $\mathcal{H}^{|\Delta B|=1}$ Hamiltonians. As a matter of fact the dependence on the tree level Wilson coefficients $C_{1,2}^{u u, u c, u u}$ arises from the double insertion of the current-current operators $\left\{\hat{Q}_{1,2}^{a b}, \hat{Q}_{1,2}^{a b}\right\}$ and from the insertions between a single current-current and a penguin $\left\{\hat{Q}_{1,2}^{a b}, \hat{Q}_{3,4,5,6}\right\}$ (for $a b=u u, u c, c c$, see Eq. 2.3 .78 ). These double insertions lead to the effective topologies shown in Fig.4.11. According to Eq. 2.4.103) the element $\Gamma_{12}^{s}$ is decomposed in terms of the partial contributions $\Gamma_{12}^{s, a b}$, where $a b=u u, u c, c c$, depending on the "up" type quarks running inside the loops as shown in Fig.4.11. The Heavy Quark Expansion (HQE) allows us to reduce the different diagrams in Fig 4.11 to the generic $\Delta B=2$ topology presented in Fig.4.12. Actually, Fig 4.12 is associated with the $\Delta B=2$ operators $\hat{Q}, \hat{Q}_{S}$ and $\hat{\tilde{Q}}_{S}$ given in Eq.2.4.105). The expressions for $\Gamma_{12}^{s, a b}$ written in terms of the matrix elements of $\hat{Q}$ and $\hat{Q}_{S}$ were


Figure 4.12: $\Delta B=2$ operators arising after the HQE of the double insertions of $\hat{Q}_{1}-\hat{Q}_{6}$.
introduced in Eq. 2.4.110. Here we are interested in the functions $G^{a b}$ and $G_{S}^{a b}$ given in Eq. 2.4.110). They are further decomposed in terms of the current-current coefficients $F^{a b}$ and $F_{S}^{a b}$ (double insertion of current-current operators), and the penguin coefficients $P^{a b}$ and $P_{S}^{a b}$ (insertion between a single current-current and a penguin operator).
The equations for $F^{a b}$ and $F_{S}^{a b}$ in terms of the tree-level Wilson coefficients $C_{1}^{s, a b}$ and $C_{2}^{s, a b}$ obey the following generic structure

$$
\begin{equation*}
F^{a b}=F_{11}^{a b}\left(C_{1}^{a b}(\mu)\right)^{2}+F_{12}^{a b} C_{1}^{a b}(\mu) C_{2}^{a b}(\mu)+F_{22}^{a b}\left(C_{2}^{a b}(\mu)\right)^{2}, \tag{4.7.96}
\end{equation*}
$$

where the individual factors $F_{11,12,22}^{a b}$ are available in the literature up to NLO

$$
\begin{equation*}
F_{i j}^{a b}=F_{i j}^{(0)}+\frac{\alpha_{s}(\mu)}{4 \pi} F_{i j}^{(1)} . \tag{4.7.97}
\end{equation*}
$$

To account for new physics effects, the Wilson coefficients inside Eq. 4.7.96) should be modified following Eq.(4.1.1). Notice that Eq. (4.7.96) is sensitive to the different transitions $b \rightarrow c \bar{c} s, b \rightarrow u \bar{c} s, b \rightarrow c \bar{u} s$ and $b \rightarrow u \bar{u} s$. To be consistent with the inclusion of new physics effects $\Delta C_{1}^{s, a b}$ and $\Delta C_{2}^{s, a b}$ at LO only, we drop products between $\alpha_{s}(\mu)$ and $\Delta C_{1}^{s, a b}$ and $\Delta C_{2}^{s, a b}$ inside Eq. 4.7.96).
New physics effects should also be introduced in the penguin functions $P^{a b}$ and $P_{S}^{a b}$. For the purposes of illustration we present the explicit results for $P^{c c}$ and $P_{S}^{c c}$ for the $B_{s}^{0}$ system 48]

$$
\begin{align*}
P^{c c} & =\sqrt{1-4 \bar{z}}\left((1-\bar{z}) K_{1}^{\prime}(\mu)+\frac{1}{2}(1-4 \bar{z}) K_{2}^{\prime}(\mu)+3 \bar{z} K_{3}^{\prime}(\mu)\right)+\frac{\alpha_{s}(\mu)}{4 \pi} F_{p}(\bar{z})\left(C_{2}^{c c}(\mu)\right)^{2}, \\
P_{S}^{c c} & =\sqrt{1-4 \bar{z}}(1+2 \bar{z})\left(K_{1}^{\prime}(\mu)-K_{2}^{\prime}(\mu)\right)-\frac{\alpha_{s}(\mu)}{4 \pi} 8 F_{p}(\bar{z})\left(C_{2}^{c c}(\mu)\right)^{2} . \tag{4.7.98}
\end{align*}
$$

With

$$
\begin{align*}
\bar{z} & =\left(m_{c}\left(m_{b}\right) / m_{b}\left(m_{b}\right)\right)^{2} \\
K_{1}^{\prime c c}(\mu) & =2\left(3 C_{1}^{c c}(\mu) C_{3}(\mu)+C_{1}^{c c}(\mu) C_{4}(\mu)+C_{2}^{c c}(\mu) C_{3}(\mu)\right) \\
K_{2}^{\prime c c}(\mu) & =2 C_{2}^{c c}(\mu) C_{4}(\mu) \\
K_{3}^{\prime c c}(\mu) & =2\left(3 C_{1}^{c c}(\mu) C_{5}(\mu)+C_{1}^{c c}(\mu) C_{6}(\mu)+C_{2}^{c c}(\mu) C_{5}(\mu)+C_{2}^{c c}(\mu) C_{6}(\mu)\right) \tag{4.7.99}
\end{align*}
$$

and

$$
\begin{align*}
F_{p}^{c c}(z)= & -\frac{1}{9} \sqrt{1-4 \bar{z}}(1+2 \bar{z})\left[2 \ln \frac{\mu}{m_{b}}+\frac{2}{3}+4 \bar{z}-\ln \bar{z}\right. \\
& \left.+\sqrt{1-4 \bar{z}}(1+2 \bar{z}) \ln \frac{1-\sqrt{1-4 \bar{z}}}{1+\sqrt{1+4 \bar{z}}}+\frac{3 C_{8}(\mu)}{C_{2}^{c c}(\mu)}\right] . \tag{4.7.100}
\end{align*}
$$

The Wilson coefficients inside $K_{1}^{\prime c c}(\mu), K_{2}^{\prime c c}(\mu)$ and $K_{3}^{\prime c c}(\mu)$ should be modified according to Eq. 4.1.1 in order to include new physics effects $\Delta C_{1}^{s, a b}$ and $\Delta C_{2}^{s, a b}$.
As discussed in Section 4.5.1 new physics at tree level can be introduced in $M_{12}^{q}$ (for $q=d, s$ ) as the result of double insertion of $\Delta B=1$ operators. However, the overall contributions are rather weak and can be ignored in our analysis for $a_{s l}^{s}, a_{s l}^{d}$ and $\Delta \Gamma_{d}$.

Even though we have focused our attention in the $B_{s}^{0}$ system, an analogous procedure can be followed to derive constraints from $a_{s l}^{d}$ and $\Delta \Gamma_{d}$ in the case of the $B_{d}^{0}$ system. Our theoretical predictions for $a_{s l}^{s}$ and $a_{s l}^{d}$ are 15]

$$
\begin{align*}
a_{s l}^{s, S M} & =(2.22 \pm 0.27) \times 10^{-5} \\
a_{s l}^{d, S M} & =(-4.7 \pm 0.6) \times 10^{-4} \tag{4.7.101}
\end{align*}
$$

on the experimental side we consider (1]

$$
\begin{align*}
& a_{s l}^{s}=(0.17 \pm 0.30) \times 10^{-2} \\
& a_{s l}^{d}=(0.01 \pm 0.20) \times 10^{-2} \tag{4.7.102}
\end{align*}
$$

The theoretical determinations for $\Delta \Gamma_{s}$ and $\Delta \Gamma_{d}$ are 15]

$$
\begin{align*}
\Delta \Gamma_{s}^{S M} & =(0.088 \pm 0.02) \mathrm{ps}^{-1} \\
\Delta \Gamma_{d}^{S M} & =(2.61 \pm 0.59) \times 10^{-3} \mathrm{ps}^{-1} \tag{4.7.103}
\end{align*}
$$



Figure 4.13: Regions for new physics, at $90 \%$ C. L., in the $\mathcal{R} e \Delta C_{1}-\mathcal{I} m \Delta C_{1}$ (left) and $\mathcal{R} e \Delta C_{2}-\mathcal{I m} \Delta C_{2}$ (right) planes allowed by the observable $a_{s l}^{s}$ in the standard analysis. The black point corresponds to the SM value. Here we are assuming universality: $\Delta C_{1}^{s, u u}=\Delta C_{1}^{s, u c}=\Delta C_{1}^{s, c c}=\Delta C_{1}$.
and the corresponding experimental results are

$$
\begin{align*}
\Delta \Gamma_{s}^{E x p} & =(0.081 \pm 0.006) \mathrm{ps}^{-1}, \\
\Delta \Gamma_{d}^{E x p} & =(-1.32 \pm 6.58) \times 10^{-3} \mathrm{ps}^{-1} \tag{4.7.104}
\end{align*}
$$

where $\Delta \Gamma_{d}^{E x p}$ was derived using (1]

$$
\begin{equation*}
\left(\Delta \Gamma_{d} / \Gamma_{d}\right)^{E x p}=-0.002 \pm 0.010, \quad \tau_{B_{d}^{0}}^{E x p}=1.520 \pm 0.004 \mathrm{ps} \tag{4.7.105}
\end{equation*}
$$

The regions allowed for $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$ are presented in Fig, 4.13, 4.14 and 4.15 for $a_{s l}^{s}, a_{s l}^{d}$ and $\Delta \Gamma_{s}$ respectively. In all these cases the new contributions $\Delta C_{1,2}\left(M_{W}\right)$ are treated in a universal fashion assuming $\Delta C_{1}^{u u}\left(M_{W}\right)=\Delta C_{1}^{u c}\left(M_{W}\right)=$ $\Delta C_{1}^{c c}\left(M_{W}\right)=\Delta C_{1}\left(M_{W}\right)$ ( and the same for $\left.\Delta C_{2}\left(M_{W}\right)\right)$. The error budgets for $a_{s l}^{s}$, $a_{s l}^{d}, \Delta \Gamma_{s}$ and $\Delta \Gamma_{d}$ appear in Tab, 4.10, 4.11, 4.12 and 4.13 respectively (15].

| Parameter | Standard analysis |
| :---: | :---: |
| $\delta(\mu)$ | $9.5 \%$ |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | $5.0 \%$ |
| $\delta(\bar{z})$ | $4.6 \%$ |
| $\delta\left(B_{\tilde{R}_{3}}\right)$ | $2.6 \%$ |
| $\delta(\gamma)$ | $1.3 \%$ |
| $\delta\left(B_{R_{3}}\right)$ | $1.1 \%$ |
| $\delta\left(m_{b}\right)$ | $1.0 \%$ |
| $\delta\left(m_{t}\right)$ | $0.7 \%$ |
| $\delta\left(\alpha_{s}\right)$ | $0.5 \%$ |
| $\delta\left(B_{\tilde{R}_{1}}\right)$ | $0.5 \%$ |
| $\delta\left(\widetilde{B}_{S}\right)$ | $0.3 \%$ |
| $\delta\left(\mathcal{B}_{R_{0}}\right)$ | $0.2 \%$ |
| $\delta\left(\mathcal{B}_{R_{2}}\right)$ | $0.1 \%$ |
| $\delta\left(m_{s}\right)$ | $0.1 \%$ |
| $\delta\left(\mathcal{B}_{R_{1}}\right)$ | $<0.1 \%$ |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | $0.0 \%$ |
| $\sum \delta$ | $12.2 \%$ |

Table 4.10: Error budget for the observable $a_{s l}^{s}$.

| Parameter | Standard analysis |
| :---: | :---: |
| $\delta\left(B_{\widetilde{R}_{2}}\right)$ | $0.1 \%$ |
| $\delta(\mu)$ | $9.4 \%$ |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | $0.0 \%$ |
| $\delta\left(\widetilde{B}_{S}\right)$ | $0.6 \%$ |
| $\delta\left(B_{R_{0}}\right)$ | $0.2 \%$ |
| $\delta(\bar{z})$ | $4.9 \%$ |
| $\delta\left(m_{b}\right)$ | $1.3 \%$ |
| $\delta\left(B_{\tilde{R}_{3}}\right)$ | $2.7 \%$ |
| $\delta\left(B_{R_{3}}\right)$ | $1.2 \%$ |
| $\delta(\gamma)$ | $1.1 \%$ |
| $\delta\left(\alpha_{s}\right)$ | $0.5 \%$ |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | $5.2 \%$ |
| $\delta\left(\bar{m}_{t}\left(\bar{m}_{t}\right)\right.$ | $0.7 \%$ |
| $\sum \delta$ | $12.3 \%$ |

Table 4.11: Error budget for the observable $a_{\mathrm{sl}}^{d}$.


Figure 4.14: Regions for new physics, at $90 \%$ C. L., in the $\mathcal{R} e \Delta C_{1}-\mathcal{I} m \Delta C_{1}$ (left) and $\mathcal{R} e \Delta C_{2}-\mathcal{I} m \Delta C_{2}$ (right) planes allowed by the observable $a_{s l}^{d}$ in the standard analysis. The black point corresponds to the SM value. Here we are assuming universality: $\Delta C_{1,2}^{d, u u}=\Delta C_{1,2}^{d, u c}=\Delta C_{1,2}^{d, c}=\Delta C_{1,2}$.

| Parameter | Standard analysis |
| :---: | :---: |
| $\delta\left(B_{\widetilde{R}_{2}}\right)$ | $14.8 \%$ |
| $\delta\left(f_{B_{s}} \sqrt{B}\right)$ | $13.9 \%$ |
| $\delta(\mu)$ | $8.4 \%$ |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | $4.9 \%$ |
| $\delta\left(\widetilde{B}_{S}\right)$ | $2.1 \%$ |
| $\delta\left(B_{R_{0}}\right)$ | $2.1 \%$ |
| $\delta(\bar{z})$ | $1.1 \%$ |
| $\delta\left(m_{b}\right)$ | $0.8 \%$ |
| $\delta\left(B_{\tilde{R}_{1}}\right)$ | $0.7 \%$ |
| $\delta\left(B_{\tilde{R}_{3}}\right)$ | $0.6 \%$ |
| $\delta\left(B_{R_{1}}\right)$ | $0.5 \%$ |
| $\delta\left(B_{R_{3}}\right)$ | $0.2 \%$ |
| $\delta\left(m_{s}\right)$ | $0.1 \%$ |
| $\delta(\gamma)$ | $0.1 \%$ |
| $\delta\left(\alpha_{s}\right)$ | $0.1 \%$ |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | $0.1 \%$ |
| $\delta\left(\bar{m}_{t}\left(\bar{m}_{t}\right)\right.$ | $0.0 \%$ |
| $\sum \delta$ | $22.8 \%$ |
| $\sum$ |  |

Table 4.12: Error budget for the observable $\Delta \Gamma_{s}$.


Figure 4.15: Regions for new physics, at $90 \%$ C. L., in the $\mathcal{R} e \Delta C_{1}-\mathcal{I m} \Delta C_{1}$ (left) and $\mathcal{R e} \Delta C_{2}-\mathcal{I m} \Delta C_{2}$ (right) planes allowed by the observable $\Delta \Gamma_{s}$ in the standard analysis. The black point corresponds to the SM value. Here we are assuming universality: $\Delta C_{1,2}^{s, u u}=\Delta C_{1,2}^{s, u c}=\Delta C_{1,2}^{s, c c}=\Delta C_{1,2}$.

| Parameter | Standard analysis |
| :---: | :---: |
| $\delta\left(f_{B_{d}} \sqrt{B}\right)$ | $13.7 \%$ |
| $\delta(\mu)$ | $7.9 \%$ |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | $4.9 \%$ |
| $\delta\left(\widetilde{B}_{S}\right)$ | $4.0 \%$ |
| $\delta\left(B_{R_{0}}\right)$ | $2.5 \%$ |
| $\delta(\bar{z})$ | $1.1 \%$ |
| $\delta\left(m_{b}\right)$ | $0.8 \%$ |
| $\delta\left(B_{\tilde{R}_{1}}\right)$ | $0 \%$ |
| $\delta\left(B_{\tilde{R}_{3}}\right)$ | $0.5 \%$ |
| $\delta\left(B_{R_{1}}\right)$ | $0 \%$ |
| $\delta\left(B_{R_{3}}\right)$ | $0.2 \%$ |
| $\delta(\gamma)$ | $0.2 \%$ |
| $\delta\left(\alpha_{s}\right)$ | $0.1 \%$ |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | $0.1 \%$ |
| $\delta\left(\bar{m}_{t}\left(\bar{m}_{t}\right)\right.$ | $0.1 \%$ |
| $\sum \delta$ | $22.7 \%$ |

Table 4.13: Error budget for the observable $\Delta \Gamma_{d}$.

### 4.8 Global fit results

In this section we present the overall regions for $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$ obtained after combining observables for the different exclusive $b$ quark transitions described within this chapter. We will start by updating the combinations for the decay channels $b \rightarrow u \bar{u} d, b \rightarrow c \bar{u} d$ and $b \rightarrow c \bar{c} d$ presented in [2]. New tree level physics contributions in these decay chains are of special interest in the investigation of BSM effects in decay width difference of neutral $B_{d}^{0}$ mesons, $\Delta \Gamma_{d}$. At the end of this section we will present results for our universal fit obtained when all the new physics contributions $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$ are treated in the same way, this will allow us to determine the strongest bounds and to present an updated version on the possible impact on the measurement of the CKM phase $\gamma$ reported in 92.

### 4.8.1 Global fit on $b \rightarrow u \bar{u} d$

Our first combined fit includes observables with the quark level transition $b \rightarrow u \bar{u} d$. In this case $\Delta C_{1}^{d, u u}\left(M_{W}\right)$ and $\Delta C_{2}^{d, u u}\left(M_{W}\right)$ are sensitive to different experimentally measurable quantities. For instance to calculate the regions for $\Delta C_{1}^{d, u u}\left(M_{W}\right)$ we included $R_{\pi \pi}, R_{\rho \rho}$ and $a_{s l}^{d}$ (see left plot in Fig.4.16). On the other hand the constraints for $\Delta C_{2}^{d, u u}\left(M_{W}\right)$ (presented in the right plot in Fig. 4.16) were derived considering $R_{\pi \pi}, S_{\pi \pi}$ and $S_{\rho \pi}$.
For $\Delta C_{2}^{d, u u}\left(M_{W}\right)$ we get the following limits

$$
\begin{array}{ll}
-2.38<\mathcal{R} e \Delta C_{1}^{d, u u}\left(M_{W}\right)<0.36, & -1.27<\operatorname{Im} \Delta C_{1}^{d, u u}\left(M_{W}\right)<1.40 \\
-1.17<\mathcal{R} e \Delta C_{2}^{d, u u}\left(M_{W}\right)<0.38, & -1.05<\operatorname{I} m \Delta C_{2}^{d, u u}\left(M_{W}\right)<1.00 \tag{4.8.106}
\end{array}
$$

The possible enhancements on $\Delta \Gamma_{d}$ due to $\Delta C_{1}^{d, u u}\left(M_{W}\right)$ and $\Delta C_{2}^{d, u u}\left(M_{W}\right)$ are

$$
\begin{equation*}
0.00<\Delta \Gamma_{d} / \Delta \Gamma_{d}^{S M}<1.44, \quad 0.55<\Delta \Gamma_{d} / \Delta \Gamma_{d}^{S M}<1.76 \tag{4.8.107}
\end{equation*}
$$

### 4.8.2 Global fit on $b \rightarrow c \bar{u} d$

To constrain $\Delta C_{1}^{d, c u}\left(M_{W}\right)$ and $\Delta C_{2}^{d, c u}\left(M_{W}\right)$, associated with the decay $b \rightarrow c \bar{u} d$, we included $R_{D^{*} \pi}, S_{D^{*} h}$ and $a_{s l}^{d}$. The combined fit appears in Fig 4.17. The current


Figure 4.16: Combined fit for $\Delta C_{1}^{u u}\left(M_{W}\right)$ (black contours, left) and $\Delta C_{2}^{u u}\left(M_{W}\right)$ (black contours, right) at $90 \%$ C. L.. The coloured contour lines indicate the possible enhancements on $\Delta \Gamma_{d}$ with respect to the SM value. The black dot corresponds to the SM result.
experimental uncertainty associated with $\Delta \Gamma_{d}$ allows enhancement factors within the interval

$$
\begin{equation*}
-3.91<\Delta \Gamma_{d}^{e x p} / \Delta \Gamma_{d}^{S M}<2.60 \tag{4.8.108}
\end{equation*}
$$

However, the new physics regions for $\Delta C_{1}^{d, c u}\left(M_{W}\right)$ break the upper limit established in Eq. 4.8.108). Therefore, in order to be consistent with the experimental results available, we use $\Delta \Gamma_{d}$ to define the possible limits for $\Delta C_{1}^{d, c u}\left(M_{W}\right)$ and obtain

$$
\begin{equation*}
-1.12<\mathcal{R} e \Delta C_{1}^{d, c u}\left(M_{W}\right)<0.31 \quad-0.70<\operatorname{Im} \Delta C_{1}^{d, c u}\left(M_{W}\right)<1.08 \tag{4.8.109}
\end{equation*}
$$

The regions allowed for $\Delta C_{2}^{d, c u}\left(M_{W}\right)$ provide the following limits

$$
\begin{equation*}
-2.07<\mathcal{R} e \Delta C_{2}^{d, c u}\left(M_{W}\right)<0.06 \quad-0.47<\operatorname{Im} \Delta C_{2}^{d, c u}\left(M_{W}\right)<0.63 \tag{4.8.110}
\end{equation*}
$$

leading to enhancement factors on $\Delta \Gamma_{d}$ inside the interval

$$
\begin{equation*}
-0.93<\Delta \Gamma_{d} / \Delta \Gamma_{d}^{S M}<2.18 \tag{4.8.111}
\end{equation*}
$$

### 4.8.3 Global fit on $b \rightarrow c \bar{c} d$

The allowed regions for $\Delta C_{2}^{d, c c}\left(M_{W}\right)$ are established using the observables $\mathcal{B}_{r}(B \rightarrow$ $\left.X_{d} \gamma\right), a_{s l}^{d}$ and $M_{12}^{d}$. As can be seen in Fig 4.18 the possible values for the real and the


Figure 4.17: Combined fit for $\Delta C_{1}^{c u}\left(M_{W}\right)$ (black contours, left) and $\Delta C_{2}^{c u}\left(M_{W}\right)$ (black contours, right) at $90 \%$ C. L.. The coloured contour lines indicate the possible enhancements on $\Delta \Gamma_{d}$ with respect to the SM value. The black dot corresponds to the SM result.
imaginary components of $\Delta C_{2}^{d, c c}\left(M_{W}\right)$ completely saturate the experimental bounds on the enhancement for $\Delta \Gamma_{d}$ in Eq. 4.8.108). Hence we use the information on $\Delta \Gamma_{d}$ to establish limits on the real and the imaginary components of $\Delta C_{2}^{d, c c}\left(M_{W}\right)$. We get

$$
\begin{equation*}
-2.41<\mathcal{R} e \Delta C_{2}^{d, c c}\left(M_{W}\right)<0.43, \quad-0.36<\operatorname{I} m \Delta C_{2}^{d, c c}\left(M_{W}\right)<1.34 \tag{4.8.112}
\end{equation*}
$$

### 4.8.4 Universal fit on $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$

Working under the assumptions $\Delta C_{1}^{s, a b}\left(M_{W}\right)=\Delta C_{1}^{d, a b}\left(M_{W}\right)=\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}^{s, a b}\left(M_{W}\right)=\Delta C_{2}^{d, a b}\left(M_{W}\right)=\Delta C_{2}\left(M_{W}\right)$ we are able to derive the strongest bounds on new physics at tree level b quark decays. Making a combined fit is time and resource consuming, consequently we select the set of observables that give the strongest constraints in $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$ (the observables not included do not change our conclusions). For $\Delta C_{1}\left(M_{W}\right)$ the relevant set includes $R_{\pi \pi}, R_{D^{*} \pi}$, $S_{D^{*} h}, \mathcal{B}_{r}\left(\bar{B} \rightarrow X_{s} \gamma\right), \sin \left(2 \beta_{d}\right), a_{s l}^{s}, \Delta \Gamma_{s}$ and $a_{s l}^{d}$. For $\Delta C_{2}\left(M_{W}\right)$ the corresponding measurable quantities are $S_{\rho \pi}, R_{D^{*} \pi}, S_{D^{*} h}, \mathcal{B}_{r}\left(\bar{B} \rightarrow X_{s} \gamma\right), a_{s l}^{s}, \Delta \Gamma_{s}$ and $a_{s l}^{d}$. The new physics regions allowed for $\Delta C_{1,2}\left(M_{W}\right)$ are presented in Fig. 4.19, these two plots are an upgrade of the ones reported in [3]. However, our approach here is by


Figure 4.18: Regions for new physics in $\Delta C_{2}^{c c}\left(M_{W}\right)$ (black contours) allowed by the observables $B \rightarrow X_{d} \gamma, M_{12}^{d}$ and $a_{s l}^{d}$. The contour lines indicate the possible enhancements on $\Delta \Gamma_{d}$ with respect to the SM value. The black dot corresponds to the SM result.


Figure 4.19: Universal constraints over $\Delta C_{1}\left(M_{W}\right)$ (left) and $\Delta C_{2}\left(M_{W}\right)$ (right). The black dot corresponds to the SM result.
far more rigorous than the one followed in that publication, in the end the results of both analyses are consistent. Based on the plots presented in Fig. 4.19 we determine the following bounds on $\Delta C_{1}\left(M_{W}\right)$ and $\Delta C_{2}\left(M_{W}\right)$

$$
\begin{array}{ll}
-0.45<\mathcal{R} e \Delta C_{1}\left(M_{W}\right)<0.26 & -0.16<\operatorname{Im} \Delta C_{1}\left(M_{W}\right)<0.41 \\
-0.13<\mathcal{R} e \Delta C_{2}\left(M_{W}\right)<0.06 & -0.12<\operatorname{Im} \Delta C_{2}\left(M_{W}\right)<0.17 .(4.8 .113)
\end{array}
$$

### 4.8.5 New Physics in the CKM phase $\gamma$

The determination of the CKM phase $\gamma$ has already been discussed in Section 1.4.2. As it was mentioned, the sensitivity to $\gamma$ arises from the interference between the
amplitudes associated with the quark level decay channels $b \rightarrow c \bar{u} s$ and $b \rightarrow u \bar{c} s$. At exclusive level the transitions of interest are $B^{-} \rightarrow D^{0} K^{-}$and $B^{-} \rightarrow \bar{D}^{0} K^{-}$. Theoretical corrections to the extraction of $\gamma$ have been investigated extensively in the literature, for instance the effects of $D-\bar{D}$ mixing and of CP violation in $D$ and $K$ decays (for final states with neutral kaons) have been studied in [93 98]. These effects lead to shifts in $\gamma$ of at most a few degrees and can be taken into account by a suitable modification of the expressions for the amplitudes. The shifts can be larger in the $B \rightarrow D \pi$ modes. The irreducible theoretical uncertainty is due to higher-order electroweak corrections and has been found to be negligible for the extraction of $\gamma$ using the $B \rightarrow D K$ modes $|\delta \gamma|<\mathcal{O}\left(10^{-7}\right)$.99. It is expected to be tiny also in the $B \rightarrow D \pi$ case $|\delta \gamma / \gamma|<\mathcal{O}\left(10^{-4}\right)$.92].

Considering the expected precision of order $1^{\circ}$ at LHCb [100] and Belle II [101] we now address the following question: How large of a shift in $\gamma$ due to new-physics contributions in tree-level decays is still allowed by data? Our starting point for the computation of $\delta \gamma$ induced by $\Delta C_{1}$ and $\Delta C_{2}$, is the effective Hamiltonian for $b \rightarrow c \bar{u} s$ and $b \rightarrow u \bar{c} s$ decays. Denote by $\mathcal{H}^{\bar{u}_{1} u_{2} d_{1}}$ the effective Hamiltonian for the non-leptonic $b$-quark decays of the form $b \rightarrow u_{1} \bar{u}_{2} d_{1}$, where $u_{1,2}$ are up-type quarks and $d_{1}$ is a down-type quark:

$$
\begin{equation*}
\mathcal{H}^{\bar{u}_{1} u_{2} d_{1}}=\frac{G_{F}}{\sqrt{2}} V_{u_{1} b} V_{u_{2} d_{1}}^{*}\left[C_{1} \hat{Q}_{1}^{\bar{u}_{1} u_{2} d_{1}}+C_{2} \hat{Q}_{2}^{\bar{u}_{1} u_{2} d_{1}}\right] \tag{4.8.114}
\end{equation*}
$$

with

$$
\begin{equation*}
Q_{1}^{\bar{u}_{1} u_{2} d_{1}}=\left(\bar{u}_{1}^{\alpha} b^{\beta}\right)_{V-A}\left(\bar{d}_{1}^{\beta} u_{2}^{\alpha}\right)_{V-A}, \quad Q_{2}^{\bar{u}_{1} u_{2} d_{1}}=\left(\bar{u}_{1}^{\alpha} b^{\alpha}\right)_{V-A}\left(\bar{d}_{1}^{\beta} u_{2}^{\beta}\right)_{V-A}( \tag{}
\end{equation*}
$$

where $\alpha$ and $\beta$ are colour indices.
We will consider the amplitudes

$$
\begin{equation*}
\mathcal{A}\left(B^{-} \rightarrow D^{0} K^{-}\right)=\left\langle D^{0} K^{-}\right| \mathcal{H}_{\text {eff. }}^{\bar{c} u s}\left|B^{-}\right\rangle \quad \text { and } \quad \mathcal{A}\left(B^{-} \rightarrow \bar{D}^{0} K^{-}\right)=\left\langle\bar{D}^{0} K^{-}\right| \mathcal{H}_{\mathrm{eff}}^{\bar{u} c s}\left|B^{-}\right\rangle . \tag{4.8.116}
\end{equation*}
$$

The CKM angle $\gamma$ can be extracted from the ratio of these two amplitudes via

$$
\begin{equation*}
r_{B} e^{i\left(\delta_{B}-\gamma\right)}=\frac{A\left(B^{-} \rightarrow \bar{D}^{0} K^{-}\right)}{A\left(B^{-} \rightarrow D^{0} K^{-}\right)} . \tag{4.8.117}
\end{equation*}
$$

Inserting the expressions for the corresponding effective Hamiltonians we get

$$
\begin{equation*}
r_{B} e^{i\left(\delta_{B}-\gamma\right)}=\frac{V_{u b} V_{c s}^{*}}{V_{c b} V_{u s}^{*}} \frac{\left\langle\bar{D}^{0} K^{-}\right| Q_{2}^{\bar{u} c s}\left|B^{-}\right\rangle}{\left\langle D^{0} K^{-}\right| Q_{2}^{\bar{c} u s}\left|B^{-}\right\rangle}\left[\frac{C_{2}+r_{A^{\prime}} C_{1}}{C_{2}+r_{A} C_{1}}\right], \tag{4.8.118}
\end{equation*}
$$
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where we have defined the additional ratios

$$
\begin{equation*}
r_{A^{\prime}}=\frac{\left\langle\bar{D}^{0} K^{-}\right| Q_{1}^{\bar{u} c s}\left|B^{-}\right\rangle}{\left\langle\bar{D}^{0} K^{-}\right| Q_{2}^{\bar{u} c s}\left|B^{-}\right\rangle}, \quad r_{A}=\frac{\left\langle D^{0} K^{-}\right| Q_{1}^{\bar{c} u s}\left|B^{-}\right\rangle}{\left\langle D^{0} K^{-}\right| Q_{2}^{\bar{c} u s}\left|B^{-}\right\rangle} . \tag{4.8.119}
\end{equation*}
$$

New physics effects in $C_{1}$ and $C_{2}$ then modify $r_{B} e^{i\left(\delta_{B}-\gamma\right)}$ as
$r_{B} e^{i\left(\delta_{B}-\gamma\right)} \rightarrow r_{B} e^{i\left(\delta_{B}-\gamma\right)} \cdot\left[\frac{C_{2}+\Delta C_{2}+r_{A^{\prime}}\left(C_{1}+\Delta C_{1}\right)}{C_{2}+r_{A^{\prime}} C_{1}} \frac{C_{2}+r_{A} C_{1}}{C_{2}+\Delta C_{2}+r_{A}\left(C_{1}+\Delta C_{1}\right)}\right]$.

Thus any new complex contribution to $C_{1}$ and/or $C_{2}$ will introduce a shift in $\gamma$. Using the fact that $\left|C_{1}\left(m_{b}\right) / C_{2}\left(m_{b}\right)\right| \approx 0.22$ and that $\left|\Delta C_{1}\left(m_{b}\right) / C_{2}\left(m_{b}\right)\right|$ and $\left|\Delta C_{2}\left(m_{b}\right) / C_{2}\left(m_{b}\right)\right|$ are small we can further simplify Eq. 4.8.120) by expanding in these small ratios to obtain:

$$
\begin{equation*}
r_{B} e^{i\left(\delta_{B}-\gamma\right)} \rightarrow r_{B} e^{i\left(\delta_{B}-\gamma\right)} \cdot\left[1+\left(r_{A^{\prime}}-r_{A}\right) \frac{\Delta C_{1}}{C_{2}}\right] . \tag{4.8.121}
\end{equation*}
$$

For the computations of $\delta \gamma$ in this section we use the full formula in Eq. 4.8.120). To proceed with the numerical evaluations we have to assign values to $r_{A}$ and $r_{A^{\prime}}$, considering that the corresponding matrix elements have not been calculated from first principles yet we made an estimation using colour counting and get $r_{A} \approx \mathcal{O}(1)$ and $r_{A^{\prime}} \approx \mathcal{O}(3)$. Where the annihilation topologies have been omitted during the determination of $r_{A^{\prime}}$; including the annihilation topologies gives a smaller value for $r_{A^{\prime}}$. Using naive factorization arguments we get

$$
\begin{equation*}
r_{A} \approx \frac{f_{D} F_{0}^{B \rightarrow K}(0)}{f_{K} F_{0}^{B \rightarrow D}} \approx 0.4 \tag{4.8.122}
\end{equation*}
$$

There are certainly large uncertainties on these estimates, but it seems very unlikely that the two ratios $r_{A}$ and $r_{A^{\prime}}$ cancel accidentally. As a conservative estimate we take $r_{A}-r_{A^{\prime}} \approx-0.6[3]$ with $r_{A}$ as in Eq. (4.8.122). Regarding the high experimental precision available in the determination of $\gamma$ we use the results from the universal fit in Section 4.8.4 to analyse the effect of possible new physics deviations at tree level. The results are presented in Fig 4.20; since the possible values for $\delta \gamma$ induced by $\Delta C_{1}\left(M_{W}\right)$ saturate the current experimental uncertainty $-6.30^{\circ}<\delta \gamma<7.00^{\circ}$ 17 we use CKM $\gamma$ as an extra constraint on the complex components of $\Delta C_{1}\left(M_{W}\right)$, thus we update the bounds given in Eq. (4.8.113) to

$$
\begin{equation*}
-0.45<\mathcal{R} e \Delta C_{1}\left(M_{W}\right)<0.26 \quad-0.16<\operatorname{I} m \Delta C_{1}\left(M_{W}\right)<0.10 \tag{4.8.123}
\end{equation*}
$$



Figure 4.20: Possible deviations on the CKM phase $\gamma$ due to new physics at tree level in $C_{1}\left(M_{W}\right)$. The black dot corresponds to the SM result.

## Chapter 5

## New physics in $\Delta \Gamma_{d}$

### 5.1 Introduction

In this chapter we devote our attention to investigate the possible sources of enhancement on the decay width difference of neutral $B_{d}^{0}$ mesons $\Delta \Gamma_{d}$ with respect to the value given in the SM. Our interest for this study was triggered by the possibility of using $\Delta \Gamma_{d}$ to reduce the tension between theory and experiment in the like-sign dimuon asymmetry (102], measured by the D0 collaboration (103-107]. In the latest experimental result 107 the $\mathcal{C P}$ violation component of the like sign dimuon measurement was reported in terms of the residual charge asymmetry $A_{C P}$. Unfortunately, as it will be discussed in Section 5.3.3, there are conceptual problems with the theoretical formula presented in 102 that can spoil the connection between $A_{C P}$ and $\Delta \Gamma_{d}$. In spite of this fact the search for room for new physics in $\Delta \Gamma_{d}$ is well justified because its current experimental determination still allows an enhancement of several $100 \%$ with respect to its SM value.

We begin in Section 5.2 by showing how $\Delta \Gamma_{d}$ and $\Delta \Gamma_{s}$ are affected differently by possible new physics effects. Then in Section 5.3 we provide a brief review of $A_{C P}$ as the result of $\mathcal{C P}$ violation in mixing and interference, explaining the connection between the interference component and $\Delta \Gamma_{d}$. In order to explore new physics effects we follow a model independent approach. We start by summarizing the results found in Section 4.8, where the enhancements on $\Delta \Gamma_{d}$ as the result of new physics in the tree level decay channels $b \rightarrow u \bar{u} d, b \rightarrow c \bar{u} d$ and $b \rightarrow u \bar{u} d$ were discussed.

Then as a second possibility we analyse in Section 5.5 the constraints on new-physics contributions from operators of the form $(\bar{d} b)(\bar{\tau} \tau)$. We show that since the existing constraints imposed by tree-level and loop-level mediated $B$-meson decays, such as $\bar{B}_{d}^{0} \rightarrow \tau^{+} \tau^{-}$and $B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}$are quite loose, sizeable modifications of $\Delta \Gamma_{d}$ and $a_{s l}^{d}$ are possible, in particular, if they arise from vector operators.

### 5.2 Comparison between $\Delta \Gamma_{d}$ and $\Delta \Gamma_{s}$

The first important observation is that $\Delta \Gamma_{d}$ is triggered by the CKM-suppressed decay $b \rightarrow c \bar{c} d$, whose inclusive branching ratio reads (1.31 $\pm 0.07$ )\% (based on the numerical evaluation in (108]), while $\Delta \Gamma_{s}$ receives the dominant contribution from the CKM-favoured decay $b \rightarrow c \bar{c} s$, which has an inclusive branching ratio of $(23.7 \pm 1.3) \%$ [108]. This means that a relative modification of $\Gamma(b \rightarrow c \bar{c} d)$ by $100 \%$ shifts the total $b$-quark decay rate $\Gamma_{\text {tot }}{ }^{1}$ by around $1 \%$ only, while a $100 \%$ variation in $\Gamma(b \rightarrow c \bar{c} s)$ results in an effect of roughly $25 \%$ in the same observable. Large enhancement of the $b \rightarrow c \bar{c} d$ decay rate can therefore be hidden in the hadronic uncertainties of $\Gamma_{\text {tot }}$, while this is not possible in the case of the $b \rightarrow c \bar{c} s$ decay rate. The structure of $\Gamma_{12}^{q, S M}$ and $\left(\Gamma_{12}^{q} / M_{12}^{q}\right)_{\mathrm{SM}}$ presented in Eq. 2.4.114) -for $q=d$, $s$ allows to draw some general conclusions on how new physics can modify $\Delta \Gamma_{d, s}$ and $a_{s l}^{d, s}$. Consider for instance the violation of the CKM unitarity $\lambda_{u}^{q}+\lambda_{c}^{q}+\lambda_{t}^{q}=\Delta_{\mathrm{CKM}}^{q}$, a property known from beyond the SM scenarios (see e.g. [109 111]) in which heavy fermions mix with the SM quarks and/or new charged gauge bosons mix with the $W$ boson. ${ }^{2}$ In such models Eq. 2.4.114 would receive a shift that can be approximated by

$$
\begin{equation*}
\Delta\left(\frac{\Gamma_{12}^{q}}{M_{12}^{q}}\right) \simeq(-48.75 \pm 8.35)\left[\left(1-\frac{\Delta_{\mathrm{CKM}}^{q}}{\lambda_{t}^{q}}\right)^{2}-1\right] \cdot 10^{-4} . \tag{5.2.1}
\end{equation*}
$$

Given our imperfect knowledge of some of the elements of the CKM matrix, deviations of the form $\Delta_{\mathrm{CKM}}^{d} \simeq \Delta_{\mathrm{CKM}}^{s}=\mathcal{O}\left(\lambda^{3}\right)$ are not excluded phenomenologically.

[^4]From Eq. (5.2.1) we then see that such a pattern of CKM unitarity violation can lead to a relative enhancement of $\left|\Gamma_{12}^{d} / M_{12}^{d}\right|$ by up to $300 \%$, while in the case of $\left|\Gamma_{12}^{s} / M_{12}^{s}\right|$ the relative shifts can be $50 \%$ at most. Depending on the phase of $\Delta_{\text {CKM }}^{d} / \lambda_{t}^{d}$ the new contribution in Eq. (5.2.1) could hence affect $\Delta \Gamma_{d}$ and $a_{s l}^{d}$ in a significant way, while leaving $\Delta M_{d}, \Delta M_{s}, \Delta \Gamma_{s}$ and $a_{s l}^{s}$ unchanged within the hadronic uncertainties.

### 5.3 The like-sign dimuon asymmetry

The $D 0$ collaboration measured the like-sign dimuon charge asymmetry in $p \bar{p}$ collisions at $\sqrt{s}=1.96 \mathrm{TeV} 103107$ defined as

$$
\begin{equation*}
A \equiv \frac{N^{++}-N^{--}}{N^{++}+N^{--}} \tag{5.3.2}
\end{equation*}
$$

In Eq. 5.3.2) $N^{++}$and $N^{--}$represent the number of events containing pairs $\mu^{+} \mu^{+}$ and $\mu^{-} \mu^{-}$respectively. In all the experimental measurements reported so far the $\mathcal{C P}$ violation component of $A$ has shown discrepancies with respect to the SM expectations. In the latest experimental analysis $107 A$ is written in terms of the background term $A_{b k g}$ and the residual dimuon charge asymmetry $A_{C P}$ as

$$
\begin{equation*}
A=A_{C P}+A_{b k g} . \tag{5.3.3}
\end{equation*}
$$

Then $A_{C P}$ is further decomposed according to

$$
\begin{equation*}
A_{C P}=F_{S S} A_{S}+F_{S L} a_{S} \tag{5.3.4}
\end{equation*}
$$

where $A_{S}$ is the result of $B$ and $\bar{B}$ mesons decaying into $\mu^{+} \mu^{+}$and $\mu^{-} \mu^{-}$pairs, it does include contributions from $\mathcal{C P}$ violation in mixing $\left(A_{S}^{m i x}\right)$ and $\mathcal{C P}$ violation in interference $\left(A_{S}^{\text {int }}\right.$ )

$$
\begin{equation*}
A_{S}=A_{S}^{m i x}+A_{S}^{i n t} \tag{5.3.5}
\end{equation*}
$$

In addition, in Eq. 5.3.5) $a_{S}$ quantifies the asymmetry from single muon production, $F_{S S}$ is the experimental sensitivity to two "long" lived muons and $F_{S L}$ determines
the sensitivity to one "short" and one "long" lived muon ${ }^{3}$.
The semileptonic charge asymmetry is directly computed from the semileptonic asymmetries $a_{s l}^{d}$ and $a_{s l}^{d}$ as the result of $\mathcal{C P}$ violation in interference, this will be shown in Section 5.3.1

$$
\begin{equation*}
A_{s l}^{b}=C^{s} a_{s l}^{s}+C^{d} a_{s l}^{d} . \tag{5.3.6}
\end{equation*}
$$

According to the information provided by D0 $104107 A_{S}^{m i x}$ and $a_{S}$ can be expressed in terms of the semileptonic charge asymmetry $A_{s l}^{b}$ as

$$
\begin{equation*}
A_{S}^{m i x}=C_{b} A_{s l}^{b} \quad a_{S}=c_{b} A_{s l}^{b}, \tag{5.3.7}
\end{equation*}
$$

the coefficients $C_{b}$ and $c_{b}$ are obtained by experimentalist from simulation; as a rough estimation $C_{b} \in(0.45,0.58)$ and $c_{b} \in(0.03,0.11)$, the latest values can be found in 107.
Before 2013 the theoretical explanation behind $A_{S}$ in Eq. 5.3.5 considered only $A_{S}^{m i x}$, based on this interpretation the experimental result in (106] showed a $4.2 \sigma$ deviation with respect to the SM value. Then in (102] $\mathcal{C P}$ violation in interference was included $A_{S}^{i n t}$, as a matter of fact one of the conclusions of the analysis developed in 102 was $A_{S}^{i n t} \propto \frac{\Delta \Gamma_{d}}{\Gamma_{d}}$. Combining Eq. 5.3.4, Eq. 5.3.5, Eq. 5.3.7) and Eq. 5.3.6 we can formally write 107

$$
\begin{equation*}
A_{C P}=C_{s l}^{s} a_{s l}^{s}+C_{s l}^{d} a_{s l}^{d}+C_{i n t} \frac{\Delta \Gamma_{d}}{\Gamma_{d}} \tag{5.3.8}
\end{equation*}
$$

The coefficients $C_{s l}^{s}, C_{s l}^{d}, C_{i n t}$ can be computed from the equations introduced in this section and the numerical inputs provided in e.g. [107], this will not be necessary for this chapter. The corresponding set of values used for our investigation of duality violation appears in Chapter 6 in Tab 6.4 .

The formula presented in Eq. 5.3.8 has, in principle, potential for explaining the measured value for $A_{C P}$ as the result of new physics in $\Delta \Gamma_{d}$. Nevertheless, a closer

[^5]look at the derivation presented in 102 shows that some assumptions made should be reviewed before accepting Eq. (5.3.8) as the correct theoretical interpretation behind the measurements reported by D0. In order to gain a deeper understanding of the issues related with Eq. 5.3.8), we review in Section 5.3.1 and Section 5.3.2how $A_{S}^{m i x}$ and $A_{S}^{i n t}$ arise respectively. Finally in Section 5.3.3 we discuss the conceptual problems identified by the flavour physics community on the interference term $A_{S}^{\text {int }}=$ $C_{i n t} \frac{\Delta \Gamma_{d}}{\Gamma_{d}}$.

### 5.3.1 $\mathcal{C P}$ violation in mixing contribution

To begin our discussion we write $A_{s l}^{b}$ in Eq. 5.3.7) as

$$
\begin{equation*}
A_{s l}^{b}=\frac{\Gamma\left(b \bar{b} \rightarrow \mu^{+} \mu^{+} X\right)-\Gamma\left(b \bar{b} \rightarrow \mu^{-} \mu^{-} X\right)}{\Gamma\left(b \bar{b} \rightarrow \mu^{+} \mu^{+} X\right)+\Gamma\left(b \bar{b} \rightarrow \mu^{-} \mu^{-} X\right)} \tag{5.3.9}
\end{equation*}
$$

Where $\Gamma\left(b \bar{b} \rightarrow \mu^{+(-)} \mu^{+(-)} X\right)$ are the partial decay widths of the like-sign muon pairs produced from the decays of neutral $B$ mesons. For the purposes of our discussion it is more convenient to address these contributions in terms of the $b(\bar{b})$ quarks inside the mesons rather than the mesons themselves. Here we assume that each one of the muons in a particular like-sign dimuon pair is generated by a different neutral B-meson; moreover, we assume that the $\mu$ particles are produced from the decay products of the b quarks inside the hadrons. A muon is considered to be "right sign" (RS) if the sign of its electric charge matches the sign of the charge of the b-quark inside the neutral meson from which it was generated. Otherwise the muon is labelled as "wrong sign" (WS). Consider the first term in the numerator of Eq. 5.3.9), we make the following factorization

$$
\begin{equation*}
\Gamma\left(b \bar{b} \rightarrow \mu^{+} \mu^{+} X\right)=\Gamma_{R S}^{+} \Gamma_{W S}^{+} \tag{5.3.10}
\end{equation*}
$$

Here $\Gamma_{R S}^{+}$and $\Gamma_{W S}^{+}$correspond to the partial widths associated with the production of a $\mu^{+}$out of a neutral meson containing a $\bar{b}$ and a $b$ quark respectively. Being rigorous, for each one of the partial widths there are two possible $\mathcal{C P}$ violation mechanisms entering, to illustrate this point consider for example $\Gamma_{W S}^{+}$

$$
\begin{equation*}
\Gamma_{W S}^{+}=\Gamma_{m i x, W S}^{+}+\Gamma_{i n t, W S}^{+} \tag{5.3.11}
\end{equation*}
$$

In Eq. 5.3.11 $\Gamma_{m i x, W S}^{+}$is the decay width of the decay chain $\bar{B}_{d, s}^{0} \rightarrow B_{d, s}^{0} \rightarrow \mu^{+}+X$, i.e. is the result of the mixing process of neutral B-mesons. Using the notation followed in 102 we will denote the mixing subprocesses $\bar{B}_{d, s}^{0} \rightarrow B_{d, s}^{0}$ as $b \rightarrow \bar{b}$ and $B_{d, s}^{0} \rightarrow \bar{B}_{d, s}^{0}$ as $\bar{b} \rightarrow b$ whenever this becomes more convenient. The interference width $\Gamma_{\text {int }, W S}^{+}$results from the inclusive decay chain $b \rightarrow f \rightarrow \mu+X^{\prime}$ where $f$ is a common state in which the $\bar{B}_{s, d}^{0}$ and the $B_{s, d}^{0}$ mesons can decay, we will elaborate on this contribution in Section 5.3.2, then in order to keep our explanation as simple as possible, we will ignore all the interference effects in the remainder of this section. The explicit formula for $\Gamma_{m i x, W S}^{+}$is

$$
\begin{equation*}
\Gamma_{m i x, W S}^{+}=f_{d} T\left(\bar{B}_{d}^{0} \rightarrow B_{d}^{0}\right) \Gamma_{s l}^{d}+f_{s} T\left(\bar{B}_{s}^{0} \rightarrow B_{s}^{0}\right) \Gamma_{s l}^{s}, \tag{5.3.12}
\end{equation*}
$$

where $f_{d, s}$ are the experimental production fractions of $B_{d, s} ; T\left(\bar{B}_{d, s}^{0} \rightarrow B_{d, s}^{0}\right)$ are the time integrated mixing probabilities and $\Gamma_{s l}^{d, s}$ are the semileptonic widths for $B_{d, s}^{0}$ decaying into $\mu^{+}$(the subindex "sl" stands for "semileptonic").
In a similar way we write for the right sign component in Eq. 5.3.10

$$
\begin{equation*}
\Gamma_{m i x, R S}^{+}=f_{d} T\left(B_{d}^{0} \rightarrow B_{d}^{0}\right) \Gamma_{S L}^{d}+f_{s} T\left(B_{s}^{0} \rightarrow B_{s}^{0}\right) \Gamma_{S L}^{s} \tag{5.3.13}
\end{equation*}
$$

the definitions of the different factors in Eq. 5.3.13) are analogous to those already introduced for Eq. 5.3.12).
The treatment for $\Gamma\left(b \bar{b} \rightarrow \mu^{-} \mu^{-} X\right)$ in the numerator of Eq. 5.3.9 is similar to the one followed for $\Gamma\left(b \bar{b} \rightarrow \mu^{+} \mu^{+} X\right)$ in particular we have

$$
\begin{equation*}
\Gamma\left(b \bar{b} \rightarrow \mu^{-} \mu^{-} X\right)=\Gamma_{R S}^{-} \Gamma_{W S}^{-} \tag{5.3.14}
\end{equation*}
$$

with

$$
\begin{align*}
\Gamma_{m i x, W S}^{-} & =f_{d} T\left(B_{d}^{0} \rightarrow \bar{B}_{d}\right) \Gamma_{s l}^{d}+f_{s} T\left(B_{s}^{0} \rightarrow \bar{B}_{s}\right) \Gamma_{s l}^{s}, \\
\Gamma_{m i x, R S}^{-} & =f_{d} T\left(\bar{B}_{d}^{0} \rightarrow \bar{B}_{d}^{0}\right) \Gamma_{s l}^{d}+f_{s} T\left(\bar{B}_{s}^{0} \rightarrow \bar{B}_{s}^{0}\right) \Gamma_{s l}^{s} . \tag{5.3.15}
\end{align*}
$$

In our previous discussion we have followed the assumption made by experimentalists [104] of having the same production fractions $f_{d}$ and semileptonic decay rates $\Gamma_{s l}^{d}$ for $B_{d}^{0}$ and $\bar{B}_{d}^{0}$ mesons (and correspondingly for $B_{s}^{0}$ and $\bar{B}_{s}^{0}$ ), under this consideration the following equality holds

$$
\begin{equation*}
\Gamma_{m i x, R S}^{+}=\Gamma_{m i x, R S}^{-}, \tag{5.3.16}
\end{equation*}
$$

and Eq. 5 .3.9 becomes

$$
\begin{equation*}
A_{s l}^{b}=\frac{\Gamma_{m i x, W S}^{+}-\Gamma_{m i x, W S}^{-}}{\Gamma_{m i x, W S}^{+}+\Gamma_{m i x, W S}^{-}} . \tag{5.3.17}
\end{equation*}
$$

The time integrated probabilities in Eq. (5.3.12) and Eq. (5.3.15) can be obtained from the time integrals of the functions $g_{ \pm}(t)$ in Eq. (1.3.61) and Eq. 1.3.63) according to the following set of equations

$$
\begin{align*}
& T\left(B_{d, s}^{0} \rightarrow \bar{B}_{d, s}^{0}\right)(t)=\left|\frac{q}{p} g_{-}(t)\right|_{d, s}^{2} \rightarrow T\left(B_{d, s}^{0} \rightarrow \bar{B}_{d, s}^{0}\right)=\left(\left|\frac{q}{p}\right|^{2} \frac{Z^{-}}{2 \Gamma}\right)_{d, s}, \\
& T\left(\bar{B}_{d, s}^{0} \rightarrow B_{d, s}^{0}\right)(t)=\left|\frac{p}{q} g_{-}(t)\right|_{d, s}^{2} \rightarrow T\left(\bar{B}_{d, s}^{0} \rightarrow B_{d, s}^{0}\right)=\left(\left|\frac{p}{q}\right|^{2} \frac{Z^{-}}{2 \Gamma}\right)_{d, s}, \\
& T\left(B_{d, s}^{0} \rightarrow B_{d, s}^{0}\right)(t)=\left|g_{+}(t)\right|_{d, s}^{2} \rightarrow T\left(B_{d, s}^{0} \rightarrow B_{d, s}^{0}\right)=\left(\frac{Z^{+}}{2 \Gamma}\right)_{d, s} \\
& T\left(\bar{B}_{d, s}^{0} \rightarrow \bar{B}_{d, s}^{0}\right)(t)=\left|g_{+}(t)\right|_{d, s}^{2} \rightarrow T\left(\bar{B}_{d, s}^{0} \rightarrow \bar{B}_{d, s}^{0}\right)=\left(\frac{Z^{+}}{2 \Gamma}\right)_{d, s} \tag{5.3.18}
\end{align*}
$$

The set of extra functions required in Eq. (5.3.18) are

$$
\begin{align*}
x_{d, s} & =\left(\frac{\Delta m}{\Gamma}\right)_{d, s} \\
y_{d, s} & =\left(\frac{\Delta \Gamma}{2 \Gamma}\right)_{d, s} \\
Z_{d, s}^{+} & =\left(\frac{1}{1-y^{2}}+\frac{1}{1+x^{2}}\right)_{d, s}, \\
Z_{d, s}^{-} & =\left(\frac{1}{1-y^{2}}-\frac{1}{1+x^{2}}\right)_{d, s}, \\
\left(\frac{q}{p}\right)_{d, s} & =e^{\left(-2 i \beta_{d, s}\right)}\left[1-\frac{a_{s l}^{d, s}}{2}\right] . \tag{5.3.19}
\end{align*}
$$

In the last equality of Eq. (5.3.19) we have used the connection between $q / p$ and the semileptonic asymmetries $a_{s l}^{d, s}$ as given by Eq. 1.3.55 and Eq. 1.3.56.

If we substitute Eq. (5.3.19) inside Eq. (5.3.12) and inside the first expression in Eq.(5.3.15) we get

$$
\begin{align*}
\Gamma_{m i x, W S}^{-} & =\sum_{q=d, s} f_{q}\left(1-a_{s l}^{q}\right) \frac{Z^{-}}{2 \Gamma} \Gamma_{s l}^{q}, \\
\Gamma_{m i x, W S}^{+} & =\sum_{q=d, s} f_{q}\left(1+a_{s l}^{q}\right) \frac{Z^{-}}{2 \Gamma} \Gamma_{s l}^{q} . \tag{5.3.20}
\end{align*}
$$

Finally plugging Eq. (5.3.20) into Eq. 5.3.17) we obtain

$$
\begin{equation*}
A_{s l}^{b}=\frac{f_{d} \frac{Z_{d}^{-}}{\Gamma_{d}} \Gamma_{s l}^{d} a_{s l}^{d}+f_{s} \frac{Z_{s}^{-}}{\Gamma_{s}} \Gamma_{s l}^{s} a_{s l}^{s}}{f_{d} \frac{Z_{d}^{-}}{\Gamma_{d}} \Gamma_{s l}^{d}+f_{s} \frac{Z_{s}^{-}}{\Gamma_{s}} \Gamma_{s l}^{s}}=C^{d} a_{s l}^{d}+C^{s} a_{s l}^{s}, \tag{5.3.21}
\end{equation*}
$$

with

$$
\begin{equation*}
C^{q}=\frac{f_{q} \frac{Z_{q}^{-}}{\Gamma_{q}} \Gamma_{s l}^{q}}{f_{d} \frac{Z_{d}^{-}}{\Gamma_{d}} \Gamma_{s l}^{d}+f_{s} \frac{Z_{s}^{-}}{\Gamma_{s}} \Gamma_{s l}^{s}} . \tag{5.3.22}
\end{equation*}
$$

The result presented in Eq. 5.3 .20 is just the standard expression for the semileptonic charge asymmetry $A_{s l}^{b}$ and it is due entirely to $\mathcal{C P}$ violation in mixing.

### 5.3.2 Borissov-Hoeneisen derivation of the interference contribution

We now discuss the connection between the contribution from $\mathcal{C P}$ violation in interference $A_{S}^{i n t}$ and the mixing observable $\Delta \Gamma_{d}$, the notation used in this section will be consistent with the one introduced in the original reference 102.
As it was mentioned in Section 1.3.7, $\mathcal{C P}$ violation in interference occurs when there are common hadronic states in which both the $\bar{B}_{q}^{0}$ and its $\mathcal{C P}$ conjugate can decay. In 102 the attention is centred on states $f_{c c}^{s}\left(f_{c c}^{d}\right)$ achieved through the quark level transitions $b \rightarrow c \bar{c} s(b \rightarrow c \bar{c} d)$. The possible sources of single muons included in 102 are summarized on Tab. (5.1) where the weights $w_{i}$ (for $i=1, . ., 6$ ) determine the probabilities for different decay channels. In particular, we are interested in the decay probability into intermediate states containing two charm quarks, this is given by $w_{3}=w_{3 d}+w_{3 s}$, being $w_{3 d}$ and $w_{3 s}$ the partial contributions from $B_{d}^{0}\left(\bar{B}_{d}^{0}\right)$ and $B_{s}^{0}\left(\bar{B}_{s}^{0}\right)$ mesons respectively.
To begin with, we will estimate how likely it is to get pairs $\mu^{-} \mu^{-}$in the final state; the probability that an initial $b$ quark produces a "right sign" (RS) $\mu^{-}$is

$$
\begin{align*}
P_{b} & \propto 0.5 w_{3 d}\left(f_{i}\right)\left[1+S_{i} \frac{x_{d}}{1+x_{d}^{2}}\right]+w_{1 a}+w_{2 b}+0.5\left(w_{3 s}+w_{3 f s}+w_{4}+w_{5}\right) \\
& =0.5 w_{3 d}\left(f_{i}\right) S_{i} \frac{x_{d}}{1+x_{d}^{2}}+0.5\left(w_{3}+w_{4}+w_{5}\right)+w_{1 a}+w_{2 b} . \tag{5.3.23}
\end{align*}
$$

In the same way the probability of obtaining a "wrong sign" (WS) $\mu^{-}$out of a $\bar{b}$ is

$$
\begin{align*}
P_{\bar{b}} & \propto 0.5 w_{3 d}\left(f_{i}\right)\left[1-S_{i} \frac{x_{d}}{1+x_{d}^{2}}\right]+w_{1 b}+w_{2 a}+0.5\left(w_{3 s}+w_{3 f s}+w_{4}+w_{5}\right) \\
& =-0.5 w_{3 d}\left(f_{i}\right) S_{i} \frac{x_{d}}{1+x_{d}^{2}}+0.5\left(w_{3}+w_{4}+w_{5}\right)+w_{1 b}+w_{2 a} . \tag{5.3.24}
\end{align*}
$$

In the case of $\mu^{+} \mu^{+}$production we consider the following two probabilities

| Process | Weight |
| :---: | :---: |
| $b \rightarrow \mu^{-} X$ | $w_{1} \equiv 1$ |
| $b \rightarrow \mu^{-} X($ non $-o s c)$ | $w_{1 a}=\left(1-\chi_{0}\right) w_{1}$ |
| $\bar{b} \rightarrow b \rightarrow \mu^{-} X(o s c)$ | $w_{1 b}=\chi_{0} w_{1}$ |
| $b \rightarrow c \rightarrow \mu^{+} X$ | $w_{2}=0.096 \pm 0.012$ |
| $b \rightarrow c \rightarrow \mu^{+} X($ non - osc $)$ | $w_{2 a}=\left(1-\chi_{0}\right) w_{2}$ |
| $\bar{b} \rightarrow b \rightarrow c \rightarrow \mu^{+} X(o s c)$ | $w_{2 b}=\chi_{0} w_{2}$ |
| $b \rightarrow c \bar{c} q$ with $c \rightarrow \mu^{+} X$ or $\bar{c} \rightarrow \mu^{-} X$ | $w_{3}=0.064 \pm 0.006$ |
| $\eta, \omega, \rho^{0}, \phi(1020), J / \psi, \psi^{\prime} \rightarrow \mu^{+} \mu^{-}$ | $w_{4}=0.021 \pm 0.002$ |
| $b \bar{b} c \bar{c}$ with $c \rightarrow \mu^{+} X$ or $\bar{c} \rightarrow \mu^{-} X$ | $w_{5}=0.013 \pm 0.002$ |
| $c \bar{c}$ with $c \rightarrow \mu^{+} X$ or $\bar{c} \rightarrow \mu^{-} X$ | $w_{6}=0.675 \pm 0.101$ |

Table 5.1: Sources of single muons included in the Borissov-Hoeneisen analysis.

$$
\begin{align*}
P_{b}^{\prime} & \propto 0.5 w_{3 d}\left(f_{i}\right)\left[1-S_{i} \frac{x_{d}}{1+x_{d}^{2}}\right]+w_{1 a}+w_{2 b}+0.5\left(w_{3 s}+w_{3 f s}+w_{4}+w_{5}\right) \\
& =-0.5 w_{3 d}\left(f_{i}\right) S_{i} \frac{x_{d}}{1+x_{d}^{2}}+0.5\left(w_{3}+w_{4}+w_{5}\right)+w_{1 a}+w_{2 b} \\
P_{\bar{b}}^{\prime} & \propto 0.5 w_{3 d}\left(f_{i}\right)\left[1+S_{i} \frac{x_{d}}{1+x_{d}^{2}}\right]+w_{1 b}+w_{2 a}+0.5\left(w_{3 s}+w_{3 f s}+w_{4}+w_{5}\right) \\
& =0.5 w_{3 d}\left(f_{i}\right) S_{i} \frac{x_{d}}{1+x_{d}^{2}}+0.5\left(w_{3}+w_{4}+w_{5}\right)+w_{1 b}+w_{2 a} \tag{5.3.25}
\end{align*}
$$

where $P_{b}^{\prime}$ and $P_{\bar{b}}^{\prime}$ correspond to the "wrong sign" (WS) and the "right sign" (RS) contributions respectively.
The extra factors $1 \pm S_{i} \frac{x_{d}}{1+x_{d}^{2}}$ in Eq. (5.3.23), Eq. 5.3 .24 ) and Eq. (5.3.25) allow us to make a distinction between the contributions from $B_{d}^{0}$ and $\bar{B}_{d}^{0}$, they are required since $w_{3 d}$ was calculated including both contributions together [113]; $S_{i}$ accounts for the eigenvalue of the intermediate states $f_{c c}^{s, d}$ under $\mathcal{C P}$ transformations and for the weak phase arising in the decays $B_{q}^{0} \rightarrow f_{c c}^{s, d}$, in the SM

$$
\begin{equation*}
S_{i}= \pm \sin \left(2 \beta_{d}\right) \tag{5.3.26}
\end{equation*}
$$

In principle there should be analogous factors $1 \pm S_{i} \frac{x_{s}^{2}}{1+x_{s}^{2}}$ multiplying the weights $w_{3 s}$ from $B_{s}^{0}$ and $\bar{B}_{s}^{0}$ mesons; however, in this case the ratio $\frac{x_{s}}{1+x_{s}^{2}}$ is roughly ten times smaller than $\frac{x_{d}}{1+x_{d}^{2}}$ and its overall contribution to Eq. (5.3.23), Eq. 5.3.24) and

Eq.(5.3.25) can be neglected.
The number of events with pairs of $\mu^{-} \mu^{-}$and $\mu^{+} \mu^{+}$arising from $\mathcal{C P}$ violation in interference are proportional to $P_{b} P_{\bar{b}}$ and $P_{b}^{\prime} P_{\bar{b}}^{\prime}$ respectively, therefore $A_{S}^{\text {int }}$ in Eq.(5.3.5) is computed as

$$
\begin{equation*}
A_{S}^{i n t}=\frac{P_{b} P_{\bar{b}}-P_{b}^{\prime} P_{\bar{b}}^{\prime}}{P_{b} P_{\bar{b}}+P_{b}^{\prime} P_{\bar{b}}^{\prime}} \tag{5.3.27}
\end{equation*}
$$

After some algebra we write the numerator in Eq. (5.3.27)

$$
\begin{equation*}
P_{b} P_{\bar{b}}-P_{b}^{\prime} P_{\bar{b}}^{\prime}=w_{3 d}\left(f_{i}\right) S_{i} \frac{x_{d}}{1+x_{d}^{2}}\left[w_{1 a}+w_{2 b}-w_{1 b}-w_{2 a}\right] . \tag{5.3.28}
\end{equation*}
$$

We simplify the expression inside the square braket in Eq. (5.3.28) using Eq. (5.3.23) and Eq. 5.3.24); we find

$$
\begin{equation*}
w_{1 a}+w_{2 b}-w_{1 b}-w_{2 a}=P_{b}-P_{\bar{b}}-w_{3 d}\left(f_{i}\right) S_{i} \frac{x_{d}}{1+x_{d}^{2}} \tag{5.3.29}
\end{equation*}
$$

Plugging Eq. 5.3.29 into Eq. 5.3.28 and neglecting the factor $\left(w_{3 d}\left(f_{i}\right) S_{i} \frac{x_{d}}{1+x_{d}^{2}}\right)^{2}$ we get for the numerator in Eq. 5.3 .27

$$
\begin{equation*}
P_{b} P_{\bar{b}}-P_{b}^{\prime} P_{\bar{b}}^{\prime}=w_{3 d}\left(f_{i}\right) S_{i} \frac{x_{d}}{1+x_{d}^{2}}\left(P_{b}-P_{\bar{b}}\right), \tag{5.3.30}
\end{equation*}
$$

and for the denominator we use the following approximation

$$
\begin{equation*}
P_{b} P_{\bar{b}}+P_{b}^{\prime} P_{\bar{b}}^{\prime} \approx 2 P_{b} P_{\bar{b}} . \tag{5.3.31}
\end{equation*}
$$

Substituting Eq. (5.3.30 and Eq. (5.3.31) into Eq. 5.3.27) we arrive to the master equation

$$
\begin{equation*}
A_{S}^{i n t, d} \approx \frac{w_{3 d}\left(f_{i}\right)}{2} S_{i} \frac{x_{d}}{1+x_{d}^{2}} \frac{\left(P_{b}-P_{\bar{b}}\right)}{P_{b} P_{\bar{b}}} \tag{5.3.32}
\end{equation*}
$$

We now focus or attention on the weight $w_{3 d}$, its expression is provided in 102

$$
\begin{equation*}
w_{3 d}\left(f_{i}\right)=f_{d} \alpha \frac{\mathcal{B} r\left(B_{d}^{0} \rightarrow f_{i}\right) \mathcal{B} r\left(f_{i} \rightarrow \mu X\right)}{\mathcal{B} r(b \rightarrow \mu X)} \tag{5.3.33}
\end{equation*}
$$

where $\mathcal{B} r\left(B_{d}^{0} \rightarrow f_{i}\right)$ and $\mathcal{B} r\left(f_{i} \rightarrow \mu X\right)$ are the branching fractions of the processes $B_{d}^{0} \rightarrow f_{i}$ and $f_{i} \rightarrow \mu X$ respectively. As a matter of fact $\mathcal{B} r\left(B_{d}^{0} \rightarrow f_{i}\right)$ is an averaged branching fraction that takes into account contributions from both $B_{d}^{0}$ and $\bar{B}_{d}^{0}$. $\mathcal{B} r(b \rightarrow \mu X)$ is the average branching fraction of the direct decay of all B hadrons to muons weighted with the relative production rate of different B hadrons at the
hadron collider; $f_{d}$ is the fraction of $B_{d}^{0}$ plus $\bar{B}_{d}^{0}$ in the mixture of b-hadrons; the coefficient $\alpha$ is the ratio of detector acceptances of muons from $D^{+}$and $B_{d}^{0}$ decays. The expression for $\alpha$ as given in [102] is

$$
\begin{equation*}
\alpha=w_{3} \frac{\mathcal{B} r(b \rightarrow \mu X)}{\mathcal{B} r(b \rightarrow c \bar{c} X) \mathcal{B} r\left(c \bar{c} q \bar{q}^{\prime} \rightarrow \mu X\right)} . \tag{5.3.34}
\end{equation*}
$$

In Eq. 5.3.34) $\mathcal{B} r(b \rightarrow c \bar{c} X)$ stands for the branching fraction of B hadron decays with a $c \bar{c}$ pair and $\mathcal{B} r\left(c \bar{c} q \bar{q}^{\prime} \rightarrow \mu X\right)$ is the average branching fraction of the direct decay of all charmed hadrons to muons weighted with the relative production rate of different pairs of c hadrons in $B$ decays.

Inserting Eq. (5.3.34) inside Eq. 5.3 .33 and identifying the experimentally determined parameter $\delta=\frac{\mathcal{B} r\left(B_{d}^{0} \rightarrow \mu X\right)}{\mathcal{B} r(b \rightarrow c \bar{c} X)}$ we obtain the final version for the formula of $w_{3 d}\left(f_{i}\right)$

$$
\begin{equation*}
w_{3 d}\left(f_{i}\right)=f_{d} w_{3} \frac{\mathcal{B} r\left(B_{d}^{0} \rightarrow f_{i}\right)}{\mathcal{B} r(b \rightarrow c \bar{c} X)} \delta \tag{5.3.35}
\end{equation*}
$$

We are interested in the combination of factors $w_{3 d}\left(f_{i}\right) S_{i}$ inside Eq. 5.3.32), we include all the intermediate states decaying into muons by summing over the index $i$. Following the procedure indicated in [102], the final states $f_{i}$ are divided depending on their behaviour under $\mathcal{C P}$ transformations into $\mathcal{C P}$ even and $\mathcal{C P}$ odd, then using Eq. (5.3.35) and Eq. (5.3.26) we can write

$$
\begin{align*}
\sum_{i} w_{3 d}\left(f_{i}\right) S_{i} & =\frac{f_{d} w_{3} \delta}{\mathcal{B} r(b \rightarrow c \bar{c} X)} \sum_{i} \mathcal{B} r\left(B^{0} \rightarrow f_{i}\right) S_{i} \\
& =-\frac{\sin \left(2 \beta_{d}\right) f_{d} w_{3} \delta}{\mathcal{B} r(b \rightarrow c \bar{c} X)}\left[\mathcal{B} r\left(B_{d}^{0, \text { even }}\right)-\mathcal{B} r\left(B_{d}^{0, \text { odd }}\right)\right] \tag{5.3.36}
\end{align*}
$$

Considering that in the SM the $\mathcal{C P}$ violation of neutral B mesons in mixing is small, the mass eigenstates of the $B^{0}$ system coincide approximately with the $\mathcal{C P}$ eigenstates 114 this allow us to establish the following equality between the decay width differences

$$
\begin{equation*}
\Delta \Gamma_{d}=\Delta \Gamma_{d, C P}=\Gamma\left(B_{d}^{0, \text { even }}\right)-\Gamma\left(B_{d}^{0, \text { odd }}\right)=\Gamma_{d}\left(\mathcal{B} r\left(B_{d}^{0, \text { even }}\right)-\mathcal{B} r\left(B_{d}^{0, \text { odd }}\right)\right) \tag{5.3.37}
\end{equation*}
$$

Plugging Eq.(5.3.37) into Eq. (5.3.36) we obtain

$$
\sum_{i} w_{3 d}\left(f_{i}\right) S_{i}=-\frac{\sin \left(2 \beta_{d}\right) f_{d} w_{3} \delta}{\mathcal{B} r(b \rightarrow c \bar{c} X)} \frac{\Delta \Gamma_{d}}{\Gamma_{d}}
$$

We have reached the end of our derivation, we substitute back Eq. (5.3.38) into Eq. 5.3.32 to get

$$
\begin{equation*}
A_{S}^{\text {int }}=-\left(\frac{\sin \left(2 \beta_{d}\right) f_{d} w_{3} \delta}{2 \mathcal{B} r(b \rightarrow c \bar{c} X)} \frac{x_{d}}{1+x_{d}^{2}} \frac{\left(P_{b}-P_{\bar{b}}\right)}{P_{b} P_{\bar{b}}}\right) \frac{\Delta \Gamma_{d}}{\Gamma_{d}} . \tag{5.3.38}
\end{equation*}
$$

### 5.3.3 Issues with the Borissov-Hoeneisen derivation

As discussed previously in Section 1.2 .2 there is $\mathcal{C P}$ violation in the SM if and only if the Jarlskog commutator in Eq. (1.2.40) gives a non null value. If we take the formal limit $m_{c} \rightarrow m_{u}$, we have degeneracy between the 1st and the second families of quarks. Then as expected the Jarlskog commutator in Eq.(1.2.40) is identically zero and $\mathcal{C P}$ violation is removed from the SM . To test the consistency of our formulas we should verify that all the $\mathcal{C P}$ asymmetries vanish in this limit. As pointed out in [115 this holds for the semileptonic asymmetries, so that $A_{s l}^{b}=0$; however, if we consider the result in Eq. 5.3.38) for $A_{S}^{\text {int }}$ we find $A_{S}^{\text {int }} \neq 0$. This suggest that during our derivation in Section 5.3.2 the contributions from the up quark that were left out should be taken into account. This is not a surprise considering that during the determination of $A_{S}^{i n t} \neq 0$ it was always assumed that the leading term in interference is dominated by the hadronic states arising in the quark level transition $b \rightarrow c \bar{c} d$, and the effects from the channels $b \rightarrow c \bar{u} d, b \rightarrow u \bar{c} d$ and $b \rightarrow u \bar{u} d$ were completely ignored. The main conclusions from [115] are

- The contributions from $\mathcal{C P}$ violation in interference $A_{S}^{\text {int }}$ should be included in the theoretical interpretation of the like-sign dimuon asymmetry.
- The physical quantities $A_{S}^{\text {int }}$ and $\Delta \Gamma_{d}$ have a different dependency on $\Gamma^{d, c c}$, $\Gamma^{d, u c}$ and $\Gamma^{d, u u}$. The extra components involving the up quark, neglected in the study [102], will allow us to fulfil the Jarlskog criteria in the limit case $m_{c} \rightarrow m_{u}$.
- Based on a simple analysis of the CKM structure of Eq.(5.3.38) it is suggested that as a first correction an extra factor of $1 / 2$ should be introduced.

To conclude this section let us outline a possible path towards the inclusion of the up quark contributions in $A_{S}^{\text {int }}$. To begin with we write the interference decay widths
considering intermediate states $f_{c c}^{d}, f_{c u}^{d}, f_{u c}^{d}$ and $f_{u u}^{d}$ accessible through the quark level transitions $b \rightarrow c \bar{c} d, b \rightarrow c \bar{u} d, b \rightarrow u \bar{c} d$ and $b \rightarrow u \bar{u} d$, respectively (and analogously for the $b \rightarrow s$ decays). For the purposes of illustration we consider the widths for the "right sign" (RS) and the "wrong sign" (WS) muons $\mu^{+}$

$$
\begin{align*}
\Gamma_{i n t, R S}^{+} & =\Gamma\left(B_{d}^{0} \rightarrow f_{c \bar{c}}^{d} \rightarrow \mu^{+} X_{c \bar{c}}\right)+\Gamma\left(B_{d}^{0} \rightarrow f_{u \bar{u}}^{d} \rightarrow \mu^{+} X_{u \bar{u}}\right) \\
& +\Gamma\left(B_{d}^{0} \rightarrow f_{u \bar{c}}^{d} \rightarrow \mu^{+} X_{u \bar{c}}\right)+\Gamma\left(B_{d}^{0} \rightarrow f_{\bar{u} c}^{d} \rightarrow \mu^{+} X_{\bar{u} c}\right) \\
& +(d \rightarrow s) \\
\Gamma_{i n t, W S}^{+} & =\Gamma\left(\bar{B}_{d}^{0} \rightarrow f_{c \bar{c}}^{d} \rightarrow \mu^{+} X_{c \bar{c}}\right)+\Gamma\left(\bar{B}_{d}^{0} \rightarrow f_{u \bar{u}}^{d} \rightarrow \mu^{+} X_{u \bar{u}}\right) \\
& +\Gamma\left(\bar{B}_{d}^{0} \rightarrow f_{u \bar{c}}^{d} \rightarrow \mu^{+} X_{u \bar{c}}\right)+\Gamma\left(\bar{B}_{d}^{0} \rightarrow f_{\bar{u} c}^{d} \rightarrow \mu^{+} X_{\overline{u c}}\right) \\
& +(d \rightarrow s) . \tag{5.3.39}
\end{align*}
$$

To understand how the different mixing structures $\Gamma_{12}^{d, a b}$ may arise consider for example

$$
\begin{equation*}
\sum_{f_{c \bar{c}}^{d}} \Gamma\left(\bar{B}_{d}^{0} \rightarrow f_{c \bar{c}}^{d} \rightarrow \mu^{+} X_{\bar{c} c}\right) \propto \sum_{f_{c \bar{c}}^{d}} \int_{0}^{\infty}\left|<f_{c \bar{c}}^{d}\right| \bar{B}_{d}^{0}(t)>\left.\right|^{2} d t \times \operatorname{Prob}\left(c \rightarrow \mu^{+}\right) . \tag{5.3.40}
\end{equation*}
$$

The summation in Eq. 5.3.40 runs over all the possible intermediate hadronic states that can be obtained through the decay chain $b \rightarrow c \bar{c} d$. When writing the right hand side of Eq. 5.3 .40 we are expressing the amplitude for the process $\bar{B}_{d}^{0} \rightarrow f_{c \bar{c}}^{d} \rightarrow$ $\mu^{+} X_{c c}$ as the product of two subamplitudes. The first one, given by $<f_{c \bar{c}} \mid \bar{B}_{d}^{0}(t)>$, has to do with the purely hadronic transition $\bar{B}_{d}^{0} \rightarrow f_{c \bar{c}}$. The second one, accounting for the semileptonic decay process $f_{c \bar{c}}^{d} \rightarrow \mu^{+} X_{c c}$, is introduced through $\operatorname{Prob}(c \rightarrow$ $\mu^{+}$). One of the central assumptions make by 102 and 115 is that the probability for the decays $f_{c \bar{c}}^{d} \rightarrow \mu^{+} X_{c c}$ is the same independently of the intermediate state $f_{c \bar{c}}^{d}$, so that the factor $\operatorname{Prob}\left(c \rightarrow \mu^{+}\right)$can be taken out of the summation symbol in Eq. 5.3.40). However this is not totally justified because at exclusive level the hadronic states $f_{c \bar{c}}^{d}$ have different probabilities for decaying into muons. In order to make progress in our discussion, let us assume that this technicality is already solved and that we can indeed assume an universal factor $\operatorname{Prob}\left(c \rightarrow \mu^{+}\right)$in Eq. 5.3.40). Then we can write

$$
\begin{align*}
\sum_{f_{c \bar{c}}^{d}}\left|<f_{c \bar{c}}^{d}\right| \bar{B}(t)>\left.\right|^{2} \times \operatorname{Prob}\left(c \rightarrow \mu^{+}\right)= & \operatorname{Prob}\left(c \rightarrow \mu^{+}\right) \sum_{f_{c \bar{c}}^{d}}\left|<f_{c \bar{c} \bar{C}}\right| \bar{B}(t)>\left.\right|^{2} \\
= & \sum_{f_{c \bar{c}}^{d}}\left\{\left|\frac{p}{q} g_{-}(t) A_{f_{c \bar{c}}}\right|^{2}+\left|g_{+}(t) \bar{A}_{f_{c \bar{c}}^{d}}\right|^{2}\right. \\
& \left.+2 \mathcal{R} e\left[\left(\frac{p}{q}\right)^{*} g_{+}(t) g_{-}^{*}(t) A_{f_{c \bar{c}}}^{*} \bar{A}_{f_{c \bar{c}}}\right]\right\} \\
& \times \operatorname{Prob}\left(c \rightarrow \mu^{+}\right) . \tag{5.3.41}
\end{align*}
$$

Here we are particularly interested in the last term on the right hand side of Eq. (5.3.41). After summing over all the intermediate states $f_{c \bar{c}}$ we obtain the final result

$$
\begin{equation*}
\sum_{f_{c \bar{c}}^{d}} A_{f_{c c}^{d}}^{*} \bar{A}_{f_{c \bar{c}}^{d}} \propto \Gamma_{12}^{d, c c} . \tag{5.3.42}
\end{equation*}
$$

Analogous expressions proportional to $\Gamma_{12}^{d, u c}$ and $\Gamma_{12}^{d, u u}$ are obtained when calculating for the intermediate states $f_{c \bar{u}}^{d}, f_{u \bar{c}}^{d}$ and $f_{u \bar{u}}^{d}$.

### 5.4 New physics in $\Delta \Gamma_{d}$ : current-current operators

The possibility of enhancing $\Delta \Gamma_{d}$ through new physics in the tree level Wilson coefficients $C_{1}$ and $C_{2}$ was considered for the first time in [2]. In Chapter 4 we made a deeper and more careful analysis by using a full statistical fit (in contrast the investigation in [2] was based on a naive parameter space scan). Considering the outcomes of this analysis we can now formulate stronger and more refined conclusions. Our channel by channel study in Section 4.8 is summarized in Tab. 5.4 depending on the new physics effects in $\Delta C_{1}$ and $\Delta C_{2}$. The enhancement factors in Tab 5.4 for the channels $b \rightarrow u \bar{u} d$ and $b \rightarrow c \bar{u} d$ are bigger in comparison with our previous results in [2]. This is totally understandable since the statistical fit permits bigger new physics regions when taking into account the errors in different input parameters simultaneously. This is particularly relevant for observables calculated within the QCD factorization framework where the effects of the power corrections become important. As a matter of fact these contributions were completely omitted in [2]. In addition, in our new analysis we have excluded the total life time of the $B$ mesons,

| Channel | Enhancement due to $\Delta C_{1}$ | Enhancement due to $\Delta C_{2}$ |
| :---: | :---: | :---: |
| $b \rightarrow u \bar{u} d$ | - | $(0.55,1.76)$ |
| $b \rightarrow c \bar{u} d$ | $(0.24,2.60)$ | $(-0.93,2.18)$ |
| $b \rightarrow c \bar{c} d$ | - | $(-3.90,2.60)$ |

Table 5.2: Enhancements on $\Delta \Gamma_{d}$ based on $b \rightarrow d$ transitions.
this automatically increases the upper bounds for $\Delta \Gamma_{d}$ in the $b \rightarrow c \bar{u} d$ channel when fitting for $\Delta C_{2}^{c u}$. In [2] an enhancement factor greater than 10 was claimed originating from the decay channel $b \rightarrow c \bar{c} d$. Now according to our study in Section 4.8.3 the enhancement bounds do not go beyond 2.6 (see Fig. 4.18). The reason for this is that bigger enhancement factors will violate the current experimental bounds in $\Delta \Gamma_{d}:-3.90<\Delta \Gamma_{d}^{e x p} / \Delta \Gamma_{d}^{S M}<2.6$. All in all, the possible new physics enhancements in $\Delta \Gamma_{d}$ due to our uncertainty in tree level b-quarks decays are sizeable and saturate the bounds established by the most recent experimental measurements.

### 5.5 New physics in $\Delta \Gamma_{d}:(\bar{d} b)(\bar{\tau} \tau)$ operators

In this section we study possible effects on $\Delta \Gamma_{d}$ related to effective operators of the form $(\bar{d} b)(\bar{\tau} \tau)$. The analogous operators for the $B_{s}$-meson system (i.e. those obtained by replacing $d \rightarrow s$ ) were introduced in [116] and used in studying $\Delta \Gamma_{s}$. The corresponding effective Hamiltonian reads

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}^{b \rightarrow d \tau^{+} \tau^{-}}=-\frac{4 G_{F}}{\sqrt{2}} \lambda_{t}^{d} \sum_{i, j} C_{i, j}(\mu) Q_{i, j} \tag{5.5.43}
\end{equation*}
$$

and involves the following complete set of operators

$$
\begin{align*}
Q_{S, A B} & =\left(\bar{d} P_{A} b\right)\left(\bar{\tau} P_{B} \tau\right), \\
Q_{V, A B} & =\left(\bar{d} \gamma^{\mu} P_{A} b\right)\left(\bar{\tau} \gamma_{\mu} P_{B} \tau\right),  \tag{5.5.44}\\
Q_{T, A} & =\left(\bar{d} \sigma^{\mu \nu} P_{A} b\right)\left(\bar{\tau} \sigma_{\mu \nu} P_{B} \tau\right),
\end{align*}
$$

where $P_{L, R}=\left(1 \mp \gamma_{5}\right) / 2$ and $A, B=L, R$. In addition to these operators, our analysis uses the dimension-six effective Hamiltonian describing $b \rightarrow d \ell^{+} \ell^{-}$transitions ( $\ell=$
$e, \mu, \tau)$. We write this as

$$
\begin{equation*}
\mathcal{H}_{\mathrm{eff}}^{b \rightarrow d \ell^{+} \ell^{-}}=-\frac{4 G_{F}}{\sqrt{2}} \lambda_{t}^{d} \sum_{i} C_{i}(\mu) Q_{i} . \tag{5.5.45}
\end{equation*}
$$

The most important operators in what follows are

$$
\begin{align*}
Q_{7} & =\frac{e}{(4 \pi)^{2}} m_{b}\left(\bar{d} \sigma^{\mu \nu} P_{R} b\right) F_{\mu \nu} \\
Q_{9} & =\frac{e^{2}}{(4 \pi)^{2}}\left(\bar{d} \gamma^{\mu} P_{L} b\right)\left(\bar{\ell} \gamma_{\mu} \ell\right)  \tag{5.5.46}\\
Q_{10} & =\frac{e^{2}}{(4 \pi)^{2}}\left(\bar{d} \gamma^{\mu} P_{L} b\right)\left(\bar{\ell} \gamma_{\mu} \gamma_{5} \ell\right),
\end{align*}
$$

and their chirality-flipped counterparts $Q_{i}^{\prime}$ obtained through the interchange $P_{L} \leftrightarrow$ $P_{R}$.

The operators in Eq. (5.5.44) are interesting because they can give large contributions to $\Delta \Gamma_{d}$, but are only weakly constrained by experimental data. We will see that in the case of the $B_{d}$-meson system the various direct and indirect bounds on the Wilson coefficients of the operators in Eq. (5.5.44) are generally weaker than in the $\bar{B}_{s}^{0}$-meson system and that large enhancements of $\Delta \Gamma_{d}$ due to such operators are not yet ruled out. We derive direct bounds, where the operators contribute to tree-level matrix elements, from the decays $\bar{B}_{d}^{0} \rightarrow \tau^{+} \tau^{-}, B \rightarrow X_{d} \tau^{+} \tau^{-}$and $B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}$. Indirect bounds, where the operators contribute either through operator mixing and loop-level matrix elements, are based on $B \rightarrow X_{d} \gamma$ and $B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}$decays. We discuss the two cases in turn.

### 5.5.1 Direct bounds

We first investigate direct constraints from the decay $B_{d} \rightarrow \tau^{+} \tau^{-}$. At present, the only experimental information on this decay is the $90 \%$ CL bound from 117:

$$
\begin{equation*}
\mathcal{B} r\left(B_{d} \rightarrow \tau^{+} \tau^{-}\right)<4.1 \cdot 10^{-3} \tag{5.5.47}
\end{equation*}
$$

The theory prediction, including both SM and the effects of the operators in Eq. (5.5.44) can be extracted from [118]. The result depends on the SM coefficient $C_{10}$ in addition to the Wilson coefficients $C_{S, A B}$ and $C_{V, A B}$, but not on the tensor coefficients $C_{T, A}$. Moreover, due to a loop suppression factor of $\alpha / \pi$, the SM contribution alone
is quite small, $\mathcal{B} r\left(B_{d} \rightarrow \tau^{+} \tau^{-}\right)_{\mathrm{SM}} \simeq 2.3 \cdot 10^{-8}$ 119]. We therefore neglect it in obtaining bounds on the coefficients of the new operators. Furthermore, as before we assume the dominance of a single operator at a time, neglecting interference terms of the new operators both with the SM contribution and with themselves. Following this procedure, we can set bounds on the absolute values of the coefficients $C_{S, A B}$ and $C_{V, A B}$, independent of the chirality structure. Giving up this assumption, would lead to considerably larger bounds on $\Delta \Gamma_{d}$. In that respect our estimates are very conservative.

The branching ratio depends on a number of input parameters. Some of these are common to the other decays discussed in this section: for these we use the values of $G_{F}, M_{B_{d}}, \tau_{B_{d}}, f_{B_{d}},\left|\lambda_{d}^{t}\right|, m_{\tau}, \alpha\left(M_{Z}\right), m_{b}^{\text {pole }}$ and $m_{d}$ summarised in Tab. 3 of [2]. We then obtain at $m_{b}=\bar{m}_{b}\left(\bar{m}_{b}\right) \simeq 4.2 \mathrm{GeV}$ the results $\left|C_{S, A B}\left(m_{b}\right)\right|<1.1$ and $\left|C_{V, A B}\left(m_{b}\right)\right|<2.2$, which are also collected in Tab.5.3. These are the strongest bounds on the scalar and vector coefficients that will emerge from our analysis.

We next consider inclusive and exclusive $b \rightarrow d \tau^{+} \tau^{-}$decays. In this case, there are no direct experimental bounds on the branching ratios. However, we can use information from the $B_{d, s}$-meson lifetimes to estimate the potential size of newphysics contributions to these decays. We first note that the SM prediction for the lifetime ratio is very close to unity $16,120,123$

$$
\begin{equation*}
\left(\frac{\tau_{B_{s}}}{\tau_{B_{d}}}-1\right)_{\mathrm{SM}}=(0.050 \pm 0.108) \% . \tag{5.5.48}
\end{equation*}
$$

Current experimental measurements [1] show some tension with this prediction:

$$
\begin{equation*}
\left(\frac{\tau_{B_{s}}}{\tau_{B_{d}}}-1\right)=(-1.0 \pm 0.4) \% . \tag{5.5.49}
\end{equation*}
$$

Comparing the results and assuming no new physics in the $B_{s}^{0}$ system, one can get a rough bound on the size of possible new-physics contributions $\Gamma_{d}^{N P}$ to the total $B_{d}$-meson decay rate $\Gamma_{d}$, namely

$$
\begin{equation*}
\frac{\Gamma_{d}^{\mathrm{NP}}}{\Gamma_{s}}=(1.05 \pm 0.41) \% \tag{5.5.50}
\end{equation*}
$$

At $90 \%$ CL one obtains

$$
\begin{equation*}
\mathcal{B} r\left(B_{d} \rightarrow X\right) \leq 1.72 \% \tag{5.5.51}
\end{equation*}
$$

We now turn this estimate into bounds on Wilson coefficients using the theoretical expressions for the $B \rightarrow X_{d} \tau^{+} \tau^{-}$and $B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}$branching ratios. In contrast to $B_{d} \rightarrow \tau^{+} \tau^{-}$decays, in these cases all operators contribute, so we also gain information on the tensor coefficients. However, once again the results are independent of the chirality structure and allow us to constrain only absolute values of the coefficients. For the inclusive decay $B \rightarrow X_{d} \tau^{+} \tau^{-}$, we use the expressions for the branching ratios given in Section 3 and the appendix of 116 after appropriate modifications. Most of the inputs to the branching ratio are common to $B_{d}$-meson and $B_{s}$-meson decays. Apart from trivial differences related to meson masses and lifetimes (for the exclusive decay we use $\tau_{B^{+}}$and the CKM factor $\left|V_{t d}^{*} V_{t b}\right| /\left|V_{c b}\right|$ given in Tab. 3 of [2]). The exclusive decay $B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}$depends on these parameters and also three $B \rightarrow \pi$ form factors ( $f_{+, T, 0}$ ), as a function of the dilepton invariant mass, denoted as $q^{2}$. For these we use the results of (124) Moreover, we integrate over the full kinematic range $q^{2} \in\left[4 m_{\tau}^{2},\left(M_{B+}-M_{\pi^{+}}\right)^{2}\right]$.

We must also decide on a value for the experimental branching ratios. At present, we can only use Eq. (5.5.51) to estimate the size of the $B \rightarrow X_{d} \tau^{+} \tau^{-}$and $B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}$ branching ratios, which most likely overestimates their allowed ranges. Here, a direct experimental bound would be very helpful. For reference, we collect the obtained bounds on the Wilson coefficients using the $90 \%$ CL estimates in Tab.5.3. In Section 5.5.3, we will show the size of possible enhancement of $\Delta \Gamma_{d}$ as a function of measured branching ratios. Compared to the bounds on the $B \rightarrow X_{d} \tau^{+} \tau^{-}$and $B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}$branching ratios estimated through (5.5.51), we find tiny SM predictions

$$
\begin{gather*}
\mathcal{B} r\left(B \rightarrow X_{d} \tau^{+} \tau^{-}\right)_{\mathrm{SM}}=(1.2 \pm 0.3) \cdot 10^{-8},  \tag{5.5.52}\\
\mathcal{B} r\left(B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}\right)_{\mathrm{SM}}=(1.5 \pm 0.5) \cdot 10^{-8} .
\end{gather*}
$$

In both cases our results refer to the fully-integrated and non-resonant branching ratios. The inclusive decay includes just the LO corrections, but accounts for contributions proportional to the tau mass that are of kinematic origin [125. As for
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the exclusive mode, we stayed within naive factorisation and the error reflects the uncertainty due to the use of different $B \rightarrow \pi$ form-factor determinations [124, 126].

### 5.5.2 Indirect bounds

Indirect bounds arise from cases where the operators in Eq.(5.5.44) do not give treelevel contributions to the decays, but contribute either through operator mixing, through loop-level matrix elements or through both. The theoretical expressions needed to set various indirect bounds can be adapted from [116]. It turns out that the most stringent indirect bounds on the Wilson coefficients can be derived from $B \rightarrow X_{d} \gamma$ and $B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}$decays. We have also examined constraints from $B_{d} \rightarrow \gamma \gamma$ decays, but these are rather weak compared to the other decays and in some cases they depend very strongly on hadronic input parameters, so we do not discuss them further.
We first derive bounds from $B \rightarrow X_{d} \gamma$ decays. The structure of branching ratios for these decays is discussed in [84, 127]. We find that the perturbative quantity $P\left(E_{0}\right)$ introduced in the estimation of $\mathcal{B}_{r}\left(B \rightarrow X_{d} \gamma\right)$ can be written as

$$
\begin{equation*}
P\left(E_{0}\right)=\left|C_{7}^{\mathrm{SM}(0)}\left(m_{b}\right)+\Delta C_{7}^{\mathrm{eff}}\left(m_{b}\right)\right|^{2}+\left|\Delta C_{7}^{\mathrm{eff}}\left(m_{b}\right)\right|^{2} \tag{5.5.53}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta C_{7}^{\mathrm{eff}(\prime)}\left(m_{b}\right)=\sqrt{x_{\tau}}\left(0.62-1.09 \eta_{6}^{-1}+4 \ln x_{\tau}\right) C_{T, R(L)}\left(m_{b}\right) . \tag{5.5.54}
\end{equation*}
$$

We have defined $\sqrt{x_{\tau}} \equiv m_{\tau} / m_{b}^{\text {pole }}$ and the quantity $\eta_{6} \equiv \alpha_{s}\left(\Lambda_{\mathrm{NP}}\right) / \alpha_{s}\left(m_{t}\right)$, where $\alpha_{s}$ is to be evaluated with six active flavours. The first two terms in Eq. 5.5.54) arise from operator mixing and the third is the matrix element of $Q_{T, A}$. In order to derive $90 \%$ CL constraints on the Wilson coefficients $C_{T, A}\left(m_{b}\right)$, we insert Eq. 5.5.53) into the formula for $\mathcal{B}_{r}\left(B \rightarrow X_{d} \gamma\right)$ provided in e.g. 84] and compare with the experimental result in Eq. (4.5.64), as usual considering the dominance of one operator at a time. This procedure yields for $\Lambda_{\mathrm{NP}} \simeq 1 \mathrm{TeV}$ the bounds $\left|C_{T, R}\left(m_{b}\right)\right|<0.2$ and $\left|C_{T, L}\left(m_{b}\right)\right|<0.1$, which translate to $\left|\Delta C_{7}^{\text {eff }}\left(m_{b}\right)\right|<0.7$ and $\left|\Delta C_{7}^{\text {eff } /}\left(m_{b}\right)\right|<0.3$. The rare decay $B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}$has been observed by LHCb [128] in the 2011 data sample of $1 \mathrm{fb}^{-1}$ with $\left(25.3_{-6.4}^{+6.7}\right)$ events. This provides the first measurement of the
non-resonant branching ratio

$$
\begin{equation*}
\mathcal{B} r\left(B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}\right)=(2.3 \pm 0.6) \cdot 10^{-8} \tag{5.5.55}
\end{equation*}
$$

integrated over the whole dilepton invariant mass range $q^{2} \in\left[4 m_{\mu}^{2},\left(M_{B^{+}}-M_{\pi^{+}}\right)^{2}\right]$. In principle, the calculation of exclusive $B \rightarrow M \ell^{+} \ell^{-}(M=P, V)$ decays is advanced, see [129] for the most recent prediction of $B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}$in the SM, where $B \rightarrow \pi \ell \nu_{\ell}$ data have been used to extract information on the form factors. The inclusion of corrections beyond naive factorisation in QCD factorisation at low $q^{2}$ has been discussed in (130) (see also [131), whereas at high $q^{2}$ a local operator product expansion can be applied to account for resonant contributions 132, 133. However, in the absence of experimental measurements for either region separately and in view of the large experimental uncertainty, we evaluate the branching ratio in the naive factorisation approximation following (134]. Employing the $B \rightarrow \pi$ form factors of [124], we obtain

$$
\begin{equation*}
\mathcal{B} r\left(B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}\right)_{\mathrm{SM}}=(2.1 \pm 0.4) \cdot 10^{-8} . \tag{5.5.56}
\end{equation*}
$$

The given uncertainty encodes the error related to differences in the existing $B \rightarrow \pi$ form-factor determinations (124, 126]. Our prediction in Eq. 55.5.56) is close both to the measured value given in Eq. (5.5.55) and the SM value obtained in [129].
Like in the case of the inclusive decay $B \rightarrow X_{d} \gamma$, the effective operators in Eq. (5.5.44) contribute to $B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}$via mixing into the operators mediating $b \rightarrow d \gamma$ and $b \rightarrow d \ell^{+} \ell^{-}(\ell=e, \mu)$. The case of $b \rightarrow s$ transitions has been previously discussed in 116 and can be adopted with appropriate replacements to $b \rightarrow d$ transitions. One then finds contributions from the tensor coefficients $C_{T, A}$, and also on the linear combination ( $C_{V, A L}+C_{V, A R}$ ) of the vector coefficients. The scalar Wilson coefficients $C_{S, A B}$ are not subject to constraints from $B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}$.

In Fig 5.1, we show the $90 \%$ CL regions in the planes of complex-valued $C_{T, A}\left(m_{b}\right)$ and $\left(C_{V, A L}\left(m_{b}\right)+C_{V, A R}\left(m_{b}\right)\right)$ allowed by $\mathcal{B} r\left(B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}\right)$. In the plots a theory uncertainty of $20 \%$ of the SM prediction is assumed and the form-factor predictions [124] are used. We see that in the case of the tensor Wilson coefficients, $B^{+} \rightarrow$ $\pi^{+} \mu^{+} \mu^{-}$provides at present the constraint $\left|C_{T, A}\left(m_{b}\right)\right| \lesssim 1.2$, which as indicated is clearly weaker than the sensitivity of the inclusive decay $B \rightarrow X_{d} \gamma$. Assuming



Figure 5.1: The $90 \%$ CL regions of $C_{T, A}\left(m_{b}\right)$ (left) and $\left(C_{V, A L}\left(m_{b}\right)+C_{V, A R}\left(m_{b}\right)\right)$ (right) from $\mathcal{B} r\left(B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}\right)$(red) and $\mathcal{B} r\left(B \rightarrow X_{d} \gamma\right)$ for $T, A=T, R$ (blue) and $T, A=T, L$ (brown). The prospects assuming a measurement of $\mathcal{B} r\left(B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}\right)$with $7 \mathrm{fb}^{-1}$ at LHCb are shown as dashed (green) contours.
single operator dominance, the current constraint on the vector Wilson coefficients $\left|C_{V, A B}\left(m_{b}\right)\right| \lesssim 4.0$ is not as strong as the one from $B_{d} \rightarrow \tau^{+} \tau^{-}$. For comparison we also show contours assuming that LHCb has collected $7 \mathrm{fb}^{-1}$ of data by 2017. For this purpose the current statistical errors have been rescaled by a factor $1 / \sqrt{7}$. This exercise shows the potential of this decay mode to reduce further the allowed ranges of $b \rightarrow d \tau^{+} \tau^{-}$Wilson coefficients. Depending on the central value of the measurement, it will provide complementary constraints to $B \rightarrow X_{d} \gamma$ for the tensor Wilson coefficients.

### 5.5.3 Maximal effects in width difference

We now explore the consequences of the bounds on the Wilson coefficients in Eq. (5.5.43) obtained in the previous section on the size of possible enhancements in $\Delta \Gamma_{d}$. Here we consider the new physics parameterization introduced in [52, 135]

$$
\begin{align*}
M_{12}^{q} & =M_{12}^{q, \mathrm{SM}} \Delta_{q}, & \Delta_{q}=\left|\Delta_{q}\right| e^{i \phi_{q}^{\Delta}},  \tag{5.5.57}\\
\Gamma_{12}^{q} & =\Gamma_{12}^{q, \mathrm{SM}} \tilde{\Delta}_{q}, & \tilde{\Delta}_{q}=\left|\tilde{\Delta}_{q}\right| e^{-i \tilde{\phi}_{q}^{\Delta}} .
\end{align*}
$$
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| Constraint | $\left\|C_{S, A B}\left(m_{b}\right)\right\|$ | $\left\|C_{V, A B}\left(m_{b}\right)\right\|$ | $\left\|C_{T, A}\left(m_{b}\right)\right\|$ |
| :---: | :---: | :---: | :---: |
| direct |  |  |  |
| $\mathcal{B} r\left(B_{d} \rightarrow \tau^{+} \tau^{-}\right)$ | 1.1 | 2.2 | - |
| $\mathcal{B} r\left(B \rightarrow X_{d} \tau^{+} \tau^{-}\right)$ | 10.6 | 5.3 | 1.5 |
| $\mathcal{B} r\left(B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}\right)$ | 5.9 | 6.2 | 2.9 |
| indirect |  |  |  |
| $\mathcal{B} r\left(B \rightarrow X_{d} \gamma\right)$ | - | - | 0.2 for $A=R$ |
| $\mathcal{B} r\left(B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}\right)$ | - | 4.0 | 0.1 for $A=L$ |
| 1.2 |  |  |  |

Table 5.3: Summary of direct and indirect bounds on the Wilson coefficients in Eq. (5.5.43) at the bottom-quark mass scale $m_{b}=\bar{m}_{b}\left(\bar{m}_{b}\right) \simeq 4.2 \mathrm{GeV}$. The constraint from $B_{d} \rightarrow \tau^{+} \tau^{-}$decay follows from the experimental $90 \%$ CL bound $\mathcal{B} r\left(B_{d} \rightarrow \tau^{+} \tau^{-}\right)<4.1 \cdot 10^{-3}$, whereas those from $B \rightarrow X_{d} \tau^{+} \tau^{-}$and $B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}$ refer to the $90 \%$ CL estimate from Eq. 5.5.51). Note that the bounds are independent of the chiral structure $A, B=L, R$ unless explicitly indicated.

The observables are then modified with respect to their SM predictions according to

$$
\begin{equation*}
\frac{\Delta M_{q}}{\Delta M_{q}^{S M}}=\left|\Delta_{q}\right|, \quad \frac{\Delta \Gamma_{q}}{\Delta \Gamma_{q}^{S M}}=\left|\tilde{\Delta}_{q}\right| \frac{\cos \phi_{q}}{\cos \phi_{q}^{S M}}, \quad \frac{a_{s l}^{q}}{a_{s l}^{q, S M}}=\frac{\left|\tilde{\Delta}_{q}\right|}{\left|\Delta_{q}\right|} \frac{\sin \phi_{q}}{\sin \phi_{q}^{S M}}, \tag{5.5.58}
\end{equation*}
$$

where the mixing phase is given by

$$
\begin{equation*}
\phi_{q}=\phi_{q}^{\mathrm{SM}}+\phi_{q}^{\Delta}+\tilde{\phi}_{q}^{\Delta} . \tag{5.5.59}
\end{equation*}
$$

For the $B_{s}$-meson case expressions for this quantity as a function of the relevant Wilson coefficients were presented in [116], and we can make use of these results after a trivial substitution of CKM factors. Assuming single operator dominance,


Figure 5.2: $90 \%$ CL bounds on possible enhancements of $\Delta \Gamma_{d}$ induced by the different $(\bar{d} b)(\bar{\tau} \tau)$ operators. The left panel shows the effect of scalar operators, while the right panel illustrates the case of vector operators. In both panels the yellow region indicates the maximal enhancements that are consistent with Eq. 5.5.47). The effect of an experimental improvement in the $B_{d} \rightarrow \tau^{+} \tau^{-}, B \rightarrow X_{d} \tau^{+} \tau^{-}$and $B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}$branching ratios is indicated by the solid red, the dashed blue and the dotted green curves, respectively.
we then find

$$
\begin{align*}
& \left|\tilde{\Delta}_{d}\right|_{S, A B}<1+\left(0.41_{-0.08}^{+0.13}\right)\left|C_{S, A B}\left(m_{b}\right)\right|^{2}, \\
& \left|\tilde{\Delta}_{d}\right|_{V, A B}<1+\left(0.42_{-0.08}^{+0.13}\right)\left|C_{V, A B}\left(m_{b}\right)\right|^{2},  \tag{5.5.60}\\
& \left|\tilde{\Delta}_{d}\right|_{T, A}<1+\left(3.81_{-0.74}^{+1.21}\right)\left|C_{T, A}\left(m_{b}\right)\right|^{2},
\end{align*}
$$

where the quoted uncertainties are related to the theory error of $\Delta \Gamma_{d}^{S M}$. The numerical input values of the bag parameters $B_{V}, B_{S}$ and $\widetilde{B}_{S}$ are given in Tab. 3 of 2]. Using the strongest bounds from Tab. 5.3, i.e. $\left|C_{S, A B}\left(m_{b}\right)\right| \lesssim 1.1,\left|C_{V, A B}\left(m_{b}\right)\right| \lesssim 2.2$, $\left|C_{T, L}\left(m_{b}\right)\right| \lesssim 0.1$ and $\left|C_{T, R}\left(m_{b}\right)\right| \lesssim 0.2$, results in

$$
\begin{equation*}
\left|\tilde{\Delta}_{d}\right|_{S, A B} \lesssim 1.6, \quad\left|\tilde{\Delta}_{d}\right|_{V, A B} \lesssim 3.7, \quad\left|\tilde{\Delta}_{d}\right|_{T, L} \lesssim 1.05, \quad\left|\tilde{\Delta}_{d}\right|_{T, R} \lesssim 1.2 . \tag{5.5.61}
\end{equation*}
$$

These numbers imply that the scalar operators can lead to an enhancement of about $60 \%$ over the SM prediction, whereas in the case of vector operators even deviations in excess of $270 \%$ are allowed. The possible deviations due to tensor operators can, on the other hand, amount to at most $20 \%$. Such small effects are undetectable given that the hadronic uncertainty in $\Delta \Gamma_{d}$ is of similar size.
It is also interesting to study the impact future improved extractions of $\mathcal{B} r\left(B_{d} \rightarrow \tau^{+} \tau^{-}\right)$,
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$\mathcal{B} r\left(B \rightarrow X_{d} \tau^{+} \tau^{-}\right)$and $\mathcal{B} r\left(B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}\right)$will have on the maximal enhancements in $\Delta \Gamma_{d}$. Such a comparison is provided in Fig 5.2 for the scalar operators (left panel) and the vector operators (right panel). The plots show that for both the scalar and the vector operators and fixed branching ratio the $B_{d} \rightarrow \tau^{+} \tau^{-}$decay always provides the most stringent constraint on $\left|\Delta \Gamma_{d} / \Delta \Gamma_{d}^{S M}\right|$. This implies that in order to restrict possible new-physics effects in $\Delta \Gamma_{d}$, future measurements of the $B \rightarrow X_{d} \tau^{+} \tau^{-}$or $B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}$branching ratio have to surpass the present bound in Eq. 5.5.47) on $\mathcal{B} r\left(B_{d} \rightarrow \tau^{+} \tau^{-}\right)$. Numerically, we find that limits of $\mathcal{B} r\left(B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}\right) \lesssim 5.3 \cdot 10^{-4}$ and $\mathcal{B} r\left(B \rightarrow X_{d} \tau^{+} \tau^{-}\right) \lesssim 2.6 \cdot 10^{-3}$ would be required in the case of the scalar and vector operators to reach the current sensitivity of the $B_{d} \rightarrow \tau^{+} \tau^{-}$branching ratio.

## Chapter 6

## Constraints on the Hadron Quark duality from Mixing observables

### 6.1 Introduction

Despite having passed numerous tests, the SM of particle physics, leaves many fundamental questions unanswered, which might be resolved by extensions of this model. Flavour physics is an ideal candidate for general indirect new physics searches, as well as for dedicated CP-violating studies, for this purpose hadronic uncertainties on flavour observables have to be under control. Various flavour experiments have achieved a high precision in many observables, in many cases challenging the precision of theory calculations. LHCb in particular contributes to the currently impressive status of experimental precision. As we attempt to test the SM to the highest level of precision, the question of how sure we can be about any deviations from the current theoretical predictions being evidence of new physics comes to the fore. Such a question is the subject we tackle in this chapter in the context of mixing observables for the $B_{s}^{0}, B_{d}^{0}$ and the $D$ meson sectors.

Many current theory predictions rely on the Heavy Quark Expansion (HQE), we will examine how the idea of quark-hadron duality - which is assumed by the HQE - can be tested. We will use current data from B-mixing, the dimuon asymmetry, and B-meson lifetimes to constrain violations of quark-hadron duality, and then see how this affects the predicted values of other observables. We also investigate how
the current trouble with inclusive predictions of mixing in the charm sector can be explained through quark-hadron duality violation.

We discuss what improvements could be made in both theory and experiment in order to further constrain duality violating effects, and what level of precision would be necessary to properly distinguish between genuine new physics and merely a nonperturbative contribution to the SM calculation. In this spirit, we also provide a first attempt at improving the theory prediction, using the latest results and aggressive error estimates to see how theory uncertainties could reduce in the near future.

### 6.2 Duality violation

In 1979 the notion of duality was introduced by Poggio, Quinn and Weinberg (136] for the process $e^{+}+e^{-} \rightarrow$ hadrons, actually the concept of duality was already used in 1970 for electron proton scattering by Bloom and Gilman [137, 138]. The basic assumption is that this process can be well approximated by a quark level calculation of $e^{+}+e^{-} \rightarrow q+\bar{q}$. Here we will investigate duality in the case of decays of heavy hadrons, which are described by the heavy quark expansion (see e.g. 139 146 for pioneering papers and [120] for a recent review). The HQE is a systematic expansion of the decay rates of $b$-hadrons in inverse powers of the heavy quark mass

$$
\begin{equation*}
\Gamma=\Gamma_{0}+\frac{\Lambda}{m_{b}} \Gamma_{1}+\frac{\Lambda^{2}}{m_{b}^{2}} \Gamma_{2}+\frac{\Lambda^{3}}{m_{b}^{3}} \Gamma_{3}+\frac{\Lambda^{4}}{m_{b}^{4}} \Gamma_{4}+\ldots, \tag{6.2.1}
\end{equation*}
$$

with $\Lambda$ being a scale of the order of the hadronic scale. Having a closer look one finds that there are no corrections of order $1 / m_{b}$ and that corrections from the order $1 / m_{b}^{3}$ onwards can be enhanced by an additional phase space factor of $16 \pi^{2}$. The HQE assumes quark hadron duality, i.e. that the hadron decays can be described at the quark-level. A violation of duality could correspond to non-perturbative terms like $\exp \left[-m_{b} / \Lambda\right]$, which give vanishing contributions, when being Taylor expanded around $\Lambda / m_{b}=0$ (see e.g. [147] and also [148] for a detailed discussion of duality, its violations and some possible models for duality violations). To estimate the possible size of these non-perturbative terms we note first that the actual expansion parameter of the HQE is the hadronic scale $\Lambda$ normalised to the momentum release $\sqrt{M_{i}^{2}-M_{f}^{2}}$. For the decay of a free $b$-quark we get the set of numerical values

| Channel | Expansion parameter x | Numerical value | $\operatorname{Exp}[-1 / \mathrm{x}]$ |
| :---: | :---: | :---: | :---: |
| $b \rightarrow c \bar{c} s$ | $\frac{\Lambda}{\sqrt{m_{b}^{2}-4 m_{c}^{2}}} \approx \frac{\Lambda}{m_{b}}\left(1+2 \frac{m_{c}^{2}}{m_{b}^{2}}\right)$ | $0.054-0.58$ | $9.4 \cdot 10^{-9}-0.18$ |
| $b \rightarrow c \bar{u} s$ | $\frac{\Lambda}{\sqrt{m_{b}^{2}-m_{c}^{2}}} \approx \frac{\Lambda}{m_{b}}\left(1+\frac{1}{2} \frac{m_{c}^{2}}{m_{b}^{2}}\right)$ | $0.045-0.49$ | $1.9 \cdot 10^{-10}-0.13$ |
| $b \rightarrow u \bar{u} s$ | $\frac{\Lambda}{\sqrt{m_{b}^{2}-4 m_{u}^{2}}}=\frac{\Lambda}{m_{b}}$ | $0.042-0.48$ | $4.2 \cdot 10^{-11}-0.12$ |

Table 6.1: Possible values for the HQE expansion parameter and non-perturbative term for different $b \rightarrow s$ transitions. Here $0.2 \mathrm{GeV}<\Lambda<2.0 \mathrm{GeV}$, 4.18 $\mathrm{GeV}<$ $m_{b}<4.78 \mathrm{GeV}$ and $0.975 \mathrm{GeV}<m_{c}<1.67 \mathrm{GeV}$.
for the expansion parameter and the non-perturbative term presented on Tab 6.1 (varying $\Lambda$ within 0.2 and 2 GeV , $m_{b}$ within 4.18 and 4.78 GeV and $m_{c}$ within 0.975 and 1.67 GeV ).

From this simple numerical exercise one finds that duality violating terms could easily be of a similar size as the expansion parameter of the HQE. Moreover, decay channels like $b \rightarrow c \bar{c} s$ might be more strongly affected by duality violations compared to e.g. $b \rightarrow u \bar{u} s$. This agrees with the naive expectation that decays with a smaller final state phase space might be more sensitive to duality violation.

Obviously duality cannot be proved directly, because this would require a complete solution of QCD and a sub-sequent comparison with the HQE expectations, which is clearly not possible. To make statements about duality violation in principle two strategies can be performed:

- Study simplified models for QCD, e.g. the t'Hooft model (a two-dimension model for QCD, see e.g. $147-152]$ ) and develop models for duality violations, like instanton-based and resonance-based models (see e.g. [147, 148]).
- Use a pure phenomenological approach, by comparing experiment with HQE predictions.

Here we followed the second strategy and used a simple parameterisation for duality violation in mixing observables and lifetime ratios, which was most pronounced for the $b \rightarrow c \bar{c} s$ channel. At this stage it is interesting to note that for many years there
have been problems related to application of the HQE for inclusive $b$-hadron decays and most of them seemed to be related to the $b \rightarrow c \bar{c} s$ channel:

- The experimental $\Lambda_{b}$ lifetime was considerably lower than the theory prediction, see e.g. the discussion in [153], where also a simple model for a modification of the HQE was suggested in order to explain experiment, see also [121] and [122]. The dominant contribution to the $\Lambda_{b}$ lifetime is given by the $b \rightarrow c \bar{u} d$ and $b \rightarrow c \bar{c} s$ transitions. To a large extent the $\Lambda_{b}$-lifetime problem has now been solved experimentally, see the detailed discussion in [120], mostly by new measurements from LHCb [154-156]. However, there is still a remaining large theory uncertainty due to unknown non-perturbative matrix elements that could be calculated within lattice-QCD.
- For quite some time the values of the inclusive semi-leptonic branching ratio of $B$-mesons as well as the average number of charm quarks per $b$-decay (missing charm puzzle) disagreed between experiment and theory, see e.g. $157-160]$. Modifications of the decay $b \rightarrow c \bar{c} s$ were considered as a potential candidate for solving this problem. This issue has been improved considerably by new data and and new calculations 108. Again, there is still a considerable uncertainty remains due to unknown NNLO-QCD corrections. First estimates suggest, that these corrections could be large (161.
- Because of a cancellation of weak annihilation contributions it is theoretically expected (based on the HQE) that the $B_{s}^{0}$-lifetime is more or less equal to the $B_{d}^{0}$-lifetime, see e.g. [120]. For quite some time experiment found deviations of $\tau\left(B_{s}^{0}\right) / \tau\left(B_{d}^{0}\right)$ from one - we have plotted the experimental averages from HFAG [1] from 2003 on in Fig.6.1. Currently, there is still a small difference between data and the HQE prediction, which will be discussed further Section 6.2.3. Here again a modification of the $b \rightarrow c \bar{u} d$ and/or the $b \rightarrow c \bar{c} s$ transitions might solve the problem.

All of these problems are currently considerably softened and huge duality violations are now ruled out by experiment [162], in particular by the measurement of $\Delta \Gamma_{s}$,


Figure 6.1: Historical values of the lifetime ratio $\tau\left(B_{s}\right) / \tau\left(B_{d}\right)$ as reported by HFAG [1] since 2003. The solid line shows the central value and the shaded line indicates the 1 sigma region, the dotted line corresponds to the theory prediction, which is essentially one, with a tiny uncertainty.
which is dominated by a $b \rightarrow c \bar{c} s$ transition. But there is still space for a small amount of duality violation - this amount will be quantified later in this Chapter. We will thus investigate decay rate difference $\Delta \Gamma_{s}$ in more detail. According to the HQE we get the following expansion for $\Delta \Gamma_{s}=2\left|\Gamma_{12}^{s}\right| \cos \phi_{12}^{s}$

$$
\begin{equation*}
\Gamma_{12}^{s}=\frac{\Lambda^{3}}{m_{b}^{3}}\left(\Gamma_{3}^{s,(0)}+\frac{\alpha_{s}}{4 \pi} \Gamma_{3}^{s,(1)}+\ldots\right)+\frac{\Lambda^{4}}{m_{b}^{4}}\left(\Gamma_{4}^{s,(0)}+\ldots\right)+\ldots \tag{6.2.2}
\end{equation*}
$$

The leading term $\Gamma_{3}^{s,(0)}$ has been calculated quite some time ago in 163 168, NLOQCD corrections $\Gamma_{3}^{s,(1)}$ have been determined in 48, 53, 169 and sub-leading mass corrections were done in 170-172. Corresponding lattice values were determined in 173 176.
The most recent numerical update for the mixing quantities is given in (15] (superseding the numerical predictions in [52, 177]) and can be compared to the experimental values from e.g. HFAG [1]. The theory prediction uses conservative ranges for the input parameters - we will present a more aggressive estimate in Section 6.3 and in Appendix E.

Experiment and theory agree very well for the quantities $\Delta M_{q}$ and $\Delta \Gamma_{s}$. The semi-
December 1, 2016

| Observable | SM | Experiment |
| :---: | :---: | :---: |
| $\Delta M_{s}$ | $(18.3 \pm 2.7) \mathrm{ps}^{-1}$ | $(17.757 \pm 0.021) \mathrm{ps}^{-1}$ |
| $\Delta \Gamma_{s}$ | $(0.088 \pm 0.020) \mathrm{ps}^{-1}$ | $(0.082 \pm 0.006) \mathrm{ps}^{-1}$ |
| $a_{s l}^{s}$ | $(2.22 \pm 0.27) \cdot 10^{-5}$ | $(-750 \pm 410) \cdot 10^{-5}$ |
| $\Delta \Gamma_{s} / \Delta M_{s}$ | $48.1(1 \pm 0.173) \cdot 10^{-4}$ | $46.2(1 \pm 0.073) \cdot 10^{-4}$ |
| $\Delta M_{d}$ | $(0.528 \pm 0.078) \mathrm{ps}^{-1}$ | $(0.5055 \pm 0.0020) \mathrm{ps}^{-1}$ |
| $\Delta \Gamma_{d}$ | $(2.61 \pm 0.59) \cdot 10^{-3} \mathrm{ps}^{-1}$ | $0.657895(1 \pm 10) \cdot 10^{-3} \mathrm{ps}^{-1}$ |
| $a_{s l}^{d}$ | $(-4.7 \pm 0.6) \cdot 10^{-4}$ | $(-15 \pm 17) \cdot 10^{-4}$ |
| $\Delta \Gamma_{d} / \Delta M_{d}$ | $49.4(1 \pm 0.172) \cdot 10^{-4}$ | $13.0147(1 \pm 10) \cdot 10^{-4}$ |

Table 6.2: Numerical update for different mixing observables in the $B_{s}^{0}$ and the $B_{d}^{0}$ sectors as presented in (15).
leptonic asymmetries and the decay rate difference in the $B_{d}^{0}$-system have not been observed yet. More profound statements about the validity of the theory can be made by comparing the ratio of $\Delta \Gamma_{s}$ and $\Delta M_{s}$, where many theoretical uncertainties cancel and we get

$$
\begin{equation*}
\frac{\left(\frac{\Delta \Gamma_{s}}{\Delta M_{s}}\right)^{\operatorname{Exp}}}{\left(\frac{\Delta \Gamma_{s}}{\Delta M_{s}}\right)^{\mathrm{SM}}}=0.96 \pm 0.19 \tag{6.2.3}
\end{equation*}
$$

The central value shows a perfect agreement of experiment and HQE predictions. The remaining uncertainty leaves some space for new physics effects or for violations of duality. Thus we can make statements like: in the most sensitive decay channel $b \rightarrow c \bar{c} s$ duality is violated by at most $19 \%$. In the next section we try to investigate these questions a little more in detail.

Assuming no new physics in $\Delta M_{s}$ we can further reduce the theory error for $\Delta \Gamma_{s}$ by using

$$
\begin{equation*}
\Delta \Gamma_{s}^{2015, \mathrm{SMb}}=\left(\frac{\Delta \Gamma_{s}}{\Delta M_{s}}\right)^{\mathrm{SM}} \cdot \Delta M_{s}^{\mathrm{Exp}}=0.085 \pm 0.015 \mathrm{ps}^{-1} . \tag{6.2.4}
\end{equation*}
$$

This is currently the most precise prediction for the decay rate difference; in Section 6.3 we will give a less conservative estimate of the SM prediction for $\Delta \Gamma_{s}$, with an even smaller uncertainty.

In the ratio $\Delta \Gamma_{s} / \Delta M_{s}$ theoretical uncertainties are cancelling and thus the corresponding theory error is smaller than for $\Delta \Gamma_{s}$ alone. We would re-introduce this uncertainty by multiplying with the theory value of $\Delta M_{s}$. Using instead the experimental value of $\Delta M_{s}$, which has in comparison a negligible error we get a more precise prediction of $\Delta \Gamma_{s}$, which, however, only holds under the assumption that $\Delta M_{s}^{\operatorname{Exp}}$ is given by its SM value.

### 6.2.1 B-mixing

We introduce a simple model for duality violation in B-mixing. Such effects are typically expected to be larger, if the phase-space of a $B_{s}^{0}$ decay becomes smaller. Thus $b$-quark decays into two charm quarks are expected to be more strongly affected by duality violating effects compared to $b$-quark decays into two up quarks. Motivated by the observations in Section 6.2 we modify the on-shell terms of the mixing diagram $\Gamma_{12}^{s}$ according to

$$
\begin{align*}
\Gamma_{12}^{s, c c} & \rightarrow \Gamma_{12}^{s, c c}(1+4 \delta)  \tag{6.2.5}\\
\Gamma_{12}^{s, u c} & \rightarrow \Gamma_{12}^{s, u c}(1+\delta)  \tag{6.2.6}\\
\Gamma_{12}^{s, u u} & \rightarrow \Gamma_{12}^{s, u u}(1+0 \delta) . \tag{6.2.7}
\end{align*}
$$

Similar models have been used in $178-180$ for penguin insertions with a $c \bar{c}$-loop. The $c \bar{c}$ contribution is affected by a correction of $4 \delta, c \bar{u}$ by $\delta$ and $u \bar{u}$ is not affected at all. Already at this stage ones sees that such a model is softening GIM cancellations in the ratio $\Gamma_{12}^{s} / M_{12}^{s}$; we get

$$
\begin{equation*}
\frac{\Gamma_{12}^{s}}{M_{12}^{s}}=10^{-4}\left[c(1+4 \delta)+\frac{\lambda_{u}}{\lambda_{t}}(a+\delta(6 c+a))+\frac{\lambda_{u}^{2}}{\lambda_{t}^{2}}(b+\delta(2 c+a))\right] . \tag{6.2.8}
\end{equation*}
$$

Studying this expression, we find that the decay rate difference is mostly given by the first term on the r.h.s., so we expect $\Delta \Gamma_{s} / \Delta M_{s} \approx-c(1+4 \delta) \cdot 10^{-4}$, which is equivalent to our naive starting point of comparing experiment and theory prediction for $\Delta \Gamma_{s}$. The semi-leptonic CP asymmetries will be dominantly given by the second term on the r.h.s., $a_{s l}^{s} \approx \Im\left(\lambda_{u} / \lambda_{t}\right)[a+\delta(6 c+a)] \cdot 10^{-4}$. Now the duality violating coefficient $\delta$ is GIM enhanced by $(6 c+a)$ compared to the leading term $a$. Having an
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| Observable | $B_{s}^{0}$ | $B_{d}^{0}$ |
| :---: | :---: | :---: |
| $\frac{\Delta \Gamma_{q}}{\Delta M_{q}}$ | $48.1(1+3.95 \delta) \cdot 10^{-4}$ | $49.5(1+3.76 \delta) \cdot 10^{-4}$ |
| $\Delta \Gamma_{q}$ | $0.0880(1+3.95 \delta) \mathrm{ps}^{-1}$ | $2.61(1+3.759 \delta) \cdot 10^{-3} \mathrm{ps}^{-1}$ |
| $a_{s l}^{q}$ | $2.225(1-22.3 \delta) \cdot 10^{-5}$ | $-4.74(1-24.5 \delta) \cdot 10^{-4}$ |

Table 6.3: Duality violation dependency for different $B$-mixing observables in the $B_{s}^{0}$ and the $B_{d}^{0}$ sectors based on the model introduced by Eq. 6.2.5 6.2.6 6.2.7)
agreement of experiment and theory for semi-leptonic CP asymmetries could thus provide very strong constraints on duality violation. Using the values of $a, b$ and $c$ from Tab 2.2 and the CKM elements from Eq. (2.1) we get for the observables $\Delta M_{q}$, $\Delta \Gamma_{q}$ and $a_{s l}^{q}$ the following dependence on the duality violating parameter $\delta$ :

As expected we find that the duality violating parameter $\delta$ has a decent leverage on $\Delta \Gamma_{q}$ and a sizeable one on $a_{s l}^{q}$. The expressions for $\Delta \Gamma_{q}$ were obtained by simply multiplying the theory ratio $\Delta \Gamma_{q} / \Delta M_{q}$ with the theoretical values of the mass difference, as given on Tab 6.2,

Comparing experiment and theory for the ratio of the decay rate difference $\Delta \Gamma_{s}$ and the mass difference $\Delta M_{s}$ we found (see Eq. 6.2.3) an agreement with a deviation of at most $19 \%$. Thus the duality violation - i.e. the factor $1+3.95 \delta$ in Tab. 6.3has to be smaller than this uncertainty:

$$
\begin{equation*}
1+3.95 \delta \leq 0.96 \pm 0.19 \Rightarrow \delta \in[-0.0583,0.0380] \tag{6.2.9}
\end{equation*}
$$

Equivalently this bound tells us that the duality violation in the cc-channel is at most $+15.2 \%$ or $-23.3 \%$, if the effect turns out to be negative. If there would also be an $19 \%$ agreement of experiment and theory for the semi-leptonic asymmetry $a_{s l}^{s}$, then we could shrink the bound to $\delta$ down to 0.00851 . Unfortunately experiment is still far away from the SM prediction, see Tab.6.2. However, we can turn around the argument: i.e. having a duality violation that lifts GIM suppression - the theory prediction of $a_{s l}^{s}$ can be enhanced/diminished at most to

$$
\begin{equation*}
a_{s l}^{s}=[0.336,5.12] \cdot 10^{-5} . \tag{6.2.10}
\end{equation*}
$$

In the $B_{d}^{0}$-system a comparison of experiment and theory for the ratio of decay
rate difference and mass difference turns out to be tricky, since $\Delta \Gamma_{d}$ is not yet measured, see Tab.6.2. If we would use the current experimental bound on the decay rate difference $\Delta \Gamma_{d}$, we would get artificially large bounds on $\delta$. Looking at the structure of the loop contributions necessary to calculate $\Gamma_{12}^{d}$ and $\Gamma_{12}^{s}$, one finds very similar $c \bar{c}$-, $u \bar{c}-, c \bar{u}$ - and $u \bar{u}$-contributions. Our duality violation model is based on the phase space differences of decays like $B_{s}^{0} \rightarrow D_{s} D_{s}(c c), B_{s}^{0} \rightarrow D_{s} K(u c)$ and $B_{s}^{0} \rightarrow \pi K(u u)$, which are very pronounced. On the other hand we find that the phase space differences of $B_{s}^{0}$ - and $B_{d}^{0}$-decays are not very pronounced, i.e. the difference between e.g. $B_{s}^{0} \rightarrow D_{s} D_{s}$ vs. $B_{d}^{0} \rightarrow D_{s} D$ is small - compared to the above differences due to different internal quarks. Hence, we conclude that the duality violation bounds from the $B_{s}^{0}$-system can also be applied to a good approximation to the $B_{d}^{0}$-system. With the $B_{s}^{0}$-bound we get that the theory prediction of $a_{s l}^{d}$ and $\Delta \Gamma_{d}$ can be enhanced/diminished due to duality violations at most to

$$
\begin{align*}
a_{s l}^{d} & \in[-11.5,-0.326] \cdot 10^{-4}  \tag{6.2.11}\\
\Delta \Gamma_{d} & \in[2.04,2.98] \cdot 10^{-3} \mathrm{ps}^{-1} \tag{6.2.12}
\end{align*}
$$

These numbers can be compared to the SM values obtained in [15], see Tab.6.2. In principle any measurement of these observables outside the ranges in Eq. 6.2.10), Eq. (6.2.11) and Eq. (6.2.12) would be a clear indication of new physics. New physics in $\Delta \Gamma_{d}$ could have the very interesting effect of reducing 102 the still existing discrepancy of the dimuon asymmetry measured at D0 104 107. Currently a sizeable enhancement of $\Delta \Gamma_{d}$ is not excluded by theoretical or experimental bounds [2]. Thus it clearly important to distinguish hypothetical duality violating effects in $\Delta \Gamma_{d}$ from new physics effects.

Considering that our conclusions (new physics or unknown hadronic effects) are quite far-reaching, we try to be as conservative as possible and we will firstly use a more profound statistical method, a likelihood ratio test. For our likelihood function we use a Gaussian function

$$
\mathcal{L}=\exp \left(-\frac{(\text { theory }- \text { experiment })^{2}}{2 \sigma^{2}}\right)
$$

where, to take into account the uncertainty on both theory and experiment, we take
for our error the quadrature sum, i.e.

$$
\sigma^{2}=\sigma_{\exp }^{2}+\sigma_{\text {theory }}^{2}
$$

The test we apply is $-2 \ln \mathcal{L} / \widehat{\mathcal{L}} \leq 2.71$, where our choice of 2.71 gives a $90 \%$ confidence limit on our parameters and in principle we normalise by the maximum likelihood $\widehat{\mathcal{L}}$. However, in our model the maximum likelihood of $\widehat{\mathcal{L}}=1$ is always achievable, and so our test reduces to simply $-2 \ln \mathcal{L} \leq 2.71$.
Our more conservative bound for $\delta$ is now supposed to be given by

$$
\begin{equation*}
-0.0879 \leq \delta \leq 0.0679 \tag{6.2.13}
\end{equation*}
$$

with a $90 \%$ confidence level ( 1.6 standard deviations). This more conservative statistical method almost doubles the allowed region for $\delta$. Inserting these values into the predictions for $a_{s l}^{d, s}$ and $\Delta \Gamma_{d}$ we see that duality violation can give at most the following ranges for the mixing observables:

$$
\begin{align*}
a_{s l}^{s} & \in[-1.15,6.59] \cdot 10^{-5},  \tag{6.2.14}\\
a_{s l}^{d} & \in[-14.9,3.14] \cdot 10^{-4},  \tag{6.2.15}\\
\Delta \Gamma_{d} & \in[1.75,3.28] \cdot 10^{-3} \mathrm{ps}^{-1} . \tag{6.2.16}
\end{align*}
$$

The second modification to ensure that our estimates are conservative concerns our ad-hoc ansatz in Eqs. (6.2.5), (6.2.6), (6.2.7), where we assumed that the $c c$-part is affected by duality violations four times as much as the $c u$-part and the uu-part is not affected at all; we can obtain more general results with the following modification

$$
\begin{align*}
\Gamma_{12}^{s, c c} & \rightarrow \Gamma_{12}^{s, c c}\left(1+\delta^{c c}\right)  \tag{6.2.17}\\
\Gamma_{12}^{s, u c} & \rightarrow \Gamma_{12}^{s, u c}\left(1+\delta^{u c}\right),  \tag{6.2.18}\\
\Gamma_{12}^{s, u u} & \rightarrow \Gamma_{12}^{s, u u}\left(1+\delta^{u u}\right), \tag{6.2.19}
\end{align*}
$$

with $\delta^{c c} \geq \delta^{u c} \geq \delta^{u u}$ and the requirement that all $\delta$ s must have the same sign. Now we get for the observables

$$
\begin{align*}
\frac{\Delta \Gamma_{s}}{\Delta M_{s}} & =48.1\left(1+0.982 \delta^{c c}+0.0187 \delta^{u c}-0.000326 \delta^{u u}\right) \cdot 10^{-4}  \tag{6.2.20}\\
\Delta \Gamma_{d} & =26.1\left(1+0.852 \delta^{c c}+0.350 \delta^{u c}-0.202 \delta^{u u}\right) \cdot 10^{-4} \mathrm{ps}^{-1}  \tag{6.2.21}\\
a_{s l}^{s} & =2.225\left(1-7.75 \delta^{c c}+8.67 \delta^{u c}+0.0780 \delta^{u u}\right) \cdot 10^{-5}  \tag{6.2.22}\\
a_{s l}^{d} & =-4.74\left(1-8.52 \delta^{c c}+9.60 \delta^{u c}-0.0787 \delta^{u u}\right) \cdot 10^{-4} . \tag{6.2.23}
\end{align*}
$$

In the case of $\Delta \Gamma_{s}$, which will be used to determine the size of the duality violating $\delta \mathrm{s}$, the coefficients of the $u u$ component are suppressed by more than three orders of magnitude compared to the rest and therefore neglected. For the semi-leptonic CP asymmetries the $u u$ duality violating component is about two orders of magnitude lower than the rest, thus we neglect the $u u$ component in the following. This might lead to an uncertainty of about $20 \%$ in the duality bounds for $\Delta \Gamma_{d}$, which we will keep in mind.

Considering only $\delta^{c c}$ and $\delta^{u c}$ we get with the likelihood ratio test the bounds depicted in Fig. 6.2 at a $90 \%$ confidence level. Fig 6.2 shows that a duality violation of no


Figure 6.2: $90 \%$ confidence limits on $\delta^{c c}$ and $\delta^{u c}$ for the $B_{s}^{0}$-system from a comparison of the experimentally allowed region of $\left(\Delta \Gamma_{s} / \Delta M_{s}\right)$ with the theory expression in Eq. (6.2.20). The allowed regions for the $\delta$ s are shaded blue(grey). A deviation of the $\delta$ s from zero will also affect the theory prediction of $a_{s l}^{s}$ in Eq. 6.2.23. The modification factors of $a_{s l}^{s} / a_{s l}^{s, S M}$ are denoted by the black lines.
more than $35 \%$ is allowed in either $\Gamma_{c c}^{s}$ or in $\Gamma_{u c}^{s}$. We also see that it is in principle possible to see duality violation in $\Delta \Gamma_{s}$ but not in $a_{s l}^{s}$ and vice versa. Moreover, we find from the functional form of $a_{s l}^{s}$, that this quantity achieves a maximum (minimum) when $\delta_{u c}=0$ and $\delta_{c c}<0$ or ( $>0$ ). Our generalised parameterisation of duality violation gives now the most conservative bounds on the mixing observables

$$
\begin{align*}
a_{s l}^{s} & \in[-2.48,8.32] \cdot 10^{-5}  \tag{6.2.24}\\
a_{s l}^{d} & \in[-19.0,6.28] \cdot 10^{-4}  \tag{6.2.25}\\
\Delta \Gamma_{d} & \in[1.52,3.45] \cdot 10^{-3} \mathrm{ps}^{-1} \tag{6.2.26}
\end{align*}
$$

We are now in a position to make a strong statement: any measurement outside this range, cannot be due to duality violation and it will be an unambiguous signal for new physics.

Considering that the ranges in Eq. (6.2.24), Eq. (6.2.25) and Eq. (6.2.26) are considerably larger than the uncertainties of the corresponding SM prediction given on Tab. 6.2 the question of how to further shrink the duality bounds is arising. Currently the bound on the duality violating parameters $\delta$ comes entirely from $\Delta \Gamma_{s}$, where the current experimental and theoretical uncertainty adds up to $\pm 19 \%$.Any improvement on this uncertainty will shrink the allowed regions on $\delta$. In Section 6.3 we will discuss a more aggressive estimate of the theory predictions for the mixing observable, indicating that a theory uncertainty of about $\pm 10 \%$ or even $\pm 5 \%$ in $\Delta \Gamma_{s} / \Delta M_{s}$ might come into sight. Including also possible improvements in experiment this would indicate a region for $\delta$ that is considerably smaller than the ones given in Eq. (6.2.24), Eq. (6.2.25) and Eq. (6.2.26). The current (and a possible future) situation are summarised in Fig. 6.3. On the l.h.s. of Fig $6.3 \Delta \Gamma_{d}$ is investigated. The current experimental bound is given by the blue region, which can be compared to the SM prediction (green). As we have seen above, because of still sizeable uncertainties in $\Delta \Gamma_{s}$ duality violation of up to $35 \%$ can currently not be excluded - this would lead to an extended region (brown) for the SM prediction including duality violation. If in future $\Delta \Gamma_{s}$ will be known with a precision of about $5 \%$ both in theory and experiment, than the brown region will shrink to the orange


Figure 6.3: Comparison of SM prediction (green), $\mathrm{SM}+$ duality violation (brown), SM + duality violation in future (orange) and current experimental (blue) bound for $\Delta \Gamma_{d}$ (l.h.s.). One the r.h.s. the experimental bounds on $a_{s l}^{d}$ (brown) and $a_{s l}^{s}$ (blue) are shown in comparison to their theory values. Any measurement outside the allowed theory regions will be a clear indication for new physics. The theory uncertainties for $a_{s l}^{s}$ are so small, that they cannot be resolved, they are depicted by the black line. For $a_{s l}^{d}$ the duality allowed region (green) has quite some overlap with the experimental one, in future this region can be shrinked to the red region.
one - here also the intrinsic precision of the SM value will be reduced. In other words, currently any measurement of $\Delta \Gamma_{d}$ outside the brown region will be a clear signal of new physics; in future any measurement outside the orange region can be a signal of new physics. The same logic is applied for the r.h.s. of Fig. 6.3 , where $a_{s l}^{d}$ and $a_{s l}^{s}$ are investigated simultaneously. For $a_{s l}^{s}$ still any measurement outside the bounds in Eq. (6.2.24) would be clear indication of new physics. This bound in Fig 6.3 is so small, compared to the current blue experimental region, that it can only be resolved as a single line (black). For $a_{s l}^{d}$ the current experimental region is given by the orange region, which is only slightly larger, than the green region, which is indicating the theory prediction including duality violation. Future improvement in experiment and theory for $\Delta \Gamma_{s}$ will reduce the green region to the red one and then any measurement outside the red region will be a clear signal of new physics. In addition we can ask if there are more observables that will be affected by the above discussed duality violations. An obvious candidate is the dimuon asymmetry, which depends on $a_{s l}^{d}, a_{s l}^{s}$ and $\Delta \Gamma_{d}$. This will be discussed in Sec. 6.2.2. Another candidate is the the lifetime ratio $\tau\left(B_{s}^{0}\right) / \tau\left(B_{d}^{0}\right)$, where the dominant diagrams are very similar to the mixing ones, this observable will be studied further in Sec. 6.2.3.

### 6.2.2 Duality bounds from the dimuon asymmetry

In section 5.3 we introduced the like-sign dimuon asymmetry and we mentioned the discrepancies with respect to the SM found in the measurements performed by D0. Here we want to investigate the possibility of explaning the gap between theory and experiment as an effect of duality violation. Our starting point is Eq. 5.3.8), even though we have already identified problems on its derivation we will take into account the suggested factor of 0.5 in the coefficient of $\Delta \Gamma_{d}$ as a first correction to the interference contribution as pointed out by (115).
Using the information provided in we determine the set of coefficients for mixing and interference shown on Tab 6.4

With the inputs on Tab. 6.4 we obtain a SM estimate for $A_{C P}$ of

$$
\begin{equation*}
A_{C P}^{\mathrm{SM}}=(-2.61 \pm 0.64) \cdot 10^{-4} \tag{6.2.27}
\end{equation*}
$$

| Parameter | Value |
| :---: | :---: |
| $C_{s l}^{d}$ | $0.220 \pm 0.018$ |
| $C_{s l}^{s}$ | $0.157 \pm 0.013$ |
| $C_{\text {int }}$ | $-0.040 \pm 0.013$ |

Table 6.4: Mixing and Interference coefficients for the like-sign dimuon asymmetry formula in the Borissov-Honeisen interpretation.

Using our simple model for duality violation, see Tab.6.3, we get for the theory prediction of $A_{C P}$ after including duality violating effects

$$
\begin{equation*}
A_{C P}=-2.61(1-7.17 \delta) \cdot 10^{-4} \tag{6.2.28}
\end{equation*}
$$

This can be compared to the experimental result provided by D0 107

$$
\begin{equation*}
A_{C P}=(-2.35 \pm 0.84) \cdot 10^{-3} . \tag{6.2.29}
\end{equation*}
$$

We find that there is an agreement of experiment and theory if $\delta$ lies in the following region (90 \% confidence level)

$$
\begin{equation*}
-1.87 \leq \delta \leq-0.37 \tag{6.2.30}
\end{equation*}
$$

This is clearly out of the range found in Eq. (6.2.13) from the direct constraints of mixing observables. On the other hand we find with the allowed $\delta$-regions given in Eq. (6.2.13), that $A_{C P}$ can be at most enhanced to

$$
\begin{equation*}
-4.25 \cdot 10^{-4} \leq A_{C P} \leq-1.34 \cdot 10^{-4}, \tag{6.2.31}
\end{equation*}
$$

which is considerably smaller thant the experimental result. This excludes the possibility of explaining the current value for $A_{C P}$ as an effect of duality violation at the $2 \sigma$ level.

### 6.2.3 Duality bounds from lifetime ratios

Very similar diagrams to the ones in $\Gamma_{12}^{q}$ arise in the lifetime ratio $\tau\left(B_{s}^{0}\right) / \tau\left(B_{d}^{0}\right)$, see Fig.6.4. The obvious difference between the two diagrams is the trivial exchange of


Figure 6.4: Diagrams contributing to the $\Gamma_{12}^{q}$ (l.h.s.) and diagrams contributing to the lifetime of a $B_{q}^{0}$-meson (r.h.s.).
$b$ - and $q$-lines at the right end of the diagrams. A more subtle and more important difference lies in the possible intermediate states, when cutting the diagrams in the middle. In the case of lifetimes all possible intermediate states that can originate from a $x \bar{y}$ quark pair, can arise. In the case of mixing, we have only the subset of all intermediate states into which both $B_{q}^{0}$ and $\bar{B}_{q}^{0}$ can decay. Independent of this observation, our initial argument that the phase space for intermediate $c \bar{c}$-states is smaller than the one for intermediate $u \bar{c}$-states, which is again smaller that the $u \bar{u}$-case, still holds. Hence we assume that the $x \bar{y}$-loop for the lifetime ratio, has the same duality violating factor $\delta^{x y}$ as the $x \bar{y}$-loop for $\Gamma_{12}^{q}$. It turns out that the largest weak annihilation contribution to the $B_{s}^{0}$-lifetime is given by a $c c$-loop, while for the $B_{d}^{0}$-lifetime a $u c$-loop is dominating. This observation tells us that duality will not not drop out in the lifetime ratio, because the dominating contributions for $B_{s}^{0}$ and $B_{d}^{0}$ are affected differently. Using our above model and modifying the $c c$-loop with a factor $1+4 \delta$ and the $u c$-loop with a factor $1+\delta$, we get with the expressions in $120-123$

$$
\begin{equation*}
\frac{\tau\left(B_{s}^{0}\right)}{\tau\left(B_{d}^{0}\right)}=1.00050 \pm 0.00108-0.0225 \delta \tag{6.2.32}
\end{equation*}
$$

A detailed estimate of the theoretical error is given in Appendix E. Unfortunately, the SM prediction relies strongly on lattice calculations that are already 15 years old [181] and no update has been performed since then. For a more detailed discussion of the status of lifetime predictions, see [120]. Nevertheless, one finds a big impact of the duality violating factor $\delta$ on the final result. A value of $\delta=1$ would have huge effects, compared to the central value within the SM and its uncertainty.

Our theory prediction can be compared to the current experimental value for the lifetime ratio [1]

$$
\begin{equation*}
\frac{\tau\left(B_{s}^{0}\right)}{\tau\left(B_{d}^{0}\right)}=0.990 \pm 0.004 \tag{6.2.33}
\end{equation*}
$$

If the tiny deviation between theory and experiment is attributed to duality violation, then we get an allowed range for $\delta$ of

$$
\begin{align*}
& \delta \in[+0.243,+0.698] \text { (naive) }  \tag{6.2.34}\\
& \delta \in[+0.179,+0.743] \text { (likelihood ratio } 90 \% \text { ) } \tag{6.2.35}
\end{align*}
$$

There is currently a discrepancy of about $2.5 \sigma$ between experiment (Eq.(6.2.33)) and theory (Eq. 6.2 .32 ) and this difference could stem from new physics or a sizeable duality violation of $\delta \approx 0.5$ in lifetimes. The allowed region of the duality violating parameter $\delta$ can be read off Fig. 6.5, where the current experimental bound from Eq. (6.2.33) is given by the blue region and theory prediction including hypothetical duality violation by the red region. It goes without saying that 2.5 standard deviations is much too little to justify profound statements, thus we consider next future scenarios where the experimental uncertainty of the lifetime ratio will be reduced to $\pm 0.001$.

- Scenario I: the central value will stay at the current slight deviation from one:

$$
\begin{equation*}
{\frac{\tau\left(B_{s}^{0}\right)}{\tau\left(B_{d}^{0}\right)}}^{\text {Scenario I }}=0.990 \pm 0.001 \tag{6.2.36}
\end{equation*}
$$

This scenario corresponds to a clear sign of duality violation or new physics in the lifetime ratio. Assuming the first one, we get a range of $\delta$ of (see the violet region in Fig 6.5

$$
\begin{align*}
& \delta \in[0.377,0.563] \text { naive }  \tag{6.2.37}\\
& \delta \in[0.359,0.575] \text { likelihood ratio } 90 \% . \tag{6.2.38}
\end{align*}
$$

Thus the lifetime ratio requires large values of $\delta$. Our final conclusions depend now on the future developments of $\Delta \Gamma_{s}$. Currently $\Delta \Gamma_{s}$ requires small values of $\delta$, which is in contrast to scenario I. Thus we have to assume additional new physics effects - either in mixing or in lifetimes - that might solve the


Figure 6.5: Duality bounds extracted from the lifetime ratio $\tau\left(B_{s}^{0}\right) / \tau\left(B_{d}^{0}\right)$. The red band shows the theoretical expected value, see Eq. 6.2.32) of the lifetime ratio in dependence of the $\delta$. The current experimental bound is given by the blue region and the overlap of both gives the current allowed region $\delta$, indicated in Eq.(6.2.35). The future scenarios are indicated by the violet band (Scenario I) and the green band (Scenario II). Again the overlap of the future scenarios with the theory prediction gives future allowed regions for $\delta$.
discrepancy. If in future the theory value of $\Delta \Gamma_{s}$ will go up sizeable or the experimental value will go down considerably, then mixing might also require a big value of $\delta$ and we then would have duality violation as a simple solution for explaining discrepancies in both lifetimes and $B_{s}^{0}$-mixing.

- Scenario II: the central value will go up to the SM expectation:

$$
\begin{equation*}
{\frac{\tau\left(B_{s}^{0}\right)}{\tau\left(B_{d}^{0}\right)}}^{\text {Scenario II }}=1.000 \pm 0.001 \tag{6.2.39}
\end{equation*}
$$

In that case we will find only a small allowed region for $\delta$ around zero, see the green region in Fig 6.5

$$
\begin{align*}
& \delta \in[-0.0708,0.116] \text { naive }  \tag{6.2.40}\\
& \delta \in[-0.0853,0.130] \text { likelihood ratio } 90 \% \tag{6.2.41}
\end{align*}
$$

The above region is, however, still larger than the one obtained from $\Delta \Gamma_{s}$. New lattice determinations of lifetime matrix elements might change this picture and in the end the lifetime ratio might also lead to slightly stronger duality violating bounds than $\Delta \Gamma_{s}$. Again our final conclusion depends on future developments related to $\Delta \Gamma_{s}$. If both experiment and theory for mixing stay at their current central values, we simply get very strong bounds on $\delta$. If theory or experiment will change in future, this could be indications for deviations in mixing, which have to be compared to the agreement of experiment and theory for lifetimes in Scenario II.

In Section 6.3 we will discuss a possible future development of future theory predictions for mixing observables.

Before we proceed let us make a comment about our duality model. In principle we also could generalise our duality ansatz, and modify the cc-loop with a factor $1+\delta^{c c}$ and the uc-loop with a factor $1+\delta^{u c}$, as we did in the mixing case. We get the following expression

$$
\begin{equation*}
\frac{\tau\left(B_{s}^{0}\right)}{\tau\left(B_{d}^{0}\right)}=1+0.0005\left(1-13.4 \delta^{c c}+8.92 \delta^{u c}\right) \tag{6.2.42}
\end{equation*}
$$

Here one sees a pronounced cancellation of the $c c$ and the $u c$ contribution, if one allows $\delta^{c c}$ to be of similar size as $\delta^{u c}$. This is, however, not what we expect from our
phase space estimates for duality violation. Thus we use for the lifetime ratio only our model given in Eq. (6.2.32).

### 6.3 Numerical Updates of Standard Model Predictions

We have already pointed out that more precise values of $\Delta \Gamma_{s}$ are needed to derive more stringent bounds on duality violation in the $B$-system. Very recently the Fermilab MILC collaboration presented a comprehensive study of the non-perturbative parameters that enter $B$-mixing $\left.[79]\right|^{1}$

A brief summary of their results reads:

- Improved numerical values for the non-perturbative matrix elements $\langle Q\rangle$, $\left\langle Q_{S}\right\rangle,\left\langle\tilde{Q}_{S}\right\rangle,\left\langle R_{0}\right\rangle,\left\langle R_{1}\right\rangle$ and $\left\langle\tilde{R}_{1}\right\rangle$ that are necessary for $\Delta \Gamma_{q}$ and $\Delta M_{q}$. Hence we have numerical values for all operators that are arising up to dimension seven in the HQE, up to $R_{2}$ and $R_{3}$, which are still unknown and can only be estimated by using vacuum insertion approximation.
- The results provide a very strong confirmation of vacuum insertion approximation. All their bag parameters turn out to be in the range of 0.8 to 1.2 . Sometimes in the literature different normalisations of the matrix elements are used, that lead to values of the bag parameters that differ from one in vacuum insertion approximation, see e.g. the discussion in [15]. The definitions in 79 are all consistent with $B=1 \pm 0.2$ in vacuum insertion approximation.
- The numerical values of $f_{B q}^{2} B$ are larger than most previous lattice calculations. Based on these new results we perform a more aggressive - compared to the recent study in [15] - numerical analysis of the SM predictions, where we try to push

[^7]the current theory uncertainties to the limits. In particular we will modify the predictions in 15 by using

- Most recent values of the CKM parameter from CKMfitter (17) (similar values can be obtained from UTfit [54]).
- New Fermilab MILC results for the bag parameters of $Q, \tilde{Q}_{S}, R_{0}, R_{1}$ and $\tilde{R}_{1}$. We do not try to average with other lattice results, e.g. the values given by FLAG 183.
- Assume vacuum insertion approximation for $R_{2}$ and $R_{3}$ with a small uncertainty of $B=1 \pm 0.2$. We note that this is not clearly justified yet and it has to be confirmed by independent determinations of the corresponding bag parameters.
- Use results derived from equations of motion $\tilde{B}_{R_{3}}=7 / 5 B_{R_{3}}-2 / 5 B_{R_{2}}$ and $\tilde{B}_{R_{2}}=-B_{R_{2}} 170$.

All inputs are listed in Appendix E. We first note that the overall normalisation due to $f_{B_{q}}^{2} B$ seems to be considerably enhanced now, so we expect enhancements in $\Delta M_{q}$ and $\Delta \Gamma_{q}$ that will cancel in the ratio. Moreover the uncertainty in the bag parameter ratio $\tilde{B}_{S} / B$ is larger than e.g. in 15 . On the other hand the dominant uncertainty due to $R_{2}$ and $R_{3}$ will now be dramatically be reduced.

Putting everything together we get with the new parameters, the predictions presented on Tab. 6.3 for the two neutral $B$-systems, which are compared with the more conservative theory predictions [15] and the experimental values from HFAG [1], that were already given on Tab. 6.2.

The new theory values for $\Delta M_{q}$ and $\Delta \Gamma_{q}$ are larger than the ones presented in [15] and they are further from experiment. For the ratios $\Delta \Gamma_{q} / \Delta M_{q}$ and $a_{s l}^{q}$ the central values are only slightly enhanced. The overall error shrinks by about a factor of two for $\Delta M_{s}$ and also sizeably for $\Delta M_{d}, \Delta \Gamma_{q}$ and the ratios $\Delta \Gamma_{q} / \Delta M_{q}$. For the semi-leptonic asymmetries the effect is less pronounced. In Appendix E a detailed analysis of the errors is given.

It is now interesting to consider the ratios of the new SM predictions normalised to

| Observable | SM - conservative | SM - aggressive | Experiment |
| :---: | ---: | ---: | ---: |
| $\Delta M_{s}\left(\mathrm{ps}^{-1}\right)$ | $(18.3 \pm 2.7)$ | $(20.31 \pm 1.37)$ | $(17.757 \pm 0.021)$ |
| $\Delta \Gamma_{s}\left(\mathrm{ps}^{-1}\right)$ | $(0.088 \pm 0.02)$ | $(0.098 \pm 0.014)$ | $(0.082 \pm 0.006)$ |
| $a_{s l}^{s}$ | $(2.22 \pm 0.27) \cdot 10^{-5}$ | $(2.27 \pm 0.25) \cdot 10^{-5}$ | $(-7.5 \pm 4.1) \cdot 10^{-3}$ |
| $\frac{\Delta \Gamma_{s}}{\Delta M_{s}}$ | $48.1(1 \pm 0.173) \cdot 10^{-4}$ | $49.3(1 \pm 0.125)$ | $46.2(1 \pm 0.073) \cdot 10^{-4}$ |
| $\Delta M_{d}\left(\mathrm{ps}^{-1}\right)$ | $(0.528 \pm 0.078)$ | $(0.606 \pm 0.056)$ | $(0.5055 \pm 0.0020)$ |
| $\Delta \Gamma_{d}\left(\mathrm{ps}^{-1}\right)$ | $(2.61 \pm 0.59) \cdot 10^{-3}$ | $(2.99 \pm 0.52) \cdot 10^{-3}$ | $(0.658 \pm 6.579) \cdot 10^{-3}$ |
| $a_{s l}^{d}$ | $(-4.7 \pm 0.6) \cdot 10^{-4}$ | $(-4.90 \pm 0.54) \cdot 10^{-4}$ | $(-1.5 \pm 1.7) \cdot 10^{-3}$ |
| $\frac{\Delta \Gamma_{d}}{\Delta M_{d}}$ | $49.4(1 \pm 0.172) \cdot 10^{-4}$ | $49.3(1 \pm 0.149)$ | $13.0147(1 \pm 10) \cdot 10^{-3}$ |

Table 6.5: Comparison between the conservative and the aggressive estimates for $B_{s}^{0}$ and $B_{d}^{0}$ mixing observables
the experimental numbers.

$$
\begin{align*}
\frac{\Delta M_{s}^{\text {SMagr. }}}{\Delta M_{s}^{\text {Exp }}} & =1.133(1 \pm 0.068)(1 \pm 0.0012)  \tag{6.3.1}\\
& =1.133(1 \pm 0.068)  \tag{6.3.2}\\
\frac{\Delta \Gamma_{s}^{\text {SMagr. }}}{\Delta \Gamma_{s}^{\text {Exp }}} & =1.20(1 \pm 0.142)(1 \pm 0.073)  \tag{6.3.3}\\
& =1.20(1 \pm 0.16)  \tag{6.3.4}\\
\frac{\left(\frac{\Delta \Gamma_{s}}{\Delta M_{s}}\right)^{\text {Exp. }}}{\left(\frac{\Delta \Gamma_{s}}{\Delta M_{s}}\right)^{\text {SMagr. }}} & =0.947(1 \pm 0.125)(1 \pm 0.073)  \tag{6.3.5}\\
& =0.947(1 \pm 0.145)  \tag{6.3.6}\\
\frac{\Delta M_{d}^{\text {SMagr. }}}{\Delta M_{d}^{\text {Exp }}} & =1.201(1 \pm 0.093)(1 \pm 0.0040)  \tag{6.3.7}\\
& =1.20(1 \pm 0.09) \tag{6.3.8}
\end{align*}
$$

Here one clearly sees the enhancements of the mass differences, which are up to $20 \%$ or more than two standard deviations above the experimental value. The decay rate difference $\Delta \Gamma_{s}$ is also enhanced by about $20 \%$ above the measured value; due to larger uncertainties, this is statistically less significant. The dominant source for this enhancement is the new value of $\langle Q\rangle$. The ratio $\Delta \Gamma_{s} / \Delta M_{s}$ is slightly lower than before, but still consistent with the corresponding experimental number.

December 1, 2016

Taking the deviations above seriously, we can think about several possible interpretations:

1. Statistical fluctuations in the experimental results of the order of three standard deviations might explain the deviation in $\Delta \Gamma_{s}$, while the deviation in $\Delta M_{s}$ cannot be explained by a fluctuation in the experiment.
2. Duality violations alone cannot explain these deviations, because they have no visible effects on $\Delta M_{q}$.
3. The lattice normalisation for $f_{B}^{2} B$ is simply too high, future investigations will bring down the value and there is no NP in mixing. Currently there is no foundation for this possibility, but we try to leave no stone unturned. Since $f_{B}^{2} B$ cancels in the ratio of mass and decay rate difference, we can use the new values to give the most precise SM prediction of $\Delta \Gamma_{s}$ via

$$
\begin{equation*}
\frac{\Delta \Gamma_{s}}{\Delta M_{s}} \cdot 17.757 \mathrm{ps}^{-1}\left(\equiv \Delta M_{s}^{\exp }\right)=0.087 \pm 0.010 \mathrm{ps}^{-1} \tag{6.3.9}
\end{equation*}
$$

Now the theory error is very close to the experimental one and it would be desirable to have more precise values in theory and in experiment. In that case we also get an indication of the short-term perspectives for duality violating bounds. The above numbers indicate an uncertainty of $\pm 0.138$ for the ratio $\Delta \Gamma_{s} / \Delta M_{s}$, which corresponds - in the case of a perfect agreement of experiment and theory - to a bound on $\delta$ of $\pm 0.035$. This would already be a considerable improvement compared to the current situation.
4. Finally the slight deviation might be a first hint for NP effects.
(a) To explain the deviation in the decay rate difference one needs new physics effects in tree level decays, while deviation in $M_{12}$ might be solved by new physics effects in loop contributions.
(b) In principle one can think of the possibility of new tree-level effects that modify both $\Delta \Gamma_{s}$ and $\Delta M_{s}$, but which cancels in the ratio. $\Delta M_{s}$ is affected by a double insertion of the new tree-level operators. Following the strategy described in e.g. [2], we found, however, that the possible effects on the mass difference are much too small.
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(c) Finally there is also the possibility of having a duality violation of about $20 \%$ in $\Delta \Gamma_{s}$, while the effect in $\Delta M_{s}$ is due to new physics in loops. This possibility can be tested in future by more precise investigations of the lifetime ratio $\tau\left(B_{s}^{0}\right) / \tau\left(B_{d}^{0}\right)$.

In order to draw any definite conclusions about these interesting possibilities, we need improvements in several sectors: from experiment we need more precise values for $\Delta \Gamma_{s}$ and $\tau\left(B_{s}^{0}\right) / \tau\left(B_{d}^{0}\right)$. A first measurement of $\Delta \Gamma_{d}$ will also be very helpful. A measurement of the semi-leptonic asymmetries outside the duality-allowed regions would already be a clear manifestation of new physics in the mixing system. From the theory side we need (in ranked order)

1. A first principle determination of the dimension 7 operators $B_{R_{2,3}}$ and the corresponding colour-rearranged ones.
2. Independent lattice determinations of the matrix elements of $Q, Q_{S}, \tilde{Q}_{S}, R_{0}$, $R_{1}$ and $\tilde{R}_{1}$.
3. NNLO QCD calculations for the perturbative part of $\Gamma_{12}$.

These improvements seem possible in the next few years and they might lead the path to a detection of new physics effects in meson mixing.

### 6.4 D-mixing

D-mixing is by now experimentally well established and the values of the mixing parameters are quite well measured [1]:

$$
\begin{align*}
& x=(0.37 \pm 0.16) \cdot 10^{-2},  \tag{6.4.1}\\
& y=\left(0.66_{-0.10}^{+0.07}\right) \cdot 10^{-2} . \tag{6.4.2}
\end{align*}
$$

Using $\tau\left(D^{0}\right)=0.4101 \mathrm{ps}$ [184], this can be translated into

$$
\begin{align*}
& \Delta M_{D}=\frac{x}{\tau\left(D^{0}\right)}=0.00902 \mathrm{ps}^{-1},  \tag{6.4.3}\\
& \Delta \Gamma_{D}=2 \frac{y}{\tau\left(D^{0}\right)}=0.0322 \mathrm{ps}^{-1} . \tag{6.4.4}
\end{align*}
$$

When trying to compare these numbers with theory predictions, we face the problem that it is not obvious if our theory tools are also working in the $D$-system. Till now the mixing quantities have been estimated via exclusive and inclusive approaches. The exclusive approach is mostly based on phase space and $S U(3)_{F}$-symmetry arguments, see e.g. [185, 186]. Within this approach values for x and y of the order of $1 \%$ can be obtained. Thus, even if it is not a real first principle approach, this method seems to be our best currently available tool to describe $D$-mixing. Inclusive HQE calculations worked very well in the $B$-system, but their naive application to the $D$-system gives results that are several orders of magnitude lower than the experimental result 187, 188. Hence it seems we are left with some of the following options:

- The HQE is not valid in the charm system. This obvious solution might however, be challenged by the fact that the tiny theoretical $D$-mixing result is solely triggered by an extremely effective GIM cancellation [55], see e.g. the discussion in 189, and not by the smallness of the first terms of the HQE expansion. A breakdown of the HQE in the charm system could best be tested by investigating the lifetime ratio of $D$-mesons. From the theory side, the NLO QCD corrections have been determined for the lifetime ratio in 190 and it seems that the experimental measured values can be reproduced. To draw a definite conclusion about the agreement of experiment and theory for lifetimes and thus about the convergence of the HQE in the charm system, lattice evaluations of the unknown charm lifetime matrix elements are urgently needed. So this issue is currently unsettled.
- Bigi and Uraltsev pointed out in 2000 191 that the extreme GIM cancellation in $D$-mixing might be lifted by higher terms in HQE, i.e. the $1 / m_{c^{-}}$ suppression of higher terms in the HQE is overcompensated by a lifting of the GIM cancellation in higher order terms. There are indications for such an effect, see 189, 192, but it is not clear whether the effect is large enough to explain the experimental mixing values. To make further progress in that direction we need the perturbative calculation of the dimension 9 and 12 terms of the OPE and an idea of how to estimate the matrix elements of the arising
$\mathrm{D}=9$ and $\mathrm{D}=12$ operators. Hence this possibility is not ruled out yet.
- The deviation of theory and experiment could of course also be due to new physics effects. Bounds on new physics models from determining their contributions to $D$-mixing, while more or less neglecting the SM contributions were studied e.g. in [193].

In this work we will investigate the related question, whether relatively small duality violating effects in inclusive charm decays could explain the deviation between experiment and the inclusive approach. We consider the decay rate difference $\Delta \Gamma_{D}$ for this task. According to the relation (see the derivation in Section 1.3.3)

$$
\begin{equation*}
\Delta \Gamma_{D} \leq 2\left|\Gamma_{12}\right|, \tag{6.4.5}
\end{equation*}
$$

we will only study $\left|\Gamma_{12}\right|$ and test whether it can be enhanced close to the experimental value of the decay rate difference. This is of course only a necessary, but not a sufficient condition for an agreement of experiment and theory. A complete answer would also require a calculation of $\left|M_{12}\right|$, which is beyond the scope of this work. $\Gamma_{12}$ consists again of three CKM contributions

$$
\begin{equation*}
\Gamma_{12}=-\left(\lambda_{s}^{2} \Gamma_{12}^{s s}+2 \lambda_{s} \lambda_{d} \Gamma_{12}^{s d}+\lambda_{d}^{2} \Gamma_{12}^{d d}\right), \tag{6.4.6}
\end{equation*}
$$

with the CKM elements $\lambda_{d}=V_{c d} V_{u d}^{*}$ and $\lambda_{s}=V_{c s} V_{u s}^{*}$. Using again the unitarity of the CKM matrix $\left(\lambda_{d}+\lambda_{s}+\lambda_{b}=0\right)$ we get

$$
\begin{equation*}
\Gamma_{12}=-\lambda_{s}^{2}\left(\Gamma_{12}^{s s}-2 \Gamma_{12}^{s d}+\Gamma_{12}^{d d}\right)+2 \lambda_{s} \lambda_{b}\left(\Gamma_{12}^{s d}-\Gamma_{12}^{d d}\right)-\lambda_{b}^{2} \Gamma_{12}^{d d} . \tag{6.4.7}
\end{equation*}
$$

The CKM-factor have now a very pronounced hierarchy, they read

$$
\begin{align*}
\lambda_{s}^{2} & =4.81733 \cdot 10^{-2}-3.00433 \cdot 10^{-6} i  \tag{6.4.8}\\
2 \lambda_{s} \lambda_{b} & =2.49872 \cdot 10^{-5}+5.90908 \cdot 10^{-5} i  \tag{6.4.9}\\
\lambda_{b}^{2} & =-1.48814 \cdot 10^{-8}+1.53241 \cdot 10^{-8} i \tag{6.4.10}
\end{align*}
$$

The numerical values of the $\Gamma_{12}^{x y}$ can be expanded in powers of $\bar{z}_{s}=\left(\bar{m}_{s}\left(\bar{m}_{c}\right) / \bar{m}_{c}\left(\bar{m}_{c}\right)\right)^{2} \approx$ 0.0092 .

$$
\begin{align*}
\Gamma_{12}^{s s} & =1.8696-5.5231 \bar{z}_{s}-13.8143 \bar{z}^{2}+\ldots \bar{z}^{3}+\ldots  \tag{6.4.11}\\
\Gamma_{12}^{s d} & =1.8696-2.7616 \bar{z}_{s}-7.4906 \bar{z}^{3}+\ldots \bar{z}^{3}+\ldots  \tag{6.4.12}\\
\Gamma_{12}^{d d} & =1.8696 \tag{6.4.13}
\end{align*}
$$

Looking at the expressions in Eq. (6.4.7) we see an extreme GIM cancellation in the CKM-leading term, while the last term without any GIM cancellation is strongly CKM suppressed. We get

$$
\begin{align*}
\Gamma_{12}^{s s}-2 \Gamma_{12}^{s d}+\Gamma_{12}^{d d} & =1.17 \bar{z}^{2}-59.5 \bar{z}^{3}+\ldots  \tag{6.4.14}\\
\Gamma_{12}^{s d}-\Gamma_{12}^{d d} & =-2.76 \bar{z}+\ldots \tag{6.4.15}
\end{align*}
$$

Using our simplest duality violating model

$$
\begin{align*}
& \Gamma_{12}^{s s} \rightarrow \Gamma_{12}^{s s}(1+4 \delta),  \tag{6.4.16}\\
& \Gamma_{12}^{s d} \rightarrow \Gamma_{12}^{s d}(1+\delta),  \tag{6.4.17}\\
& \Gamma_{12}^{d d} \rightarrow \Gamma_{12}^{d d}(1+0 \delta), \tag{6.4.18}
\end{align*}
$$

we find

$$
\begin{align*}
\Gamma_{12}^{s s}-2 \Gamma_{12}^{s d}+\Gamma_{12}^{d d}= & 1.17 \bar{z}^{2}-59.5 \bar{z}^{3}+\ldots \\
& +\delta\left(3.7392-16.5692 z-40.276 z^{2}+\ldots\right),  \tag{6.4.19}\\
\Gamma_{12}^{s d}-\Gamma_{12}^{d d}= & -2.76 \bar{z}+\ldots \\
& +\delta(1.8696-2.7616 z-7.4906+\ldots) . \tag{6.4.20}
\end{align*}
$$

Eq. (6.4.20) shows that our duality violating model completely lifts the GIM cancellation and that even tiny values of $\delta$ will lead to an overall result that is much bigger than the usual SM predictions within the inclusive approach. For our final conclusions we will use the generalised duality violating model

$$
\begin{align*}
& \Gamma_{12}^{s s} \rightarrow \Gamma_{12}^{s s}\left(1+\delta^{s s}\right),  \tag{6.4.21}\\
& \Gamma_{12}^{s d} \rightarrow \Gamma_{12}^{s d}\left(1+\delta^{s d}\right),  \tag{6.4.22}\\
& \Gamma_{12}^{d d} \rightarrow \Gamma_{12}^{d d}\left(1+\delta^{d d}\right), \tag{6.4.23}
\end{align*}
$$

with $\delta^{s s} \geq \delta^{s d} \geq \delta^{d d}$. Next we test for what values of $\delta$ the inclusive approach can reproduce the experimental results for $\Delta \Gamma_{D}$. The corresponding allowed regions for $\delta^{s s, s d, d d}$ are given as shaded areas in Fig 6.6. As expected, very small values of $\delta$ cannot give an agreement between HQE and experiment, surprisingly, however, values as low as $\delta^{s s} \approx 0.18$ can explain the current difference. So a duality violation


Figure 6.6: $90 \%$ confidence limits on $\delta^{s s}$, $\delta^{s d}$ and $\delta^{d d}$ for the $D$-system from a comparison of the experimentally allowed region of $\Delta \Gamma_{D}$ with the theory prediction based on the HQE. The allowed regions for the $\delta$ s are shaded. Depending on the values of $\delta^{d d}$, different colours are used. As expected for small values of $\delta$ the experimental value of $\Delta \Gamma_{D}$ can not be reproduced. Thus the area in the centre is free. Starting from values of about $20 \%$ on duality violation can explain the difference between experiment and HQE. To see more precisely, where the smallest possible value of $\delta$ lies, we have zoomed into the overlap region.
of the order of $20 \%$ in the HQE for the charm system is sufficient to explain the huge discrepancy between a naive application of the HQE and the measured value for $\Delta \Gamma_{D}$.

## Chapter 7

## Conclusions

This thesis summarizes the investigation on different aspects of neutral $B$ meson phenomenology. We started by questioning the well accepted assumption of having no new physics in tree level decays, in particular we explored for possible deviations with respect to the SM values in the dimension six current-current operators $\hat{Q}_{1}$ (colour suppressed) and $\hat{Q}_{2}$ (colour allowed) associated with the quark level transitions $b \rightarrow q \bar{q}^{\prime} s$ and $b \rightarrow q \bar{q}^{\prime} d\left(q, q^{\prime}=u, c\right)$. We evaluated the size of the new physics effects by modifying the corresponding Wilson coefficients according to $C_{1} \rightarrow C_{1}+\Delta C_{1}, C_{2} \rightarrow C_{2}+\Delta C_{2}$, for $\Delta C_{1,2} \in \mathcal{C}$; we found that sizeable deviations in $\Delta C_{1,2}$ are not ruled out by the recent experimental data. Our analysis was based on a statistical fit where we included different B-physics observables involving the decay processes: $\bar{B}_{d}^{0} \rightarrow \pi \pi, \bar{B}_{d}^{0} \rightarrow \pi \rho, \bar{B}_{d}^{0} \rightarrow \rho \rho, \bar{B}_{d}^{0} \rightarrow D^{*} \pi, \bar{B}_{d}^{0} \rightarrow D^{*} h^{0}$ (where $h^{0}$ stands for the mesons $\left.\pi^{0}, \omega, \eta\right), \bar{B}_{d}^{0} \rightarrow J / \psi K_{S}, B \rightarrow X_{d} \gamma$ and $B \rightarrow X_{s} \gamma$. We also considered neutral B mixing observables: the semileptonic asymmetries $a_{s l}^{s}$ and $a_{s l}^{d}$ as well as the decay width difference $\Delta \Gamma_{s}$ of $B_{s}^{0}$ oscillations. For the amplitudes of the hadronic transitions $\bar{B}_{d}^{0} \rightarrow \pi \pi, \bar{B}_{d}^{0} \rightarrow \pi \rho$ and $\bar{B}_{d}^{0} \rightarrow \rho \rho$ we used the formulas calculated within the QCD factorization framework. We have identified a high sensitivity on $\Delta C_{1,2}$ with respect to the power corrections arising in the annihilation topologies and in some cases in those for the hard-spectator scattering as well. It is also important to mention that the uncertainty in the parameter $\lambda_{B}$ used to describe the first moment of the light cone distribution for the neutral B mesons plays a crucial role in defining the size of $\Delta C_{1}$ and $\Delta C_{2}$. We made a channel by channel
study by combining different constraints for the decay chains $b \rightarrow u \bar{u} d, b \rightarrow c \bar{u} d$ and $b \rightarrow c \bar{c} d$; we also performed a universal fit where we included observables mediated by $b \rightarrow q q^{\prime} s$ decays as well. The universal fit provides the strongest bounds on the new physics deviations, we found that $\left|\operatorname{Re}\left(\Delta C_{1}\right)\right| \sim \mathcal{O}(30 \%),\left|\operatorname{Re}\left(\Delta C_{2}\right)\right| \sim \mathcal{O}(10 \%)$, $\left|\operatorname{Im}\left(\Delta C_{1}\right)\right| \sim \mathcal{O}(10 \%)$ and that $\left|\operatorname{Im}\left(\Delta C_{2}\right)\right| \sim \mathcal{O}(10 \%)$ whereas for the independent channel analyses the corresponding deviations can be at least two times larger.

We analysed the implications of having new physics in tree level b quark transitions over the decay width difference of neutral $B_{d}^{0}$ mixing $\Delta \Gamma_{d}$, this makes sense considering that its most recent experimental average is still consistent with zero. We found that enhancements in $\Delta \Gamma_{d}$ with respect to its SM value in the interval $-3.9<\Delta \Gamma_{d} / \Delta \Gamma_{d}^{S M}<2.6$ are consistent with current the experimental data. Next we evaluated the effect of our regions for $\Delta C_{1}$ and $\Delta C_{2}$ over the theoretical determination of the CKM phase $\gamma$, where the absence of penguins leads in principle to an exceptional theoretical cleanness. We found that $\gamma$ is highly sensitive to the imaginary components of $\Delta C_{1}$ and $\Delta C_{2}$. Here the observable $\sin \left(2 \beta_{d}\right)$ plays a central role in reducing the size of $\operatorname{Im}\left(\Delta C_{1}\right)$, where the amplitude for the process $B \rightarrow J / \psi K_{S}$ is an essential ingredient. Our current evaluation of the topological amplitudes determining the overall amplitude of the process $B \rightarrow J / \psi K_{S}$ gives an uncertainty of $60 \%$ and relays in relatively old expressions for the hard spectator functions, an update will be fundamental in order to reduce the possible value for $\Delta C_{1}$ and hence to minimize the deviations $\delta \gamma$ due to new physics at tree level. Our regions for $\Delta C_{1}$ and $\Delta C_{2}$ lead to deviations $\delta \gamma$ that saturate the uncertainty reported in the latest experimental average $-6.30^{\circ}<\delta \gamma<7.00^{\circ}$, this is a non negligible effect that deserves serious consideration in the theoretical estimation of the CKM angle $\gamma$. It should be stressed that during the computation of $\delta \gamma$ the ratios of the matrix elements $\left\langle\bar{D}^{0} K^{-}\right| Q_{1}^{\bar{u} c s}\left|B^{-}\right\rangle /\left\langle\bar{D}^{0} K^{-}\right| Q_{2}^{\bar{u} c s}\left|B^{-}\right\rangle$and $\left\langle D^{0} K^{-}\right| Q_{1}^{\bar{c} u s}\left|B^{-}\right\rangle /\left\langle D^{0} K^{-}\right| Q_{2}^{\bar{c} u s}\left|B^{-}\right\rangle$ were required, unfortunately they have not been calculated elsewhere, so we made a naive estimation based on the colour structure of the initial and final states and the ratio of the decay constants and form factors of the hadronic processes involved. Then, in order to make solid statements on the possible size of $\delta \gamma$, it is important
to determine these ratios from more fundamental principles.
The possibility of having enhancements on $\Delta \Gamma_{d}$ due to operators of the form $(\bar{d} b)(\bar{\tau} \tau)$ with respect to the SM was also considered. Depending on the Lorentz structure (scalar, vector, tensor) these operators contribute at tree level to the decays $B_{d}^{0} \rightarrow \tau^{+} \tau^{-}, B \rightarrow X_{d} \tau^{+} \tau^{-}$and $B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}$. For the decay $B_{d}^{0} \rightarrow \tau^{+} \tau^{-}$ there is a direct experimental bound available, on the other hand for the decays $B \rightarrow X_{d} \tau^{+} \tau^{-}$and $B^{+} \rightarrow \pi^{+} \tau^{+} \tau^{-}$an indirect bound was derived using the life-time difference of the $B_{d}^{0}$ and $B_{s}^{0}$ mesons. Further bounds for the tensor version of the operators $(\bar{d} b)(\bar{\tau} \tau)$ can be obtained using the processes $B \rightarrow X_{d} \gamma, B^{+} \rightarrow \pi^{+} \mu^{+} \mu^{-}$ and $B_{d}^{0} \rightarrow \gamma \gamma$, where $(\bar{d} b)(\bar{\tau} \tau)$ enters indirectly when it mixes with the operators mediating the decay chains $b \rightarrow d \gamma, b \rightarrow d l^{+} l^{-}(l=e, \mu)$. As in the case of our tree-level study we found that enhancements of several $100 \%$ are not excluded finding the largest enhancement factors from the operators with the vector Lorentz structure. It was argued that $\Delta \Gamma_{d}$ is proportional to the $\mathcal{C P}$ violation in interference contribution to the like sign dimuon asymmetry measured by the D 0 collaboration -Borissov-Hoeneisen interpretation-, this is highly interesting considering that this measurement is anomalous with respect to the SM expectation and that $\Delta \Gamma_{d}$ as described above is rather unconstrained. However, a careful analysis has shown that this relationship faces conceptual problems that remain to be solved.

Finally in the last chapter, we quantified the size of possible violations to the Hadron Quark duality in the neutral $B_{s, d}^{0}$ and $D^{0}$ sectors. We introduced a simple parameterization of duality violating effects $\delta$ based on phase space arguments: the smaller the remaining phase space in a heavy hadron decay is, the larger the duality violation might be. Our strongest bound on the duality violation parameter $\delta$ was obtained from the ratio

$$
\begin{equation*}
\frac{\left(\frac{\Delta \Gamma_{s}}{\Delta M_{s}}\right)^{\operatorname{Exp}}}{\left(\frac{\Delta \Gamma_{s}}{\Delta M_{s}}\right)^{\mathrm{SM}}}=0.96 \pm 0.19 \rightarrow|\delta| \lesssim 0.1 \tag{7.0.1}
\end{equation*}
$$

Currently $a_{s l}^{s, d}$ and $\Delta \Gamma_{d}$ have not been observed yet. Consequently we use our bounds on $\delta$ from $\Delta \Gamma_{s}$ to determine the maximal possible size of $a_{s l}^{s, d}$ and $\Delta \Gamma_{d}$ as the result of duality violations; this allow us to identify ranges for the values of these observ-
ables that can be explained as the result of the SM plus duality violation effects. These regions are compared with current experimental ranges in Fig.6.3. Based in our analysis we made the following statement: any measurement outside the region allowed by duality violation is a clear signal for new physics. We explored future scenarios where duality violation is further constrained by more precise values of $\Delta \Gamma_{s}$ in both experiment and theory.

We also studied the possibility of explaining the anomalous measurement of the like-sign dimuon asymmetry reported by D0 as an effect of duality violation. To do so, we used the Borissov-Hoeneisen interpretation including the correction factor for $\Delta \Gamma_{d}$ indicated by [115]; nevertheless we found that an agreement between theory and experiment for the dimuon asymmetry will require values of $\delta \in(-1.9,-0.4)$, this is considerably outside the bounds established by $\Delta \Gamma_{s}$. Hence, duality violation cannot explain the value of the like-sign dimuon asymmetry in the Borissov-Hoeneisen theoretical interpretation.

We have shown that the duality violating parameter $\delta$ will also affect the lifetime ratio $\tau\left(B_{s}^{0}\right) / \tau\left(B_{d}^{0}\right)$, where there is currently a deviation of about 2.5 standard deviations between experiment and theory. The historical development of this ratio suggests that this effect could be a statistical fluctuation. If we take the current deviation seriously, then we can consider two alternatives, this is either a hint for new physics or a sizeable indication for duality violations of the order of $\delta \sim 0.5$, which is inconsistent with the bounds on $\delta$ derived from $\Delta \Gamma_{s}$. A future reduction of the experimental error of $\tau\left(B_{s}^{0}\right) / \tau\left(B_{d}^{0}\right)$ will give us valuable insight. We have considered two future scenarios where we investigated the effects of reducing the experimental uncertainty on this ratio plus keeping its central value, or reducing the uncertainty in the experiment and taking its central value equal to the SM one. The conclusions however depend on how the theoretical and the experimental values for $\Delta \Gamma_{s}$ develop in the future; for instance if $\Delta \Gamma_{s}$ remains unchanged then duality violation will not be able to explain the results of the lifetimes and mixing observables simultaneously leading to potential signals of new physics. It is very important to note that the theory prediction has a very strong dependence on almost unknown lattice parameters; from the error budget for the lifetime ratio in Tab.(E.14) (Appendix E) it
can be seen that any new calculation of the bag parameters $\epsilon_{1,2}$ would bring large improvements in the theory prediction for $\tau\left(B_{s}^{0}\right) / \tau\left(B_{d}^{0}\right)$.

The SM predictions for the mixing observables $\Delta \Gamma_{s, d}, \Delta M_{s, d}$, and $a_{s l}^{s, d}$ were updated based on the recent Fermilab-MILC lattice results [79] for non-perturbative matrix elements, the latest CKM parameters from CKMfitter [17], and an aggressive error estimate on the unknown bag parameters of dimension seven operators. With this set of inputs the central value in Eq. (7.0.1) remains relatively unchanged, whereas the uncertainty drops to $\pm 0.15$. On the other hand the central values of the mixing observables are enhanced by $20 \%$ above the measurements with a significance of around 2 standard deviations. Before deriving any conclusions from these new results the following points should be addressed: 1) a first principle calculation of $\left\langle R_{2,3}\right\rangle$ - triggered by the results of [79] we simply assumed small deviations from vacuum insertion approximation; 2) an independent confirmation of the larger values of the matrix element $\langle Q\rangle$ found by [79].

In the case of neutral $D^{0}$ mixing we found that the current discrepancy of several orders of magnitude between the theoretical result estimated using the Heavy Quark Expansion and the experiment can be explained if we have duality violation effects as low as $20 \%$, this is a remarkable and unexpected result. However, in order to derive solid conclusions a lattice calculation of the matrix elements arising in the ratio of charm lifetimes is mandatory.

Based on the results described above we can see that questioning well accepted assumptions in high energy physics is well motivated. Our first journey in this direction has proven to be particularly illuminating in the sector of B meson physics, for instance our knowledge on certain theoretical quantities such as tree level Wilson coefficients and duality violation effects seems to be poorer than previously expected. Thus, a careful consideration of all these deviations is an essential factor that should be taken into account when making comparisons between theory and experiment. As a matter of fact our actual uncertainty on quantities that are supposed to be under good theoretical control can compete against the current precision data of experiments such as LHCb. Our investigations highlight the importance of
improvements in the theoretical tools used to calculate hadronic transitions, for instance we have just unveiled once more the relevance of having a first principles determination of power corrections in QCD factorization. Moreover, increasing the experimental precision in $\mathcal{C P}$ asymmetries is crucial to reduce the uncertainty on possible BSM weak phases.

We would like to mention possible future directions for our studies. During the first stage of our phenomenological analysis we have followed a model independent approach; for the sake of completeness it would be interesting to construct a theoretical model able to reproduce the deviations on $\Delta C_{1}$ and $\Delta C_{2}$ obtained in Chapter 4. During our new physics at tree level analysis we have generated a set of python libraries containing different B-physics observables, our plan is to use them as the starting point for a flavour fit program available to the public. This will allow the user to perform global fits and to investigate possible new physics effects not only in current-current operators but also in QCD and electroweak penguins. Finally, we would like to remark the importance of improving the theoretical and the experimental status of mixing quantities of neutral B mesons, here one crucial ingredient is the calculation of the matrix elements of the dimension 7 operators arising during the calculation of $\Gamma_{12}^{q}$. Currently there are plans for the estimation of these contributions using lattice techniques and QCD sum-rules. In view of our conclusions we want to highlight once more the importance of revising old assumptions in the light of new data and not to underestimate potential sources of uncertainties based on well accepted prejudices.
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## Appendix A

## Numerical inputs (Chapters 4 \& 5)

| Parameter | Value | Unit | Ref. | Parameter | Value | Unit | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Lepton masses, gauge boson masses and couplings |  |  |  |  |  |  |  |
| $m_{\mu}$ | 0.105 | GeV | 13) | $G_{F}$ | $1.16638 \cdot 10^{-5}$ | $\mathrm{GeV}^{-2}$ | 13] |
| $m_{\tau}$ | 1.777 | GeV | 13) | $\alpha_{s}\left(M_{Z}\right)$ | 0.1185 |  | 13] |
| $M_{Z}$ | 91.1876 | GeV | 13) |  | $7.29735 \cdot 10^{-3}$ |  | 13] |
| $M_{W}$ | 80.385 | GeV | 13] | $\Lambda_{\overline{M S}}$ | 0.233 | GeV | 13] |
| CKM |  |  |  |  |  |  |  |
| $\left\|V_{u s}\right\|$ | $0.22548_{-0.00034}^{+0.00068}$ |  | 17) | $\gamma$ | $\left(67.08_{-2.17}^{+0.97}\right)^{\circ}$ |  | 17. |
| $\left\|V_{c b}\right\|$ | $0.04117_{-0.00114}^{+0.0090}$ |  | 17) | $\sin (2 \beta)_{\text {dir }}$. | $0.710 \pm 0.011$ |  | 17. |
| $\left\|V_{u b} / V_{c b}\right\|$ | $0.0862 \pm 0.0044$ |  | 17) | $\sin (2 \beta)_{\text {indir }}$. | $0.748_{-0.032}^{+0.030}$ |  | 17 |

Table A.1: Collection of input parameters for the analysis of new physics in tree level b-quark effective operators and possible BSM enhancements in the observable $\Delta \Gamma_{d}$ (Chapters 4 and 5 respectively). The observable $\sin (2 \beta)$ is the result of a combined fit, two versions are presented including $\left(\sin (2 \beta)_{d i r}\right)$ and excluding $\left(\sin (2 \beta)_{\text {indir. }}\right.$. the direct measurement.

| Parameter | Value | Unit | Ref. | Parameter | Value | Unit | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Quark masses |  |  |  |  |  |  |  |
| $m_{d}$ | 0 | GeV |  | $m_{b}^{1 S}$ | $4.66 \pm 0.03$ | GeV | 13] |
| $m_{s}(2 \mathrm{GeV})$ | $0.0935 \pm 0.0025$ | GeV | (13) | $m_{t ; d i r}$. | $173.21 \pm 0.87$ | GeV | [13] |
| $\bar{m}_{c}\left(\bar{m}_{c}\right)$ | $1.275 \pm 0.025$ | GeV | 13 | $m_{t}^{\overline{M S}}$ | $160_{-4}^{+5}$ | GeV | 13] |
| $\bar{m}_{c}\left(\bar{m}_{b}\right)$ | $0.975 \pm 0.019$ | GeV |  | $m_{t}^{\text {pole }}$ | $176.7_{-3.4}^{+4.0}$ | GeV | 13] |
| $\bar{m}_{b}\left(\bar{m}_{b}\right)$ | $4.18 \pm 0.03$ | GeV | 13 | $m_{t}\left(m_{t}\right)$ | $165.696 \pm 0.726$ | GeV |  |
| $m_{b}^{\text {pole }}$ | $4.78 \pm 0.06$ | GeV | (13) | $m_{t}\left(m_{W}\right)$ | $175.9 \pm 0.771$ | GeV |  |
| $B$ - and light meson properties |  |  |  |  |  |  |  |
| $m_{B_{u}}$ | $5279.25 \pm 0.26$ | MeV | 13 | $f_{\rho}$ | $216 \pm 3$ | MeV | (64. 194 |
| $m_{B_{d}}$ | $5279.55 \pm 0.26$ | MeV | 13 | $f_{\rho}^{\perp}$ | $145 \pm 4$ | MeV | 197. |
| $m_{B_{s}}$ | $5366.7 \pm 0.4$ | MeV | 13 | $F^{B \rightarrow \pi}$ | $0.28 \pm 0.05$ |  | [64] |
| $m_{\pi^{+}}$ | 139.57 | MeV | 13 | $A_{0}^{B \rightarrow \rho}$ | $0.37 \pm 0.06$ |  | 64] |
| $m_{\pi^{0}}$ | 134.98 | MeV | 13 | $\lambda_{B}$ | $400 \pm 150$ | MeV | [64] |
| $m_{\rho}$ | $775.26 \pm 0.25$ | MeV | 13 | $a_{1 \pi}$ | 0.0 |  | 195, 196 |
| $m_{\omega}$ | 0.783 | MeV | 13 | $a_{2 \pi}$ | $0.17 \pm 0.10$ |  | 196 |
| $m_{K^{0}}$ | $497.614 \pm 0.024$ | MeV | [13] | $a_{1 \rho}$ | 0.0 |  | 197] |
| $f_{B_{u, d}}$ | $190.5 \pm 4.2$ | MeV | 183 | $a_{1 \rho}^{\perp}$ | 0.0 |  | 197] |
| $f_{B_{d}} \sqrt{B}$ | $175 \pm 12$ | MeV | 183 | $a_{2 \rho}$ | $0.1 \pm 0.05$ |  | 197 |
| $f_{B_{s}} \sqrt{B}$ | $216 \pm 15$ | MeV | $\mid 183$ | $a_{2 \rho}^{\perp}$ | $0.11 \pm 0.05$ |  | 197) |
| $f_{\pi}$ | $130.41 \pm 0.20$ | MeV | 13 | $\Lambda_{h}$ | 500 | MeV | 61] |

Table A.2: Collection (continuation) of input parameters for the analysis of new physics in tree level b-quark effective operators and possible BSM enhancements in the observable $\Delta \Gamma_{d}$ (Chapters 4 and 5 respectively).

| Parameter | Value | Unit | Ref. | Parameter | Value | Unit |
| :--- | :---: | :---: | :---: | :--- | :--- | :--- |
| Ref. |  |  |  |  |  |  |
| $B$ - and light meson properties | (continuation) |  |  |  |  |  |
| $\tilde{B}_{S} / B\left(B_{s}^{0}\right)$ | $1.07 \pm 0.06$ | 15 | $\tilde{B}_{R_{1}} / B\left(B_{d}^{0}\right)$ | $1.04 \pm 0.12$ |  |  |
| $\tilde{B}_{R_{0}}$ | $1.0 / 0.8 \pm 0.3$ |  | $\tilde{B}_{\tilde{R}_{1}} / B\left(B_{d, s}^{0}\right)$ | $1.27 \pm 0.16$ |  | 15 |
| $B_{R_{1}} / B\left(B_{d, s}^{0}\right)$ | $1.71 \pm 0.26$ | $\boxed{15}$ | $\tilde{B}_{R_{3}} / B\left(B_{d, s}^{0}\right)$ | $1.14 \pm 0.5$ |  |  |
| $B_{R_{2}} / B\left(B_{d, s}^{0}\right)$ | $1.14 \pm 0.5$ |  | $\tau\left(B_{s}^{0}\right)$ | $1.505 \pm 0.004$ | ps | $\|1\|$ |
| $B_{R_{3}} / B\left(B_{d, s}^{0}\right)$ | $1.14 \pm 0.5$ |  | $\tau\left(B_{d}^{0}\right)$ | $1.520 \pm 0.004$ | ps | 11 |

Table A.3: Collection (continuation) of input parameters for the analysis of new physics in tree level b-quark effective operators and possible BSM enhancements in the observable $\Delta \Gamma_{d}$ (Chapters 4 and 5 respectively).

## Appendix B

## Statistical Inference

In Chapter 4 we described a global fit to evaluate possible new physics regions for the Wilson coefficients $C_{1}$ and $C_{2}$ of the tree level $b$ quark operators $\hat{Q}_{1}$ and $\hat{Q}_{2}$. In this section we summarize the statistical theory behind our analysis. The main source of the information presented here is the documentation of the software MyFitter 63] used to automate the study.
To begin with let us introduce some definitions, we will denote by $\vec{x}=\left(x_{1}, \ldots, x_{n}\right)$ a set of physical observables depending on the input parameters $\vec{\omega}$. For example in our analysis in Chapter $4, \vec{x}$ includes $\mathcal{C P}$ asymmetries, branching ratios for B meson processes, etc. The components of our vector $\vec{\omega}$ are masses of different mesons, decay constants, hadronic form factors and so on. The vector $\vec{\omega}$ should also contain the parameters we want to "fit", in our case these are the new physics contributions $\Delta C_{1}$ and $\Delta C_{2}$.
To denote the full parameter space we will use the symbol $\Omega$, then $\vec{\omega} \in \Omega$. Our aim is to identify the subregions $\Omega_{0} \subset \Omega$ ruled out at a given confidence level in view of the experimental results $\vec{x}_{0}$ available.
To solve this problem we use frequentist statistics through a "hypothesis test" $T$, this requires the introduction of the probability density function $f$ corresponding to the joint distribution of observables in $\vec{x}$. Then, under the assumption of a particular set of values for the inputs $\vec{\omega}_{0}$, our null hypothesis, we calculate the probability of obtaining the experimental results $\overrightarrow{x_{0}}$ at a given confidence level. This is done using
a statistical test $T$, here we consider a likelihood ratio test defined by ${ }^{11}$

$$
\begin{equation*}
T(\vec{x}):=-2 \ln \frac{\max _{\vec{\omega}_{0} \in \Omega_{0}} f\left(\vec{x}, \vec{\omega}_{0}\right)}{\max _{\vec{\omega}^{\prime} \in \Omega} f\left(\vec{x}, \vec{\omega}^{\prime}\right)} . \tag{B.0.1}
\end{equation*}
$$

In Eq. B.0.1 the probability density function $f$ is maximized twice, firstly under the assumption of the null hypothesis $\vec{\omega}_{0}$ (numerator) and then under the assumption of an alternative hypothesis $\vec{\omega}^{\prime}$ (denominator), in the literature $\vec{\omega}^{\prime}$ is also called "alternative model". Then the numerator and the denominator in Eq. B.0.1) are the maximum likelihood estimators for our null hypothesis $\vec{\omega}_{0}$ and for the alternative model $\vec{\omega}^{\prime}$ respectively. If we use the analysis of Chapter 4 as an example then $\vec{\omega}_{0}$ includes the set of values for the physical parameters that minimize $f$ if we assume a particular null hypothesis for the real and imaginary components of $\Delta C_{1}$ and $\Delta C_{2}$. Alternatively $\vec{\omega}^{\prime}$ contains the combination of inputs that maximize $f$ globally (this determines the entries $\vec{\omega}^{\prime}$ maximally compatibility with data).
Under the definition

$$
\begin{equation*}
\chi^{2}:=-2 \ln f\left(\vec{x}, \vec{\omega}^{\prime}\right), \tag{B.0.2}
\end{equation*}
$$

we can express Eq. (B.0.1) as

$$
\begin{equation*}
T(\vec{x})=\min _{\vec{\omega}_{0} \in \Omega_{0}} \chi^{2}\left(\vec{x}, \vec{\omega}_{0}\right)-\min _{\vec{\omega}^{\prime} \in \Omega} \chi^{2}\left(\vec{x}, \vec{\omega}^{\prime}\right):=\Delta \chi^{2}(\vec{x}) . \tag{B.0.3}
\end{equation*}
$$

Qualitatively we can judge how probable is our null hypothesis by looking at the magnitude of $\Delta \chi^{2}(\vec{x})$. Large values for $\Delta \chi^{2}$ suggest that the null hypothesis is very unlikely. In our example $\vec{\omega}^{\prime}$ includes values for $\Delta C_{1}$ and $\Delta C_{2}$ close to 0 , then assuming huge new physics contributions $\Delta C_{1}$ and $\Delta C_{2}$ will produce sizeable deviations between $\min _{\overrightarrow{\omega_{0}} \in \Omega_{0}} \chi^{2}\left(\vec{x}, \vec{\omega}_{0}\right)$ and the alternative model outcome $\min _{\vec{\omega}^{\prime} \in \Omega} \chi^{2}\left(\vec{x}, \vec{\omega}^{\prime}\right)$.

In order to make quantitative statements we evaluate the $p$ value associated with our null hypothesis $\vec{\omega}_{0}$. The $p$-value measures the probability of getting a result for the observables $\vec{y}$ equal or more extreme than the one obtained in the experiment $\vec{x}_{0}$, if we assume that the null hypothesis is true. We compare $\vec{y}$ with $\vec{x}_{0}$ through
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their corresponding $\Delta \chi^{2}$ functions and evaluate the $p$-value associated with $\vec{\omega}_{0}$ using the following expression

$$
\begin{equation*}
p\left(\Omega_{0}, \vec{x}_{0}\right)=\max _{\vec{\omega}_{0} \in \Omega_{0}} \int d^{n} \vec{y} f\left(\vec{y}, \overrightarrow{\omega_{0}}\right) \theta\left(\Delta \chi^{2}(\vec{y})-\Delta \chi^{2}\left(\vec{x}_{0}\right)\right) . \tag{B.0.4}
\end{equation*}
$$

We can simplify Eq. (B.0.4) in the case of "Linear regression models". In a linear regression model the parameter space $\Omega=\mathbb{R}^{k}$ is a $k$-dimensional real vector space and $f$ is a normal distribution given by

$$
\begin{align*}
f(\vec{x}, \vec{\omega}) & \propto \exp \left[-\frac{1}{2}(\vec{x}-\vec{\mu}(\vec{\omega}))^{T} \Sigma^{-1}(\vec{x}-\vec{\mu}(\vec{\omega}))\right] \\
\vec{\mu}(\vec{\omega}) & =A \vec{\omega}+\vec{b} \tag{B.0.5}
\end{align*}
$$

Where $\Sigma$ is a fixed symmetric matrix containing all the information about the experimental uncertainties and possible correlations (covariance matrix). The vector $\vec{\mu}(\vec{\omega})$ is a linear function of the parameters $\vec{\omega}, \mathrm{A}$ is a non-singular $(n \times k)$ matrix and $\vec{b}$ is an $n$ dimensional real vector. If $\Omega_{0}$ is a linear $k_{0}$-dimensional subspace of $\Omega$ then the analytical solution of Eq. (B.0.4) can be written in terms of the upper incomplete Gamma function $Q$ as

$$
\begin{equation*}
p\left(\Omega_{0}, \vec{x}_{0}\right)=Q_{\left(k-k_{0}\right) / 2}\left(\Delta \chi^{2}\left(\vec{x}_{0}\right) / 2\right) . \tag{B.0.6}
\end{equation*}
$$

According to Wilks theorem [199] we still can use Eq. (B.0.6) as an asymptotic limit when the number of independent observations goes to infinity even if the models we deal with are non linear regression models. The application of Wilks theorem requires the following implicit assumptions: the argument in the exponential of Eq. (B.0.6) depends only on the difference $\vec{x}-\vec{\mu}(\vec{\omega})$ and has at most a quadratic dependence on it.

In the case of our analysis in Chapter 4, $\vec{\mu}$ in Eq. (B.0.5) corresponds to the theoretical expressions for our observables. Based on the equations for the hadronic amplitudes shown in Chapter 4 , it is evident that our statistical model is non-linear; however, we rely on the applicability of Wilks theorem in order to estimate our $p$-values according to Eq. (B.0.6). Then we accept a particular combination for $\Delta C_{1}$ and $\Delta C_{2}$ if the corresponding $p$ value is above a given threshold $p_{0}$ predefined within the analysis; normally we make reference to the confidence level $C L$ rather than the $p$ value, the connection between both is
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$$
\begin{equation*}
p=1-C L . \tag{B.0.7}
\end{equation*}
$$

Usually the confidence level of a likelihood ratio test is quoted in terms of the number of standard deviations $Z$, the relationship with the $p$ value is then given by

$$
\begin{equation*}
Z=\sqrt{2} \operatorname{Erf}^{-1}(1-p) \tag{B.0.8}
\end{equation*}
$$

where Erf is the error function.

## Appendix C

## Initial conditions for the $\Delta B=\mathbf{1}$ Wilson coefficients

The LO contributions are given by

$$
\begin{array}{cl}
C_{s, 2}^{(0)}\left(M_{W}\right)=1, & C_{s, i}^{(0)}\left(M_{W}\right)=0 \text { for } i=1,3, \ldots, 10 . \\
C_{7 \gamma}^{(0)}=-\frac{1}{2} D_{0}^{\prime}\left(x_{t}\right) & C_{8 g}^{(0)}\left(M_{W}\right)=-\frac{1}{2} E_{0}^{\prime}\left(x_{t}\right), \tag{C.0.1}
\end{array}
$$

with the functions

$$
\begin{align*}
D_{0}^{\prime}\left(x_{t}\right) & =\frac{3 x_{t}^{3}-2 x_{t}^{2}}{4\left(x_{t}-1\right)^{4}} \ln x_{t}+\frac{-8 x_{t}^{3}-5 x_{t}^{2}+7 x_{t}}{24\left(x_{t}-1\right)^{3}} \\
E_{0}^{\prime}\left(x_{t}\right) & =\frac{-3 x_{t}^{2}}{4\left(x_{t}-1\right)^{4}} \ln x_{t}+\frac{-x_{t}^{3}+5 x_{t}^{2}+2 x_{t}}{8\left(x_{t}-1\right)^{3}} \tag{C.0.2}
\end{align*}
$$

The QCD NLO corrections read

$$
\begin{align*}
C_{s, 1}^{(1)}=\frac{11}{2}, & C_{s, 2}^{(1)}=-\frac{11}{6},  \tag{C.0.3}\\
C_{s, 3}^{(1)}=-\frac{1}{6} \tilde{E}_{0}\left(x_{t}\right), & C_{s, 4}^{(1)}=\frac{1}{2} \tilde{E}_{0}\left(x_{t}\right),  \tag{C.0.4}\\
C_{s, 5}^{(1)}=-\frac{1}{6} \tilde{E}_{0}\left(x_{t}\right), & C_{s, 6}^{(1)}=\frac{1}{2} \tilde{E}_{0}\left(x_{t}\right),  \tag{C.0.5}\\
C_{s, i}^{(1)}=0 \text { for } i=7,8,9,10, & \tag{C.0.6}
\end{align*}
$$

with the loop functions

$$
\begin{align*}
& E_{0}\left(x_{t}\right)=-\frac{2}{3} \ln x_{t}+\frac{x_{t}\left(18-11 x_{t}-x_{t}^{2}\right)}{12\left(1-x_{t}\right)^{3}}+\frac{x_{t}^{2}\left(15-16 x_{t}+4 x_{t}^{2}\right)}{6\left(1-x_{t}\right)^{4}} \ln x_{t} \\
& \tilde{E}_{0}\left(x_{t}\right)=E_{0}\left(x_{t}\right)-\frac{2}{3} \tag{С.0.7}
\end{align*}
$$

where $x_{t}=m_{t}^{2} / M_{W}^{2}$.
The leading electro-weak terms are given by

$$
\begin{align*}
C_{e, i}^{(0)}\left(M_{W}\right) & =0 \text { for } i=1,4,5,6,8,10  \tag{C.0.8}\\
C_{e, 2}^{(0)}\left(M_{W}\right) & =-\frac{35}{18}  \tag{C.0.9}\\
C_{e, 3}^{(0)}\left(M_{W}\right) & =\frac{2}{3} \frac{1}{\sin ^{2}\left(\theta_{W}\right)}\left(2 B_{0}\left(x_{t}\right)+C_{0}\left(x_{t}\right)\right),  \tag{C.0.10}\\
C_{e, 7}^{(0)}\left(M_{W}\right) & =\frac{x_{t}}{3}  \tag{C.0.11}\\
C_{e, 9}^{(0)}\left(M_{W}\right) & =\frac{x_{t}}{3}+\frac{2}{3 \sin ^{2}\left(\theta_{W}\right)}\left(10 B_{0}\left(x_{t}\right)-4 C_{0}\left(x_{t}\right)\right) \tag{C.0.12}
\end{align*}
$$

with the loop functions

$$
\begin{align*}
B_{0}\left(x_{t}\right) & =\frac{1}{4}\left[\frac{x_{t}}{1-x_{t}}+\frac{x_{t} \ln x_{t}}{\left(1-x_{t}\right)^{2}}\right]  \tag{C.0.13}\\
C_{0}\left(x_{t}\right) & =\frac{x_{t}}{8}\left[\frac{x_{t}-6}{x_{t}-1}+\frac{3 x_{t}+2}{\left(x_{t}-1\right)^{2} \ln x_{t}}\right] \tag{C.0.14}
\end{align*}
$$

We use the following approximations [45] based on the results obtained in [198]

$$
\begin{align*}
& C_{e, 7}^{(1)}\left(M_{W}\right) \approx-29.6 x_{t}^{1.142}+28.52 x_{t}^{1.148} \\
& C_{e, 8}^{(1)}\left(M_{W}\right) \approx 0.94 x_{t}^{0.661} \\
& C_{e, 8}^{(1)}\left(M_{W}\right) \approx-571.62 x_{t}^{0.580}+566.40 x_{t}^{0.590} \\
& C_{e, 10}^{(1)}\left(M_{W}\right) \approx-5.51 x_{t}^{1.107} \tag{C.0.15}
\end{align*}
$$

The initial conditions for the remainder functions are

$$
\begin{equation*}
R_{e, 7}^{(0)}=R_{e, 9}^{(0)}=\frac{8}{3} C_{0}\left(x_{t}\right)+\frac{2}{3} \tilde{D}\left(x_{t}\right)-\frac{x_{t}}{3}, \tag{C.0.16}
\end{equation*}
$$

with

$$
\begin{align*}
\tilde{D}_{0}\left(x_{t}\right) & =D_{0}\left(x_{t}\right)-\frac{4}{9} \\
D_{0}\left(x_{t}\right) & =-\frac{4}{9} \ln x_{t}+\frac{-19 x_{t}^{3}+25 x_{t}^{2}}{36\left(x_{t}-1\right)^{3}}+\frac{x_{t}^{2}\left(5 x_{t}^{2}-2 x_{t}-6\right)}{18\left(x_{t}-1\right)^{4}} \ln x_{t} \tag{C.0.17}
\end{align*}
$$

To reproduce the $\mathcal{O}(\alpha)$ conditions for $C_{e, 7}\left(M_{W}\right)$ and $C_{e, 9}\left(M_{W}\right)$ given in 46] we should consider $C_{e, 7}^{(0)}\left(M_{W}\right)+R_{e, 7}^{(0)}$ and $C_{e, 9}^{(0)}\left(M_{W}\right)+R_{e, 9}^{(0)}$ respectively. As indicated in section 2.3.1 we are following a different treatment of the QCD and the electroweak corrections in comparison with 46]. In our case we are taking into account $x_{t}$ and $\sin ^{2} \theta_{W}$ enhancements to the different $\alpha$ suppressed terms as suggested by 45.

## Appendix D

## QCD factorization formulas

## D. 1 Overall amplitude factors

$$
\begin{align*}
A_{\pi \pi} & =i \frac{G_{F}}{\sqrt{2}} m_{B}^{2} F_{0}^{B \rightarrow \pi}(0) f_{\pi} \\
A_{\pi \rho} & =-i \frac{G_{F}}{\sqrt{2}} m_{B}^{2} F_{0}^{B \rightarrow \pi}(0) f_{\rho} \\
A_{\rho \pi} & =-i \frac{G_{F}}{\sqrt{2}} m_{B}^{2} A_{0}^{B \rightarrow \rho}(0) f_{\pi} \\
A_{\rho \rho} & =i \frac{G_{F}}{\sqrt{2}} m_{B}^{2} A_{0}^{B \rightarrow \rho}(0) f_{\rho} \\
B_{\pi \pi} & =i \frac{G_{F}}{\sqrt{2}} f_{B} f_{\pi} f_{\pi} \\
B_{\pi \rho} & =B_{\rho \pi}=-i \frac{G_{F}}{\sqrt{2}} f_{B} f_{\pi} f_{\rho} \\
B_{\rho \rho} & =i \frac{G_{F}}{\sqrt{2}} f_{B} f_{\rho} f_{\rho} \tag{D.1.1}
\end{align*}
$$

D. $2 r_{\chi}$ factors

$$
\begin{align*}
r_{\chi}^{\pi} & =\frac{2 m_{\pi}^{2}}{m_{b}(\mu) 2 m_{q}}, \\
r_{\perp}^{\rho}(\mu) & =\frac{2 m_{\rho}}{m_{b}(\mu)} \frac{f_{\rho}^{\perp}(\mu)}{f_{\rho}} . \tag{D.2.2}
\end{align*}
$$

Where

$$
\begin{equation*}
f_{\rho}^{\perp}(\mu)=f_{\rho}^{\perp}\left(\mu_{0}\right)\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(\mu_{0}\right)}\right)^{\frac{C_{F}}{\beta_{0}}} \tag{D.2.3}
\end{equation*}
$$

with $C_{F}=4 / 3$ and $\beta_{0}=23 / 3$ for $N=3$ and $f=5 ; m_{q}$ denotes an average of the up and down quark masses.

## D. 3 Extra topological amplitudes

$$
\begin{align*}
\tilde{\alpha}_{4}^{p, \pi \pi / \pi \rho} & =\alpha_{4}^{p, \pi \pi / \pi \rho}+r_{\chi}^{\pi / \rho} \alpha_{6}^{p, \pi \pi / \pi \rho} \\
\tilde{\alpha}_{4}^{p, \rho \pi} & =\alpha_{4}^{p, \rho \pi}-r_{\chi}^{\pi} \alpha_{6}^{p, \rho \pi} \\
\tilde{\alpha}_{4, E W}^{\pi \pi / \pi \rho} & =\alpha_{10}^{p, \pi \pi / \pi \rho}+r_{\chi}^{\pi / \rho} \alpha_{8}^{p, \pi \pi / \pi \rho} \\
\tilde{\alpha}_{4, E W}^{\rho \pi} & =\alpha_{10}^{p, \rho \pi}-r_{\chi}^{\pi} \alpha_{8}^{p, \rho \pi} \tag{D.3.4}
\end{align*}
$$

## D. 4 Vertices

$$
\begin{align*}
V_{1,2,4,10}^{\pi} & =12 \ln \frac{m_{b}}{\mu}-18+\left[-\frac{1}{2}-3 i \pi+\left(\frac{11}{2}-3 i \pi\right) a_{1}^{\pi}-\frac{21}{20} a_{2}^{\pi}\right], \\
V_{6,8}^{\pi} & =-6, \\
V_{1,2,3,4,9,10}^{\rho}= & V^{\rho}=12 \ln \frac{m_{b}}{\mu}-18+\left[-\frac{1}{2}-3 i \pi+\left(\frac{11}{2}-3 i \pi\right) a_{1}^{\rho}-\frac{21}{20} a_{2}^{\rho}\right], \\
V_{\perp}^{\rho}= & 9-6 i \pi+\left(\frac{19}{6}-i \pi\right) a_{2, \perp}^{\rho}, \\
V_{4}^{\rho} & = \begin{cases}V^{\rho} & \text { for } \bar{B}_{d}^{0} \rightarrow \pi^{+} \rho^{-}, \\
V^{\rho}-\frac{C_{5}}{C_{3}} r_{\perp}^{\rho} V_{\perp}^{\rho} & \text { for } \bar{B}_{d}^{0} \rightarrow \rho \rho,\end{cases} \\
V_{7}^{\rho}= & -\left(12 \ln \frac{m_{b}}{\mu}-6+\left[-\frac{1}{2}-3 i \pi-(11 / 2-3 i \pi) a_{1}^{\rho}-\frac{21}{20} a_{2}^{\rho}\right]\right) \\
V_{6,8}^{\rho} & =9-6 i \pi+\left(\frac{19}{6}-i \pi\right) a_{2, \perp}^{\rho}, \\
V_{10}^{\rho}= & V^{\rho}-\frac{C_{7}}{C_{9}} r_{\perp}^{\rho} V_{\rho}^{\perp} . \tag{D.4.5}
\end{align*}
$$

## D. 5 Penguins

$$
\begin{aligned}
& P_{1,2,3}^{p, M}=P_{1,2,3}^{M}=0, \\
& P_{4}^{p, \pi}=\frac{C_{F} \alpha_{s}}{4 \pi N_{c}}\left\{C_{2}\left[\frac{4}{3} \ln \frac{m_{b}}{\mu}+\frac{2}{3}-G_{\pi}\left(s_{p}\right)\right]+C_{3}\left[\frac{8}{3} \ln \frac{m_{b}}{\mu}+\frac{4}{3}-G_{\pi}(0)-G_{\pi}(1)\right]\right. \\
& \left.+\left(C_{4}+C_{6}\right)\left[\frac{20}{3} \ln \frac{m_{b}}{\mu}-3 G_{\pi}(0)-G_{\pi}\left(s_{c}\right)-G_{\pi}(1)\right]-6 C_{8 g}^{e f f}\left(1+\alpha_{1}^{\pi}+\alpha_{2}^{\pi}\right)\right\}, \\
& P_{6}^{p, \pi}=\frac{C_{F} \alpha_{s}}{4 \pi N_{c}}\left\{C_{2}\left[\frac{4}{3} \ln \frac{m_{b}}{\mu}+\frac{2}{3}-\hat{G}_{\pi}\left(s_{p}\right)\right]+C_{3}\left[\frac{8}{3} \ln \frac{m_{b}}{\mu}+\frac{4}{3}-\hat{G}_{\pi}(0)-\hat{G}_{\pi}(1)\right]\right. \\
& \left.+\left(C_{4}+C_{6}\right)\left[\frac{20}{3} \ln \frac{m_{b}}{\mu}-3 \hat{G}_{\pi}(0)-\hat{G}_{\pi}\left(s_{c}\right)-\hat{G}_{\pi}(1)\right]-2 C_{8 g}^{e f f}\right\}, \\
& P_{8}^{p, \pi}=\frac{\alpha}{9 \pi N_{c}}\left\{\left(N_{c} C_{1}+C_{2}\right)\left[\frac{4}{3} \ln \frac{m_{b}}{\mu}+\frac{2}{3}-\hat{G}_{\pi}\left(s_{p}\right)\right]-3 C_{7}^{\text {eff }}\right\}, \\
& P_{10}^{p, M}=\frac{\alpha}{9 \pi N_{c}}\left\{\left(N_{c} C_{1}+C_{2}\right)\left[\frac{4}{3} \ln \frac{m_{b}}{\mu}+\frac{2}{3}-G_{M}\left(s_{p}\right)\right]-9 C_{7}^{e f f}\left(1+\alpha_{1}^{M}+\alpha_{2}^{M}\right)\right\}, \\
& P_{4}^{p, \rho}= \begin{cases}P_{4}^{\prime p, \rho} & \text { for } \bar{B}_{d}^{0} \rightarrow \pi^{+} \rho^{-}, \\
P_{4}^{\prime p, \rho}-r_{\perp}^{\rho} P_{4}^{\prime \prime p, \rho} & \text { for } \bar{B}_{d}^{0} \rightarrow \rho^{+} \rho^{-},\end{cases} \\
& P_{4}^{p, \rho}=\frac{C_{F} \alpha_{s}}{4 \pi N_{c}}\left\{C_{2}\left[\frac{4}{3} \ln \frac{m_{b}}{\mu}+\frac{2}{3}-G_{\rho}\left(s_{p}\right)\right]+C_{3}\left[\frac{8}{3} \ln \frac{m_{b}}{\mu}+\frac{4}{3}-G_{\rho}(0)-G_{\rho}(1)\right]\right. \\
& \left.+\left(C_{4}+C_{6}\right)\left[\frac{20}{3} \ln \frac{m_{b}}{\mu}-3 G_{\rho}(0)-G_{\rho}\left(s_{c}\right)-G_{\rho}(1)\right]-6 C_{8 g}^{e f f}\left(1+\alpha_{1}^{\rho}+\alpha_{2}^{\rho}\right)\right\}, \\
& P_{6}^{p, \rho}=\frac{C_{F} \alpha_{s}}{4 \pi N_{c}}\left\{-\left[C_{2} \hat{G}_{\rho}\left(s_{p}\right)+C_{3}\left(\hat{G}_{\rho}(0)+\hat{G}_{\rho}(1)\right)\right.\right. \\
& \left.\left.+\left(C_{4}+C_{6}\right)\left(3 \hat{G}_{\rho}(0)+\hat{G}_{\rho}\left(s_{p}\right)+\hat{G}_{\rho}(1)\right)\right]\right\}, \\
& P_{4}^{\prime \prime p, \rho}=-\left[C_{2} \hat{G}_{\rho}\left(s_{p}\right)+C_{3}\left(\hat{G}_{\rho}(0)+\hat{G}_{\rho}(1)\right)\right. \\
& \left.+\left(C_{4}+C_{6}\right)\left(3 \hat{G}_{\rho}(0)+\hat{G}_{\rho}\left(s_{p}\right)+\hat{G}_{\rho}(1)\right)\right], \\
& P_{7,9}^{u, \rho}=\frac{\alpha}{9 \pi}\left\{( N _ { c } C _ { 1 } + C _ { 2 } ) \left[\frac{4}{3} \frac{m_{b}}{\mu}-\frac{10}{9}+\frac{4 \pi^{2}}{3} \sum_{r=\rho, \omega} \frac{f_{r}^{2}}{m_{\rho}^{2}-m_{r}^{2}+i m_{r} \Gamma_{r}}\right.\right. \\
& \left.\left.-\frac{2 \pi}{3} \frac{m_{\rho}^{2}}{t_{c}} i+\frac{2}{3} \ln \frac{m_{\rho}^{2}}{m_{b}^{2}}+\frac{2}{3} \frac{t_{c}-m_{\rho}^{2}}{t_{c}} \ln \frac{t_{c}-m_{\rho}^{2}}{m_{\rho}^{2}}\right]-3 C_{7, \gamma}^{\text {eff }}\right\},
\end{aligned}
$$

| $i$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $a_{i}$ | $14 / 23$ | $16 / 23$ | $6 / 23$ | $-12 / 23$ | 0.4086 | -0.4230 | -0.89994 | 0.1456 |
| $h_{i}$ | 2.2996 | -1.0880 | $-3.0 / 7.0$ | $-1.0 / 14.0$ | -0.6494 | -0.0380 | -0.0185 | -0.0057 |
| $\bar{h}_{i}$ | 0.8623 | 0.0 | 0.0 | 0.0 | -0.9135 | 0.0873 | -0.0571 | 0.0209 |

Table D.1: Coefficients used in the determination of $C_{7 \gamma}^{e f f}$ and $C_{8 g}^{e f f}$.

$$
\begin{align*}
P_{7,9}^{c, \rho} & =\frac{\alpha}{9 \pi}\left\{\left(N_{c} C_{1}+C_{2}\right)\left[\frac{4}{3} \ln \frac{m_{b}}{\mu}+\frac{2}{3}+\frac{4}{3} \ln \frac{m_{c}}{m_{b}}\right]-3 C_{\gamma}^{e f f}\right\} \\
P_{8}^{p, \rho} & =-\frac{\alpha}{9 \pi N_{c}}\left(N_{c} C_{1}+C_{2}\right) \hat{G}_{\rho}\left(s_{p}\right) \\
P_{10}^{p} & =\frac{C_{F} \alpha_{s}}{4 \pi}\left(P_{10}^{\prime p, \rho}-r_{\perp}^{\rho} P_{10}^{\prime \prime p, \rho}\right) \\
P_{10}^{\prime p, \rho} & =\left(N_{c} C_{1}+C_{2}\right)\left[\frac{4}{3} \ln \frac{m_{b}}{\mu}+\frac{2}{3}-G_{\rho}\left(s_{c}\right)\right]-9 C_{7, \gamma}^{e f f}\left(1+\alpha_{1}^{\rho}+\alpha_{2}^{\rho}\right), \\
P_{10}^{\prime \prime p, \rho} & =-\left(N_{c} C_{1}+C_{2}\right) \hat{G}_{\rho}\left(s_{p}\right) . \tag{D.5.6}
\end{align*}
$$

In $P_{1,2,3}^{M}$ and $P_{10}^{p, M}$ the superindex stands for $M=\pi, \rho$. In $P_{7,9}^{u, \rho}$ the symbol $t_{c}$ is given by

$$
\begin{equation*}
t_{c}=4 \pi^{2}\left(f_{\rho}^{2}+f_{\omega}^{2}\right) \tag{D.5.7}
\end{equation*}
$$

For the index $p$ in the expressions in Eq. (D.5.6) we have $p=u, c$ and the argument of the $G$ and $\hat{G}$ functions is $s_{p}=\left(m_{p} / m_{b}\right)^{2}$. In the case of $m_{u}$ we take $s_{u}=0$. All the Wilson coefficients should be evaluated at the scale $\mu \sim m_{b}$ according to the theory presented in Chapter 2. For the effective coefficients we have 47

$$
\begin{align*}
& C_{7 \gamma}^{(0) e f f}(\mu)=\eta^{-16 / 23} C_{7 \gamma}^{(0)}\left(M_{W}\right)+\frac{8}{3}\left(\eta^{-14 / 23}-\eta^{-16 / 23}\right) C_{8 G}^{(0)}\left(M_{W}\right)+C_{2}^{(0)}\left(M_{W}\right) \sum_{i=1}^{8} h_{i} \eta^{-a_{i}}, \\
& C_{8 G}^{(0) e f f}(\mu)=\eta^{-14 / 23} C_{8 G}^{(0)}\left(M_{W}\right)+C_{2}^{(0)}\left(M_{W}\right) \sum_{i=1}^{8} \bar{h}_{i} \eta^{-a_{i}}, \tag{D.5.8}
\end{align*}
$$

with $\eta=\alpha_{s}(\mu) / \alpha_{s}\left(M_{W}\right)$. The set of numbers $h_{i}, \bar{h}_{i}$ and $a_{i}$ are presented in Tab. D. 1 .

The expression for $P_{4}^{\prime \rho}$ can be calculated from $P_{4}^{p, \pi}$ under the replacements $\alpha^{\pi} \rightarrow \alpha^{\rho}$ and $G_{\pi}(x) \rightarrow G_{\rho}(x)$. We present next the functions $G_{M}$ for $M=\pi, \rho$.
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$$
\begin{align*}
& G_{M}\left(s_{c}\right)=\frac{5}{3}-\frac{2}{3} \ln \left(s_{c}\right)+\frac{\alpha_{1}^{i M}}{2}+\frac{\alpha_{2}^{M}}{5}+\frac{4}{3}\left(8+9 \alpha_{1}^{M}+9 \alpha_{2}^{M}\right) s_{c}+2\left(8+63 \alpha_{1}^{M}\right. \\
& \left.+214 \alpha_{2}^{M}\right) s_{c}^{2}-24\left(9 \alpha_{1}^{M}+80 \alpha_{2}^{M}\right) s_{c}^{3}+2880 \alpha_{2}^{M} s_{c}^{4}-\frac{2}{3} \sqrt{1-4 s_{c}}( \\
& \left.2 \operatorname{arctanh} \sqrt{1-4 s_{c}}-i \pi\right)\left[1+2 s_{c}+6\left(4+27 \alpha_{1}^{M}+78 \alpha_{2}^{M}\right) s_{c}^{2}\right. \\
& \left.-36\left(9 \alpha_{1}^{M}+70 \alpha_{2}^{M}\right) s_{c}^{3}+4320 \alpha_{2}^{M} s_{c}^{4}\right]+12 s_{c}^{2}\left(2 \operatorname{arctanh} \sqrt{1-4 s_{c}}-i \pi\right)^{2}[ \\
& \left.1+3 \alpha_{1}^{M}+6 \alpha_{2}^{M}-\frac{4}{3}\left(1+9 \alpha_{1}^{\rho}+36 \alpha_{2}^{M}\right) s_{c}+18\left(\alpha_{1}^{M}+10 \alpha_{2}^{M}\right) s_{c}^{2}-240 \alpha_{2}^{M} s_{c}^{3}\right], \\
& G_{M}(0)=\frac{5}{3}+\frac{2 i \pi}{3}+\frac{\alpha_{1}^{M}}{2}+\frac{\alpha_{2}^{M}}{5}, \\
& G_{M}(1)=\frac{85}{3}-6 \sqrt{3} \pi+\frac{4 \pi^{2}}{9}-\left(\frac{155}{2}-36 \sqrt{3} \pi+12 \pi^{2}\right) \alpha_{1}^{M} \\
& +\left(\frac{7001}{5}-504 \sqrt{3} \pi+136 \pi^{2}\right) \alpha_{2}^{M}, \\
& \hat{G}_{\pi}^{p}\left(s_{c}\right)=\frac{16}{9}\left(1-3 s_{c}\right)-\frac{2}{3}\left(\ln \left(s_{c}\right)+\left(1-4 s_{c}\right)^{3 / 2}\left(2 \arctan \sqrt{1-4 s_{c}}-i \pi\right)\right), \\
& \hat{G}_{\pi}^{p}(0)=\frac{16}{9}+\frac{2 \pi i}{3}, \\
& \hat{G}_{\pi}^{p}(1)=\frac{2 \pi}{\sqrt{3}}-\frac{32}{9}, \\
& \hat{G}_{\rho}\left(s_{c}\right)=1+\frac{\alpha_{1, \perp}^{\rho}}{3}+\frac{\alpha_{2, \perp}^{\rho}}{6}-4 s_{c}\left(9+12 \alpha_{1, \perp}^{\rho}+14 \alpha_{2, \perp}^{\rho}\right)-6 s_{c}^{2}\left(8 \alpha_{1, \perp}^{\rho}+35 \alpha_{2, \perp}^{\rho}\right) \\
& +360 s_{c}^{3} \alpha_{2, \perp}^{\rho}+12 s_{c} \sqrt{1-4 s_{c}}\left(1+\left[1+4 s_{c}\right] \alpha_{1, \perp}^{\rho}+\left[1+15 s_{c}\right.\right. \\
& \left.\left.-30 s_{c}^{2}\right] \alpha_{2, \perp}^{\rho}\right)\left(2 \operatorname{arctanh} \sqrt{1-4 s_{c}}-i \pi\right)-12 s_{c}^{2}\left(1+\left[3-4 s_{c}\right] \alpha_{1, \perp}^{\rho}\right. \\
& \left.+2\left[3-10 s_{c}+15 s_{c}^{2}\right] \alpha_{2, \perp}^{\rho}\right)\left(2 \operatorname{arctanh} \sqrt{1-4 s_{c}}-i \pi\right)^{2}, \\
& \hat{G}_{\rho}(0)=1+\frac{1}{3} \alpha_{1, \perp}^{\rho}+\frac{1}{6} \alpha_{2, \perp}^{\rho}, \\
& \hat{G}_{\rho}(1)=-35+4 \sqrt{3} \pi+\frac{4 \pi^{2}}{3}+\left(-\frac{287}{3}+20 \sqrt{3} \pi-\frac{4 \pi^{2}}{3}\right) \alpha_{1, \perp}^{\rho} \\
& +\left(\frac{565}{6}-56 \sqrt{3} \pi+\frac{64 \pi^{2}}{3}\right) \alpha_{2, \perp}^{\rho} . \tag{D.5.9}
\end{align*}
$$

## D. 6 Hard Scattering functions

## D.6.1 Hard Scattering functions for $B \rightarrow \pi \pi$ and $B \rightarrow \rho \rho$

$$
\begin{align*}
H_{1,2,4,10}^{\pi \pi}(\mu)= & \frac{B_{\pi \pi}}{A_{\pi \pi}} \frac{m_{B}}{\lambda_{B}}\left[9\left(\left(1+a_{1}^{\pi}+a_{2}^{\pi}\right)^{2}+3 r_{\chi}^{\pi}(\mu)\left(1-a_{1}^{\pi}+a_{2}^{\pi}\right) X_{H}\right],\right. \\
H_{6,8}^{\pi \pi}(\mu)= & 0, \\
H_{2,4,10}^{\pi \rho}(\mu)= & \frac{B_{\pi \rho}}{A_{\pi \rho}} \frac{m_{B}}{\lambda_{B}}\left(9\left(1+a_{1}^{\pi}+a_{2}^{\pi}\right)\left(1+a_{1}^{\rho}+a_{2}^{\rho}\right)+3 r_{\chi}^{\pi}(\mu)\left(1-a_{1}^{\rho}+a_{2}^{\rho}\right) X_{H}\right), \\
H_{6,8}^{\pi \rho}(\mu)= & 0, \\
H_{2,4,10}^{\rho \pi}= & \frac{B_{\rho \pi}}{A_{\rho \pi}} \frac{m_{B}}{\lambda_{B}}\left(9\left(1+a_{1}^{\pi}+a_{2}^{\pi}\right)\left(1+a_{1}^{\rho}+a_{2}^{\rho}\right)+3 r_{\chi}^{\rho}(\mu)\left(1-a_{1}^{\pi}+a_{2}^{\pi}\right)[ \right. \\
& \left.\left.3\left(1+a_{1, \perp}^{\rho}+a_{2, \perp}^{\rho}\right) X_{H}-\left(6+9 a_{1, \perp}^{\rho}+11 a_{2, \perp}^{\rho}+\ldots\right)\right]\right), \\
H_{6,8}^{\rho \pi}(\mu)= & 0, \\
H_{1,2,4,9,10}^{\rho \rho}(\mu)= & \frac{B_{\rho \rho}}{A_{\rho \rho}}\left[\frac{m_{B_{d}}}{\lambda_{B}}\right]\left[9\left(1+a_{1}^{\rho}+a_{2}^{\rho}\right)^{2}+9 r_{\perp}^{\rho}(\mu)\left(1-a_{1}^{\rho}+a_{2}^{\rho}\right)\left(X_{H}-2\right)\right], \\
H_{7}^{\rho \rho}(\mu)= & -\frac{B_{\rho \rho}}{A_{\rho \rho}}\left[\frac{m_{B_{d}}}{\lambda_{B}}\right]\left[9\left(1+a_{1}^{\rho}+a_{2}^{\rho}\right)\left(1-a_{1}^{\rho}+a_{2}^{\rho}\right)+9 r_{\perp}^{\rho}(\mu)\left(1+a_{1}^{\rho}\right.\right. \\
& \left.\left.+a_{2}^{\rho}\right)\left(X_{H}-2\right)\right] . \tag{D.6.10}
\end{align*}
$$

## D.6.2 Hard Scattering functions for $B \rightarrow J / \psi K$

$$
\begin{align*}
f_{I}= & \int_{0}^{1} d \xi \phi^{J / \psi}(\xi)\left\{\frac{2 z \xi}{1-z(1-\xi)}+\left(3-2 \xi-8 \xi^{2}\right) \frac{\ln \xi}{1-\xi}\right. \\
& +\left(-\frac{3}{1-z \xi}+\frac{1+8 \xi}{1-z(1-\xi)}-\frac{2 z \xi}{[1-z(1-\xi)]^{2}}\right) z \xi \ln z \xi \\
& \left.+\left(3(1-z)+2 z \xi-8 z \xi^{2}+\frac{2 z^{2} \xi^{2}}{1-z(1-\xi)}\right) \times \frac{\ln (1-z)-i \pi}{1-z(1-\xi)}\right\}, \\
g_{I}= & \int_{0}^{1} d \xi \phi^{J / \psi}(\xi)\left\{\frac{4 \xi(2 \xi-1)}{(1-z)(1-\xi)} \ln \xi+\frac{z \xi}{[1-z(1-\xi)]^{2}} \times \ln (1-z)\right. \\
& +\left(\frac{1}{(1-z \xi)^{2}}-\frac{1}{[1-z(1-\xi)]^{2}}-\frac{8 \xi}{(1-z)(1-z \xi)}\right. \\
& \left.\left.+\frac{2(1+z-2 z \xi)}{(1-z)(1-x \xi)^{2}}\right) z \xi-i \pi \frac{z \xi}{[1-z(1-\xi)]^{2}}\right\} . \tag{D.6.11}
\end{align*}
$$

## D.6.3 Annihilation coefficients

$$
\begin{align*}
\beta_{i}^{p, M_{1} M_{2}} & =\frac{B_{M_{1} M_{2}}}{A_{M_{1} M_{2}}} b_{i}^{p, M_{1} M_{2}}, \\
b_{1}^{M_{1} M_{2}} & =\frac{C_{F}}{N_{c}^{2}} C_{1} A_{1}^{i, M_{1} M_{2}}, \\
b_{2}^{M_{1} M_{2}} & =\frac{C_{F}}{N_{c}^{2}} C_{2} A_{1}^{i, M_{1} M_{2}}, \\
b_{3}^{p, M_{1} M_{2}} & =\frac{C_{F}}{N_{c}^{2}}\left[C_{3} A_{1}^{i, M_{1} M_{2}}+C_{5}\left(A_{3}^{i, M_{1} M_{2}}+A_{3}^{f, M_{1} M_{2}}\right)+N_{c} C_{6} A_{3}^{f, M_{1} M_{2}}\right], \\
b_{4}^{p, M_{1} M_{2}} & =\frac{C_{F}}{N_{c}^{2}}\left[C_{4} A_{1}^{i, M_{1} M_{2}}+C_{6} A_{2}^{i, M_{1} M_{2}}\right], \\
b_{3, E W}^{p, M_{1} M_{2}} & =\frac{C_{F}}{N_{c}^{2}}\left[C_{9} A_{1}^{i, M_{1} M_{2}}+C_{7}\left(A_{3}^{i, M_{1} M_{2}}+A_{3}^{f, M_{1} M_{2}}\right)+N_{c} C_{8} A_{3}^{f, M_{1} M_{2}}\right], \\
b_{4, E W}^{p, M_{1} M_{2}} & =\frac{C_{F}}{N_{c}^{2}}\left[C_{10} A_{1}^{i, M_{1} M_{2}}+C_{8} A_{2}^{i, M_{1} M_{2}}\right] . \tag{D.6.12}
\end{align*}
$$

## D.6.4 Annihilation kernels

$$
\begin{align*}
A_{1}^{i, \pi \pi} & \approx A_{2}^{i, \pi \pi} \approx 2 \pi \alpha_{s}\left(\mu_{h}\right)\left[9\left(X_{A}-4+\frac{\pi^{2}}{3}\right)+r_{\chi}^{\pi} r_{\chi}^{\pi} X_{A}^{2}\right] \\
A_{1}^{i, \pi \rho} & =A_{1}^{i, \rho \pi} \approx 6 \pi \alpha_{s}\left[3\left(X_{A}-4+\frac{\pi^{2}}{3}\right)+r_{\chi}^{\rho} r_{\chi}^{\pi}\left(X_{A}^{2}-X_{A}\right)\right] \\
A_{2}^{i, \pi \rho} & =A_{2}^{i, \rho \pi} \approx-A_{1}^{i, \pi \rho} \\
A_{3}^{i, \pi \pi} & \approx 0 \\
A_{3}^{i, \pi \rho} & =A_{3}^{i, \rho \pi} \approx 6 \pi \alpha_{s}\left[-3 r_{\chi}^{\rho}\left(X_{A}^{2}-2 X_{A}-\frac{\pi^{2}}{3}+4\right)+r_{\chi}^{\pi}\left(X_{A}^{2}-2 X_{A}+\frac{\pi^{2}}{3}\right)\right] \\
A_{1}^{f, \pi \rho} & =A_{2}^{f, \pi \rho}=A_{1}^{f, \rho \pi}=A_{2}^{f, \rho \pi}=0 \\
A_{3}^{f, \pi \pi} & \approx 12 \pi \alpha_{s} r_{\chi}^{\pi}\left(2 X_{A}^{2}-X_{A}\right) \\
A_{3}^{f, \pi \rho} & =-A_{3}^{f, \rho \pi} \approx 6 \pi \alpha_{s}\left[3 r_{\chi}^{\rho}\left(2 X_{A}-1\right)\left(X_{A}-2\right)+r_{\chi}^{\pi}\left(2 X_{A}^{2}-X_{A}\right)\right] \\
A_{1}^{i, \rho \rho} & =A_{2}^{i, \rho \rho} \approx 18 \pi \alpha_{s}\left[\left(X_{A}-4+\frac{\pi^{2}}{3}\right)+\left(r_{\perp}^{\rho}\right)^{2}\left(X_{A}-2\right)^{2}\right] \\
A_{3}^{i, \rho \rho} & =0 \\
A_{3}^{f, \rho \rho} & \approx-36 \pi \alpha_{s} r_{\perp}^{\rho}\left(2 X_{A}^{2}-5 X_{A}+2\right) . \tag{D.6.13}
\end{align*}
$$

## Appendix E

## Inputs \& errors for Chapter 6

| Parameter | Update | ABL review 2015 [15] |
| :---: | :---: | :---: |
| $f_{B_{s}} \sqrt{B}$ | $0.223 \pm 0.007 \mathrm{GeV}$ | $0.215 \pm 0.015 \mathrm{GeV}$ |
| $f_{B_{d}} \sqrt{B}$ | $0.185 \pm 0.008 \mathrm{GeV}$ | $0175 \pm 0.012 \mathrm{GeV}$ |
| $\tilde{B}_{S} / B\left(B_{s}^{0}\right)$ | $1.15 \pm 0.16$ | $1.07 \pm 0.06$ |
| $\tilde{B}_{S} / B\left(B_{d}^{0}\right)$ | $1.17 \pm 0.24$ | $1.04 \pm 0.12$ |
| $\tilde{B}_{R_{0}} / B\left(B_{s}^{0}\right)$ | $0.54 \pm 0.55$ | $1.00 \pm 0.3$ |
| $\tilde{B}_{R_{0}} / B\left(B_{d}^{0}\right)$ | $0.35 \pm 0.80$ | $1.00 \pm 0.3$ |
| $\tilde{B}_{R_{1}} / B\left(B_{s}^{0}\right)$ | $1.61 \pm 0.10$ | $1.71 \pm 0.26$ |
| $\tilde{B}_{R_{1}} / B\left(B_{d}^{0}\right)$ | $1.72 \pm 0.15$ | $1.71 \pm 0.26$ |
| $\tilde{B}_{\tilde{R}_{1}} / B\left(B_{s}^{0}\right)$ | $1.223 \pm 0.093$ | $1.27 \pm 0.16$ |
| $\tilde{B}_{\tilde{R}_{1}} / B\left(B_{d}^{0}\right)$ | $1.31 \pm 0.14$ | $1.27 \pm 0.16$ |
| $\left\|V_{c b}\right\|$ | $0.04180_{-0.00068}^{+0.00033}$ | $0.04117_{-0.00114}^{+0.00090}$ |

Table E.1: Inputs used in the evaluation of mixing observables. The update (left column) is based on the lattice updates presented in [79]. For comparison the inputs used in the previous determination (right column) are also shown.

| Parameter | Update | ABL review 2015 【15] |
| :---: | :---: | :---: |
| $\left\|V_{u b} / V_{c b}\right\|$ | $0.0889 \pm 0.0019$ | $0.0862 \pm 0.0044$ |
| $\gamma$ | $1.170_{-0.035}^{+0.015}$ | $1.171_{-0.038}^{+0.017}$ |
| $\left\|V_{u s}\right\|$ | $0.22542_{-0.00031}^{+0.00042}$ | $0.22548_{-0.00034}^{+0.00068}$ |

Table E.2: Inputs used in the evaluation of mixing observables (cont.). The update (left column) is based on the lattice updates presented in [79]. For comparison the inputs used in the previous determination (right column) are also shown.

|  | Update for mixing quantities |
| :---: | :---: |
| $M_{12}^{s}$ | $10.5-0.377 \cdot i$ |
| $M_{12}^{d}$ | $0.214+0.215 \cdot i$ |
| $\arg \left(M_{12}^{s}\right)$ | -0.0375 |
| $\arg \left(M_{12}^{d}\right)$ | 0.788 |
| $\Gamma_{12}^{s}$ | $-0.0490+0.00207 \cdot i$ |
| $\Gamma_{12}^{d}$ | $-0.000950-0.00116 \cdot i$ |
| $\arg \left(\Gamma_{12}^{s}\right)$ | -0.0422 |
| $\arg \left(\Gamma_{12}^{d}\right)$ | 0.886 |
| $\Gamma_{12}^{s} / M_{12}^{s}$ | $-0.00488+0.0000227 \cdot i$ |
| $\Gamma_{12}^{d} / M_{12}^{d}$ | $-0.00493-0.000490 \cdot i$ |

Table E.3: Predictions for $M_{12}^{d, s}$ and $\Gamma_{12}^{d, s}$ using the updated inputs in Tab. E.1.

| Observable | Update for mixing observables |
| :---: | :---: |
| $\Delta M_{s}$ | $20.11 \pm 1.37 \mathrm{ps}^{-1}$. |
| $\Delta M_{d}$ | $0.606 \pm 0.056 \mathrm{ps}^{-1}$. |
| $\Delta \Gamma_{s}$ | $0.098 \pm 0.014 \mathrm{ps}^{-1}$. |
| $\Delta \Gamma_{d}$ | $0.00299 \pm 0.00052 \mathrm{ps}^{-1}$. |
| $\mathcal{I} m\left(\Gamma_{12}^{s} / M_{12}^{s}\right)$ | $-0.00488 \pm 0.00061$, |
| $\mathcal{R} e\left(\Gamma_{12}^{d} / M_{12}^{d}\right)$ | $-0.00493 \pm 0.00061$, |
| $\mathcal{I} m\left(\Gamma_{12}^{s} / M_{12}^{s}\right)$ | $0.0000227 \pm 2.50 \cdot 10^{-6}$, |
| $\mathcal{I} m\left(\Gamma_{12}^{d} / M_{12}^{d}\right)$ | $-0.000490 \pm 0.000054$, |
| $\pi-\arg \left(\Gamma_{12}^{s} / M_{12}^{s}\right)$ | $0.00466 \pm 0.00105$ |
|  | $=(0.267 \pm 0.060)^{\circ}$, |
| $\pi-\arg \left(\Gamma_{12}^{d} / M_{12}^{d}\right)$ | $0.0989 \pm 0.0233$ |

Table E.4: Mixing observables for $B_{s, d}^{0}$ using the updated inputs in Tab. E.1.

|  | $B_{s}^{0}$ | $B_{d}^{0}$ |
| :---: | :---: | :---: |
| $c$ | $-48.65 \pm 6.10$ | $-49.32 \pm 7.33$ |
| $a$ | $+12.22 \pm 1.31$ | $11.73 \pm 1.27$ |
| $b$ | $+0.77 \pm 0.10$ | $0.23 \pm 0.04$ |

Table E.5: Mixing parameters $a, b, c$ (see Eq.(2.4.114)) calculated with the updated inputs in Tab. E. 1 .

| Parameter | Update | ABL review 2015 [15] |
| :---: | :---: | :---: |
| $\delta\left(f_{B_{s}} \sqrt{B}\right)$ | 0.0635 | 0.139 |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | 0.0240 | 0.049 |
| $\delta\left(m_{t}\right)$ | 0.0066 | 0.007 |
| $\delta\left(\Lambda_{Q C D}\right)$ | 0.0013 | 0.001 |
| $\delta(\gamma)$ | 0.0009 | 0.001 |
| $\delta\left(m_{b}\right)$ | 0.0005 | $<0.001$ |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | 0.0004 | 0.001 |
| $\sum \delta$ | 0.0682 | 0.148 |

Table E.6: Error budget for $\Delta M_{s}$ using the updated inputs in Tab. E.1.

| Parameter | Update | ABL review 2015 [15] |
| :---: | :---: | :---: |
| $\delta\left(f_{B_{d}} \sqrt{B}\right)$ | 0.0872 | 0.137 |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | 0.0240 | 0.049 |
| $\delta\left(m_{t}\right)$ | 0.00656 | 0.001 |
| $\delta\left(\Lambda_{Q C D}\right)$ | 0.00129 | 0.0 |
| $\delta(\gamma)$ | 0.0208 | 0.002 |
| $\delta\left(m_{b}\right)$ | 0.000515 | 0.0 |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | 0.000133 | 0.0 |
| $\sum \delta$ | 0.0931 | 0.148 |

Table E.7: Error budget for $\Delta M_{d}$ using the updated inputs in Tab. E.1.

| Parameter | Update | ABL review 2015 [15] |
| :---: | :---: | :---: |
| $\delta(\mu)$ | 0.0889 | 0.084 |
| $\delta\left(f_{B_{s}}\right)$ | 0.0635 | 0.139 |
| $\delta\left(B_{R_{2}}\right)$ | 0.0604 | 0.148 |
| $\delta\left(B_{S}\right)$ | 0.0539 | 0.021 |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | 0.0240 | 0.049 |
| $\delta\left(B_{R_{0}}\right)$ | 0.0310 | 0.021 |
| $\delta(\bar{z})$ | 0.0109 | 0.011 |
| $\delta\left(m_{b}\right)$ | 0.0080 | 0.008 |
| $\delta\left(B_{\tilde{R}_{1}}\right)$ | 0.0038 | 0.007 |
| $\delta\left(m_{s}\right)$ | 0.0024 | 0.001 |
| $\delta\left(B_{R_{3}}\right)$ | 0.0023 | 0.002 |
| $\delta\left(B_{R_{1}}\right)$ | 0.0018 | 0.005 |
| $\delta(\gamma)$ | 0.0010 | 0.001 |
| $\delta\left(\Lambda_{Q C D}\right)$ | 0.0010 | 0.001 |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | 0.0004 | 0.001 |
| $\delta\left(m_{t}\right)$ | 0 | $<0.001$ |
| $\sum \delta$ | 0.1421 | 0.228 |

Table E.8: Error budget for $\Delta \Gamma_{s}$ using the updated inputs in Tab. E.1.

| Parameter | Update | ABL review 2015 【15] |
| :---: | :---: | :---: |
| $\delta(\mu)$ | 0.0929 | 0.079 |
| $\delta\left(f_{B_{d}}\right)$ | 0.0872 | 0.137 |
| $\delta\left(B_{R_{2}}\right)$ | 0.0623 | 0.144 |
| $\delta\left(\tilde{B}_{S}\right)$ | 0.0809 | 0.04 |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | 0.0240 | 0.049 |
| $\delta\left(B_{R_{0}}\right)$ | 0.0533 | 0.025 |
| $\delta(\bar{z})$ | 0.0109 | 0.011 |
| $\delta\left(m_{b}\right)$ | 0.0076 | 0.008 |
| $\delta\left(B_{\tilde{R}_{1}}\right)$ | 0.0 | 0.0 |
| $\delta\left(m_{d}\right)$ | -- | -- |
| $\delta\left(B_{R_{3}}\right)$ | 0.0023 | 0.005 |
| $\delta\left(B_{R_{1}}\right)$ | 0.0 | 0.0 |
| $\delta(\gamma)$ | 0.0232 | 0.002 |
| $\delta\left(\Lambda_{Q C D}\right)$ | 0.0009 | 0.001 |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | 0.0008 | 0.001 |
| $\sum \delta$ | 0.175 | 0.227 |

Table E.9: Error budget for $\Delta \Gamma_{d}$ using the updated inputs in Tab. E.1.

| Parameter | Update |
| :---: | :---: |
| $\delta(\mu)$ | 0.0889 |
| $\delta\left(B_{R_{2}}\right)$ | 0.0604 |
| $\delta\left(B_{S}\right)$ | 0.0539 |
| $\delta\left(B_{R_{0}}\right)$ | 0.0301 |
| $\delta(\bar{z})$ | 0.0109 |
| $\delta\left(m_{b}\right)$ | 0.0080 |
| $\delta\left(m_{t}\right)$ | 0.0066 |
| $\delta\left(\tilde{B}_{R_{1}}\right)$ | 0.0038 |
| $\delta\left(\Lambda_{Q C D}\right)$ | 0.0024 |
| $\delta\left(m_{s}\right)$ | 0.0023 |
| $\delta\left(B_{R_{3}}\right)$ | 0.0023 |
| $\delta\left(B_{R_{1}}\right)$ | 0.0018 |
| $\delta(\gamma)$ | 0.0001 |
| $\delta\left(V_{u b} / V_{c b}\right)$ | 0.0 |
| $\delta\left(V_{c b}\right)$ | 0.0 |
| $\sum \delta$ | 0.125 |

Table E.10: Error budget for $\mathcal{R} e\left(\Gamma_{12}^{s} / M_{12}^{s}\right)$ using the updated inputs in Tab. E.1.

| Parameter | Update |
| :---: | :---: |
| $\delta(\mu)$ | 0.0929 |
| $\delta\left(B_{R_{2}}\right)$ | 0.0623 |
| $\delta\left(B_{S}\right)$ | 0.0809 |
| $\delta\left(B_{R_{0}}\right)$ | 0.0533 |
| $\delta(\bar{z})$ | 0.0109 |
| $\delta\left(m_{b}\right)$ | 0.0076 |
| $\delta\left(m_{t}\right)$ | 0.0066 |
| $\delta\left(\tilde{B}_{R_{1}}\right)$ | 0.0 |
| $\delta\left(\Lambda_{Q C D}\right)$ | 0.0022 |
| $\delta\left(m_{d}\right)$ | 0.0 |
| $\delta\left(B_{R_{3}}\right)$ | 0.0023 |
| $\delta\left(B_{R_{1}}\right)$ | 0.0 |
| $\delta(\gamma)$ | 0.0025 |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | 0.000887 |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | 0.0 |
| $\sum \delta$ | 0.149 |

Table E.11: Error budget for $\mathcal{R} e\left(\Gamma_{12}^{d} / M_{12}^{d}\right)$ using the updated inputs in Tab. E.1.

| Parameter | Update |
| :---: | :---: |
| $\delta(\mu)$ | 0.0946 |
| $\delta(\bar{z})$ | 0.0462 |
| $\delta\left(V_{u b} / V_{c b}\right)$ | 0.0211 |
| $\delta(\gamma)$ | 0.0118 |
| $\delta\left(B_{R 3}\right)$ | 0.0106 |
| $\delta\left(m_{b}\right)$ | 0.0101 |
| $\delta\left(m_{t}\right)$ | 0.0066 |
| $\delta\left(B_{S}\right)$ | 0.0078 |
| $\delta\left(\Lambda_{Q C D}\right)$ | 0.0053 |
| $\delta\left(B_{R 2}\right)$ | 0.0039 |
| $\delta\left(\tilde{B}_{R 1}\right)$ | 0.0030 |
| $\delta\left(B_{R 0}\right)$ | 0.0026 |
| $\delta\left(m_{s}\right)$ | 0.0021 |
| $\delta\left(B_{R 1}\right)$ | 0.0001 |
| $\delta\left(V_{c b}\right)$ | 0.0 |
| $\sum \delta$ | 0.1098 |

Table E.12: Error budget for $\operatorname{Im}\left(\Gamma_{12}^{s} / M_{12}^{s}\right)$ using the updated inputs in Tab. E.1.

| Parameter | Update |
| :---: | :---: |
| $\delta(\mu)$ | 0.0937 |
| $\delta(\bar{z})$ | 0.0487 |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | 0.0215 |
| $\delta(\gamma)$ | 0.0105 |
| $\delta\left(B_{R 3}\right)$ | 0.0115 |
| $\delta\left(m_{b}\right)$ | 0.0129 |
| $\delta\left(m_{t}\right)$ | 0.0066 |
| $\delta\left(B_{S}\right)$ | 0.0123 |
| $\delta\left(\Lambda_{Q C D}\right)$ | 0.0054 |
| $\delta\left(B_{R 2}\right)$ | 0.0042 |
| $\delta\left(\tilde{B}_{R 1}\right)$ | 0.0 |
| $\delta\left(B_{R 0}\right)$ | 0.0049 |
| $\delta\left(m_{d}\right)$ | 0.0 |
| $\delta\left(B_{R 1}\right)$ | 0.0 |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | 0.0 |
| $\sum \delta$ | 0.111 |

Table E.13: Error budget for $\operatorname{Im}\left(\Gamma_{12}^{d} / M_{12}^{d}\right)$ using the updated inputs in Tab. E.1.

|  | $\tau\left(B_{s}^{0}\right) / \tau\left(B_{d}^{0}\right)$ |
| :---: | :---: |
| Central value | 1.000503791 |
| $\delta\left(\epsilon_{1}\right)$ | 0.00071 |
| $\delta\left(\epsilon_{2}\right)$ | 0.00051 |
| $\delta\left(f_{B_{s}}\right)$ | 0.00029 |
| $\delta\left(\mu_{G}^{2}\left(B_{s}\right) / \mu_{G}^{2}\left(B_{d}\right)\right)$ | 0.00028 |
| $\left.\mu_{\pi}^{2}\left(B_{s}\right)-\mu_{\pi}^{2}\left(B_{d}\right)\right)$ | 0.00023 |
| $\delta\left(f_{B_{d}}\right)$ | 0.00023 |
| $\delta\left(c_{3}\right)$ | 0.00023 |
| $\delta(\mu)$ | 0.00016 |
| $\delta\left(B_{1}\right)$ | 0.00014 |
| $\delta\left(\mu_{G}^{2}\left(B_{d}\right)\right)$ | 0.00013 |
| $\delta\left(B_{2}\right)$ | 0.00010 |
| $\delta\left(c_{G}\right)$ | 0.000068 |
| $\delta\left(m_{b}\right)$ | 0.000040 |
| $\delta\left(\left\|V_{c b}\right\|\right)$ | 0.000025 |
| $\delta\left(m_{c}\right)$ | 0.0000072 |
| $\delta\left(\tau_{B_{s}}\right)$ | 0.0000013 |
| $\delta\left(M_{B_{s}}\right)$ | 0.00000055 |
| $\delta\left(M_{B_{d}}\right)$ | 0.00000025 |
| $\delta\left(\left\|V_{u s}\right\|\right)$ | 0.000000027 |
| $\delta(\gamma)$ | 0.000000020 |
| $\delta\left(\left\|V_{u b} / V_{c b}\right\|\right)$ | 0.000000010 |
| $\sum \delta$ | 0.00108 |

Table E.14: Error budget for the life-time ratio in Eq. 6.2.32).


[^0]:    ${ }^{1}$ In Eq. 1.4.116 we define the CKM phase $\beta_{d}$ corresponding to $B_{d}^{0}$ mesons (conventionally denoted as $\beta[1,17])$. The analogous phase $\beta_{s}$ for $B_{s}^{0}$ mesons is determined according to $\beta_{s}:=$ $-\arg \left(-\left(V_{c s} V_{c b}^{*}\right) /\left(V_{t s} V_{t b}^{*}\right)\right)$ (notice the extra overall minus sign with respect to Eq. 1.4.116 ).

[^1]:    ${ }^{1}$ Here the term "current" makes reference to weak currents $\bar{\psi}^{\prime} \gamma^{\mu}\left(1-\gamma^{5}\right) \psi$ defined in analogy to the QED electromagnetic currents $j^{\mu}=\bar{\psi}^{\prime} \gamma^{\mu} \psi$; where $\psi^{\prime}$ and $\psi$ are two fermionic fields.

[^2]:    ${ }^{1}$ During the writing process of this thesis we pointed out to the authors of 90 an inconsistency between the formulas for $f_{I I}$ and the numerical value of $\alpha_{2}$ presented in the published version of their paper; this problem has been corrected in the latest version of the manuscript available in the Arxiv. 91

[^3]:    ${ }^{2}$ Our determination for the central value is $\bar{\alpha}_{2}=0.16-0.06 i$.

[^4]:    ${ }^{1} \mathrm{We}$ do not distinguish here between the total $B$-meson decay rates $\Gamma_{B_{d}}, \Gamma_{B_{s}}$ and $\Gamma_{B^{+}}$and the total $b$-quark decay rate $\Gamma_{\text {tot }}$, because the measured differences are smaller than the current theoretical uncertainties.
    ${ }^{2}$ See also 112 for a recent discussion of a similar point.

[^5]:    ${ }^{3}$ According to 107 "long" lived muons are those produced by particles travelling long distances before decaying within the detector. In contrast "short" lived muons are the result of the decay of particles within the beam pipe at small distances from the $p \bar{p}$ interaction point. Short lived muons are considered signal since their production is not affected by interactions in the detector material, on the other hand long lived muons are treated as background.

[^6]:    ${ }^{4}$ We have also derived bounds using the form factors from 126, which yield similar but slightly more stringent bounds.

[^7]:    ${ }^{1} \mathrm{~A}$ first numerical analysis with this new inputs was already performed in 182 ; but the authors put their emphasis on the implications for the correlation between $\Delta M_{s, d}$ and $\epsilon_{K}$ in models with constrained MFV and implications for $\Delta \Gamma_{s, d}$ have not been analized.

[^8]:    ${ }^{1}$ Notice also that we have written the argument of the statistical test $T$ in a generic way so that it can be applied to any set of values for the observables $\vec{x}$. Then if we want to calculate $T$ for the experimental results we should evaluate $T\left(\vec{x}_{0}\right)$.

