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Abstract
Lindblad, R. 2014. Electronic Structures and Energy Level Alignment in Mesoscopic Solar
Cells. A Hard and Soft X-ray Photoelectron Spectroscopy Study. Digital Comprehensive
Summaries of Uppsala Dissertations from the Faculty of Science and Technology 1135. 87 pp.
Uppsala: Acta Universitatis Upsaliensis. ISBN 978-91-554-8921-2.

Photoelectron spectroscopy is an experimental method to study the electronic structure in matter.
In this thesis, a combination of soft and hard X-ray based photoelectron spectroscopy has been
used to obtain atomic level understanding of electronic structures and energy level alignments in
mesoscopic solar cells. The thesis describes how the method can be varied between being surface
and bulk sensitive and how to follow the structure linked to particular elements. The results
were discussed with respect to the material function in mesoscopic solar cell configurations.

The heart of a solar cell is the charge separation of photoexcited electrons and holes, and in a
mesoscopic solar cell, this occurs at interfaces between different materials. Understanding the
energy level alignment between the materials is important for developing the function of the
device. In this work, it is shown that photoelectron spectroscopy can be used to experimentally
follow the energy level alignment at interfaces such as TiO2/metal sulfide/polymer, as well as
TiO2/perovskite.

The electronic structures of two perovskite materials, CH3NH3PbI3 and CH3NH3PbBr3 were
characterized by photoelectron spectroscopy and the results were discussed with support from
quantum chemical calculations. The outermost levels consisted mainly of lead and halide
orbitals and due to a relatively higher cross section for heavier elements, hard X-ray excitation
was shown useful to study the position as well as the orbital character of the valence band edge.

Modifications of the energy level positions can be followed by core level shifts. Such studies
showed that a commonly used additive in mesoscopic solar cells, Li-TFSI, affected molecular
hole conductors in the same way as a p-dopant. A more controlled doping can also be achieved
by redox active dopants such as Co(+III) complexes and can be studied quantitatively with
photoelectron spectroscopy methods.

Hard X-rays allow studies of hidden interfaces, which were used to follow the oxidation of Ti
in stacks of thin films for conducting glass. By the use of soft X-rays, the interface structure and
bonding of dye molecules to mesoporous TiO2 or ZnO could be studied in detail. A combination
of the two methods can be used to obtain a depth profiling of the sample.
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"An experiment is a question which science poses to Nature
and a measurement is the recording of Nature's answer."

Max Planck

"A well balanced anode running at 10000 rpm can
hardly be heard in a normal laboratory environment."

Ulrik Gelius

Till min familj, stor som liten
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1. Introduction

1.1 Solar cells
The sun is essential for life on this planet since it provides us with a lot of energy
in form of heat, visible light and UV-radiation. A solar cell is a device that
can convert some of this energy to electricity, through absorption of light and
separation of charges. Once the solar cell is produced, the only input needed to
produce electricity is light, and since there are no rest products in the process,
solar cells are a good alternative for an environmental friendly and sustainable
electricity production [1]. A rough calculation gives that if 0.1% of the Earth's
total area was covered with solar cells that converts 10% of the incoming light
to electricity, todays electricity consumption would be covered [2].

Starting 60 years ago with the development of the silicon solar cell [3], a lot
of research has been focused on different kinds of solar cells based on various
semiconductor materials, for example Si, GaAs, CdTe and CIGS (cupper in-
dium gallium selenium) [4]. Solar cells including organic materials in different
combinations with semiconductors is another family of devices. This includes
for example mesoscopic solar cells and polymer/fullerene blends [2].

1.1.1 Mesoscopic solar cells
In the 1990:s, Michael Grätzel and coworkers did pioneering work on dye-
sensitized photoelectrochemical solar cells including a wide band gap semi-
conductor, a dye and a liquid electrolyte [5]. The idea behind the dye-sensitized
solar cell (also called a Grätzel cell) is that dye molecules absorb visible light
and that the semiconductor and electrolyte transport charges. The method
of making a large band gap semiconductor sensitive to visible light with the
use of dye molecules was known earlier [6] but it was the introduction of a
nanoporous semiconductor, giving a very large surface area, that enabled a
functioning solar cell. Important motivations for the dye-sensitized solar cell
are simple and low-cost production and also a high flexibility regarding mate-
rials and applications.

Today, the research field about dye-sensitized solar cells has grown tremen-
dously [7] and other types of solar cells containing oxides and molecular mate-
rials have followed [8]. Replacing the liquid electrolyte with a solid hole con-
ducting material gives a so-called solid state dye-sensitized solar cell, where
the hole conductor can be an inorganic material or an organic polymer or
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molecule [9, 10]. For light absorption purposes, the dye molecule can be re-
placed with quantum dots, making a quantum dot-sensitized solar cell [11], or
a thin film of a semiconductor as in a semiconductor-sensitized solar cell (also
called extremely thin absorber, ETA, solar cell) [2, 12]. There are also types
where the light absorption and electron conduction take place in the same ma-
terial, a mesoporous light-absorbing semiconductor [13]. All solar cells that
are based on a nanoporous, or mesoporous, semiconductor may be grouped to-
gether as mesoporous or mesoscopic solar cells. The word mesoscopic reflects
that the size domain relevant for this type of device is between microscopic and
macroscopic, which in this case means in the range between several nanome-
ters to micrometers.

Recently an organic-inorganic perovskite material was introduced as a thin
absorber together with a solid hole conductor [14, 15]. These perovskite so-
lar cells very quickly outperformed the efficiencies of the best dye-sensitized
solar cell and is a rapidly increasing research field. The perovskite material
is very diverse and can be used as a light absorber, as a hole conductor [16],
as a combined light absorber and hole conductor [17] or as a combined light
absorber and electron conductor [18]. It can be deposited onto a mesoporous
semiconductor from solution, but can also be vapour deposited to form thin
film configurations similar to the CIGS solar cell [19].

Light-
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Counter electrode 

Hole conductor

Sensitized 

nanoparticles
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Oxide
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Figure 1.1. A SEM picture of a cut through a solid state mesoscopic solar cell (left), a
sketch of the same solar cell (middle) and the energy levels in the different materials
together with the working principle (right).

The basis for mesoscopic solar cells is nanoparticles of a semiconductor, typ-
ically TiO2, covered with a light absorbing material (dye molecule, quantum
dot, perovskite, etc.) see figure 1.1. When the solar cell is illuminated, an elec-
tron in the light absorbing material gets excited to a higher energy level in that
material. This electron moves from the light absorber into the semiconductor
and through the mesoporous network of semiconductor nanoparticles to a front
contact. To reduce the oxidized light absorber, electrons are transferred from
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the back contact through the liquid electrolyte or solid hole conductor. On the
way from the front contact to the back contact, the electrons can be used to do
work in an external device. The solar cell efficiency, i.e. the ability to convert
light to electrical energy, varies between different types of solar cells and the
highest values are in the order of 12% for liquid dye-sensitized solar cells [20],
7% for solid state dye-sensitized solar cells [21] and 15% for perovskite solar
cells [19].

Figure 1.1 also shows different processes in the solar cell, including both
the wanted processes, but also the unwanted backward reactions. Backward
reactions do happen, but since they typically are slower than the favourable
processes, the solar cell still works. Much work is therefore focused on how
to make the favourable processes go faster and slow down the unfavourable.

1.2 This thesis
Even though there now is a basic understanding of the working principles of
mesoscopic solar cells, there are still unanswered questions. The whole system
is complex and to be able to characterize and understand it, many different
methods are required. The charge separation, which is the core of conversion of
light to electricity, occurs at the interfaces between the different materials in the
device. Detailed atomic level electronic structure information of the materials
and material interfaces allows basic understanding of functional interfaces and
the development of mesoscopic solar cells. Photoelectron spectroscopy is a
technique that can be used to study the electronic structures at the interfaces in
the solar cell and in the different materials. This is very important since a good
working solar cell requires a proper alignment between the energy levels in
the different parts of the cell. When changing or modifying the materials, the
energy levels and alignment may change, and understanding and controlling
such effects is important for solar cell developments.

This thesis covers studies of materials from different types of mesoscopic
solar cells and also different parts of the solar cell configuration. The different
types include dye-sensitized, solid state dye-sensitized, semiconductor sensi-
tized and perovskite solar cells. In these solar cells, the interface between a
mesoporous semiconductor and a dye molecule, semiconductor or a perovskite
is studied as well as thin films of hole conducting molecules and also the con-
ducting glass itself. The overall aim is to get an atomic level understanding of
the materials or the combination of materials and how different kind of modifi-
cations can change the electronic structure. Especially the energy level align-
ment between the different materials and how to modify this alignment has
been the focus for this work.

The main experimental method has been photoelectron spectroscopy, which
is an experimental method that uses X-rays to study e.g. the electronic structure
and bonding in atoms, molecules and solids. Using lower photon energies, soft
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X-rays, the technique is often referred to as PES (photoelectron spectroscopy)
or XPS (X-ray photoelectron spectroscopy) and for higher photon energies,
hard X-rays, the notations is HIKE (HIgh Kinetic Energy XPS) or HAXPES
(Hard X-ray Photoelectron Spectroscopy). With soft X-rays, the technique is
very surface sensitive and is thus useful to study the interaction of a molecule
on a surface. Hard X-rays can on the other hand be used to study buried in-
terfaces and the bulk electronic structure. In short, the main new experimental
contribution from this thesis has been the development of methodology for
measuring changes in energy level alignment with an element specific tech-
nique.

1.2.1 Outline of the thesis
The thesis starts with some basic knowledge about atoms, molecules and solids
in chapter 2. Chapter 3 describes the main experimental technique, photoelec-
tron spectroscopy, and chapter 4 the experimental conditions. Chapter 5 gives a
more detailed description of the mesoscopic solar cells and how photoelectron
spectroscopy can be used to characterise the materials for better understand-
ing of their functional properties. This chapter also includes a summary of the
experimental results.
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2. Atoms, molecules, solids and light

Before moving into the core of this thesis, and to lay a ground for the coming
discussion, I would like to give some background about the electronic structure
of matter1.

2.1 The electronic structure of an atom
Everything around us is made up by atoms with a positively charged nucleus
surrounded by one or more negatively charged electrons. The magnitude of the
positive charge defines which element it is. For example an element with eight
positively charged protons in the nucleus (together with a similar number of
uncharged neutrons) is regarded to be carbon. To be neutral, eight negatively
charged electrons are circulating around the nucleus.

A particle in a circular motion is always accelerated towards the center of
the path. According to classical mechanics such particle would loose some of
its energy during the acceleration, by sending out radiation. In the atom, this
would mean that the electron would move closer and closer to the nucleus and
finally crash into it. This is fortunately not the case and we realise that the
electronic motion can not be described by classical mechanics.

According to Bohr's model of the atom the electrons can only move in cer-
tain circular paths (shells) with fixed distances to the nucleus. In this descrip-
tion, both energy and radius are preserved. The electronic paths closer to the
nucleus will be more affected by the positive charge compared to electrons
further away. The closer the electron is to the nucleus, the more energy is
therefore needed to remove it from the atom, which is described by a higher
binding energy. Bohr's atomic model can be described by quantum mechanics
where the electron is regarded as a wave rather than a particle. The distance to
the nucleus can be kept if the electronic motion is a standing wave and the cir-
cumference equals an integer number of wavelengths. The electronic motion
is then described by a wavefunction, Ψ, and the energy is found by using the
Schrödinger equation:

HΨ = EΨ. (2.1)

This equation may look simple and in one way it is. Nevertheless it can only be
solved exactly for atoms with not more than one electron. For atoms with more

1For general references to this chapter see for example [22–24].
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electrons you need approximations2. The Hamiltonian operator, H , describes
the different contributions to the total energy, i.e., the potential and kinetic
energy (and different interactions). From the Schrödinger equation, which is
an eigenvalue equation, you get the energy eigenvalues, E, which describes
the energy state of a system. For the hydrogen atom the energies are obtained
as

En = − 1

n2

Z2e2

2a0

1

4πϵ0
(2.2)

where Z is the nucleus charge, a0 is the Bohr radius and n is the principal
quantum number3. For each energy eigenvalue there is an eigenvector, the
wavefunction Ψn, and these functions describe the orbitals where you can find
the electrons. An orbital can be described as the spatial distribution where
there is a certain propability density to find an electron.

In general, the principal quantum number is equal to the shell where the
electron is found; it is labelled as a number where 1 is the shell closest to the
nucleus. The number of electrons with a certain binding energy is however re-
stricted; each shell therefore contains subshells with slightly different binding
energy. These are described by the orbital angular momentum l, labelled s, p,
d, f, g... depending on the symmetry of the orbital. In carbon, the electronic
energy level that is closest to the core and that has the highest binding energy,
is thus called the C 1s electronic level or orbital. The two labels described so
far are two out of four quantum numbers. In addition we have the magnetic
quantum number and the electronic spin. Interactions between the spin and the
orbital angular momentum (spin-orbit interaction) can give additional energy
level splitting and is denoted with the spin quantum number as a subscript (as
in S 2p1/2)4.

According to the Pauli exclusion principle, two electrons can't have the same
values on all four quantum numbers. This limits the number of electrons in a
certain orbital. How the electrons are distributed among the energy levels is
denoted in the electron configuration. As an example, the electron configura-
tion of the sulphur atom is S 1s22s22p63s23p4, where the superscript denotes
the number of electrons in each level.

The electronic binding energies ranges from 0–100000 eV. The lowest bind-
ing energies (up to approximately 20 eV for most elements) are found for the
electrons furthest away from the nucleus: the valence electrons. These elec-
trons can be delocalised over several atoms and are responsible for bonding
between atoms. Above the valence levels, each element has very specific and
well defined core levels and studies of their binding energy make it possible
to distinguish different elements from each other. Such studies require a tech-
nique that uses energies comparable to the binding energy of the electrons. To

2Electron-electron repulsion can, for instance, be modeled with the central field approximation.
3The constants e and ϵ0 is the electronic charge and the permeability in vacuum respectively.
4Spin-oribt interaction is described in more detail in chapter 3.4.
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study the atom specific core levels, X-rays are therefore required, as is used in
photoelectron spectroscopy, see chapter 3.

2.2 Molecules and solids
Combining atoms together to a molecule or a solid gives an overlap between
the valence orbitals. This overlap is the basis for chemical bonding since it
allows electrons to be shared between atoms and new molecular orbitals are
formed. An illustration of this can be found in figure 2.1. The core levels are
on the other hand localized and electrons from the core levels are not shared
between atoms. The atomic character of the core levels remain after chemi-
cal bonding since they are not directly involved. Upon chemical bonding or
other chemical reactions, the valence levels changes due to redistribution of
electrons. Figure 2.1 also shows levels that are empty in the ground state, but
can be occupied by e.g. excitation of electrons.

Atom

Molecule

Solid

core

core 

levels

valence 

levels

empty

levels

HOMO

LUMO

vb

cb

Figure 2.1. The energy levels in an atom, molecule and a solid (in this case a semi-
conductor with a gap between the valence and conduction bands).

The more atoms that are combined together, the more energy levels are found
in the valence region, and the closer the levels are. For a solid with a large
amount of interacting atoms, the highest occupied and the lowest unoccupied
levels form bands, the valence and the conduction band respectively. For met-
als, the top band is partly filled and the highest occupied level is referred to
as the Fermi level, EF

5. At room temperature, many electrons are thermally
excited and these are the electrons responsible for electrical conduction. The
excited electron leaves a level empty in the valence band, a so called hole,
5The definition of the Fermi level is the highest occupied level at the temperature zero Kelvin.
Another word for the Fermi level is the chemical potential of a material.
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which also contributes to the conduction. A totally full, or empty, band can
not make any contribution to conductivity in the material.

The occupied and unoccupied bands (the valence and the conduction bands)
in a semiconductor are separated by a gap with no energy levels, the bandgap6.
This can be compared to the gap between the highest occupied molecular or-
bitals, HOMO, and the lowest unoccupied molecular orbitals, LUMO, in a
molecule. The energy transition represented by an electron excited from HOMO
to LUMO is of great importance for interactions between the molecule and,
e.g. visible light.

The Fermi level is in this case within the bandgap and is defined as the energy
where the probability of occupation of an energy level is exactly one half (as
described by the Fermi–Dirac distribution function)[22]. The Fermi level is
the electrochemical potential for electrons in a material and the position of the
Fermi level relative the valence and conduction band edges is determined by
the number of electrons in the conduction band and the number of holes in the
valence band, i.e. the number of charge carriers on either side of the bandgap.
In an ideal undoped semiconductor crystal, the Fermi level is in the middle
of the band gap (at zero Kelvin). Adding electrons to the conduction band or
removing electrons from the valence band can cause the Fermi level to move
up or down, see figure 2.2. This can be achieved by impurities or imperfections
introducing empty or occupied energy levels in the bandgap. This is referred
to as doping of the semiconductor. Doping of conducting molecules are the
topic in paper VII and VIII. The distance between the Fermi level, EF and the
transport level for holes, Ep, can be written as

EF − Ep = −kT ln

(
p

Np

)
(2.3)

where p is the density of holes and Np is the density of states at the transport
level. Equation 2.3 has its origin in semiconductor theory, but is also useful to
describe molecular systems [25], although there are different ways to describe
doping in molecular systems [25–29].

In a semiconductor at room temperature, there will be mobile charges both
in the valence and conduction band (which one is more probable depends on
e.g. doping). If electrically removing such conduction electrons, the average
energy from where they are removed is at the Fermi level. The Fermi level
is therefore the energy from where a conduction electron is taken out from a
material and represents the free energy of the electrons7.

In many descriptions, the energy where an electron is at rest directly out-
side a material is called the vacuum level. The energy difference between this
6An insulator is characterized by a very large bandgap over which thermal excitation is not
possible.
7To remove the conduction electrons should however not be confused with the removal of core
or valence electrons during photoelectron spectroscopy measurements since the latter are excited
beyond the vacuum level.
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Figure 2.2. A schematic representation of important energy levels in a semiconduc-
tor. Adding extra electrons to the conduction band (n-doping) shifts the Fermi level
upwards and adding extra holes to the valence band (p-doping) shifts the Fermi level
downwards.

vacuum level and the Fermi level is defined as the work function, see figure
2.2. Since the binding energy of an electron in a material often is given with
the Fermi level as zero binding energy, the amount of energy required to re-
move an electron from a material is the sum of the binding energy and the work
function.

2.3 The interface between a solid material and a
molecular film

As mentioned above, the vacuum level is often defined as the energy where
an isolated electron is at rest outside a material. Far away from the surface (at
an infinite distance) the vacuum level has the energy V∞. Moving closer to
the surface the vacuum level changes and just outside the surface it attains the
value Vs. The surface vacuum level (Vs) can vary between different materials
and also between different kind of surfaces of the same material. The latter is
observed as a variation of the work function depending on the surface. The rea-
son for the change of work function (or the vacuum level) for different surfaces
can be due to a change of the surface charge. Depending on how the surface
look like, the electronic cloud from the surface atoms can stick out from the
core of the atoms and form a charged dipole layer at the surface. The strength
of this dipole layer will affect the vacuum level just outside the surface and
hence also the work function [26, 30–32].

If looking at a solid and a molecule far away from each other they will have
the same vacuum level (V∞). If brought in contact to each other, but without
any transfer of charge between the solid and the molecule, the molecule will
align its energy levels in such a way that the vacuum levels just outside the
surfaces, Vs, of the molecule and solid attains the same potential, see (a) in
figure 2.3. When this happens, all the electronic levels in the molecule will
follow so that the distance between the Vs and the molecular electronic levels
remains the same.
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If a dipole layer is created at the interface (in addition to the dipole layer de-
scribed above), the vacuum level at the interface may shift (as in figure 2.3(b)).
A dipole layer can be formed by charge transfer across the interface or by chem-
ical reactions at the interface. By putting a small molecule with a well defined
dipole moment in between the solid and the molecular layer, it is also possible
to control this vacuum level shift [33]. This is discussed in paper VI.

The work function of the inorganic solid and the molecular layer are usually
not the same and hence, their respective Fermi level will not be at the same
energy when the vacuum levels are aligned (with or without the shift in figure
2.3(b)). To compensate for the different Fermi levels, charges are rearranged at
the interface in order to obtain equilibrium. Electrons will move to the material
that has the larger work function (with the Fermi level at the lowest potential).
This charge redistribution will affect the region closest to the interface; in the
bulk of both materials the Fermi level will have the same position with respect
to the valence and conduction levels (HOMO and LUMO) as before the charge
redistribution. As a consequence of this, the energy levels will be shown with
a bending of the electronic levels in the molecular layer close to the interface,
sometimes referred to as band bending (figure 2.3(c)). Band bending will only
happen (or will at least only be detectable) if there are enough mobile charges
in the molecular layer and this requirement is fulfilled if the molecular layer is
sufficiently thick. The charge separation in a pn-junction (as in a Si solar cell)
is for example described by band bending at the interface between the p-doped
and the n-doped material.

To summarize, the energy level alignment between two materials might be
influenced by: dipole layers at the material surfaces giving different work func-
tions; dipole layers created at the interface shifting the vacuum level at the
interface; band bending in the semiconducting (or molecular) material. More-
over, the electronic structure obtained from the energy level alignment will
define the properties of a functional interface, such as the key interfaces in
mesoscopic solar cells

As an example, studies of a multilayer of a hole conducting molecule de-
posited onto single crystalline TiO2 indicates a band bending in the molecular
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Figure 2.3. Energy levels in a solid and a molecular layer when brought in contact
with each other (a), with a dipole layer in between (b) and with band bending (c).
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film within the first nanometers from the interface [27]. Another example is the
semiconducting nanoparticles in a mesoporous semiconducting film. It can be
discussed that since theses nanoparticles are so small, no, or very small, band
bending will occur inside these nanoparticles [2, 34, 35].

Photoelectron spectroscopy is a tool to experimentally investigate the elec-
tronic structures obtained from the alignment discussed above as shown in the
present thesis. For example, in paper VII and VIII, changes of the Fermi level
in molecular films are studied and to avoid effects from band bending, the more
bulk sensitive technique HAXPES was used.

2.4 Light-matter interactions
What we usually refer to as visible light is a physical phenomena that more
precisely can be described as electromagnetic radiation with a certain wave-
length (visible light has the wavelength 400–700 nm). Electromagnetic radia-
tion spans from Gamma and X-rays with short wavelength to ultraviolet, vis-
ible and infrared light at medium wavelength to micro and radio waves with
long wavelength. All these different kinds of radiation consist of a transverse
wave of oscillating electric and magnetic fields that moves at the speed of light.
The different energies and wavelengths of the different part of the electromag-
netic spectra are found in figure 2.4.

As described in chapter 2.1, an electron can be regarded as both a particle and
a wave. In the same way, electromagnetic radiation can act both as a wave as
described above, but also as a particle. This is called the wave-particle duality.
In the particle-picture the energy of the light might be referred to as photon
energies rather than wavelengths.

The particle description is very useful when discussing interactions between
light and electrons in a material. When we say that light is absorbed by a mate-

Gamma rays X-rays
Ultra-

violet
Infrared Radio waves

400 nm 500 nm 600 nm 700 nm

Visible light

0.01 nm0.0001 nm 0.1 mm 1 cm 1 m 100 m

WavelengthEnergy

100 eV100 keV 0.1 eV 0.001 meV10 MeV

Figure 2.4. The electromagnetic spectra with wavelengths in nm and energies in eV.
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rial, we actually mean that the energy in a photon is transferred to the material,
which gets excited. For example can the energy be used to excite an electron
to a higher energy level. The excited electron can fall back to its original level
and at the same time a photon (or another electron) can be emitted. The energy
of the emitted photon is then the same as the energy difference of the excited
and the final energy level. The energy difference of the ground and excited
states can create a voltage and can also be used to initiate an electric current,
where the excited electron is transferred to an external contact. This is the ba-
sic principle of a solar cell. For the solar cell to work, there must be an energy
gap between the energy levels occupied in the ground state and new levels oc-
cupied in the excited states, i.e. the solar cell must contain a semiconductor
or a molecule with a HOMO–LUMO gap. The size of the gap corresponds
typically to the energy in visible light for solar cells.

If a material is radiated with photons with very high energy, as in X-rays,
the electrons can get enough energy to overcome its binding energy and leave
the material. The emitted photoelectron then leaves a positively charged ion
behind. Photoelectron spectroscopy is a technique that uses this behavior to
identify materials and their chemical state, but more about this in chapter 3.

The system studied in this thesis (the solar cell), and the analysis method
used (photoelectron spectroscopy), is thus based on interactions between light
and electrons in a material. The differences being the energy of the photons
and the destination of the excited electron.
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3. Photoelectron spectroscopy

Photoelectron spectroscopy is a suitable method for element specific studies
of surfaces and interfaces and has been the major experimental technique in
this thesis. This chapter starts with the basic principles about photoelectron
spectroscopy, including the photoelectric effect. Following are descriptions of
the information that can be gained from the measurements.

3.1 The photoelectric effect and the basis of
photoelectron spectroscopy

When an atom is irradiated with electromagnetic radiation, such as visible
light, the energy in the light can be transferred to an electron in the atom caus-
ing the electron to be excited to a higher energy level. If the energy in the
radiation is large enough for the electron to overcome it's binding energy, as
for X-rays, the electron will be emitted from the atom. This phenomena is
called the photoelectric effect and was first discovered by Hertz in 1887 [36]
and later explained by Einstein in 1905 [37]. The process can be written as

hν +A −→ A+ + e− (3.1)

where hν is the photon energy in terms of the Planck constant h and the fre-
quency ν. Depending on the energy of the radiation and the energy level in the
atom that the electron originated from, the emitted photoelectron will have a
different velocity, or kinetic energy. This can be written as

Ek = hν − Φ− Eb (3.2)

where Φ is the work function of the material of study and Ek and Eb are the
kinetic and binding energies (referred to the Fermi level of the material) of
the photoelectron. By detecting the kinetic energy of the emitted electron it
is possible to calculate the electronic binding energy in a material1. This is
what defines photoelectron spectroscopy and the method was developed by
Kai Siegbahn and co-workers during the 1960s [38]. Since each element have
specific energy levels, it is in this way possible to distinguish one element

1The kinetic energy detected by the spectrometer should not, however, be directly compared with
the work function of the material, since the photoelectron gets influenced by the spectrometer.
Instead, the binding energy scale can be calibrated using e.g. measurements of the Fermi level.
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from another. To make it possible for the emitted electrons to reach the de-
tector without colliding with molecules in the atmosphere, the experiments are
conducted in vacuum.

Photoelectron spectroscopy is used to characterize the energy levels in atoms
and can be used for gases, liquids and solids. During the photoemission pro-
cess, electrons are removed from the matter under study. For general studies
of gases or liquids, this is not a problem since the atoms or molecules con-
tinuously are renewed. For a solid on the other hand, electrons have to be
transferred to the system so it can remain neutral. This requires samples with
good conductivity (if not electrons are transferred to the sample via an electron
gun).

binding energy kinetic energy

core 

level

valence

band

Figure 3.1. An illustration of an atom (to the left) and the corresponding XPS spectrum
(to the right). [39].

According to equation 7.1, a lower kinetic energy of the emitted electron cor-
responds to a higher binding energy, i.e. an energy level closer to the atomic
core. In photoelectron spectroscopy the number of emitted electrons are mea-
sured as a function of kinetic energy for a well defined photon energy. Each
atomic level will in this way give rise to a peak in a photoelectron spectrum.
An example spectrum can be seen in figure 3.1, where both the kinetic and
binding energy axes are shown. Usually, experimental spectra are shown with
the binding energy increasing to the left, as in the overview spectrum in fig-
ure 3.2. Each element has a unique spectrum and for a mixture of elements
the resulting spectrum is, more or less, a sum of the individual spectra. The
peak area can give quantitative information while the peak position can give
information of the chemical state.

The above discussion relates to core levels that are localised on each atom
and not directly involved in chemical binding. The valence electrons are on the
other hand responsible for chemical bonding between atoms, and can be delo-
calised between many atoms. The valence levels measured with photoeletron
spectroscopy can therefore be more difficult to interpret as they contain contri-
butions from many atoms and elements. For the same reason can the valence
levels give detailed information about chemical binding, chemical reactions
and the density of states at the highest occupied levels.
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The binding energy is generally given with the Fermi level as zero bind-
ing energy for solids and the vacuum level as zero energy for free atoms and
molecules. For solids, the energy calibration is often achieved by direct mea-
surements of the Fermi level. For a semiconductor, a metal in electric contact
with the semiconductor can be used for binding energy calibration.

valence

  levels

Figure 3.2. Overview spectra of a CH3NH3PbI3 perovskite deposited onto meso-
porous TiO2 showing all elements in the sample.

3.2 Core level spectra interpretation
Photoelectrons that are elastically scattered on their way through the sample
give a contribution to the background intensity. As can be seen in figure 3.2,
the background intensity increases towards higher binding energies, with a step
at every core level. This step-like background can be fitted with a Shirley
function [40].

In the simplest picture the photoelectric effects gives an ionized atom in the
ground state. It is however possible that the resulting ion is in an excited state
(where the photoelectron excites valence electrons when leaving the atom).
This will reduce the kinetic energy of the photoelectron giving a shake-up peak
a few eV higher in binding energy compared to the main line. The photoelec-
tron can also give enough energy to a valence electron to remove the latter
from the atom. This is called a shake-off process, which also gives a peak at a
higher binding energy.

When the core hole, created through the photoelectric effect, is filled with an
electron from an outer energy level an Auger electron or a photon can be emit-
ted. The Auger electron originates from an outer energy level and it's kinetic
energy is the energy difference between the initial ion and the double charged
ion. Auger electrons therefore have a constant kinetic energy when varying
the photon energy, while photoelectrons have a constant binding energy. The
difference between an Auger electron and a photoelectron is visualised in fig-
ure 3.3. Auger decay is dominating for lower photon energies while radiative
decay dominates for higher photon energies.
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Figure 3.3. The creation of a photoelectron and a core hole (left) and subsequent core
hole decay through emission of an Auger electron (middle) or a photon (right).

The core ionized state, created in the photoemission process, will eventu-
ally be filled with another electron. The ionized state has therefore a certain
lifetime. This lifetime gives rise to an uncertainty of the energy of the state
which will be seen as a broadening of the core level peak. The lifetime broad-
ening gives a Lorentzian lineshape. In a photoelectron spectroscopic experi-
ment there are also other sources of line broadening that limits the resolution,
e.g. from the spectrometer or the X-ray source. The experimental broaden-
ing is described by a Gaussian lineshape. The total lineshape can therefore be
modeled by a convolution of a Lorentzian and a Gaussian, called a voigt func-
tion. In metals the photoelectrons can interact with conduction electrons and
thus loosing some energy, giving an assymetric lineshape on the high binding
energy side of the main line, better described by a Doniach–S̆unjić line profile
[41].

3.3 Binding energy
The atomic core level binding energy is dependent on the energy difference
between the neutral initial state and the core-ionized final state of the atom.
This can be described by

EB = Etot(N − 1)− Etot(N) (3.3)

where Etot describes the total energies of the initial state with N electrons and
the final state with N-1 electrons. For a given orbital k, the binding energy
EB(k) is described by the initial and final total energies for that orbital.

To calculate total energies are however a difficult task and different approxi-
mations are therefore applied. The simplest way to calculate the binding energy
is by assuming that no rearrangement of the remaining electrons occur during
the process, which is called Koopman's theorem. In this approximation the
Schrödinger equation (2.1) is solved using Hartre–Fock wavefunctions to cal-
culate the ground-state orbital energies, ϵk [42]. This calculation also assumes
that there is no interaction between the photoelectron and the system, called
the Sudden approximation.
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The final state has however lost an electron and therefore the electrons will
not screen the nuclear charge as effectively as before. This creates relaxation
of the remaining electrons to adjust to the new situation. The ground state
orbital energies can therefore be corrected with the relaxation energy, ER, and
the binding energy can be described as

EB(k) = −ϵk − ER. (3.4)

Another approximation uses the fact that the removal of a core electron can
be approximated with an extra proton in the nucleus. This is the Z+1 approx-
imation and can, together with thermodynamic data, be used for a relatively
easy estimation of the binding energy2 [42].

3.4 Spin-orbit coupling
When an electron with relativistic velocity, moves in an electrical field, it will
experience an effective magnetic field. The magnetic moment of the electron,
can couple to this magnetic field, causing a perturbation of the energy levels
of the atom. Since the electronic motion is described by the orbital angular
momentum (the quantum numbers n and l) and the electrons' magnetic mo-
ment is proportional to the spin, this perturbation is called a spin-orbit inter-
action. Spin-orbit interaction causes a splitting of an electronic level, where
the perturbation energy depends on whether the angular momentum is paralell
or antiparalell to the spin [24]. This occurs for electrons in orbitals with an
orbital angular momentum larger than zero (i.e. all orbitals except s-orbitals).
The intensity relation between the two spin-orbit splitted lines is dependent on
the amount of states in each.

For example, a p-orbital can be either p1/2 or p3/2, where the number of
electrons in the p1/2 state is half that of the p3/2 state. An example can be seen
in figure 3.4 displaying the Ti 2p core level in TiO2. The intensity of the Ti
2p1/2 level is half that of the Ti 2p3/2 but due to an extra decay channel of the
Ti 2p1/2 level (a Coster–Kronig transition [43]), this level has a shorter lifetime
and thus a broader Lorentzian contribution compared to Ti 2p3/2.

3.5 The chemical shift
When combining two atoms together to form a molecule, the energy levels in
the atom will be affected. This is most noticeable for the valence levels where
the atomic orbitals in the atom will be combined to molecular orbitals when
2This is done in a so called Born–Haber cycle where the calculations includes removal of an
atom from the material and ionization of that atom before it is put back in the material again
[42].
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Figure 3.4. The Ti 2p core level in mesoporous TiO2 measured with a photon energy
of 4000 eV. Voigt profiles and a shirley-type background are used for curve fitting.

forming a molecule. These molecular levels can differ much compared to their
corresponding atomic levels and there is in general large contribution from
many atoms. The core levels on the other hand will remain more intact when
a molecule is formed, but they can still be affected by the surrounding atoms.
This is seen as a chemical shift of the core level [38], which is dependent on
the nature of the surrounding atoms.

As equation 3.3 can be used to calculate the binding energy of a core level, it
can also be used to calculate the chemical shift, ∆EB , between two compounds
A and B, as ∆EB = EB(A) − EB(B). Using the Z+1 approximation in a
Born–Haber cycle is another way to estimate the chemical shift.

An example of when a chemical shift occurs is the removal of a valence elec-
tron (through for example a chemical reaction), which will change the charge
around a core electron. The core electron therefore feels a stronger Coulomb
interaction to the nucleus resulting in a larger binding energy.

Changing the surrounding atoms also changes the charge around the core
electrons. In a simple picture, a binding to a more electronegative atom will
therefore cause the core level to shift to higher binding energies and a less elec-
tronegative atom gives a chemical shift to lower binding energies. An example
can be seen in figure 3.5 for the C 1s level, where e.g. fluorine gives a large
chemical shift due to its electronegativity. The nature of the chemical shift
gives thus information about chemical bonding in a molecule. There can also
be a chemical shift between surface atoms and bulk atoms in a solid due to the
different amount of neighbouring atoms.

3.6 Factors influencing the peak intensity
The intensity of a photoemission line is determined by the transition probability
between the initial and final state wavefunctions. This can be described by
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Figure 3.5. The C 1s core level of a mixture of spiro-OMeTAD and Li-TFSI measured
with a photon energy of 2010 eV showing the chemical shifts when carbon bonds to
the other elements[44]. The amounts of the different kinds of carbon is reflected by
the intensities of the different contributions to the total carbon signal.

Fermi's Golden Rule [23, 42]

wfi =
2π

ℏ
|⟨Ψf |H|Ψi⟩|2δ(Ef − Ei − hν) (3.5)

where H is the Hamiltonian describing the interaction between the electro-
magnetic radiation and an electron, and Ψi and Ψf are the wavefunctions of
the initial and final states with energy Ei and Ef respectively. If using the
correct wavefunctions for the initial and final states and the dipole operator as
H , Fermi's Golden Rule gives a correct description of the photoelectron pro-
cess, however approximations are needed to solve it [42]. From this equation
follows that the distribution of emitted photoelectrons is proportional to the
initial density of states.

In practical photoelectron spectra, several parameters are responsible for the
transition probability and therefore the intensity, I , of a photoemission line,
see equation 3.6 [45]. These parameters are the surface concentration of the
material under study, n, the photon flux, f , the photoionization cross section of
the process, σ, the angular efficiency factor of the instrumental arrangement,
θ, the mean free path of the electrons, λ, the area of the sample from where
photoelectrons are detected, A, and the analyzer transmission, T .

I ∝ nfσθλAT (3.6)

The more of a specific element on the sample surface, the more intense will
the peak be (an example of this can be seen in figure 3.5). Due to the surface
sensitivity of the technique, elements closer to the surface will also give a larger
contribution to the peak.

The probability that the photoelectric effect will occur when a material is ir-
radiated with X-rays is called the photoionization cross section. The subshell
photoionization cross section combines the transition probability for the given
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photon energy and the density of states of the initial and final state of the in-
teraction [42]. The cross section is dependent on the photon energy and the
material and orbital of interest. In general, the cross section for a given sub-
shell decreases with increasing photon energy, even though localized maxima
and minima can be found [46]. The rate of decrease differs between differ-
ent elements and subshells. This can be used to identify the contribution from
each element e.g. in a mixed molecular valence level. To a first approxima-
tion, metals and heavier elements have higher cross section for higher photon
energies compared to lighter elements such as carbon and nitrogen. To map
out the metallic contribution to a mixed valence levels, high photon energies
are therefore useful [47].

When using polarized light, as in a synchrotron, the polarization direction
versus the orbital symmetry can give additional dependence to the cross sec-
tion [46]. This is true for free atoms and is a good approximation for gases
and liquids. If measuring a solid sample with a high photon energy, giving
bulk sensitive measurements, elastic scattering of the outgoing electrons can
be large enough to give an isotrop electron emission and thus changing the
symmetry dependence [48].

3.7 Varying the photon energy
Photons can travel far in a material before they interact with an electron, the
negatively charged electrons on the other hand, interacts very easily with the
positive cores or other electrons. This interaction limits the distance electrons
can travel through a material. The average distance the electrons travel without
energy loss is called the electronic mean free path, or the escape depth. For a
certain electronic level, the mean free path depends on the kinetic energy of the
electron, which depends on the photon energy where a higher photon energy
gives a longer mean free path. The mean free path as a function of the kinetic
energy measured for various materials show a universal curve, see figure 3.6.
From this curve it can be seen that the shortest mean free path are found for
a kinetic energy of 50 eV. On both side of this minimum, the mean free path
increases. For very low kinetic energies however, material effects can cause
deviations from the universal curve [42].

Varying the energy of the incoming radiation provides therefore a further
source of information in the measurements. One parameter that can be tuned
is the depth from where the electrons will escape the material, due to the limited
electronic mean free path. With a relatively low photon energy, the photoelec-
trons will get low kinetic energy, and hence, will not be able to travel far in a
material. Higher photon energies gives higher kinetic energies and increases
the depth from where the electrons can be emitted and the measurement be-
comes more bulk sensitive.
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Figure 3.6. Inelastic mean free path of electrons as a function of the kinetic energy
[49].

The relative cross sections also vary with energy, which means that the rel-
ative contribution from different elements can be tuned. This type of informa-
tion coupled to theoretical calculations leads to detailed insight into the elec-
tronic structure of the studied material.

In relatively simple molecules in gas phase, intensity variations as a function
of photon energy has been observed. This was explained by interaction of
neighbouring atoms giving a variation of the cross section for different atoms
[50]. For a larger molecule adsorbed to a surface, this kind of cross section
variations was not observed [51].

The field of photoelectron spectroscopy has been divided into subgroups
depending on the kind of radiation used. UV light, for example, will only be
able to emit electrons from the valence levels, but is particularly useful for this
purpose. Photoelectron spectroscopy based on UV light is commonly called
UPS (UV Photoelectron Spectroscopy). Going into the X-ray regime, the X-
rays can be divided into soft X-rays with photon energies between 100–2000
eV, and harder X-rays with photon energies above 2000 eV [52]. When using
the first kind of X-rays the technique is called XPS (X-ray Photoelectron Spec-
troscopy). For hard X-rays the technique is called HAXPES (HArd X-ray Pho-
toElectron Spectroscopy) or HIKE (HIgh Kinetic Energy photoelectron spec-
troscopy). The acronyms PES (PhotoElectron Spectroscopy) or ESCA (Elec-
tron Spectroscopy for Chemical Analysis) are also used as common names for
the technique. It can be mentioned that the first photoelectron spectroscopy
measurements actually were HAXPES measurements, since the first instru-
ment was equipped with an X-ray tube with Cu Kα radiation giving a photon
energy of 8048 eV [38]. The real sucess of this technique came however first
with the development of electron spectrometers that allowed measurements of
high kinetic energies with resonable resolution and transmission [52]. Harder
X-rays are very useful to detect electronic levels with very high binding en-
ergy, and also to detect the bulk of a material. It should however be mentioned
that when deep core levels with very high binding energy are monitored, the
measurements becomes surface sensitive since the kinetic energy of the pho-
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toelectrons is low. UPS and XPS are more surface sensitive techniques where
depths to a few nanometers can be seen, whereas HAXPES can be used to
probe up to 20 nm into the material (and even deeper for porous materials)
[53]. In this thesis work, XPS and HAXPES are used in combination.

3.8 X-ray absorption and resonant photoemission
If an incoming photon has the same energy as the binding energy difference
between a core level and an unoccupied level, an excitation can occur where
the photon is absorbed by the atom. This process leaves the atom with a core
hole, which is rapidly filled with an electron from an outer level. In this decay a
photon or an Auger electron leaves the atom (compare to the decay processes in
figure 3.3). For core levels with relatively low binding energy, decay through
Auger emission is more probable, while for core levels with higher binding
energies radiative decay dominates.

In an X-ray absorption experiment, the amount of emitted Auger electrons
(or photons) is measured while the photon energy is scanned over the absorp-
tion threshold. At specific energies corresponding to absorption edges there
will be higher probability of absorption and also for releasing an Auger elec-
tron (or photon) resulting in a peak in the X-ray absorption spectra. In this
way the unoccupied levels are probed. If studying the absorption close to an
edge, the technique is usually called NEXAFS (near edge X-ray absorption
fine structure). X-ray absorption is an element specific technique since the
core hole and the unoccupied levels are found in the same atom.

In resonant photoemission spectroscopy (also called resonant Auger spec-
trosocpy) the photon energy is also scanned over an absorption edge, but in-
stead of measuring the emitted Auger electrons as in X-ray absorption, the
valence levels are measured for each photon energy3. Due to a higher cross
section at the resonance (where the photon energy matches the excitation from
a core level to an unoccupied level) there will be an enhancement in the parts
of the valence band spectra containing contributions from the atom where the
resonance occured. In this way it is possible to map different atomic contribu-
tions to the often complex valence spectra.

3.9 Theoretical considerations
A photoelectron spectrum can be well modelled by theoretical calculations and
a combination of experiment and theory is therefore a valuable tool for a de-
tailed understanding of the electronic structure. As the electrons are best de-
scribed by quantum chemistry, the theoretical methods includes solving the

3In the same way as in normal photoelectron spectroscopy.
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Schrödinger equation (equation 2.1). For a system with many electrons, this is
done numerically and by using different approximations.

One way to calculate the electronic structure of matter is by using Density
Functional Theory (DFT) [54]. The method was introduced in the 1960's by
Hohenberg, Kohn and Sham [55, 56] and is a well used method today. The idea
behind the method is that the Hamiltonian (used for solving the Schrödinger
equation) can be described by the electron density. The electron density is the
probability to find an electron in a certain volume element and provides a sim-
plified way to describe the energy of a system compared to a many electron
wave function. The total ground-state energy can then be described by func-
tionals of the electron density, including the kinetic energy and the interaction
energy. Applying a variational principle, the minimum value of the functional
can be found, which corresponds to the ground state density. The calculation
starts with an initial guess of the density and in an iterative procedure the or-
bitals that minimizes the total energy are found.

The perovskite structures described in this work (see chapter 5.3.3 and pa-
per IV and V), that are used as light-absorbers in mesoscopic solar cells, are
modelled by means of DFT. The positions of the atoms was exctracted from
reported crystal structures and were geometry optimized. The electronic struc-
ture was then calculated with DFT, where the different kind of atoms were
described with different potentials. One-electron wavefunctions (Kohn-Sham
orbitals) was used to model the photoionization process. The result shows the
electronic density of states (DOS). The partial density of states (PDOS) of each
atomic contribution was extracted through an analysis of the atomic charges
(a Mullikan analysis). For chemical shifts, the Z+1 approximation was also
used. To match the experimentally measured photoelectron spectra, a Gaus-
sian width was adapted to all calculated energy levels. The results include
detailed analysis of the valence levels and understanding of chemical shifts
observed for different perovskite materials.
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4. Experimental setups

Shortly, the setup for photoelectron spectroscopy measurements contain an X-
ray source, an analyser and some vacuum compatible tools for sample han-
dling. The major part of the experimental work in this thesis is performed at
two different synchrotrons: MAX-IV in Lund and BESSY II in Berlin. Here
follows a description about a synchtron radiation source and the beamlines
where the experimental work took place together with some basis about how
to detect the photoelectrons. The chapter ends with a discussion about sample
treatment.

4.1 Synchrotron radiation
Photoelectron spectroscopy is a technique that requires X-rays with a well de-
fined photon energy. X-rays can be produced by electrons hitting an anode as in
an X-ray tube, or by accelerating electrons as in a synchrotron. The light from
a synchrotron is tunable, polarized, has high brilliance and can be focused to a
narrow beam, thus very useful for X-ray photoelectron spectroscopic studies.

The basic principle of synchrotron radiation is that charged particles (typi-
cally electrons) emit radiation when accelerated [57]. The electrons are accel-
erated to relativistic speed (that is, close to the speed of light) and stored in a
nearly circular ring, called the electron storage ring, see figure 4.1. The storage
ring consists of straight sections between strong magnets that bend the path of
the electron beam. In the transverse acceleration caused by the bending mag-
net, the electrons emit radiation. This is the simplest way to create synchrotron
radiation [58]. The radiation can contain energies in a broad spectrum from far
IR to hard X-rays (compare with figure 2.4), a monochromator is then used to
select the desired photon energy.

The more the electrons are bent, the higher the photon energy of the produced
light (the shorter the wavelength). Since the electrons need to continue in its
nearly circular path, there is a limit in the strength of the bending magnet; a
too strong magnet would cause the electrons to bend out of their orbit. If a
series of magnets are used in an array, the original direction of the electrons
can be restored and stronger magnets can be used. As a consequence of the
many turns the electrons make in a magnetic array, the brilliance of the light
increases (brilliance is photon flux and beam size combined, a high brilliance
gives a high intensity in a small spot). Such a device is called a wiggler or
an undulator [59], the difference being that in an undulator the electrons are
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bent more times giving a higher brilliance. In an undulator there are also sharp
intensity peaks corresponding to positive interference between the electrons.
A wiggler on the other hand can use stronger magnetic fields that produces
more energetic photons. Wigglers and undulators can be placed in the straight
sections of a synchrotron storage ring, between the bending magnets.

Beamline

Light

Storage ring

Booster

synchrotron

Gun

Bending 

magnet

Undulator

Figure 4.1. A schematic sketch of a synchrotron where an electron gun injects elec-
trons to the booster ring where they are accelerated to relativistic speed after which
they are injected to the storage ring. The synchrotron BESSY II is the model for this
figure.

The photon energy range of the produced light is not only dependent on the
magnitude of the acceleration, but also on the energy, or speed, of the electrons
in the storage ring [59]. The higher the energy of the electrons, the higher
photon energy will be created. To keep high energy electrons in a circular
path, strong magnetic fields is required, alternatively the radius of the storage
ring is made large.

In addition to this, different types of monochromators are suitable for spe-
cific energy ranges; a grating monochromator works for an energy range of
lower photon energy whereas a crystal monochromator is better suited for
higher photon energies. One definition of hard X-rays is the energy where
a grating no longer works as a monochromator, which is at energies above
2000 eV [52]. Instead, the photon energy is set by bragg reflection in a single
crystal of for example Si.

The generated light leaves the storage ring through a beamline where it
passes the monochromator and where mirrors, gratings and slits focuses the
beam on the sample. The end station with the analysis chamber is located at
the end of the beamline where the photoelectron spectroscopic experiments are
performed.
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4.2 The hemispherical analyzer
One way of detecting the kinetic energy of the emitted photoelectrons is by
using an hemispherical electron energy analyzer [42]. Another way is to mea-
sure the time it takes for an electron to pass through the spectrometer, as in a
time-of-flight-spectrometer [60]. The former type is used for all photoelectron
spectroscopy measurements in this thesis and a hemispherical spectrometer can
be seen in figure 4.2.

The idea with a hemispherical spectrometer is to let the photoelectrons pass
between two hemispherical electrodes where the trajectory of the electrons is
dependent on their kinetic energy. At the other end of the hemisphere, the
electrons are dispersed on a multichannel detector. Only electrons with a ki-
netic energy close to the one following the radius of the central trajectory (the
pass energy, Ep,) between the hemispheres will hit the detector. A system of
electrostatic lenses placed before the entrance to the hemisphere is used to ac-
celerate or retard the electrons emitted from the sample, to select an energy
window that can pass through the hemisphere. The pass energy together with
the entrance slit width (S) and the radius of the analyzer (R0) determines the
resolution of the spectrometer according to equation 4.1.

∆E = Ep
S

2R0
(4.1)

During a measurement, the pass energy is set to a specific value, but the
acceleration or retardation voltages of the electron lenses are varied in order to
scan over all possible kinetic energies. For each particular energy, the number
of electrons hitting the detector are counted and saved, and later integrated to
a spectrum.

e-

detector

hemis-

phere

lenses

Figure 4.2. A hemispherical spectrometer of type Scienta R4000 10keV. The electron
passes through a system of electrostatic lenses and the hemisphere before hitting the
detector. Figure courtesy of VG Scienta.
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4.3 Measurements with hard X-rays
Photoelectron spectroscopic experiments using hard X-rays were performed at
the HIKE end station at beamline KMC-1 at BESSY II in Berlin [53, 61]. The
photons are created by a bending magnet at this beamline. The beamline is
further equipped with a crystal monochromator with three different crystals:
Si(111), Si(311) and Si(422). Each crystal is suited for a specific photon en-
ergy range and altogether they can provide photon energies between 2–12 keV.
Detection of photoelectrons is made by a hemispherical Scienta R4000 10 keV
spectrometer configured for high kinetic energy photons.

Measurements are usually performed with the photons hitting the sample at
a grazing incidence angle. The spectrometer is in a direction that is close to the
surface normal of the sample (the beam and the spectrometer are at a 90 degree
angle). This configuration makes the measurements bulk sensitive. In figure
4.3 the HIKE end station is shown. The X-ray beam is coming from the right
in the figure. Samples are introduced via a load-lock chamber and transferred
in vacuum to the measurement position in the analysis chamber. Possible in
situ preparations include Ar ion sputtering and heating.

load chamber

spectrometer

photons

analysis chamber

manipulator

preparation chamber

Figure 4.3. A figure showing the HIKE end station at KMC-1 at BESSY II.

HAXPES can be used to study bulk electronic properties and buried inter-
faces. In papers VII and VIII, the bulk sensitivity is used to minimize the
effect of the surface, to avoid detection of surface contaminants and possible
band bending at the sample/vacuum interface. For molecular materials that
are difficult to deposit in situ, this is very useful. In papers IV, VI and IX, the
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bulk sensitivity was used to study buried interfaces. As mentioned in chap-
ter 3.7, higher photon energies can also be used to highlight the contribution
of a certain element that has a relative high photoionization cross section at
high energies. This was used in papers IV and V when measurements of the
perovskite compounds CH3NH3PbI3 and CH3NH3PbBr3 were compared to
theoretical calculations.

4.4 Measurements with soft X-rays
Photoelectron spectroscopy experiments with photon energies between 100 –
1000 eV were carried out at beamline I411 at the Swedish national synchrotron
facility MAX-lab in Lund [62]. This beamline is equipped with an undulator
for light generation and a plane grating monochromator selects the desired pho-
ton energy before the beam reaches the sample. The analyzer is a hemispherical
Scienta R4000 wide angle lence spectrometer. This beamline can be used for
various kinds of experiments and the setup can accordingly be changed as to be
used for gaseous, liquid and solid samples. For the experiments on solid sam-
ples used in this thesis work, a transfer chamber and a manipulator for sample
movement is placed on top of the analysis chamber, see figure 4.4. To this
transfer chamber a smaller chamber, used for fast loading of ex-situ samples,
is mounted together with a magnetic rod that can move the samples from this
load-lock chamber to the transfer chamber. Measurements are typically per-
formed with an angle of 30 degrees between the spectrometer and the surface
normal of the sample.

The lower photon energies accessible by this beamline are particularly useful
to study valence bands and band gap states. Interfaces of semiconductors and a
light absorbing material can be studied in great detail if only the latter material
is thin enough (this is always the case for e.g. dye molecules). In paper III, we
show that is also is possible to study interfaces of a mesoporous semiconductor,
a metal sulphide and a polymer.

4.5 Practical considerations when measuring organic
and semiconducting samples

All samples measured in this work relates to different kinds of mesoscopic solar
cells and here I would like to discuss some general aspects to take into account
during measurements of these kind of samples. More detailed descriptions of
sample preparation for each type of solar cell configuration are however found
in chapter 5.

The name semiconductor imply that the material is only partly conducting.
If the conduction of electrons through the material in the sample is slower
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load chambertransfer 

chamber

analysis
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spectrometer

Figure 4.4. The setup at I411 at MAX-lab with the beamline to the left, the analysis
and transfer chambers together with the manipulator in the middle and the load-lock
chamber and the magnetic rod to the right. Hardly visible behind the analysis chamber
is the spectrometer.

than the removal of photoelectrons, the material will be positivley charged dur-
ing photoelectron spectrosocpy measurements. This will induce a shift of the
photoelectron lines towards higher binding energy in a spectrum. The charg-
ing is generally larger directly after starting radiating the sample with X-rays,
but eventually reaches a steady-state where the charging can be controlled.
Variations in X-ray intensity changes this steady-state. Most of the photo-
electron spectroscopy measurements in this work have been conducted at a
synchtrotron that was running in decay-mode where the X-ray intensity de-
creases with time1, thus changing the charging over time. One way to energy
calibrate the measurements of poorly conducting samples is to use an internal
binding energy reference. A core level in a mesoporous semiconductor can
for example be used to binding energy calibrate the electronic levels from an
adsorbed dye molecule or light absorbing semiconductor.

An internal reference is however not always possible. An example is the
studies of thin films of hole conductors studied in this thesis, where the aim
was to compare the electronic binding energies in the bulk material before and
after the addition of a Li-salt or a Co-complex. The core levels of the hole
conductor could in this case not be used as an internal binding energy reference
1Some of the later experiments at BESSY have however been performed during top-up mode,
where the X-ray intensity is stable over time.

40



since the goal was to follow shifts of the core levels themselves. A metal in
electric contact with the molecular film can instead be used to reference the
binding energy of the molecular material to the Fermi level. To avoid erronous
results due to binding energy shifts caused be charging, possible charging can
be monitored by decreasing the X-ray intensity while following the binding
energies of core levels in the molecular material relative the reference metal.
A core level shift of 0.05 eV or less when decreasing the X-ray intensity by
half was in this work assumed to be sufficient to avoid erronous results due to
charging. If necessary, the X-ray intensity was decreased until this requirement
was fulfilled.

Light absorption and charge separation in a mesoscopic solar cell are de-
pendent on the relative energies of valence and conduction band edges. Even
though photoelectron spectroscopy is a suitable technique for determining the
binding energy of the valence band edge relative the Fermi level, the exactness
in which this can be done can be discussed. If the valence band edge would
have been a step function the determination of its binding energy would have
been easy. In reality the edge is more a slope, and the binding energy of the
edge is usually defined as where a straight line with the same angle as the slope
intercepts with the x-axis. How to draw this straight line is however not unam-
biguously defined. In this work, the energy level alignment is therefore given
as the distance (binding energy difference) between valence band edges, rather
than to give a direct binding energy of the edge. In a molecular material, the
HOMO is a better description of the highest occupied level than a conduction
band edge. The experimental difference is that the HOMO often can be seen
as a distinct peak, and not a slope. In this case, a peak fit can give the binding
energy of the HOMO level.
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5. Mesoscopic solar cells

This chapter includes a more detailed description of the function of mesoscopic
solar cells. The chapter starts with a basic description of the function and how
to characterize the basic solar cell properties. The different materials in the
device are then treated in more detail according to their function: light absorb-
ing, hole conducting or electron conducting. In this latter part the sections start
with a general description of different types of devices, which is followed by a
more detailed discussion of the most important experimental results from this
thesis.

5.1 The basic structure and function of the solar cell
5.1.1 The working principle
As mentioned already in the introduction, the basic structure for the meso-
scopic solar cell investigated in the present thesis is a mesoporous network
of a semiconductor material, where oxides are the most widely used [7]. Ad-
sorbed to the semiconductor surface is a monolayer of dye molecules or a thin
film of a small band gap semiconductor (the light absorber). A hole conducting
molecule (in a solid-state device), or a liquid electrolyte (in a liquid device),
fills the mesoporous network. As a substrate for the mesoporous oxide film
and as a transparent conducting front electrode, glass with a conducting film
(FTO or ITO) is used. The back contact is either another piece of conducting
glass (for liquid devices) or a thin film of a metal (for solid-state devices) that
is usually deposited through evaporation.

The working principle of a mesoscopic solar cell is described in figure 5.1.
The light absorber absorbs the incoming light and the energy in a photon is
used to excite an electron. This absorption is often represented as an elec-
tron jumping from the valence band edge (or HOMO) to the conduction band
edge (or LUMO) in the light absorber. The electron is then injected to the
conduction band of the semiconductor and transports through the mesoporous
network via diffusion to the front contact. This leaves the light absorber in an
oxidized state and to reduce it, an electron from the HOMO of the hole con-
ductor moves to the valence band edge (HOMO) of the light absorber. This
creates a hole in the hole conductor, and for a solid molecular hole conductor,
this hole is transported between the hole conducting molecules in a hopping
manner until it reaches the back contact [63]. The key function, electron and
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hole charge separation, in a mesoscopic solar cell thus happens at the interfaces
of the different materials and the electrons and holes are transported through
the oxide and the hole conductor respectively. The large surface area of the
mesoporous semiconductor creates a large interface where charge separation
can occur. TiO2 is the most widely used semiconductor for mesoscopic so-
lar cells due to its good semiconductor properties and ability to form stable
nanoparticles and porous structures.

NN

NN

O O

OO

O

O

CH
3CH

3

O

O

CH
3

CH
3

CH
3 CH

3

CH
3 CH

3

N O

O

OO

O

S

NC

C

vb

cb

HOMO

LUMO

HOMO

Vpot

Figure 5.1. The working principle of a mesoscopic solar cell, in this case a solid state
dye-sensitized solar cell, showing the most important energy levels in the semiconduc-
tor electrode (TiO2), the dye molecule and the hole transporting material (HTM)

5.1.2 Energy levels and alignments
The energy levels in the different materials in the solar cell must be properly
chosen and well aligned for a good working solar cell. The band gap in the light
absorber should be sufficient for absorbing visible light. The conduction band
edge in the light absorber must have slightly higher energy than the conduction
band edge of the semiconductor, so that electron injection from the light ab-
sorber to the semiconductor is energetically favorable. The same holds for the
HOMO in the hole conducting molecule relative the valence band edge in the
light absorber. The output voltage of the solar cell is limited by the difference
between the conduction band edge in the semiconductor and the HOMO in the
hole conducting molecule (or rather the quasi-Fermi level of electrons in the
semiconductor and the quasi-Fermi level for holes in the hole conductor). All
these energy levels can be changed in various ways. By changing the semicon-
ductor, the conduction band edge will change. Different light absorbers have
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different band gaps and their position relative, for example, the conduction
band edge in the semiconductor can differ. The HOMO in the hole conductor
can also vary between different materials. Examples of light absorbers and
hole conductors can be found in figure 5.2 where the molecular structure of all
molecular materials used in this thesis is shown.

The energy levels can be measured with various methods, for example UV
photoelectron spectroscopy (UPS), flat band potential and cyclic voltammetry,
where one material at a time can be studied. The relative energy levels between
two materials might however change at the interface when the materials are
brought in contact with each other [26, 64, 65] as described in chapter 2.3.
Therefore it is useful to study a complete interface, which can be achieved
using XPS or HAXPES [51, 66].
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Figure 5.2. Structures of the molecular materials described in this thesis. N719 and
Z-907 are dye molecules; Spiro-OMeTAD, DEH, P3HT and PCPDTBT are used as
hole conductors; benzoic acid and 4-nitrobenzoic acid are dipole molecules; Li-TFSI,
Co(R-phen) and Co(bpy) are used to modify the energy levels in hole conductors; Cd-
xanthate, Sb-xanthate and Bi-xanthate are precursors that can be transformed to metal
sulfides.
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When a solar cell is not illuminated, charges will be redistributed between
the different material interfaces as to equillibrate the Fermi level. During il-
lumination, electrons are forced into the conduction band of the mesoporous
semiconductor shifting the Fermi level of the semiconductor towards the con-
duction band. Similarly, the concentration of holes will increase in the hole
conductor HOMO level shifting the Fermi level in this material towards the
HOMO. When illuminated, the system is not in electrical equillibrium and the
energy differences give rise to a photovoltage, which can be represented by
different Fermi levels in different parts of the system.

The photoelectron spectroscopy measurements in this thesis are not per-
formed on solar cells in operation, mainly since no complete solar cells are
studied. Therefore the system can be regarded as being in the dark with a
common Fermi level for materials in electric contact.

The main transport of charges in a mesoscopic solar cell take place in the
mesoporous semiconductor (electrons) and the hole conductor (holes). Both
these materials are semiconducting and their conductivity can be increased by
doping, i.e. adding impurity levels in the band gap which shifts the Fermi level.
These impurity levels are close to the conduction band for an n-doped mate-
rial and close to the valence band for a p-doped material. From the impu-
rity level, electrons and holes can be thermally excited to the conduction band
and valence band respectively and both impurity and band levels can transport
charges. The electrons and holes are however still taken out from the solar cell
at the Fermi levels. Since photoelectron spectroscopy can probe all occupied
levels it is in principle possible to measure the impurity levels, however, the
amount of electrons in impurity levels can often be too small to be detected.

5.2 Basic solar cell characterization
To characterize solar cells, many different techniques are used giving infor-
mation about the function in the different parts of the device. A few of the
basic techniques will be described here: UV-vis shows the absorption charac-
teristics; IV -measurements characterizes the overall energy conversion of the
solar cell; IPCE gives information about which solar energies or wavelength
that can contribute to the photocurrent. These techniques are illustrated below
with results from this thesis.

A few other important techniques are also worth mentioning, even though
they will not be treated in more detail. For example, to study the kinetics
of the charge transfer processes in the solar cell in more detail, pump-probe
techniques such as transient absorption spectroscopy [67] and photo-induced
absorption spectroscopy [68] can be used. The transport time for the electrons
in the solar cell and the electron lifetime in the mesoporous semiconductor can
be studied with photocurrent and photovoltage measurements where the light
is intensity modulated [7, 69].
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5.2.1 UV-vis absorption
Light absorption is a key process in the solar cells. In measurements of the UV-
vis absorption characteristics the sample is exposed to light where the wave-
length is scanned (through a monochromator) from visible to near infrared.
The ratio of light that is transmitted through the sample is measured with a
detector for each wavelength and compared with that incident on the sample.
The transmittance, T , can then be used to calculate the absorbance according
to equation 5.1.

Absorbance = −log10T (5.1)

Figure 5.3(a) shows the absorbance in films of the hole conducting molecule
spiro-OMeTAD mixed with varying amounts of Li-TFSI. The large peak at a
wavelenght of 385 nm is absorption in the neutral spiro-OMeTAD molecule
[70], while the smaller feature at 500 nm is from oxidized spiro-OMeTAD
molecules [71]. Since the latter peak increases with addition of Li-TFSI and
since the Li-TFSI does not absorb in the visible region, the effect of adding
Li-TFSI is an oxidation of the spiro-OMeTAD film. This will be discussed
further in chapter 5.4.2.
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Figure 5.3. (a) Absorbance in spiro-OMeTAD where the arrow indicate increasing
concentration of Li-TFSI. (b) Absorption in three metal sulfides and two polymers.

If the samples are scattering a lot of light it can be necessary to use an inte-
grating sphere to focus the transmitted light on the detector. In this case both
the transmittance, T , and reflectance, R, can be measured and related to the
absorption through equation 5.2.

Absorption = 1− T −R (5.2)

The absorption of three different metal sulfides and two polymers measured
through an integrating sphere can be seen in figure 5.3(b). The circles mark
the absorption onsets, which can be used to etimate the bandgap of the semi-
conducting metal sulfides.
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Absorbance/absorption studies can be performed on solutions, sensitized
electrodes or molecular films on conducting glass, but complete solar cell de-
vices are not generally studied (since the counter electrode blocks the light).

5.2.2 IV -measurements
The energy conversion efficiency of a solar cell is deduced from an IV -curve,
as in figure 5.4. The complete solar cell is illuminated with a lamp with a
spectrum similar to the sun (AM1.5). During illumination, the current is mea-
sured as a function of the voltage, which is varied through a variable external
load. The current at 0 V gives the short-circuit current (Isc) and the voltage at
0 current is the open-circuit voltage (Voc). As the power is the product of V
and I , an optimal IV-curve is a square and the deviation from the theoretical
maximum of the device is described by the fill factor (FF ). The efficiency, η,
is calculated as in equation 5.3

η =
IscVocFF

Pin
(5.3)

where Pin is the light intensity.
The IV-curve in figure 5.4 and the extracted solar cell characteristics in table

5.1 describes dye-sensitized solar cells whith ZnO as mesoporous electrode.
The electrodes are sensitized with the dye molecules N719 and Z-907 where
in some cases water has been included in the sensitization process. It can be
seen that water does not change the overall efficiency for Z-907, but for N719
the addition of water increases the efficiency 50 times, mainly by increasing
the current. The reason for this enhancement with water will be discussed in
chapter 5.3.1.1.

Figure 5.4. IV curve of ZnO dye-sensitized solar cells with two different dye molecules
where in some cases water was added in the dye-sensitization process.
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Table 5.1. IV measurements of ZnO dye-sensitized solar cells showing the overall
efficiency η, the open circuit voltage Voc, the short circuit current Isc and the fill factor
FF.

Cell η [%] Voc [V] Isc [mA/cm2] FF
ZnO/N719 0.03 0.60 0.22 0.23
ZnO/N719 H2O 1.5 0.65 4.15 0.57
ZnO/Z-907 1.3 0.64 3.64 0.54
ZnO/Z-907 H2O 1.3 0.61 4.20 0.50

5.2.3 IPCE
Spectral information on the photon to current conversion in a solar cell can
be obtained from IPCE measurements. IPCE is an abbreviation of Incident
Photon to Current conversion Efficiency and measures the current generated
at each wavelenght over the visible range. IPCE can also be called the exter-
nal quantum efficiency (EQE). A monochromator selects the wavelenght of
the light source and the current from the solar cell is measured as the wave-
lenght is scanned. The IPCE is calculated as the ratio of outgoing electrons
and incoming photons as

IPCE =
hc

e

iph(λ)

λP (λ)
(5.4)

where h, c and e are constants1, iph is the photocurrent density, P is the light
density and λ is the wavelength. If the charge generation in the solar cell is
efficient, the IPCE spectrum should match the absorption spectrum.

In figure 5.5 two examples of IPCE spectra are given, where figure 5.5(a)
illustrates the IPCE of solid state dye-sensitized solar cells with the dye D35
and the three different hole conductors spiro-OMeTAD, P3HT and DEH. Fig-
ure 5.5(b) shows IPCE measurements of semiconductor sensitized solar cells
whith the light absorbers CdS, Sb2S3 or Bi2S3 and P3HT or PCPDTBT as
hole conductor. For Bi2S3 the highest IPCE is observed for wavelengths cor-
responding to absorption in P3HT rather than the metal sulfide (compare with
figure 5.3(b)). From this it can be concluded that Bi2S3 does not contribute
to the photocurrent in the device (which will be discussed more in chapter
5.3.2.1).

5.3 Light absorbers
Mesoscopic solar cells are very often categorized by the light absorber used in
the device since this is the heart of the conversion of light to electricity, i.e. light
absorption and charge separation. A large variety of dye molecules and small
band-gap semiconductors are used in different solar cell configurations and in

1Where h is Planck's constant, c is the speed of light and e is the elementary charge.

49



TiO
2
/D35/DEH

TiO
2
/D35/P3HT

TiO
2
/D35/spiro-OMeTAD

(a) (b)

Figure 5.5. (a) IPCE of solid state dye-sensitized solar cells based on the different
hole conducting molecules spiro-OMeTAD, P3HT [72] and DEH [73]. (b) IPCE of
semiconductor sensitized solar cells whith the light absorbers CdS, Sb2S3 or Bi2S3

and the hole conductors P3HT and PCPDTBT.

this section I will touch upon a few of these. The discussion is divided into
the type of device characterized by the light absorber: Ru-complexes are dis-
cussed as dye molecules in dye-sensitized solar cells; metal sulfides are treated
in terms of semiconductor-sensitized solar cells; perovskite materials are dis-
cussed as light absorbers in perovskite solar cells. Each section starts with a
general description about the respective solar cell configuration, followed by
the important experimental results, for the particular light absorber, obtained
in this thesis.

5.3.1 Dye-sensitized solar cells
Dye-sensitized solar cells were the first emerging mesoscopic solar cells after
O'Regan and Grätzel published their results on a solar cell with TiO2 nanopar-
ticles, a Ru-complex as light absorber and a iodide/triiodide redox electrolyte
[5]. For a long time different Ru-complexes were the most widely used dye
molecules [10], but more recently, organic molecules are becoming a more and
more promising alternative [74, 75]. Organic dyes typically have a high extinc-
tion coefficient (which is absorption per unit area for the adsorbed molecule).
This is useful for solid state dye-sensitized solar cells since a bad pore filling of
the hole conductors in the TiO2 film and poor conductivity in the hole conduct-
ing material reduces the optimal film thickness and therefore the amount of dye
molecules [75, 76]. Dye molecules are typically adsorbed to the mesoporous
semiconductor surface by putting the semiconductor electrode in a solution
containing the dye molecules. A molecule that is adsorbed to the TiO2 sur-
face together with the dye-molecule, a so called co-adsorber, can increase the
efficiency of the solar cell [77].
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For many years, electrolytes including I−/I3− redox couples, were the stan-
dard choice for regeneration of the dye molecules in dye-sensitized solar cells.
The regeneration process is however complex and a large driving force is
needed to regenerate the dye (i.e., a large distance between the redox poten-
tial of the electrolyte and the HOMO of the dye). This reduces the Voc in the
solar cell [78]. A few years ago a Co2+/Co3+ redox couple was sucessfully in-
coorporated together with an organic dye [20, 79]. In contrast to I−/I3− where
two electrons are involved in the redox process, the Co2+/Co3+ redox reaction
includes only one electron and does not need as large driving force for regen-
eration. A liquid electrolyte requires a good encapsulation of the solar cell,
where the front and back contact are sealed together. Both the front and back
contact in a liquid dye-sensitized device are typically conducting glass.

5.3.1.1 The influence of water on semiconductor/dye interfaces
How water can affect the dye adsorption to the surface as well as the solar cell
performance of dye-sensitized mesoporous ZnO or TiO2 is the topic of paper
I and II. For the studies of ZnO solar cells, water was included in the dye
solutions of the dyes N719 and Z-907, during sensitization. For photoelectron
spectrosocpy studies, two different sensitization times were used, 10 min and
15 h. For the studies on TiO2, the sensitized electrodes were exposed to water
after a sensitization for 12 h using the same dyes. In all cases, the results were
compared to samples that had not been exposed to water. The ZnO and TiO2

were thus exposed to water in different steps of the sample preparation, but the
results show similarities. Solar cells were also assemblied with the mesoporous
electrode sensitized as described above, and with a liquid electrolyte containing
I−/I3− redox couples.

The dyes N719 and Z-907 are both metal complexes with Ru as the center
atom and with bipyridyl ligands. The main structural difference is that N719
is deprotonated and therefore includes the counter ion TBA+, while Z-907 has
long alkyl chains making this dye hydrofobic.

The performance of ZnO solar cells with and without water in the sensiti-
zation process are described in figure 5.4 and table 5.1. As can be seen, the
performance of solar cells including the dye N719 increases greatly when in-
cluding water in the dye solution. For Z-907, there is not much difference
when water is included or not. For solar cells based on TiO2, the behavour is
similar for the Z-907 dye for which solar cells are not affected much by water.
For N719 there is on the other hand a decrease in solar cell efficiency from 2.1
to 1.5 % when exposed to water.

Changes in the amount of dye molecules adsorbed to the semiconducting
surface can be determined by comparing the intensity of a core level originat-
ing from the dye, with a core level from the substrate. Such comparison is
found in table 5.2 where the intensity of the Ru 3d5/2 core level peak is com-
pared to Zn 3p or Ti 2p3/2 depending on the substrate. Note that the different
photoionization cross sections for the different core levels are not taken into
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accout in the ratios in table 5.2, therefore should the Ru/Zn ratios not be com-
pared with the Ru/Ti ratios directly. A comparison between samples exposed
to water or not for a given semiconducor is however still valid.

Table 5.2. Ratios between Ru 3d5/2 and Zn 3p intensities for ZnO samples and ratios
between Ru 3d5/2 and Ti 2p3/2 for TiO2 samples measured with a photon energy of
758 eV. A sensitization time of 15 h was used for ZnO and 12 h for TiO2.

Ratio Sample no H2O H2O
Ru/Zn ZnO/N719 1.72 0.19

ZnO/Z-907 0.13 0.15
Ru/Ti TiO2/N719 6.6 3.6

TiO2/Z-907 8.1 8.4

If starting with the dye Z-907, a similar behaviour is found on both substrates
where the ratio increases slightly when the samples are exposed to water. This
implies that more dye molecules adsorbs to the surface when water is included
in the process, which could be a consequence from Z-907 not being soluble in
water. For N719 the amount of dye decreases when the samples are exposed
to water, but the extent differs for the two substrates. For TiO2/N719, the de-
creased ratio is interpreted as dye desorption, which agrees with the decreased
solar cell efficiency for solar cells exposed to water. For ZnO/N719 the in-
terpretation is different since the ratio with water is more similar to the ratios
found for Z-907. For this sample it is the ratio without water that stands out,
being ten times higher than the other ratios for the ZnO samples. The high
Ru/Zn ratio for the ZnO/N719 sample without water could indicate a multi-
layer formation or that the dye molecules form aggregates with Zn2+ ions.
Earlier studies have shown that ZnO can dissolve in an acidic environment
forming Zn2+ [80]. This together with the fact that the Zn 3p core level is
visible despite the large amount of dye molecules, indicates aggregation rather
than a pure multilayer formation. For the shorter sensitization time of 10 min,
the amounts are comparable for all ZnO samples (the ratios are approximately
0.1), and therefore these samples are used in the following characterization of
the bonding behaviour.

If the differences in photoionization cross sections, the analyzer transmis-
sion and the substrate element density is taken into account, it was found that
the packing of the dye molecules are similar for TiO2/N719 and ZnO/N719
samples if aggregation is avoided in the latter case.

Water-induced changes of the bonding of the adsorbed dye molecules on the
ZnO and TiO2 substrates can be followed by the S 2p core level, as shown in
figure 5.6. S 2p has a spin-orbit split of 1.18 eV where the intensity ratio is 1:2
between the S 2p1/2 and the S 2p3/2 levels. In all spectra in figure 5.6, the S 2p
is composed of two spin-orbit doublets. In a multilayer of N719 there is only
one spin-orbit doublet [81], and the second peak doublet at higher binding
energy appears after adsorption to the semiconductor surface. The relative
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intensities of the two spin-orbit doublets indicate different interactions with
the surface and/or other dye molecules. For TiO2/Z-907 and ZnO/Z-907, there
is no change in the relative ratios of the S 2p components when exposing the
sample to water. The total intensity of S 2p increases with water, which can be
related to the slightly larger amounts of dye molecules on the surface. For N719
there is a larger difference when water is used or not. In the TiO2/N719 sample,
the high binding energy peak increases from 10 to 31% of the total peak area
when including water. For ZnO/N719 the increase is from 34 to 56%. This
indicates that the N719 dye molecules binds differently to the surface when
exposed to water. The larger amount of the high binding energy contribution
to the S 2p core level in ZnO samples also indicates that the molecules bind
differently to ZnO compared to TiO2.
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Figure 5.6. The S 2p core level measured with a photon energy of 454 eV for N719
and Z-907 on ZnO (a) and TiO2 (b). The spectra are intensity calibrated using the Ru
3d5/2 level.

In summary, the hydrfobic chains in the Z-907 dye protect the dye from
changes when exposing the solar cell to water. For N719, the amount of dye
on the semiconducting surface decreases with water and the binding to the
surface changes. For TiO2/N719 the lower amount of dye molecules results in
lower solar cell performance. For ZnO/N719 on the other hand, the solar cell
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performance increases largely, explained by reducing dye aggregation at the
surface.

5.3.2 Semiconductor-sensitized solar cells
In a semiconductor-sensitized solar cell, a thin film of a small bandgap semi-
conductor act as light absorber. To use a semiconductor instead of a dye offers
some advantages including a simple solution-based preparation and the possi-
bility to modify the band gap by quantum confinement effects in small particles
of the semiconductor (quantum dots) [82]. If using the light absorber together
with a solid hole conducting material, the device is also called an ETA cell
(extremely thin absorber).

Examples of solution-processable nanocrystalline metal chalcogenides used
as light absorbers in semiconductor-sensitized solar cells are metal sulfides
such as Sb2S3, CdS and PbS and the metal selenides Sb2Se3, CdSe and PbSe
[11]. Similar materials are also used as buffer layers in thin film solar cells
[83]. The starting point for making these kinds of materials are precursors in-
cluding the metal and the sulphur. In this work, a single molecular precursor
including both the metal and the halide was used. This type of precursor is usu-
ally deposited into the mesoporous network from solution using spin-coating
(a method also used for solid hole conducting materials). After spin-coating,
the electrode is heated to 150–300◦ C during which the metal chalcogenide is
formed. As briefely stated above, an understanding of interfacial structures and
specifically of the energy alignment is important for improved understanding
of such devices.

5.3.2.1 Energy level alignment in TiO2/metal sulfide/polymer interfaces
Samples of mesoporous TiO2 sensitized with the three different metal sulfides
CdS, Sb2S3 or Bi2S3 and two different polymers P3HT or PCPDTBT were
studied with photoelectron spectroscopy with soft X-rays (in paper III). The
low photon energy was selected to be able to measure the outermost valence
levels of the polymers, which are mainly consisting of carbon orbitals. CdS
and Sb2S3 have successfully been used as light absorbers in semiconductor-
sensitized solar cells, however, Bi2S3 has not. One goal with this study was to
figure out why, by determining the energy level alignment between TiO2, the
sulfides and the polymers, the latter used as hole conductors in devices.

The valence levels of TiO2 and TiO2/metal sulfides can be found in figure
5.7(a). The TiO2 substrate contributes to the spectra at binding energies be-
tween 3.2–8 eV. The outermost levels of the metal sulfides are found below
3.2 eV, where the orbital character is a mix between S 3p and metal s or p
orbitals. The differences of the valence band edges between the TiO2 and the
metal sulfides can be estimated from the onsets of the outermost regions, see
the inset to figure 5.7(a), and are 1.2 eV for CdS, 1.8 eV for Sb2S3 and 1.9 eV
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for Bi2S3. The energy level alignments are illustrated in figure 5.8, where the
optical band gaps are used to draw the conduction band edges.

After depositing a polymer on top of mesoporous TiO2 sensitized with Sb2S3,
the valence level spectra looks like in figure 5.7. The different shape of the
spectra with the two polymers comes solely from a different thickness of the
polymer over-standing layer where the P3HT film was thicker than the PCP-
DTBT film. A close-up of the valence band edges can be seen in the inset
figure and reveals a difference of 0.4 eV between the edges in Sb2S3 and the
polymers.

(a) (b)

Figure 5.7. The valence levels of TiO2 and TiO2/metal sulfides (a) and
TiO2/Sb2S3/polymer samples (b) measured with a photon energy of 150 eV. The high-
est peaks are scaled to show the same height in the spectra in (b). In (a) the intensities
are normalized using the Ti 3p core level. The inset shows a closeup of the outermost
region where the circles mark the estimated valence band edges.
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Figure 5.8. The energy level alignment of TiO2, metal sulfides and polymers. The
arrows indicates the measured distances between the valence band edges. Band gaps
are estimated from the absorption measurements for metal sulfides and polymers, for
TiO2, the common value 3.2 eV is used for the band gap [84].

To have a sufficient driving force for electron injection from the excited
metal sulfide to the TiO2 there must be a certain distance between the con-
duction band edges of the two materials. The same holds for the HOMO of
the polymer and the valence band edge of the metal sulfide, so that there is
a driving force for regeneration of the oxidized metal sulfide. The measured
energy level alignment can therefore be used to predict, or understand, the
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function of a device. Solar cells with the architecture TiO2 (blocking layer)/
TiO2 (mesoporous) /metal sulfide/P3HT/Ag were therefore built and the solar
cell performance was compared to the measured energy level alignment.

The efficiency of solar cells with the different metal sulfides as light ab-
sorbers were 0.46% for CdS, 3.35% for Sb2S3 and 0.02% for Bi2S3. If com-
paring the IPCE spectra in figure 5.5(b) with the absorption spectra in figure
5.3(b) it is possible to predict where the short-circuit current is generated in the
device. For CdS, the highest IPCE is found for absorption in the cadmium sul-
fide, however there is also some current that is generated in P3HT. The current
is also limited by the large band gap in the CdS. Sb2S3 absorbs well up to a
wavelenght of 740 eV and the corresponding IPCE is found in the same wave-
length region. For Bi2S3 the picture is somewhat different since the highest
IPCE is found in the wavelenght region where P3HT absorbs and the bismuth
sulfide contributes very little to the current.

The low efficiency of the devices including Bi2S3 can be explained by the
energy level alignment where it can be seen that Bi2S3 has no driving force
for injecting electrons to the TiO2 conduction band. Sb2S3 shows the most
favourable energy level alignment and therefore also the best performing de-
vices. Solar cells with CdS has a performance between the other two despite
large driving force for both electron injection and regeneration, but the large
band gap in CdS limits the generated current.

The results above show that photoelectron spectroscopy is very useful for a
direct measurement of the energy level alignment of complete interfaces found
in solar cell devices, as well as understanding the electronic structure and the
materials chemistry. Such measurements can be used to predict electronic and
chemical differences on an atomic level between materials, and therefore to
better understand the function of devices.

5.3.3 Perovskite solar cells
Solution processable inorganic-organic perovskite materials has recently showed
great usage as light-absorbers in mesoscopic solar cells and the perovskite so-
lar cell is seen by many people as the new emerging solar cell [8, 15]. The
perovskite material show a great deal of variety and can be used as light ab-
sorber, hole conductor, combined light absorber and electron conductor or as
a combined light absorber and hole conductor.

A perovskite refer to a material with the general crystal structure ABX3.
Many different kinds of perovskite exist with diverse properties and a wide
range of usage. The semiconducting perovskite structures, with a small band
gap, that has successfully been incorporated in mesoscopic solar cells typically
have the chemical structure CH3NH3MX3 where M can be Pb or Sn and X is
I, Br or Cl (or a mixture of these elements) [85–87]. The perovskite material
can be made by mixing a CH3NH3X compound with MX3 and heating this
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mixture to 100◦ C. Even though the perovskite film is very thin (in the order
of 5 nm), it shows crystalline behaviour.

Devices including perovskites benefit from using a solid hole conductor,
since they are soluble in water and a liquid electrolyte can dissolve the per-
ovskite [86]. Attempts to make a perovskite-sensitized solar cell with a liquid
electrolyte resulted in lower efficiency and less stable devices, compared to
when a solid hole conductor is used [88, 89]. Perovskites are also sensitive
to moisture and special attention needs to be adressed to handle them. For
this reason, all perovskite samples studied in this work were stored in argon
between preparation and measurements.

5.3.3.1 The TiO2/Perovskite interface
The CH3NH3PbI3 perovskite was in a study (paper IV) deposited onto meso-
porous TiO2 in two different ways: a one-step technique where CH3NH3I and
PbI2 were mixed in solution and then spin-coated onto TiO2; a two-step tech-
nique where first a solution of PbI2 was spin-coated onto TiO2 and then the
electrode was dipped in a solution containing CH3NH3I. Both deposition tech-
niques has shown to give very similar perovskite structures as indicated by
similar core level binding energies and relative core level intensities. An es-
timation of the stoichiometry suggests that the expected perovskite material
was formed for both synthesis routes (i.e. one- or two-step). The humidity
during preparation of the perovskites was however shown to be important for
the resulting structure. Two-step CH3NH3PbI3 prepared under more humid
conditions showed a Pb core level shift of 0.4 eV towards lower binding en-
ergy, and a stoichiometry far from the expected one (indicating excess units of
CH3NH3I).

The valence levels of TiO2, TiO2/PbI2 and TiO2/CH3NH3PbI3 deposited
in one and two steps and measured with HAXPES are shown in figure 5.9,
where TiO2/PbI2 is the first step in the two-step process. The two differently
prepared perovskites show very similar valence levels, also very similar to the
TiO2/PbI2 sample. This indicates that the valence levels in the perovskites to
a large extent consists of the I and Pb orbitals. This result was also confirmed
with DFT calculations. The valence band edge of TiO2 is found at a higher
binding energy compared to both TiO2/PbI2 and TiO2/CH3NH3PbI3 samples.
The binding energy difference between the valence band edges of TiO2 and
TiO2/PbI2 is 1.75 eV, while it is 2.1 eV for the TiO2/CH3NH3PbI3 samples, as
illustrated to the right in figure 5.9. The position of the valence band edge of
the CH3NH3PbI3 perovskite determined by HAXPES was recently confirmed
by UPS [90].

5.3.3.2 The perovskite electronic structure
The CH3NH3PbI3 perovskite material was studied in paper IV and in paper V
this material was compared to the perovskite CH3NH3PbBr3. In both mate-
rials, a small contribution from metallic lead was observed. This can be seen
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Figure 5.9. A. Valence levels of TiO2, TiO2/PbI2 and TiO2/CH3NH3PbI3 processed
in one and two steps measured with a photon energy of 4000 eV. B. A drawing of the
energy level alignment where the optical band gaps are used.

in the Pb 4f spectra in figure 5.10(a), where peak doublets with lower inten-
sity are observed at lower binding energy compared to the main peaks, and the
smaller contributions are assigned to metallic lead. The metallic contribution
to the lead core level in CH3NH3PbI3 was modelled with DFT as a removal
of two iodine atoms surrounding a lead atom. The calculated chemical shift
(1 eV) is smaller than the experimental shift (1.6 eV), indicating that there can
be many metallic lead atoms forming a cluster. Figure 5.10(a) also displays a
different binding energy of the main Pb 4f core level doublet when comparing
the two perovskites. The higher binding energy seen for the CH3NH3PbBr3
perovskite could be explained by a charge analysis where a higher charge on
the Pb atom was found in this perovskite.

The perovskite material can be well modelled with DFT calculations as demon-
strated by figure 5.10(b). The top part of this figure shows the experimentally
measured valence levels of the two perovskites CH3NH3PbI3 and CH3NH3PbBr3.
A binding energy shift of the outermost valence levels when comparing the two
perovskites is clearly observed. The CH3NH3PbBr3 perovskite shows a higher
binding energy of both the valence band edge and the most intense part of the
valence levels. This binding energy shift is also seen in the total DOS and the
I/Br PDOS in the calculated spectra. Both the outermost valence regions and
also the binding energy region 6–18 eV is well described by the calculated Pb
and I/Br contributions. The remaining part of the total DOS, the CH3NH+

3
ion, is, on the other hand, not represented by the experimental spectra. This is
partly due to the high photon energy used in the measurements, which gives a
higher cross section to the inorganic compounds.

5.4 Hole conducting materials
Organic solid hole conducting materials are used in solid state dye-sensitized,
semiconductor-sensitized and perovskite solar cells. Problems of poor sta-
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Figure 5.10. (a) The Pb4f core level for the two perovskites measured with a photon
energy of 4000 eV. (b) Experimentally measured valence levels (top) together with the
calculated total density of states (DOS) and the Pb, I and Br partial density of states
(PDOS).

bility related to encapsulation of the electrolyte in the liquid device was one
of the starting points for developing the solid state devices [10, 21]. In per-
ovskite solar cells, a solid hole conducting material is almost obligatory since
a liquid electrolyte could dissolve the perovskite light absorber. Studies of
the hole conductor itself is therefore of interest for a large part of the meso-
scopic solar cell community. A large variety of solid hole conducting materi-
als are studied, both inorganic and organic, e.g. the inorganic material CuSCN
[9], the polymers P3HT [91] and PEDOT [92], or different kind of molecules
[10, 21, 73, 93, 94]. A triphenylamine based molecule called spiro-OMeTAD
is to this date the most widely used hole conducting material. In this thesis,
different aspects of modifying the energy levels of the hole conductors P3HT,
DEH and spiro-OMeTAD are treated (for molecular structures, see figure 5.2).

Many of the organic hole conductor materials suffers however from low hole
mobility, and low conductivity, which is often increased by doping of the ma-
terial. The hole conductor is often incorporated into the porous semiconductor
network from solution by spin-coating. With this method molecules may have
problems to infiltrate efficiently into the deeper pores. For this reason, alter-
native ways to infiltrate the hole conductors are of interest. One way is by
melting the hole conductor and infiltrate it in its liquid form [73]. This method
was successfully used to produce a working solar cell using DEH as hole con-
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ductor material. Another drawback with many solid hole conducting materials
is a risk of short-circuiting between the hole conductor and the front contact.
To avoid this, a dense TiO2 layer is deposited onto the conducting glass, before
the deposition of the mesoporous TiO2 [95].

Different additives are often used to fine tune the properties of the differ-
ent materials and interfaces in the solar cell. One element that can shift the
energy levels is lithium. Li+ ions has been showed to move the conduc-
tion band of TiO2 downwards and also to increases the conductivity of spiro-
OMeTAD[10, 96, 97]. Another additive, 4-tert butylpyridine (tBP), moves the
conduction band edge of TiO2 upwards and reduces recombination in the solar
cell [97]. The energetics at interfaces can also be changed by adding small
dipole molecule at the interface.

An example of the performance of solid state dye-sensitized solar cells con-
taining the three different hole conductors spiro-OMeTAD, P3HT and DEH
can be seen in figure 5.5(a) where the incident photon to current conversion
efficiency (IPCE) is plotted as a function of the wavelength. The same semi-
conductor material (TiO2) and dye molecule (D35) were used in all three cases.
The IPCE shows that all these molecules work as a hole conducting material
in a solid state dye-sensitized solar cell. Spiro-OMeTAD gives in comparison
the highest maximum IPCE of 85%, while this number for P3HT and DEH is
60% and 35% respectively [72, 73].

The hole conducting molecules, spiro-OMeTAD2 and DEH3 and the poly-
mer P3HT4 used in the following discussion were spin coated from solution
onto conducting glass or onto TiO2 electrodes. The TiO2 surface was also mod-
ified with dipole molecules5 that had been adsorbed to the surface by putting
the TiO2 film in a solution containing the dipole molecules. When applicable, a
Li-salt6 or different Co(+III) complexes were added to the hole conductor solu-
tion before spin coating. All samples were made ex-situ and transferred into the
vacuum chambers from air. Below different holeconductors are compared and
the effects from additives are discussed based on photoelectron spectroscopy
measurements.

5.4.1 Energy level alignment due to interfacial modification
The energy levels in a fully assembled TiO2/dipole molecule/P3HT interface
was investigated using HAXPES in paper VI. Two different dipole molecules,
4-nitrobenzoic acid and benzoic acid, with dipole moments in different direc-
tions (3.8 D and -2.1 D respectively [98]) were adsorbed onto TiO2 electrodes.
The polymer P3HT was then spin-coated on top of the electrodes. Changes in
22,2'7,7'-tetrakis (N,N'-di-p-methoxyphenyl-amine)-9,9'-spiro-bifluorene
34-(diethylamino)benzaldehyde-1,1)-diphenyl-hydrazone
4poly(3-hexylthiophene)
54-nitrobenzoic acid and benzoic acid
6lithium bistrifluoromethylsulfonylamine
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Figure 5.11. (a) The sulphur S 2p core level measured with a photon energy of 2010 eV
for TiO2/P3HT interfaces including (A) 4-nitrobenzoic acid, (B) no dipole molecule
and (C) benzoic acid. (b) The relative binding energy of the S 2p level versus the
dipole moment.

energy level alignment were followed by measuring the core levels from the
bulk TiO2 and the bulk P3HT.

One element that is found in the polymer, but not in the dipole molecules,
nor in the substrate is sulphur. Similarly, the element titanium is only found
in the inorganic substrate. By comparing the binding energy of sulphur from
the polymer with that of titanium from the substrate, it is possible to study the
effect of the dipole molecules on the interfacial energy level alignment. In
figure 5.11(a), the S 2p signal is shown and the binding energy is referenced
versus the Ti 2p signal. It is seen that when using 4-nitrobenzoic acid the
S 2p signal is shifted towards lower binding energies compared to when no
dipole molecule is used. The S 2p signal from the sample including benzoic
acid is shifted towards higher binding energy. The shifts in different directions
corresponds well with the different signs of the dipole moments. Figure 5.11(b)
shows the binding energy shift of S 2p versus Ti 2p as a function of the dipole
moment. The relation has linear behavior, showing that a larger dipole moment
gives a larger energy level shift.

A common model for describing the energy level shift caused be dipole
molecules placed between two other materials is found in figure 5.12. When
the dipole molecule has a negative charge towards the TiO2 and a positive
charge towards the polymer, the energy levels in the polymer shifts to higher
binding energies, as is the case for benzoic acid. With the dipole moment in
the other direction, the energy levels in the polymer is shifted towards lower
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Figure 5.12. Selected energy levels in a TiO2/polymer interface with (middle and
right) and without (left) a dipole molecule in between.

binding energies, as for 4-nitrobenzoic acid. The model describes well the
behavior of interfaces with dipole molecules.

5.4.2 Energy level shifts due to additives
Three different hole conducting molecules spiro-OMeTAD (in paper VII),
DEH and P3HT (in paperVIII), have been mixed with the salt Li-TFSI and the
effect on the energy levels in the mixture have been studied using HAXPES.
Different concentrations of the salt have been used to quantitatively follow the
effect.

Figure 5.13 shows measurements of the carbon C 1s level of the spiro-
OMeTAD, DEH and P3HT molecules with different amounts of Li-TFSI. For
spiro-OMeTAD, measurements using the photon energies 2010 and 6030 eV
were very similar and the measurements with a photon energy of 2010 eV are
shown here. For DEH, the studied effect of adding Li-TFSI was more clear in
the bulk sensitive spectra measured with a photon energy of 6030 eV. For P3HT
a photon energy of 4000 eV was used. For all hole conducting molecules, the
broad peak centered around 285 eV comes from all the carbon atoms in the
hole conductors. The smaller peak at 293 eV seen in the C 1s spectra of spiro-
OMeTAD and DEH is from the carbon atoms in the TFSI molecule. It can be
seen in figure 5.13 that the latter peak increases with higher concentration of
Li-TFSI in spiro-OMeTAD and DEH. In P3HT, a peak indicating the precence
of Li-TFSI can not be observed.

All spectra are binding energy calibrated versus the Fermi level (set to zero
binding energy) and as can be seen in figure 5.13(a), Li-TFSI causes the large
peak centered at 285 eV to shift 0.8 eV towards lower binding energies for
spiro-OMeTAD. For DEH and P3HT similar shifts are seen when adding Li-
TFSI and the shifts are in these cases up to 0.4 eV and 0.6 eV respectively, see
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Figure 5.13. The C 1s core level of spiro-OMeTAD measured with a photon energy of
2010 eV (a), DEH measured with a photon energy of 6030 eV (b) and P3HT measured
with a photon energy of 4000 eV (c). Different amounts of Li-TFSI was added to the
hole conducting materials.

figures 5.13(b) and 5.13(c). The shifts are explained by a shift of the Fermi
level towards the highest occupied levels in the molecule.

A Fermi level shift towards the valence levels is for semiconductors consid-
ered as a p-doping of the material (see for example chapter 2). The effect of
adding Li-TFSI is hence the same as if spiro-OMeTAD, DEH and P3HT had
been p-doped. This is illustrated in figure 5.14. These results agrees well with
the earlier findings that Li-TFSI increases the conductivity of spiro-OMeTAD
[99] which can be one reason for the increased solar cell efficiency when using
this additive. The modified energy levels can also be more energetically favor-
able for the functioning of the dye-sensitized solar cell and thereby enhance the
overall efficiency. However this Li-salt does not affect all hole conductors in
the same way, observed here as different magnitudes of the Fermi level shifts
for spiro-OMeTAD, DEH and P3HT respectively.
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An explanation that Li-TFSI can act as a p-dopant despite itself not being
redox active is that it causes a reaction with oxygen. In this reaction, LixOy

can be formed which is the real cause of the doping [100].

HOMO

LUMO

no Li-TFSI with Li-TFSI

C1s

E
b

E
F

spiro-OMeTAD

DEH
P3HT

Figure 5.14. Selected energy levels in spiro-OMeTAD, DEH or P3HT with and with-
out the addition of Li-TFSI showing the energy level shifts.

5.4.3 Controlled doping of spiro-OMeTAD
Doping of a molecular hole conducting material can also be performed in a
more controlled way with a redox active dopant. A slightly different redox
potential of the dopant compared to the hole conducting molecule induces a
charge transfer, resulting in a modified Fermi level and increased conductiv-
ity. A Co(+III) complex enhances for example the electronic properties in
spiro-OMeTAD, which then show great promise as hole conducting material
in various kinds of mesoscopic solar cells [21, 86, 87, 101].

In paper VIII, we study the effect of doping spiro-OMeTAD with Co(+III)
complexes with varying redox potentials [102]. The C 1s core levels of pure
spiro-OMeTAD together with spiro-OMeTAD mixed with different Co(+III)
complexes are displayed in figure 5.15(a). All core levels are normalized to
the highest peak and for pure spiro-OMeTAD the main peak is centered around
a binding energy of 285 eV. When adding [Co(bpy)3]3+, the peak remains at
similar binding energy but when adding the other Co(+III) complexes, there is
a shift of the C 1s level towards lower binding energy. The N 1s core level shifts
in a similar manner and in figure 5.15(b) the shifts are plotted as a function of
the redox potential of the Co(+III) complex. The vertical line indicates the
first oxidation potential of undoped spiro-OMeTAD [21] and the error bars
indicates small binding energy differences between the C 1s and N 1s core
levels. It can be seen that the more positive redox potential of the Co(+III)
complex, the larger is the chemical shift in spiro-OMeTAD. Similar to when
Li-TFSI was added to spiro-OMeTAD, this core level shift indicates a shift
of the Fermi level towards the HOMO in the hole-conductor, which equals
p-doping.

5.4.4 Depth profiling of the mixed systems
As described in chapter 3.7 the depth sensitivity of the measurements can be
changed by varying the photon energy. A lower photon energy gives surface
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Figure 5.15. (a) The C 1s core level of spiro-OMeTAD doped with Co(+III) complexes
with varying redox potential and measured with a photon energy of 4000 eV. (b) The
core level shift of the C 1s and N 1s core levels plotted as a function of the redox
potential of the Co(+III) complex.

sensitive measurements while a higher photon energy gives more bulk sensitive
measurements. In the experiments described in paper VII and VIII, both hard
and soft X-rays were used.

A depth profiling of films of spiro-OMeTAD, DEH and P3HT mixed with
Li-TFSI can be seen in figure 5.16. The high binding energy peak at 293 eV
seen in spectra of spiro-OMeTAD and DEH corresponds in both cases to the
carbon atoms in the TFSI ion. In all cases the feature centered around 285 eV
stems from the hole conductor. All peaks at 285 eV are set to the same hight
which makes possible a direct comparison between the amounts of Li-TFSI
compared to the hole conductor. It is very convenient to be able to measure the
contribution from both molecules in the same spectrum. In general, when using
synchrotron radiation, the light intensity changes with time and properties that
are depending on peak intensity (e.g. the amount of a specific element) can
be difficult to study. However, when comparing figure 5.16(a) and 5.16(b),
it can be seen that for spiro-OMeTAD the contribution from TFSI increases
when using lower photon energy, while for DEH the contribution from TFSI
is similar for all photon energies. For DEH this means that the Li-salt is more
evenly mixed in the molecular film. For spiro-OMeTAD on the other hand,
there is a higher concentration of TFSI ions on the molecule/vacuum interface
than in the bulk of the sample. Figure 5.17 describes how this depth distribution
is affecting the dye-sensitized solar cell, where a very high concentration of
Li-TFSI is found at the hole conductor/electrode interface. For P3HT in figure
5.16(c), no sign of the TFSI ion can be seen independent on the photon energy.
The presence of Li-TFSI is however still visible through the core level shift
in figure 5.13(c). This implies that the Li-TFSI is hidden in the bulk of the
sample, under the top P3HT layers.
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Figure 5.16. The C 1s level of spiro-OMeTAD (a) DEH (b) and P3HT (c) with a high
concentration of Li-TFSI measured with different photon energies.

For both spiro-OMeTAD and DEH the intensity of the peak corresponding
to the carbon atoms in TFSI ions compared to the hole conductor is larger
than what is expected from the preparation concentration. For a preparation
concentration of 30 mol% the ratio between the signals from the carbon in the
TFSI ion and the hole conductor would be 1% for spiro-OMeTAD and 2.5%
for DEH. The actual ratios seen in figure 5.16 is, for a photon energy of 6030
eV, 10% for spiro-OMeTAD and 17% for DEH.

Spiro-OMeTAD

FTO

TiO2 with dye

Au/Ag contact

Li-TFSI

Figure 5.17. The depth distribution of Li-TFSI in a dye-sensitized solar cell with spiro-
OMeTAD as hole transporting material.
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5.5 Mesoporous TiO2

Titanumdioxide is a material with many applications as it is cheap, nontoxic
and stable and can be found in e.g. toothpaste, white paint, sunscreen and in
photovoltaic applications. TiO2 can be found in three different phases: rutile,
anatase and brookite. Anatase has the lowest surface energy of the three phases
and small particles of TiO2 therefore have this phase [103]. The most exposed
surfaces of anatase are the low index surfaces (101), (001) and (100), where the
(101) surface is the most stable [104]. Single crystals of TiO2 anatase (101) are
therefore used as a model surface for nanoparticles in studies of dye adsorption
and bonding geometry [105].

A particular property of importance for the function of a mesoscopic oxide
structure is the amount of surface defects or vacances. The titanium atoms in
TiO2 has the oxidation number four, Ti4+, while the oxygen atoms have minus
two, O2−. Surface defects such as oxygen vacancies can lower the oxidation
number of Ti (mainly giving Ti3+). Less positive oxidation numbers generally
shifts the level in a photoelectron spectra towards lower binding energy. Oxy-
gen vacancies can therefore be seen as a shoulder on the low binding energy
side of Ti core levels or as a state in the bandgap [106].

Nanoparticles of TiO2 can have a small amount of vacancies giving occupied
states in the bandgap that reaches the Fermi level. These bandgap states can
be removed by surface treatments using LiClO4 [107] or by adsorption of dye
molecules [76]. The bandgap states can also be removed when depositing a
metal sulfide on the mesoporous surface as described in paper III, see figure
5.18(a). Covering the surface with a perovskite does not, on the other hand,
remove the bandgap states as can be seen in figure 5.18(b) (paper IV).
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Figure 5.18. The bandgap region measured with a photon energy of 150 eV for TiO2,
TiO2/sulfide (a) and TiO2/perovskite (b) interfaces. A low photon energy is useful
when studying the weak bandgap states due to a higher photoionization cross section
at low binding energies.
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5.6 Conducting glass
All mesoscopic solar cells require a transparent, conducting front electrode
that also should serve as a substrate for the mesoporous film. Glass with a
transparent conducting film fulfill all these requirements and can serve as an
important component in practical solar energy devices. Noble metals are good
conductors, and a really thin film (a few nm) of, for example, Ag is transpar-
ent. It is however difficult to deposit a homogeneous film of a noble metal of
such thickness directly on a glass substrate. Therefore, the noble metal layer
is placed in a stack of thin films of other metals and metal oxides. One exam-
ple is stacks of ZnO/Ti/Ag where the metallic Ti acts as an adhesion enhancer
between the oxide and the noble metal [108]. The interface between ZnO and
Ti is highly reactive and is therefore interesting to study, even without a no-
ble metal, and is the topic of paper IX. The buried interfaces in ZnO/Ti and
ZnO/Ti/ZnO stacks are best studied with HAXPES.

The oxidation state of Ti and Zn was followed during annealing of sputter
deposited ZnO/Ti and ZnO/Ti/ZnO films and the Ti 2p core level can be found
in figure 5.19. To protect the surface from oxidation, a capping layer of Mo
was deposited on top of both samples. At room temperature the Ti signal in
the ZnO/Ti sample showed metallic behaviour. In the ZnO/Ti/ZnO sample
the Ti 2p shows several features originating from both metallic and oxidized
Ti. From measurements of Zn LMM Auger it could also be seen that at room
temperature there were metallic zinc at the interface, indicating a reduction
of ZnO during deposition of Ti. Figure 5.20 illustrates to the left the sample
geometry at room temperature.

During annealing of the samples in steps up to 550◦ C, the Ti gets more and
more oxidized and for the ZnO/Ti/ZnO sample the Ti is completely oxidized
at 550◦ C. For the ZnO/Ti sample there is still a small contribution of metallic
Ti after annealing, which is more pronounced with a lower photon energy, in-
dicating that there are metallic Ti at the sample surface. The left part in figure
5.20 describes the samples after annealing. When depositing Ti on ZnO, the
Ti stays mainly metallic even though a small oxidation of Ti and reduction of
Zn appears at the interface. When depositing ZnO on top of Ti, the reactive
Ti is oxidized during deposition. During annealing, the Ti is further oxidized
by oxygen diffusion from the bottom ZnO layer. Peak positions and shapes
of the O 1s and Zn 2p core levels together with the relative Ti/Zn and Zn/O
ratios indicates the formation of a ZnxTiOy compound at the higher annealing
temperature.
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Figure 5.19. The Ti 2p core level in ZnO/Ti (a) and ZnO/Ti/ZnO (b) samples at room
temperature and during annealing. The vertical dotted lines indicate the different ox-
idation states of Ti. A photon energy of 4000 eV was used except for the two spectra
marked with 2000 eV.
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Figure 5.20. Actual sample geometry of ZnO/Ti and ZnO/Ti/ZnO samples at room
temperature (left) and after annealing to 500◦ C (right).
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6. Outlook

The work in this thesis shows that photoelectron spectrosocpy can be very
useful to study the electronic structure of materials for mesoscopic solar cells.
The studies are largely based on developed methodologies using combinations
of soft and hard X-ray photoelectron spectroscopy. The main focus has been
on the materials themselves as well as the energy level alignment between the
different materials in the device. Below I would like to give some examples
of emerging complementary X-ray based techniques that allows to study other
aspects of the solar cell and the materials involved at an atomic level: angular
resolved time-of-flight, ambient pressure photoelectron spectroscopy and X-
ray pump-probe techniques.

Many of the investigated systems are very complex, and understanding of
their properties would benefit from detailed studies on well defined model sys-
tems. For example, model systems of mesoscopic solar cells, such as single
crystalline TiO2 where dye molecules are deposited in vacuum, can be studied
to gain detailed information about e.g. bonding to the surface [105]. Deeper
understanding about the charge transport mechanism in semiconductors can
also be obtained by studies of the band structure, which can be achieved by
angular resolved photoelectron spectroscopy, a well known technique for in-
organics semiconductors. The study of organic single crystalline materials,
e.g. hole conducting polymers and molecules, is however more challenging
due to low conductivity and potential beam damage. Complete band struc-
tures of organic single crystals have however been measured with an angular
resolved time-of-flight (ARTOF) spectrometer [109]. This type of spectrom-
eter allows measurements over a wide angle and due to a high transmission it
can be operated at low photon flux to avoid beam damage. The latter feature
can also be used for measuring photoelectron spectra of molecules that are very
sensitive to beam damage or are subject to charging.

Moving one step away from studies of model systems in vacuum is ambient
pressure photoelectron spectroscopy. This technique allows measurements at
relatively high pressures (up to 130 mbar), to study reactions with various gases
and to come closer to real conditions [110]. To follow adsorption to a surface
or catalytic reactions at a surface are examples of studies that have been per-
formed with ambient pressure photoelectron spectroscopy. For mesoscopic
solar cells, this technique opens up for studies of solvation effects from the
liquid electrolyte on dye molecules, with the goal of studying a liquid device
under operation.
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Pump-probe techniques, where one light source excites the system and an-
other light source measures the excited system, allow studies of the fast pro-
cesses in a solar cell. Especially the excited state of a dye moleucule can be
reached with a pump source having a photon energy matching the HOMO-
LUMO gap, and the excited dye molecule can then be studied with photo-
electron spectroscopy [111]. Short pulsed light sources are required and lasers
have typically been used as both pump and probe sources. To probe the full
valence region, or core levels, the photon energy of the probe source needs to
be higher than what a normal laser can provide, and this can be achieved with
a laser driven high-harmonic generation source (HHG), an X-ray free electron
laser (XFEL) or a synchrotron. Even though a synchrotron source is pulsed,
the number of pulses are high and might need to be lowered to achieve a better
time resolution and to match with the pump source. This can be realized by
mechanical chopping of the synchrotron beam, or by slicing the beam using a
laser [112].
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7. Populärvetenskaplig sammanfattning

7.1 Mesoskopiska solceller
Solceller är ett alternativ för en hållbar elproduktion där energin i solljuset
omvandlas till elektricitet. I en solcell absorberas solljus varpå elektroner ex-
citeras till högre energinivåer. Elektronen rör sig sedan åt ena hållet och det
kvarvarande hålet rör sig åt andra hållet varpå laddningarna separeras.

De första solcellerna tillverkades för över 60 år sedan och sedan dess har
mycket forskning bedrivits för att dels göra dem mer effektiva på att omvandla
solenergi till elektrisk energi, och dels att göra tillverkningen enklare och min-
dre energikrävande. De första solcellerna bestod av mycket rent (enkristallint)
kisel. En enklare variant ur tillverkningssynpunkt är mesoskopiska solceller,
vilket är ett samlingsnamn för olika typer av solceller som använder en nano-
porös yta som grund för solcellen1. Detta nanoporösa material består av små
partiklar av ett halvledarmaterial som bakats ihop till en tvättsvampsliknande
struktur. TiO2 är det vanligaste halvledarmaterialet för detta ändamål, vilket
är stabilt och billigt. Problemet med TiO2 är att det har ett stort bandgap2 och
därför inte absorberar synligt ljus, enbart TiO2 utgör alltså inte någon bra sol-
cell. Lösningen är att belägga den nanoporösa ytan med ett färgämne, d.v.s. ett
material som absorberar synligt ljus. Detta färgämne kan vara en molekyl eller
ett halvledarmaterial med ett förhållandevis litet bandgap. Efter att en elektron
i färgämnet har exciterats så skickas denna in i den nanoporösa strukturen och
leds bort mot en kontakt. I solcellen behövs också något som kan leda hål åt
andra hållet (alternativt leda elektroner tillbaka till färgämnet), detta kan vara
en flytande elektrolyt eller ett fast, ofta molekylärt, material. I figur 7.1 visas
en illustrering av solcellen, i detta fall med en molekyl som färgämne.

De första mesoskopiska solcellerna utvecklades på 1990-talet av en forskar-
grupp ledd av Michael Grätzel, därför kallas solcellerna ibland för Grätzel-
celler. Som färgämne användes då en molekyl och för att leda hål använ-
des en flytande elektrolyt [5]. För bara några år sedan började ett organiskt-
oorganiskt material med perovskitstruktur att användas som färgämne tillsam-
mans med en fast hålledare. Denna variant blev mycket snabbt den mest ef-
fektiva mesoskopiska solcellen och kallas ofta för en perovskitsolcell [14, 15].

För att solcellen ska kunna fungera måste de olika materialen ha energinivåer
som förhåller sig på ett visst sätt till varandra, se den högra skissen i figur 7.1.
1Mesoskopisk innebär en storleksordning mellan mikroskopisk (från enstaka atomer upp till en
storleken av en molekyl) och makroskopisk (då man kan prata om ett fast material).
2Ett mellanrum mellan tomma och fyllda energinivåer kallas för ett bandgap och hittas i
halvledare och isolatorer, men inte i metaller.
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Figure 7.1. En skiss över solcellen (vänster) och de energinivåer som är viktiga för
solcellens funktion (höger). Detta exempel visar en färgämnesmolekyl som ljusab-
sorberare. De blå pilarna visar hur elektronerna rör sig i solcellen och de gröna hur
hålen rör sig.

Den lägsta nivån utan elektroner i grundtillståndet i färgämnet (vilket kallas
LUMO i en molekyl och ledningsbandet i en halvledare) måste ha en energi
som är något högre än ledningsbandet i TiO2. På samma sätt måste den högsta
fyllda nivån (i grundtillståndet) i hålledaren ha en högre energi än motsvarande
energinivå i färgämnet (vilket kallas HOMO eller valensbandet). De fyllda
energinivåerna går att studera direkt med elektronspektroskopi vilket har varit
den huvudsakliga metoden i detta arbete. Mesoskopiska solceller med olika
typer av färgämnen: molekyler, halvledare och perovskiter, har undersökts och
de olika materialen studeras ensamma eller i kombination. Målet är att förstå,
på atomär nivå, hur materialen interagerar med varandra och hur man på olika
sätt kan modifiera elektronstrukturen.

7.2 Elektronspektroskopi
Elektronspektroskopin utvecklades under 1960-talet av Kai Siegbahn med med-
arbetare och är en metod att studera elektronstrukturen i material [38]. Meto-
den bygger på den fotoelektriska effekten som går ut på att material som blir
belyst med röntgenstrålning skickar ut elektroner. Genom att jämföra den
kinetiska energin på de utgående fotoelektronerna med energin på röntgenstrål-
ningen kan man bestämma elektronens bindningsenergi i materialet, enligt

Ek = hν − Φ− Eb (7.1)

där Ek är kinetisk energi, Eb är bindningsenergi, hν är energin på röntgen-
strålningen och Φ är utträdesarbetet. Tack vare att olika ämnen har mycket
specifika energier på de olika energinivåerna kan man ta reda på vilket ämne
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det är. Antalet utskickade elektroner mäts som funktion av den kinetiska en-
ergin (eller bindningsenergin) och resultatet visas i ett spektrum där varje en-
erginivå ger en linje (som dock har en viss bredd). Energinivåerna påverkas
dock av omgivningen vilket gör att olika omgivning ger olika bindningsen-
ergi för samma nivå. Detta syns i ett spektrum som ett kemiskt skift och kan
användas för att bestämma hur ämnen reagerar med varandra.

Kärt barn har många namn och akronymerna PES, XPS, ESCA och HAX-
PES är alla på ett eller annat sätt en förkortning för elektronspektroskopi. Den
sista i raden, HAXPES, används om röntgenstrålningen har hög energi (2000
eV och högre), vilket har använts mycket i detta arbete.

Den medelfria väglängden är mycket kort för elektroner, vilket dels innebär
att elektronspektroskopiska experiment generellt måste utföras i vakuum. Det
innebär också att metoden i allmänhet är ytkänslig eftersom elektroner som
kommer från atomer djupare i materialet inte hittar ut ur materialet. Genom att
använda röntgenstrålning med högre energi får fotoelektronerna också högre
kinetisk energi och då ökar den medelfria väglängden. HAXPES är således en
mer bulkkänslig metod och kan användas för att studera material och gränsskikt
som ligger under ytan.

7.3 Experimentella resultat
Studier av de energinivåer som är illustrerade i figur 7.1 kan användas för att
förstå, och förutse, hur olika material fungerar i en solcell. De energinivåer
som är fyllda av elektroner (HOMO för molekyler och valensbandet för halv-
ledare) kan studeras direkt med elektronspektroskopi. Genom att jämföra med
mätningar av bandgapet kan även positionen av de tomma nivåerna (LUMO
eller ledningsbandet) ritas in ett diagram över energinivåerna i solcellen. I
artiklarna III och IV beskrivs hur detta kan göras för energinivåerna i TiO2

jämfört med en perovskit eller med metallsulfider och polymerer, se ett ex-
empel i figur 7.2. För sulfiderna kunde energinivådiagrammet användas för
att förklara varför två av sulfiderna (Sb2S3 och CdS) fungerar som färgämne,
medan den tredje inte gör det (Bi2S3). Det visade sig att ledningsbanden för
Bi2S3 och TiO2 ligger på samma energi, vilket gör att elektronerna i Bi2S3

inte har någon drivkraft att ta sig vidare till TiO2. Studier av djupare liggande
energinivåer kan också säga mycket om materialet samt hur det påverkas av
olika omgivningar.

För att optimera förhållandet mellan energinivåerna kan det vara av vikt
att kunna påverka dessa. Artiklarna VI, VII och VIII beskriver hur detta
kan göras för olika hålledande molekylära material. Ett sätt att ändra en-
erginivåförhållandet mellan två olika material, t. ex. en halvledare och en
polymer, är att "stoppa in" ett molekylärt material med en dipol 3 mellan de två
3En dipol består av ett material, ofta en molekyl, med en bestämd laddningsfördelning som gör
att ena sidan av materialet är negativt medan andra sidan är positivt laddat.
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andra materialen. Beroende på riktningen på dipolmomentet kan detta skifta
energinivåerna i polymeren uppåt eller neråt i förhållande till halvledaren.

Energinivåerna i ett halvledande material (vilket kan vara ett molekylärt ma-
terial) kan också ändras genom att materialet dopas. Dopning innebär att elek-
troner tillförs, eller tas bort, varpå ledningsförmågan ökar. I artikel VIII stud-
eras hur dopningen kan varieras med olika dopämnen. Artikel VII och VIII
beskriver också hur ett material som inte förväntas fungera som ett dopämne
(ett Li-salt) faktiskt ändå påverkar det hålledande materialet på motsvarande
sätt.

För molekyler som används som färgämne kan det vara av vikt att molekylen
sitter fast på ett visst sätt på ytan av det nanoporösa materialet, för att elektroner
lätt ska kunna förflyttas från färgämnet in i den nanoporösa halvledaren. Att
tillföra vatten i processen då färgämnet fäster på den nanoporösa ytan har visat
sig ändra något hur molekylen sitter, vilket beskrivs i artiklarna I och II. I en
solcell där det nanoporösa materialet bestod av ZnO visade sig också vatten
kunna förbättra solcellen, genom att förhindra att molekyler klumpade ihop
sig.
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Figure 7.2. Energinivådiagram för ett gränsskikt mellan TiO2 och perovskiten
CH3NH3PbI3 (vänster) samt de experimentellt uppmätta valensbanden för TiO2 och
CH3NH3PbI3 på TiO2 (höger). Ledningsbanden för materialen har ritats in i diagram-
met med hjälp av optiskt mätta bandgap.
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