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Abstract
Jönsson, O. 2017. Ultrafast Structural and Electron Dynamics in Soft Matter Exposed to
Intense X-ray Pulses. Digital Comprehensive Summaries of Uppsala Dissertations from the
Faculty of Science and Technology 1592. 78 pp. Uppsala: Acta Universitatis Upsaliensis.
ISBN 978-91-513-0134-1.

Investigations of soft matter using ultrashort high intensity pulses have been made possible
through the advent of X-ray free-electrons lasers. The last decade has seen the development of
a new type of protein crystallography where femtosecond dynamics can be studied, and single
particle imaging with atomic resolution is on the horizon. The pulses are so intense that any
sample quickly turns into a plasma. This thesis studies the ultrafast transition from soft matter
to warm dense matter, and the implications for structural determination of proteins.                  

We use non-thermal plasma simulations to predict ultrafast structural and electron dynamics.
Changes in atomic form factors due to the electronic state, and displacement as a function of
temperature, are used to predict Bragg signal intensity in protein nanocrystals. The damage
processes started by the pulse will gate the diffracted signal within the pulse duration, suggesting
that long pulses are useful to study protein structure. This illustrates diffraction-before-
destruction in crystallography.

The effect from a varying temporal photon distribution within a pulse is also investigated. A
well-defined initial front determines the quality of the diffracted signal. At lower intensities, the
temporal shape of the X-ray pulse will affect the overall signal strength; at high intensities the
signal level will be strongly dependent on the resolution.

Water is routinely used to deliver biological samples into the X-ray beam. Structural dynamics
in water exposed to intense X-rays were investigated with simulations and experiments. Using
pulses of different duration, we found that non-thermal heating will affect the water structure on
a time scale longer than 25 fs but shorter than 75 fs. Modeling suggests that a loss of long-range
coordination of the solvation shells accounts for the observed decrease in scattering signal.

The feasibility of using X-ray emission from plasma as an indicator for hits in serial diffraction
experiments is studied. Specific line emission from sulfur at high X-ray energies is suitable for
distinguishing spectral features from proteins, compared to emission from delivery liquids. We
find that plasma emission continues long after the femtosecond pulse has ended, suggesting that
spectrum-during-destruction could reveal information complementary to diffraction.
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Dedicated to all the samples that are destroyed in experiments every day.
Your destruction shall not be in vain!
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O. Jönsson, D. Westphal, D. Odić, I. Andersson, A. Barty, M. Liang,
A. V. Martin, L. Gumprecht, , H. Fleckenstein S. Bajt, M. Barthelmess,
N. Coppola, J.-M. Claverie, N. D. Loh C. Bostedt, J. D. Bozek,



J. Krzywinski, M. Messerschmidt, M. J.Bogan, C. Y. Hampton, R. G.
Sierra, M. Frank, R. L. Shoeman, L. Lomb, L. Foucar, S. W. Epp,
D. Rolles, A. Rudenko, R. Hartmann, A. Hartmann, N. Kimmel,
P. Holl, G. Weidenspointner, B. Rudek, B. Erk, S. Kassemeyer
I. Schlichting, L. Strüder, J. Ullrich, C. Schmidt, F. Krasniqi,
G. Hauser, C. Reich, H. Soltau, S. Schorb, H. Hirsemann, C. Wunderer,
H. Graafsma, H. N. Chapman, and J. Hajdu, “Single-shot diffraction
data from the Mimivirus particle using an X-ray free-electron laser,”
Scientific Data, 3:160060, 2016.

X S. Kassemeyer, J. Steinbrener, L. Lomb, E. Hartmann, A. Aquila,
A. Barty, A. V. Martin, C. Y. Hampton, S. Bajt, M. Barthelmess, T. R.
Barends, C. Bostedt, M. Bott, J. D. Bozek, N. Coppola, M. Cryle, D. P.
DePonte, R. B. Doak, S. W. Epp, B. Erk, H. Fleckenstein, L. Foucar,
H. Graafsma, L. Gumprecht, A. Hartmann, R. Hartmann, G. Hauser,
H. Hirsemann, A. Hömke, P. Holl, O. Jönsson, N. Kimmel, F. Krasniqi,
M. Liang, F. R. Maia, S. Marchesini, K. Nass, C. Reich, D. Rolles,
B. Rudek, A. Rudenko, C. Schmidt, J. Schulz, R. L. Shoeman, R. G.
Sierra, H. Soltau, J. C. H. Spence, D. Starodub, F. Stellato, S. Stern,
G. Stier, M. Svenda, G. Weidenspointner, U. Weierstall, T. A. White,
C. Wunderer, M. Frank, H. N. Chapman, J. Ullrich, L. Strüder, M. J.
Bogan, and I. Schlichting, “Femtosecond free-electron laser x-ray
diffraction data sets for algorithm development,” Optics Express,
20:4149, 2012.

XI K. R. Beyerlein, D. Dierksmeyer, V. Mariani, M. Kuhn, I. Sarrou, A.
Ottaviano, S. Awel, J. Knoska, S. Fuglerud, O. Jönsson, S. Stern, M.
Wiedorn, O. Yefanov, L. Adriano, R. Bean, A. Burkhardt, P. Fischer,
M. Heymann, D. A. Horke, K. E. J. Jungnickel, E. Kovaleva, O.
Lorbeer, M. Metz, J. Meyer, A. Morgan, K. Pande, S. Panneerselvam,
C. Seuring, A. Tolstikova, S. Aplin, M. Roessle, T. A. White, H. N.
Chapman, A. Meents and D. Oberthuer, “Mix-and-Diffuse Serial
Synchrotron Crystallography,” IUCrJ, 4:6, 2017.

XII H. N. Chapman, P. Fromme, A. Barty, T. A. White, R. A. Kirian,
A. Aquila, M. S. Hunter, J. Schulz, D. P. DePonte, U. Weierstall, R. B.
Doak, F. R. N. C. Maia, A. V. Martin, I. Schlichting, L. Lomb,
N. Coppola, R. L. Shoeman, S. W. Epp, R. Hartmann, D. Rolles,
A. Rudenko, L. Foucar, N. Kimmel, G. Weidenspointner, P. Holl,
M. Liang, M. Barthelmess, C. Caleman, S. Boutet, M. J. Bogan,
J. Krzywinski, C. Bostedt, S. Bajt, L. Gumprecht, B. Rudek, B. Erk,
C. Schmidt, A. Hömke, C. Reich, D. Pietschner, L. Strüder, G. Hauser,
H. Gorke, J. Ullrich, S. Herrmann, G. Schaller, F. Schopper, H. Soltau,
K.-U. Kühnel, M. Messerschmidt, J. D. Bozek, S. P. Hau-Riege,



M. Frank, C. Y. Hampton, R. G. Sierra, D. Starodub, G. J. Williams,
J. Hajdu, N. Tîmneanu, M. M. Seibert, J. Andreasson, A. Rocker,
O. Jönsson, M. Svenda, S. Stern, K. Nass, R. Andritschke, C.-D.
Schröter, F. Krasniqi, M. Bott, K. E. Schmidt, X. Wang, I. Grotjohann,
J. M. Holton, T. R. M. Barends, R. Neutze, S. Marchesini, R. Fromme,
S. Schorb, D. Rupp, M. Adolph, T. Gorkhover, I. Andersson,
H. Hirsemann, G. Potdevin, H. Graafsma, B. Nilsson, and J. C. H.
Spence, “Femtosecond X-ray protein nanocrystallography,” Nature,
470:73, 2011.

XIII C. Östlin, N. Tîmneanu, H.O. Jönsson, T. Ekeberg, A. V. Martin, and
C. Caleman, “Explosion mapping to aid spatial orientation in single
particle imaging with X-ray lasers,” Manuscript, in review.





Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.1 Determining macromolecular structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Studies of radiation damage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3 Science with X-ray free-electron lasers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2 Physical processes in soft matter exposed to X-ray radiation . . . . . . . . . . . . . . . . 21
2.1 Interaction between soft matter and X-ray photons . . . . . . . . . . . . . . . . . . . . . 21

2.1.1 Photon absorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.1.2 X-ray scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2 Secondary ionization processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.1 Auger process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.2 Electron impact ionization and electron cascades . . . . . . . . . 25

2.3 Coulomb explosion and hydrodynamic expansion . . . . . . . . . . . . . . . . . . . . . . 27
2.4 Plasma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.1.1 Non-thermal plasma code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.2 Modeling elastic X-ray scattering from protein

crystals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.1.3 Modeling elastic X-ray scattering from water . . . . . . . . . . . . . . . 39
3.1.4 Photon emission from dense plasmas . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

3.2 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2.1 Scattering from non-thermal heated water . . . . . . . . . . . . . . . . . . . . . 41
3.2.2 SFX of ferredoxin nanocrystals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4 Results and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.1 Simulations of electron and structural dynamics in protein

crystals (Papers I, II, III) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2 Localized radiation damage (Paper IV) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Non-thermal heating of water (Paper V) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4 Photon plasma emission from protein samples (Paper VI) . . . . . . . . . 58

5 Outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

6 Author contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

7 Svensk sammanfattning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65



8 Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70



1. Introduction

1.1 Determining macromolecular structures
Life as we know it would not be possible without proteins and polynucleotides.
These macromolecules are the building blocks of all life, but their structure
and functions were unknown for a long time. When Kendrew et al. determined
the first protein structure in 1958 [1], they were surprised and perhaps even dis-
appointed. They had expected a simple underlying principle true for all protein
structures, perhaps one as beautiful and symmetric as the helical structure of
the DNA molecule that was determined a few years earlier [2, 3, 4, 5]. The
DNA molecule functions as an information carrier in biology, and the beauti-
ful linear repeating double helix seems to fit the role perfectly, like a long line
of text. The protein structure solved by Kendrew et al. was on the other hand
very complex and without symmetry. The myoglobin structure they solved
was just one among a myriad of possible protein structures, not a universal
template that could be applied to every other known protein. This quickly
turned out to be the explanation why proteins can carry out so many differ-
ent functions: catalysis, signaling, structural support, storage, transport and
more. All proteins have a unique fold that is very difficult to estimate based
on simple measurements. The feature that made protein structures interesting
to study turned out to be the reason why the studies would be difficult.

A protein is a folded string built up from small molecules, amino acids,
called residues when they form a polymer. The backbone of a protein is always
the same repeating pattern of amino bonds between the amino acid residues.
Each amino acid has a different side chain, that determines the chemical prop-
erties, such as hydrophobicity, size, pKa and bonding properties. There are 20
biogenic varieties of amino acids (and a few more in special cases), and the
order in which they are assembled determines the folding and function of the
protein. The structure of a protein can be separated into different conceptual
layers. The primary structure is the order of the amino acids. This can either
be determined by biochemical methods [6] or by prediction from the corre-
sponding genetic code from mRNA or DNA. This rarely gives more than an
estimate of how a protein will function, but can give clues about its general
group. The secondary and tertiary structures are defined by how the backbone
is folded and bound with itself with hydrogen bonds or disulfide bridges, and
how the side chains interact with each other and the surroundings. The full
structure is defined not only by its amino acids, but also by cofactors such
as bound metal ions, prosthetic groups and structural water [7]. Figure 1.1
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Figure 1.1. Model of a protein structure, the important membrane protein complex
photosystem I from Thermosynechococcus elongatus, structure 3PCQ in the protein
data bank [Paper XII]. This complex was the first to be investigated using serial femto-
second crystallography at the LCLS X-ray sulfur laser. Models such as this one can
be used to explain the function of the protein.

shows a model of a membrane protein complex, photosystem I, that consists
of several subunits and small molecules.

The method that has been most successful in determining protein structures
is X-ray crystallography. A vast majority of the over 100000 protein structures
solved to date has been determined with this method using synchrotron radia-
tion. In X-ray crystallography, the sample is prepared as a crystal consisting of
many repeating subunits. When exposed to X-rays, the elastic scattering from
the crystals will form a diffraction pattern consisting of Bragg spots. After
data processing the result is an observed electron density. The actual structure
will be an interpretation of this, where the primary structure and known co-
factors are fitted into the electron density map. Figure 1.2 illustrates the many
steps from sample to model.

Even though protein crystallography is a very successful method in struc-
tural biology, there are some areas open for improvement. The crucial step of
finding the experimental scheme of how to create a crystal is in many cases
a process that requires much effort and time. Even when crystallization con-
ditions are found, the process might be very sensitive and in many cases only
produce very small crystals that will not diffract efficiently using synchrotron
radiation, or that will be damaged by the beam [Paper XII] before enough
data is collected. A whole class of important proteins is almost entirely absent
from the databases. Membrane proteins make up almost half of all drug tar-
gets [8] and around 30% of all proteins in a typical organism [9]. The ratio of
known membrane protein structures to all known structures was until recently
very low (around 1–2% [10]). One of the main explanations is that membrane
proteins are very difficult to crystallize into large crystals.
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Figure 1.2. Schematic illustration of how protein crystallography can be used to get
a model of protein structure. The protein needs to be a) crystallized into a protein
crystal, b) put into an X-ray beam, where the crystal will diffract the incoming X-rays
to form a diffraction pattern. Here only one pattern is shown, but ideally patterns from
all angles should be collected. c) The diffraction patterns are then reconstructed into
an electron density map. d) When the observed electron density is known, the protein
can be fitted into it. One of the main aims of this thesis is to see how the light-matter
interaction of intense radiation will affect a diffraction pattern from a protein crystal.
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1.2 Studies of radiation damage
It only took four years after the first protein structure was determined until
systematic studies were conducted to investigate if the result was influenced
by the method. In 1962 Blake and Phillips used a sealed copper tube hard
X-ray source to investigate how myoglobin protein crystals were affected by
radiation. It was found that a single photon deposited enough energy to disrupt
up to 160 individual protein molecules in the crystal. They created a model
for radiation damage, that described the sample after exposure as consisting of
three parts. The first part was the amorphous part that was destroyed and did
not contribute to the scattered signal, resulting in a weaker total signal. The
second part was the unchanged sample that fully contributed to the diffracted
signal. The third part of the sample was modeled as a disordered part that
scattered less at high angles. The consequence if some fraction of the protein
belongs to the third part will be that information about certain length scales in
the material are more affected by radiation damage. If the signal correspond-
ing to the fine details of the material disappears, the resolution will be lim-
ited and high resolution structure determination will be impossible. When the
dose, or number of photons reaching the sample, is increased, the damaged
fractions would also increase. For a long time this was the leading picture
of radiation damage: a dose dependent decrease of resolution and total sig-
nal [11]. It should be mentioned that local radiation damage was also seen in
the first studies in addition to the global effects described above. Local or spe-
cific radiation damage is a term that is used today to describe specific changes
from the native structure that are not uniform throughout a certain length scale.
The metric often used for absorbed dose is energy absorbed per unit of mass,
measured in gray (1 Gy is 1 J kg−1). Many experiments aimed to find what
dose was acceptable for different kind of energies and samples. Later models
of radiation damage often add another factor in addition to the dose: the dose
rate, measured in gray/second (Gy s−1). It was found that the quality of the
data was not only affected by the total dose, but also how the dose is deliv-
ered over time. It is not easy to predict the exact effects of an increased dose
rate, but there are models available [12]. The absorption coefficient dependent
upon element composition and size of the crystal can be calculated either by
empirical formulas or using more detailed codes such as RADDOSE [13]. If
the beam parameters are known, the maximum time in a beam with a certain
energy and intensity can be calculated [14].

Among the many schemes to reduce the effects of radiation damage, cry-
ocooling is the most widely used. Much of the damage at room temperature
conditions can be attributed to radicals that will diffuse in the sample and break
bonds. If the sample is cooled to very low temperatures, the radicals will be
trapped and an increased dose is possible. A dose limit of 10 MGy per de-
sired Å of resolution as suggested by Holton et al. [14] is a commonly used
radiation limit in crystallography today.
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When using very short pulses, many of the long time-scale processes re-
sponsible for signal degradation become irrelevant. The dose tolerance is
claimed to be some orders of magnitude higher in the serial femtosecond crys-
tallography (SFX) case (30 GGy) than in synchrotron crystallography [15].
The principle of diffraction-before-destruction was first proposed in 2000 [16].
When the intensity is so high that the sample is probed by the X-ray pulse be-
fore the onset of damage, the state of the sample after this interaction will not
be a factor. The sample will in fact always explode during these high-intensity
conditions. The benefit of using a very high intensity is that a smaller sam-
ple volume can be used. If a diffraction pattern from a small crystal, or even
an image from a single molecule, can be collected fast enough, then the ul-
timate fate of the sample does not matter. Single particle imaging (SPI) of
biomolecules was one of the main scientific cases that led to the construction
of X-ray free-electron lasers that could produce short and intense X-ray pulses.

1.3 Science with X-ray free-electron lasers
As described above, there is room for new protein structure determination
methods. One of the promising techniques is to use extremely intense X-
ray photons generated in a free-electron laser (FEL). Here extremely intense
pulses with an ultrashort duration can be produced. This allows the use of
nanocrystals which would give a too weak signal under the conditions at a
conventional synchrotron X-ray source.

The FEL was demonstrated in 1977 [17] after being proposed a few years
earlier by Madey [18]. It operated in the infrared regime at a wavelength of 3.5
micrometers. Since then, several facilities have begun operations. In 2005 the
first soft X-ray free-electron laser, FLASH, came into operation [19]. Many
experiments have since been performed there, among others investigations of
plasmas [20] and single shot diffractive imaging [21, 22]. In 2009 the first
hard X-ray source was commissioned, LCLS in the US [23]. At the moment
of writing, several more X-ray free-electron lasers are in operation or are under
construction, such as FERMI in Italy [24], SACLA in Japan [25], European
XFEL [26] in Germany and Swiss FEL in Switzerland [27].

The energy of the photon pulse in an X-ray free-electron laser comes from
the conversion of kinetic energy from accelerated electrons into photons. When
an electron travels in a magnetic field it will change its path and emit radia-
tion. In the FEL, a high number of electrons are first generated from a pulsed
source, and then accelerated to relativistic velocities in a linear accelerator.
They then pass through a periodic structure of magnets called an undulator.
When the high velocity electrons are forced to change direction by the mag-
netic field, they will emit light in the forward direction. Initially the electrons
will radiate incoherently. Due to the so called “ponderomotive” force the elec-
tromagnetic radiation emitted will also affect the electrons. The electrons that
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are in front of the phase of the radiation will lose kinetic energy to the ra-
diation, and those behind will gain energy from the radiation. The resulting
forces on the electrons will result in a microbunching effect where the elec-
trons are packed together and periodically distributed along the undulator in
the electron beam. When many electrons travel together they will act as larger
charged particles, and will emit radiation coherently. The bunching properties
of coherent radiation interaction with the electrons will cause the electrons to
bunch up even more, creating an exponential gain along the undulator. This
self-amplifying spontaneous emission (SASE) is the explanation for the ex-
treme properties of a free-electron laser: its coherence, short pulse durations
and high peak brilliance. Compared to a synchrotron, an X-ray FEL can pro-
duce nine orders of magnitude more intense light. New fields of science have
been opened up when the combination of short and intense X-ray pulses is
available [28].

Using ultrashort X-ray pulses, extreme states of matter can be created and
studied with high time resolution. This enables studies of ultrafast phenom-
ena in solids [29, 30]. Solid aluminum has been turned transparent due to
heavy ionization, where further absorption has been saturated [20]. In FELs,
different spectroscopy techniques have been used to measure temperatures of
several eV reached within only a few fs [31]. Systems with double core-holes
or even fully depleted of electrons have been studied [32]. Very small plasmas,
nanoplasmas, have been created and studied [33].

One of the original motivations for developing FELs with beamlines for
detecting scattered light was single particle imaging. The concept was exper-
imentally proven to work at hard X-ray sources [Papers VII, VIII and IX].
So far however, no protein structure has been published using only a single
protein. Instead, another type of experiment dominates in structural biology
using FELs: the SFX experiment [Paper XII]. In the SFX method many small
nanocrystals are exposed in series to X-ray pulses. The high intensity allows
for crystals much smaller than what is needed to get a good signal using a syn-
chrotron. High resolution structures have been solved, and new insights into
biological questions have been made possible [34]. The possibility to use very
small crystals has been used for new methods such as in vivo crystallization
of protein crystals [35], and the ultrashort pulses have been used for time-
resolved studies [36]. However, photon-matter interactions that cause heavy
ionization and subsequent sample fragmentation are not fully understood and
may influence structural determination despite the very short timescales [37].

In order to understand the scope of this thesis it can be useful to briefly
describe a typical SFX experiment, as illustrated in Figure 1.3. The protein
is prepared as a suspension of crystals with a size below 1 micrometer. It is
non-trivial to deliver the sample into the vacuum chamber and make it align
with the X-ray pulses. Often a gas dynamic virtual jet nozzle (GDVN) is used
to focus the sample into a liquid jet with a radius around a few micrometers.
Protein crystals with unknown orientation are then delivered into the interac-
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tion region within a delivery liquid. When the sample is intercepted by an
X-ray pulse, it will scatter at a CCD detector. High scattering angles represent
information from short distances within the sample. The measured intensity
on the detector will be a combination of diffraction from the crystal, called
Bragg signal, and scattering from the delivery liquid. The crystals are hit at a
random orientation, and the merging and indexing of diffraction patterns into
a fully sampled reciprocal space map require extensive data analysis.

The following interesting aspects of soft matter in high intensity short pulse
X-ray experiments are addressed in this thesis:

• The resolution-dependent Bragg signal as a function of ionization and
atomic displacement in protein nanocrystals (Papers I and II)

• How temporal pulse profile variation will affect the diffracted signal (Pa-
per II)

• How ionization, temperature and atomic displacement vary by sample
and beam parameters (Papers III)

• Local damage in a metalloprotein (Paper IV)
• Heating and ionization of sample delivery liquids (Paper V)
• Photon emission from proteins and sample delivery liquids turning into

plasma (Paper VI)
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Figure 1.3. This thesis covers different aspects of an SFX experiment, as indicated
by the dashed boxes. From top left clockwise: Electron and structural dynamics in
a liquid jet sample delivery system investigated by experiments and modeling; dy-
namics of resolution dependent signal decay and self-termination by intense pulses; a
feasibility investigation of hit detection using photon emission from protein crystals
turning into plasma; effects of varying temporal pulse profile; a database of radiation
damage in different samples and experiment configurations; an experimental study of
local radiation damage in ferredoxin.
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2. Physical processes in soft matter exposed to
X-ray radiation

2.1 Interaction between soft matter and X-ray photons
Soft matter physics is a subfield of condensed matter physics, where the phys-
ical behavior is affected by energies on the order of thermal fluctuations.
This includes macromolecules such as proteins, that under normal circum-
stances might shift between different conformations without breaking cova-
lent bonds. Room temperature corresponds to an average energy of 0.025 eV,
and a carbon-carbon bond requires around 1 eV to break. X-ray photons have
a much higher energy, and their interaction with matter will require a descrip-
tion that is very different from the changes between native configurations that
are important in room temperature conditions.

When a high energy photon hits a protein crystal, there are a number of in-
teraction processes to consider. Coherent elastic scattering is the process that
is exploited to get the measured diffraction pattern in a protein structure deter-
mination experiment. To achieve atomic resolution photon wavelengths on the
order of Ångströms are needed, corresponding to X-ray photons with energies
around 2–15 keV. The relative contribution from different interactions changes
with the X-ray photon energy, as illustrated in Figure 2.1. The ratio between
diffraction and photoionization is in the favor of ionization at the wavelengths
used for imaging and crystallography. For each scattered photon, the num-
ber of ionization events is between 20–32 for the most frequently occurring
elements in biological samples [38].

At the beginning of an intense FEL pulse, the sample can be considered
electrically neutral. Due to the heavy X-ray bombardment, most of the atoms
or molecules in the sample will lose electrons during the experiment, and thus
ionization and heating processes are very important to understand. Within
femtoseconds, the high intensity of an X-ray laser will turn the system into
many charged ions and free electrons, a plasma. The temperature will reach
values corresponding to several tens of electron volts, or several tens of thou-
sands of Kelvins. Table 2.1 lists the many types of light-matter interaction.
In the following sections the processes most relevant in this high ionization
level and high temperature regime will be introduced. There are two main
aspects of ionization that will be described in this thesis; ionization dynamics
and scattering from ionized samples. In most cases the perspective of high
intensity crystallography in short timescales will be the focus. In addition,
photon emission from plasmas will be discussed.
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Figure 2.1. Contributions to photon cross section for carbon. In the photon energy
range used in protein crystallography, photoionization is the dominating process.

2.1.1 Photon absorption
Light can be described both as a particle and as a wave. In the particle picture,
the total energy is not only the number of photons but also the energy of the
individual photons. In the wave picture, the wavelength and the intensity can
be varied independently while maintaining the same total energy. These con-
cepts were first understood around 100 years ago in a series of experiments
and theoretical developments.

Table 2.1. Important X-ray matter-interaction processes. List adapted from [39].

Process Inverse process
Photo ionization Radiative recombination
Photo excitation Spontaneous emission

Electron impact ionization Three-body recombination
Electron impact excitation Collision of the second kind

Autoionization Dielectric recombination
Bremsstrahlung Inverse Bremsstrahlung

When light hits a material it may eject electrons, provided that the photon
energy is high enough. It was found that the number of ejected electrons has
a linear relationship with the number of photons. More photons give more
ejected electrons. If the energy of the photons is increased, the relationship
will not be linear at all. When the energy is increased above certain thresh-
olds, there is a large increment in the number of ejected electrons. This phe-
nomenon, the so called photoelectric effect, was first explained theoretically
by Einstein in his famous 1905 article [40]. He suggested that the cause was
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Figure 2.2. Schematic representation of ionization processes using a simple Bohr
model with two populated core levels and two outer levels. a) In a photoionization
process (left) the energy of a photon is used to remove a bound electron from the
atom. A charged ion with a hole will be formed, in this case a core hole (right). b)
Example of Auger process following photoionization. When an ion or atom is in an
excited state it may relax into a lower energy state. The excess energy may leave the
ion as electrons or photons. In this example, a valence electron falls down into the
empty position at the core level, and the other valence electron gets the energy and
leaves (left). An ion with two empty positions at the valence level is formed (right). c)
Energy can also be conserved when the ion relaxes if a fluorescent photon is emitted.

that light was carried in discrete quantized packages with a fixed energy. In
1914, this was experimentally confirmed by Millikan [41].

The explanation for these thresholds is that electrons in matter are bound
at distinct energy levels, meaning that the binding energy is quantized. If an
incoming photon has higher energy than the binding energy, a photoionization
process can occur, as illustrated in Figure 2.2. An electron will be ejected, with
kinetic energy equal to the difference between the incoming energy and the
binding energy. In electron spectrometry, the energy of the ejected electrons
is measured and compared to that of the incoming light. The binding energies
can then be deduced, which is an important property to understand in atoms,
molecules and materials. Core electrons have a high binding energy, and are
more tightly bound to the nucleus of atoms. Valence electrons have a lower
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binding energy, and can be shared between atoms in a molecule, or be part of
a band structure in a solid.

In the absorption process, the atoms and molecules will lose electrons and
form ions. The cross section for photoionization increases with atomic charge
number and decreases with an increase in photon energy (with the important
exception of absorption edges) [39]. When very intense light is used, multiple
ionizations can occur and high charge states can appear. High charge states
have a lower cross section for further ionization [20].

For isolated atoms, the cross section for ionization of a bound electron has
its maximum close to the binding energy. For the light elements present in
proteins, this means that the ionization cross section for core electrons with
ionization potentials around a few keV is relatively high.

2.1.2 X-ray scattering
In elastic scattering, a photon will interact with an ion, atom or molecule and
change direction without losing energy. The scattering of photons on free
electrons is called Thomson scattering. This is a very good approximation in
typical X-ray crystallography.

Bragg’s law describes how light will spread from a crystalline sample:

2d sinθB = nλ , (2.1)

where d is the distance between scattering planes, θB is the Bragg angle, n
is a positive integer and λ is the wavelength of the incident light. It is often
useful to use the magnitude of the momentum transfer �q, often described as
q = 2π/d, instead of plane distances. In this picture, a certain scattering angle
represents one length scale of spatial coherence in the electron density of the
sample. Analysis of the scattered light gives information about the structure
of the scattering matter.

In the ideal case, the signal from each unit cell in the protein crystals will
interfere, and the intensity will gather in Bragg spots with an increase in inten-
sity as the square of the number of unit cells. This amplification is the reason
that synchrotron light can be used to determine the structures of proteins, even
if the signal from a single protein is very weak. This amplification will work
in the opposite direction when the crystal size goes down. Then the intensity
of the light must be squared to keep up with the reduction in the number of
unit cells and get the same scattered intensity. FELs provide the necessary in-
tensity to get high enough signal intensity on the detector in the case of protein
crystals in the sub-micrometer size range.

Incoherent scattering of an atom is an inelastic scattering process in which a
photon will lose some energy, but not all, to the system. The wavelength of the
outgoing photon will be longer, and the system will increase in energy, leaving
the system in an excited but neutral state. If the scattering involves a molecule,
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the process is called Raman scattering, if it involves a quasi-free charge it is
called Compton scattering. This scattering will contribute to a diffuse back-
ground in crystallography and imaging. In general this will only decrease the
signal to noise ratio. Normally the incoherent scattering from inelastic pro-
cesses is problematic, as it will not be used for structural determination. From
a photon spectroscopy point of view, these processes will broaden line emis-
sion on the way out of a sample.

2.2 Secondary ionization processes
2.2.1 Auger process
An ion in an excited state might relax into a state with lower energy. When this
happens, the energy is released in a so called Auger process, as illustrated in
Figure 2.2. The Auger process was discovered by Lise Meitner in 1922 [42],
and by Pierre Auger in 1923 [43].

After a photoionization of a core electron, the formed ion will be left with
a core-hole vacancy. If an electron falls from an outer shell into the empty
place in the inner shell, the excess energy might be released either as fluores-
cence or as further ionization. The ratio of cross-section between fluorescence
and electron ejection is in favor of fluorescence for deep core levels, present
in heavier elements. The energy of this transition depends on the energy dif-
ference between the two states involved, and is characteristic for different ele-
ments. The transition is often called characteristic line emission. Very recently
it was suggested that this fluorescence could be used for structural determina-
tion provided that very short pulses are used [44].

For lighter elements, such as the elements most common in proteins, elec-
tron ejection is more common. The released electron is called an Auger elec-
tron. The kinetic energy of the released electron will be the difference between
the energy of the electronic transition and the ionization energy of the ejected
electron. The lifetimes of core holes before an Auger electron is ejected can
be measured as a broadening of the so-called Auger lines in the electron spec-
trum. These are on the order of femtoseconds for the light elements: 11.1 fs
for C, 9.3 fs for N, 6.6 fs for O and 1.3 fs for S [45]. The chemical environment
can also affect the lifetimes.

2.2.2 Electron impact ionization and electron cascades
If the electrons released in photo ionization and Auger processes do not leave
the sample, they can interact with atoms and ions to cause further ionization.
This secondary impact ionization mainly affects outer shell electrons. These
electrons might in turn cause even more ionization, and create an electron
cascade, as illustrated in Figure 2.3. Hundreds of secondary electrons might
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Figure 2.3. Schematic representation of ionization processes using a simple Bohr
model with two populated core levels and two outer levels. a) Electron Impact Ion-
ization is the process where an electron hits an atom, kicks out an additional electron
and creates an ion. b) Both of these electrons can progress further in the material
and create a cascade of more and more electrons. A single photoionization event can
trigger hundreds of secondary ionization events, and due to the intense photon pulses
at FELs, the average number of ionizations per atom can exceed one within a few
femtoseconds [38].

be released from a single photoionization event depending on the energy of
the incident photon [46]. The cross section for electron impact ionization
changes with electron energy, element and ionization state. The maximum
cross section is between a few eV and a hundred eV. Ionized atoms have a
lower cross section [39].

The kinetic energy distribution of the generated electrons after a photoion-
ization event is not equilibrated at first. The electron cascades develop on a
timescale of femtoseconds to tens of femtoseconds, and will start to thermal-
ize. The velocity distribution in the material consists of two parts, one with
almost Maxwellian kinetic distribution (from secondary electrons and some
Auger electrons) and one part that corresponds to higher velocities (photo-
electrons). A fraction of the equilibrated electrons may even get higher energy
than the incident photons [47].
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2.3 Coulomb explosion and hydrodynamic expansion
During the X-ray exposure, the molecules in the crystal will rapidly be ionized
creating a sample with positive ions and free electrons. If the electrons escape,
the net charge will be positive and the atoms will repel each other. This pro-
cess is called Coulomb explosion and dominates for small samples such as
single proteins. If the sample volume is bigger and when most of the sam-
ple is ionized, the electrons cannot escape the positive center of the material.
The kinetic energy is instead deposited by collisions, heating the samples and
eventually leading to a Maxwellian distribution of kinetic energies. A hydro-
dynamic expansion will occur, where the inner core of the sample experiences
a higher pressure due to the electrons colliding that will eventually spread to
the outer layers of the sample. The outer layer of the sample will have a net
positive charge and will peel off [48, 49].

FELs allow us to access very short timescales and mitigate the damage
process in Coulomb explosions and hydrodynamics expansion. The timescale
for these is typically picoseconds to nanoseconds. If the pulse is short enough,
the photoelectron might not interact with the sample before the pulse is over.
Using a small crystal in SFX gives the opportunity for the energetic electron
to leave the sample due to low electron impact cross section at high electron
energies. Auger electrons have a more local effect and will likely deposit all
their energy in the sample [38].

2.4 Plasma
When a sample is exposed to high intense X-rays it will quickly be ionized
and go through a rapid phase transition into a plasma. Generally a plasma can
be described as fulfilling the following three criteria:

λD << L (2.2)

ND >>> 1 (2.3)

ωτ > 1 (2.4)

where the shielding distance or Debye length λD is much smaller than the
size of the system L, the number of particles in the Debye sphere ND is much
larger than 1, and the frequency of the plasma oscillations ω times the colli-
sion rate between neutral atoms τ is larger than 1. In words, this means that
the charged particles in the plasma will shield electric potentials and fields on
a long range, and be influenced by each other on a short range, and that the
motion of particles is described by electromagnetic forces rather than hydro-
dynamic forces. The free electrons can be seen as an electron gas. Compared
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to the interactions in the more familiar phases gases, liquids or solids, different
processes must be considered. The interactions between the free electrons and
the ions are needed to describe this state. Processes such as electron impact
ionization (as described in section 2.2.2) and recombinations where electrons
recombine with ions to reduce the charge are common. Ionization potentials
will experience a phenomenon called continuum lowering due to the strong
fields, and the highest electronic levels will be easier to ionize, and in fact be
part of a continuum rather than bound states.

The special case of plasma exposed to high intensity X-rays requires even
more consideration. During the exposure more energy will be pumped into
the system, and the continuous bombardment of photons will make the system
highly dynamic. The high kinetic energy of the electrons may not be in equi-
librium with the ion population, and the temperatures might differ by orders
of magnitude. Typically the thermalization time of the electron kinetic energy
distribution is in the femtosecond regime, and the ion-electron thermalization
time is on the order of hundreds of femtoseconds. When the distributions
are equilibrated, the kinetic energy will follow a thermal Maxwell-Boltzmann
distribution. During the pulse, the system might get further away from an
equilibrium situation when more energy is added. Bremsstrahlung effects,
when charged particles change direction within the plasma, will create pho-
tons which in turn might ionize or excite further, changing the opacity and
absorption cross sections.

Warm dense matter (WDM) is a loosely defined term that describes mat-
ter in high intensity X-rays. In the WDM regime, matter is too hot to use a
condensed matter physics framework such as solid state physics, but not so
hot to require the term “hot plasma”, as seen in Figure 2.4. The degener-
acy parameter Θ = Te

EF
is the relation between the electron temperature Te and

the Fermi energy EF and relates to how degenerate the system is. When the
system is very degenerate (Θ << 1) the system must be modeled using quan-
tum treatment; for non-degenerate systems (Θ > 1) statistical methods can be
used. Due to the high temperatures involved, this parameter will rise above 1
in a few femtoseconds. The coupling parameter Γ =

〈Epotential〉
〈Ekinetic〉 is the relation

between the potential energy and the kinetic energy in the system, and is tra-
ditionally used to describe the physical regime of the system. When Γ << 1,
the system is in the weakly coupled regime associated with room temperature
conditions. In a high intensity situation, the system will be out of equilibrium
and the coupling parameter will be closer to 1.

Early work in X-ray emission spectroscopy could reveal several important
concepts in atomic physics such as the origin of the atomic number [50] and
an experimental measurement of electron shells. When we approach high in-
tensities and want to model high intensity X-ray interaction with a plasma,
many processes must be considered. As the sample heats, a background of
thermal radiation with increasing energy will form. Black body radiation is a
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Figure 2.4. Temperature and densities of various systems. Shown with a red arrow is
the rapid increase in temperature for a solid or soft matter sample in the interaction
region of an FEL pulse. Temperatures of up to tens of eV, or hundred of thousands of
K can be reached within a hundred femtoseconds.
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continuous spectrum that depends on the temperature of the emitter. When the
temperature increases, the distribution shifts to higher energies. In a heated
plasma, this can stretch well into the extreme UV region or even into the soft
X-ray region. Planck’s law, which describes how the spectral radiance at a
certain frequency ν depends on the temperature T , can be written as

Bν(ν ,T ) =
2hν3

c2
1

e
hν

kBT −1
, (2.5)

where kB is the Boltzmann constant, h is Planck’s constant and c is the speed
of light in the medium. The frequency of light is directly proportional to its
energy E as E = hν .

Many electronic transfers in the sample will be accompanied by emission
of photons. The same is also true in reverse; state specific absorption will also
shape the spectra. In a plasma, not only bound states but also free states ex-
ist. Electronic transfers between all combinations are possible: bound-bound,
free-bound, bound-free and free-free. Free-free transitions have a broad distri-
bution, and consist of bremsstrahlung or inverse bremsstrahlung. The thermal
background is built up from these transitions. The bound-bound transitions
will be similar to those from atomic or molecular systems modified by shift
effects. When electrons transfer between free and bound states, the emission
will be broad in energy distribution. Peaks are often broadened due to the
many complex interactions present. In addition to the above radiation, scat-
tering from the incoming X-ray laser will be present, both from elastic and
inelastic processes. At or very near the incoming energy, the spectra will be
dominated by these effects. See Figure 2.5 for a schematic spectrum with its
constituents. In general, complex modeling is required to predict an emission
spectrum accurately.
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Figure 2.5. Schematic view of the many types of photon emission from a plasma.
Features from low energy to high: Black body-like emission (with optical spectrum
shown as a comparison), characteristic line emission in a continuous distribution of
free-bound emission and scattering at the highest energy as a well formed peak.
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3. Methods

This chapter will present the combination of modeling and experiments used
in the thesis. The exact research questions vary, but the common factor among
the research presented is a desire to understand the interaction of light and
matter at high intensity and short pulses. Simulations and calculations are
used to estimate radiation damage and calculate the intensity of the diffraction
signal. An overview of the signal intensity calculations used in Papers I, II, III
and V can be seen in Figure 3.1. The experiments that are part of this work
were conducted at the CXI instrument at LCLS, currently the femtosecond
protein crystallography beamline with the highest X-ray intensity.

3.1 Modeling
3.1.1 Non-thermal plasma code
The software code CRETIN is used in all the presented papers. The name is a
contraction of “accretion”, due to its origins in astrophysics as a tool to model
accretion discs around black holes. CRETIN is a well-established [51] non-
local thermodynamic equilibrium (NLTE) radiation transfer code that tracks
the electronic population of the atoms and photon distributions in the system,
and assumes that a plasma is formed [52, 53].

Simulations can be made in several dimensions and Figure 3.2 shows an
example of a 1D simulation geometry. The simulation space is divided into
quasi-neutral continuum zones with neutral net charge and mass conserva-
tion. Explicit particles or bonds are not described by the code. Electron and
ion kinetic energies are modeled as being internally in a Maxwellian distribu-
tion within the zone. The electrons and ions are allowed to be out of thermal
equilibrium in relation to each other and to neighboring zones, and heat and
radiation are allowed to transfer between zones.

The code keeps track of the population of different electronic states and
transitions between them. Processes important for systems exposed to in-
tense radiation such as photoionization, electron collision excitation, Auger
ionization and dielectric recombinations are included in the code. The code
models a full radiation spectrum, including transport to neighbouring zones
and absorption process. Continuum lowering using Stewart-Pyatt degeneracy
lowering [54] is used to compensate for the lowering of ionization potentials.
A hydrogenic atomic model is used. Non-bound electrons are assumed to be
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Figure 3.1. Flow chart of simulation methods. For Papers I, II and III a diffusion
model using only temperatures and collision rates was used, and in Paper V, a more
elaborate molecular dynamics model that treated particles explicitly was used. In the
case of Papers I, II and V, the atomic form factors were calculated, and together with
the structure factor, used to calculate the scattered signal. The end result is an estimate
of how the damage processes affect the diffracted signal at a certain resolution.
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Figure 3.2. The sample is modeled as zones. Each zone is treated as a continuum
where the element composition, temperatures, pressure and electron state population
are the same. Explicit bonds and individual particles are not included in the calcula-
tion. Radiation and heat, but not mass, can transfer between zones, however the zones
can be allowed to expand and contract. One of the main advantages of a continuum
code is that large systems, such as a crystal in a water jet, can be simulated.

internally equilibrated in kinetic energy, and are represented by their density
and a single temperature. The energy of the ions is treated separately, and
their temperature is allowed to be different from the electron temperature. The
ion temperature is used to calculate ion collisional excitations and ionizations.
Radiation is tracked over a full photon spectrum. When the population of all
electronic states and the radiation energies are known, the transition rates can
be used to calculate the evolution of the system.

There are some limitations to the plasma continuum approach when simu-
lating an SFX experiment: the lack of particle treatment given by a continuum
model and the inherent plasma assumption. The fact that individual particles
are not treated also gives the method its main strength, the ability to perform
simulations of large systems in a computationally efficient way without sac-
rificing details in the atomic kinetics. There are alternative methods that may
treat particle motion directly, relying on molecular dynamics [55, 32, 56, 57].
Our approach to handle this was used in Paper V where simulation parameters
were matched with molecular dynamics simulations.

The fact that the code both requires a system in a plasma state and is able
to predict why the system is in such a state may at first seem to be a case
of circular logic. The main support for using the code even for this initial
transition is that independent methods predict the highly ionized plasma state
within the same timeframe. Initially the cross sections for neutral atoms are
used to calculate the ionization rate in the code, and the high flux in all simu-
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lated cases will be so high that the plasma assumption will be valid within 1–2
femtoseconds.

The model used here calculates average atomic displacements and ioniza-
tion, and in turn provides a scaling of the Bragg intensities, but it does not treat
the coherent dislocations (resulting in moving of the Bragg spots) or crystal
explosion (resulting in changes in the widths of the Bragg spots). An exper-
imental scenario is assumed where the crystals are delivered with a liquid jet
into the interaction region; in this situation crystal expansion is limited by the
surrounding water. This has been shown to be viable for the short time scale
of the pulse [58]. Any coherence effects that could occur due to the rapid ion-
ization of heavy atoms are also not taken into account. Such effects have been
suggested by simulations to be useful for phasing [59].

3.1.2 Modeling elastic X-ray scattering from protein crystals
In the ideal case of a static protein crystal, the full Bragg signal from an un-
damaged sample at scattering vector�q is calculated as

Iideal(�q) = r2
e ΔΩ|F0(�q)|2I0 , (3.1)

where re is the classical electron radius, ΔΩ is the solid angle of a pixel detec-
tor, |F0(�q)|2 is the form factor particular for a sample [38] and I0 is the beam
intensity. In a diffraction experiment, the scattering vector �q can be seen as
the resolution, a spatial frequency in the sample, and measured in a diffraction
experiment using a wavelength of λ at Bragg angle θ

q = 2
sin(θ)

λ
. (3.2)

Higher scattering angles correspond to shorter sampling distances within the
sample. This describes the situation in an ideal non-damaged sample.

In the non-ideal case, scattering will change during the pulse. First the
effects of ionization are considered. When an atom is ionized once, it will
decrease the scattering cross section by 12%–14% [38]. When half of the
atoms in a crystal are ionized, the Bragg signals are reduced by 20% [15].
If the sample is exposed to extreme intensities, the decrease in cross section
will be more important as the ionization levels increase [60]. This effect is
not uniform across different scattering vectors. A decay factor k(q, t) can be
defined as a fraction: the signal of an ionized system in relation to the neutral
system as a function of time t and scattering vector�q

k(q, t) =
〈 f 〉2

〈 f0〉2 , (3.3)
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where the average of the atomic form factor 〈 f 〉 is a weighted sum

〈 f 〉=
∑
i

fi(q, t) · ci

∑
i

ci
, (3.4)

where ∑
i

is the sum over all ionized states including core holes for all elements

present [61]. The fraction of ions ci in state i is obtained from the plasma sim-
ulations for each time t. The factor 〈 f0〉 represents the initial ideal state where
all electron levels are filled, thus the factor k(q, t) is 1 for the undisturbed
crystal.

The form factor for an electronic state i can be parametrized according to
the Cromer and Mann method [62] as a sum

fi(sin(θ)/λ ) =
4

∑
j=0

a jeb j(sin(θ)/λ )2
+ c , (3.5)

where the parameters a j, b j and c are defined as in Paper I, θ is the Bragg
angle and λ is the wavelength. The scattering factors of an atom in different
charge states can be seen in Figure 3.3.

Using the theory above, it is possible to describe the scattering as a function
of the population of electronic states present, and their respective form factor
dependencies of the scattering vector. As a general observation, the scatter-
ing at very low �q will be depending on the overall ionization level. At higher
scattering angles the ratio between filled and empty core levels becomes very
important. If the core levels of the atoms are empty, the k factor at high scat-
tering angles will be close to 0, and high resolution signals will be cut off.

In addition to changes in scattering due to electron loss from the atoms, the
atom or ion positions can also be disturbed. To model how displacement in
a crystal lattice affects the Bragg signal strength, we start with an estimate of
the diffusion. In a plasma, the diffusion coefficient for an ion i is dynamic and
can at time t be estimated as [63]

Di(t) =
kBTi(t)τi(t)

mi
, (3.6)

where kB is the Boltzmann constant and mi is the ion mass. Ion temperature
Ti and ion-ion collision rate τi(t) will increase during the pulse as calculated
from the plasma code.

The root mean square displacement as a function of time is given by

σi(t) =

√
2N

∫ t

0
Di(t ′)dt ′ , (3.7)

where σi(t) depends on the number of dimensions N and the diffusion co-
efficient Di(t). Displacement of atoms in a crystal lattice will degrade the
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Figure 3.3. Calculated atomic form factors for the ionization states of oxygen as a
function of momentum transfer �q as tabulated by [61, 62]. Blue is for a K-shell with
two electrons, red is for a K-shell with one core hole and green is for an empty core.
Each line represents the form factor of an electronic state, and with each ionization
the form factor will get lower. At very low �q the scattering intensity is determined
by the number of bound electrons. At high �q the form factor is determined by the
number of core hole electrons, and an empty core ion will not have any scattering.
The intermediate region between 1 nm−1 and 4.5 nm−1 is a very important length
scale for proteins and here the situation is very complex and depends on the exact
details of the electronic states.
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diffraction pattern. The scattering angles corresponding to high spatial fre-
quencies are those first affected by atomic displacement. The degradation due
to displacement as a function of time t and scattering vector q can be described
with the following decay function [Paper I]

h(q, t) = e−4π2q2σ2(t) , (3.8)

where h is in the range [0,1] and decreases with increasing q or σ . The magni-
tude of the scattering vector �q is calculated as q = 2sin(θ)/λ , where θ is the
Bragg angle and λ is the wavelength. From this equation the similar depen-
dence on q and σ means that the magnitude of the displacement can be directly
compared to the resolution it will affect. Equation 3.8 is similar conceptually
to the Debye-Waller-factor, or B-factor, that is used in crystallography to es-
timate resolution-dependent signal degradation due to thermal motion. See
Figure 3.4 for a schematic view on how diffusion will affect the Bragg signal
from a crystal.

Using Equations 3.1, 3.3 and 3.8 provided above, a full description can be
made of the signal intensity when ionization and displacement is present. The
intensity will be the ideal signal intensity, modified by the time integral of the
factor h and k as described by

IBragg(�q) = r2
e ΔΩ|F0(�q)|2I0

1
T

∫ T

t=0
k(q, t)h(q, t)dt . (3.9)

This expression is used in Paper I to calculate the expected signal from protein
crystals.

To model the temporal variation in intensity during the pulse duration, the
Bragg signal will be the integrated scattering over the range of the full pulse.
A third factor s(t) is introduced as a shape function describing the normalized
distribution of intensity under the duration of the pulse. It is defined such
that the full Bragg signal from an undamaged sample at scattering vector �q is
described by

Iideal(�q) = r2
e ΔΩ|F0(�q)|2I0

1
T

∫ T

t=0
s(t)dt . (3.10)

Here re is the classical electron radius, ΔΩ is the solid angle of a pixel detector,
|F0(�q)|2 is the form factor particular for a sample [38], I0 is the beam intensity
and s(t) is a function that integrates to 1. Under this ideal assumption of no
damage, the Bragg signal at all angles is always directly proportional to the
fluence. In a more realistic model, radiation damage will affect the Bragg
signal depending on scattering angle, and the signal can be described by

IBragg(�q) = r2
e ΔΩ|F0(�q)|2I0

1
T

∫ T

t=0
k(q, t)h(q, t)s(t)dt . (3.11)

This equation describes the signal IBragg from the full pulse as a function of
the scattering vector�q. The full signal will depend on the fluence from the ex-
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periment dependent term r2
e ΔΩ|F0(�q)|2, the incoming intensity I0, and is lim-

ited by the degradation caused by the ionization decay function k(q, t) (Equa-
tion 3.3) and the displacement signal decay function h(q, t) (Equation 3.8).
The factors k(q, t) and h(q, t) both depend on the state of the plasma (ion-
ization, temperature, collision rates) and changes in the plasma dynamics will
affect both factors. All times t are weighted by the shape function s(t), making
it possible to quantify the effects of the pulse shape on the Bragg diffraction.
In Paper II, Equation 3.11 is used to calculate the Bragg signal. It is impor-
tant to understand that the signal on the detector will be the whole integral of
the signal from the full pulse duration. Currently no detectors exist with the
femtosecond time resolution required to read out only parts of the signal.

3.1.3 Modeling elastic X-ray scattering from water
Molecular dynamics (MD) simulations performed using GROMACS [64] have
previously been used to study structural changes in high ionization and tem-
perature cases [58, 65]. This approach was here complemented and expanded
with ionization and heating dynamics calculated using the NLTE code to study
water. The SPCE water model [66] was used, but with some modifications to
allow for bonds to break. To keep track of the hydrogens after breaking, the
hydrogen atom was given a radius similar to what is used in the CHARMM
TIP3P water model [67]. For the non-equlibrium simulations, the oxygen-
hydrogen bonds were treated as a Morse potential [68] allowing for covalent
bond-breaking. The simulations were performed using periodic boundary con-
ditions, with a constant box size and 1728 water molecules, and a starting tem-
perature of 300 K. The ejected electrons are treated as a uniform background
charge, to keep the neutrality of the simulated system.

In order to compare the simulated system with experiments, the scattered
signal from water must be calculated. The radial distribution function g(r)
describes the distribution of pair-wise probability to find particles of types A
and B the distance r apart

gAB(r) =
〈ρB〉

〈ρB〉local
=

1
〈ρB〉local

1
NA

NA

∑
i∈A

NB

∑
j∈B

δi j − r
4πr2 , (3.12)

where 〈ρB〉 is the average particle density of particles with type B at a distance
r around particles of type A, and 〈ρB〉local is a normalization using the particle
B density averaged over the spherical volume with radius r around particles
of type A. The structure factor S(q, t) is the structure factor of the solvent
calculated by taking the Fourier transform of the radial distribution function.
The expected scattered signal intensity is a sum over all timesteps

I(q) =
1
T

T

∑
t=0

ftot(q, t)2S(q, t) , (3.13)
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Figure 3.4. Schematic drawing on how displacement in the crystal lattice will cause
a decay in Bragg signal. From top to bottom: When the crystal is intact, scattering
at all angles is possible. When some displacement disturbs the lattice, the high angle
scattering corresponding to high resolution will decrease. With extreme diffusion, the
amplification from many crystal units is lost.
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where T is the pulse duration, t is the simulation timestep and q is the momen-
tum transfer. The total form factor ftot(q, t) is calculated as in Equation 3.4
using the tabulated values for oxygen. The form factor for atomic and ion-
ized oxygen was used rather than the form factor of neutral water. This is a
valid assumption since water disassociated in the simulations into oxygen and
hydrogen on a femtosecond timescale under extreme intensity.

3.1.4 Photon emission from dense plasmas
The main idea in Paper VI is to use the emission from warm and dense plas-
mas as a fast indicator for a vetoing system in serial femtosecond experiments
using a liquid jet sample delivery system. X-ray emission and absorption is
modeled using the same software package as mentioned above, CRETIN. The
systems investigated are experimentally relevant protein crystallography sam-
ples, either with or without protein present. The emission energy range studied
was from 1eV up to 10 keV. Details about the model are presented in Section
2.4.

3.2 Experiments
Both of the presented experiments [Papers IV and V] were part of the cxi76413
beam time at the CXI instrument at LCLS [69]. Five 12-hour shifts were
allocated for the experiments. Obtaining access to X-ray FEL infrastructure
is highly competitive, and in this beam time researchers from 10 institutes
collaborated.

3.2.1 Scattering from non-thermal heated water
Scattered light from a water jet was measured at the CXI station [69] at LCLS
using the nanofocus and 6.86 keV photon energy. Purified water was injected
into the experimental chamber using a gas dynamic virtual nozzle [70, 71]
with a jet diameter of around 5 micrometers. The focal size of the X-ray beam
was smaller, around 200 nm. The scattered light was collected on a CCD
detector placed 100 mm downstream from the sample. Data was collected
for all available intensities for two pulse durations, but only data from pulses
with an intensity of 1.25 ±0.05 mJ was analyzed. A gas energy detector was
used [72] to measure the intensity of the photon pulses. Given the pulse du-
rations of 26.3 ± 1.8 fs and 74.0 ± 1.9 fs, the fluence in the water jet was
1.35·106 J/cm2 in both cases. The scattering at this fluence is very high and
might damage the detector. An attenuator with known absorption was placed
between the sample and the detector. A schematic view of the experimental
setup is available in Figure 3.5. A pixel mask was applied that filtered away
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shadows from the post-sample attenuator mount, pixels with fluctuations dur-
ing dark measurement, and individual pixels with anomalous behavior. There
are reports of non-linear detector responses at very high intensities using CCD
detectors [73]. To avoid the effects from this when comparing patterns, a very
narrow criterion was used: both the reported beam intensity and the measured
detector intensity must fall within certain limits. The result was that only a
small percentage of the patterns could be used in the analysis, only 0.1% and
2% of the shots resulted in analyzed data for the two cases. The number of
analyzed patterns was 133 events for the shorter pulse and 2247 events for
the longer. This may seem like low numbers given the repetition rate of 120
Hz, but the pixel detector allows for many measurements at a certain angle
in a single pulse using radial averaging of many pixels from the center of the
beam. The statistics for the intensity of a single q value give a standard error
of less than 0.2% which gives a high level of confidence.

3.2.2 SFX of ferredoxin nanocrystals
A suspension of ferredoxin crystals was injected into the interaction vacuum
chamber at the nanofocus station at CXI, LCLS, using a similar setup as above.
Ferredoxin is protein that contains two iron-sulfur clusters. The beam param-
eters and detector configuration were as described above. Photon energies of
7.36 keV and 6.86 keV were used. The iron edge is at 7.11 keV, and it is
expected that the difference between the two conditions is a more prominent
ionization of iron atoms in relation to the rest of the sample above the edge.
It can be noted that cross sections generally decrease with increasing photon
energy, further augmenting the contrast. Comparison datasets were collected
using lower intensity FEL radiation, and synchrotron radiation (described in
Paper IV). Reconstruction was done with PDB structure 2FDN [75] as refer-
ence.
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Figure 3.5. A narrow jet of room temperature water was injected using a gas dynamic
virtual nozzle (GDVN) into the 200 nm X-ray focus of the CXI endstation of the
LCLS. Diffraction patterns from single pulses were recorded on a CS-PAD detector
with a post-sample attenuator made of a tungsten alloy film positioned downstream
from the sample. The scattered signals from pulses with durations of 25 fs and 75
fs were processed and analyzed. A combination of non-local thermodynamic equilib-
rium modeling and molecular dynamics simulations were used to follow the dynamics
of the atoms during the exposure to intense X-ray radiation. The upper left and lower
right models show the state of the simulated system before and during the exposure.
Broken bonds can be observed. The water transitions into a warm dense matter state
during the pulse, and this transition will ultimately lead to a local explosion of the
water jet [74] .
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4. Results and conclusions

This chapter will go through the papers in turn, and summarize the main re-
sults and conclusions. Also shown here are a number of supplementary figures
excluded from the main part of the articles that give a more in depth under-
standing of some of the underlying mechanisms in the studies.

4.1 Simulations of electron and structural dynamics in
protein crystals (Papers I, II, III)

In order to reconstruct the electron density of the molecule, a full diffraction
pattern must be collected. The elastic scattering from the sample at a certain
reflection angle corresponds to a specific length scale in the sample. To model
the electron distribution, all length scales up to the highest resolution at the
highest reflecting angle must be collected. Each reflection from a crystal, the
Bragg signal, at a certain angle relies on two properties of the sample: that
the matter is periodically arranged, and that the electrons in the sample are
scattering coherently. In an ideal situation, both of these properties are fulfilled
and the signal will depend on the intensity of the incoming light and the size
of the crystal. In reality, the sample will be affected by the measurement,
and both displacement and ionization of atoms will affect the intensity of the
signal.

In Papers I, II and III, NLTE plasma simulations were used to model and
predict what happens in material exposed to ultrashort pulses of intense X-
rays. One advantage of simulations is that many parameters can be explored,
and this was used to study a range of interesting problems. The first theoreti-
cal studies estimated that pulses shorter than the onset of damage might be re-
quired to get atomic resolution data [76]. When investigated experimentally, it
was shown that atomic resolution could be achieved even if the sample was un-
dergoing changes during exposure [15]. The first paper in this thesis proposes
a mechanism behind this apparent discrepancy between the initial theoretical
estimates and experiments. The experiment that raised the question used pro-
tein crystals as the sample, and thus the simulation needs to model a loss in
Bragg signal from a crystalline sample. To investigate this, the decay in Bragg
signal due to structural dynamics in a crystal lattice and ionization of atoms
is calculated for a wide range of intensities and photon energies. It is found
that different mechanisms influence the signal decay depending on features of
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Figure 4.1. Simulation of accumulated Bragg signal from carbon atoms, as a function
of time during pulse t and resolution q for different intensities. The photon energy
simulated was 6 keV. The simulations are normalized by using the highest signal in
the 1017 W/cm2 simulation as 1 to facilitate comparison with the different cases. Note
that the maximum signal for the 1020W/cm2 pulse is only 30 times higher than the
maximum signal from 1017W/cm2, even though the pulse is 1000 times more intense.
Reprinted from Paper I with permission from the Optical Society of America.
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the incoming light. Two factors are introduced: k(q, t) that describes the sig-
nal loss at momentum transfer q (corresponding to a certain spatial coherence
distance in the sample) at time t due to changes in the atomic form factors due
to ionization, and h(q, t) that describes the signal degradation caused by dis-
placement affecting the spatial coherence of the sample. The integral of these
factors over the full pulse duration will show the intensity of the accumulated
signal in relation to the ideal non-affected sample, see Figure 4.1.

An important step along the way is to calculate how much of the incoming
light is absorbed by the sample. In conventional crystallography the tolerable
radiation dose is around 30 MGy [14]. This would correspond to a certain
number of photons hitting the sample, and gives a maximum level of signal
possible for a certain sample size. The diffraction-before-destruction princi-
ple [16] predicted that much stronger signals in relation to the sample size are
possible as long as the intensity is very high and the exposure is very short.
To calculate the dose that the sample will absorb is not as simple as using the
cross sections for cold, neutral samples. The dose rate of several GGy that is
the result of such a calculation will not take into account the lowering of cross
sections due to ionization. When plasma simulations are used, the estimate of
absorbed dose will be more nuanced. When the incoming light is absorbed,
the sample will ionize, and as a function of that the cross section for further
ionization will decrease. Especially for higher intensities, the ionization cross
section will be reduced due to electron loss from the atoms, leading to a re-
duced absorbed dose rate at the end of the pulse, see Figure 4.2. In these
papers a non-linear saturation effect is predicted, where more photons added
to the sample will not lead to the same ionization rate depending on the current
electronic state. Due to the dynamic changes in ionization level, the concepts
of maximum tolerable dose and dose rate are not as available as in synchrotron
crystallography, and perhaps not as useful.

The lowered cross section for ionization goes hand in hand with a decrease
in scattering cross section affecting the Bragg signal. This change is not uni-
form across the scattering angles, and depends on the details of the electronic
state. When core electrons are removed, the scattering at high q is most af-
fected, limiting the high resolution information from the sample. In effect,
high resolution signal is cut off when the core electrons have left the atoms.
At low q, the overall number of electrons is the important factor for determin-
ing the scattering power. The temperature increases during the exposure as the
potential energy that comes from ionization transfers into kinetic energy. The
ion temperature and the ion-ion collision rate can be calculated by the plasma
model. Together they can be used to calculate a diffusion constant, and the
displacement as a function of time. From the displacement estimate, the ef-
fects on the Bragg signal can be calculated. This factor is different from the
Debye-Waller factor [77] used in low intensity crystallography, where more
displacement in the sample will lead to a loss of signal starting at high resolu-
tion information. The factor introduced here is dynamic through the exposure.
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Figure 4.2. Simulation of dose rate measured in GGy/fs as a function of time during
the pulse and incident intensity (photon energy is 6 keV) for photosystem I sample. At
higher intensities (above 1019 W/cm2), the absorbed dose rate becomes lower towards
the end of the pulse as the sample becomes transparent to the incident radiation. The
cause of this saturation is the ionization that lowers the cross sections for interaction
between the light and the matter. Reprinted from Paper I with permission from the
International Union of Crystallography.

For several simulated conditions, especially at high intensities, the ionization
level is very high at the end of the pulse duration. Doubly ionized cores are
not uncommon, and hence the high resolution signal will disappear within the
pulse duration. The overall scattering power, especially at lower q values, is
also decreasing during the pulse.

The decrease in scattering caused by structural and electronic changes is
enough to cause a degradation of signal at the end of the pulse duration. In
many cases this effect will reduce the signal so much that the X-ray is in fact
self-gating the scattered signal, meaning that the same pulse that gives the
signal also causes part of the signal to turn off. At first this may not seem de-
sirable, but another fact must not be forgotten: more intensity will also give a
stronger signal, as well as causing the self-gating earlier. For some conditions
(500 fs pulse duration, 2 keV photon energy, 1019 W/cm2, q=5 nm−1) the ef-
fect of self-gating will be that 99% of the accumulated Bragg signal comes
from the first 15% of the pulse. If this signal is enough, it simply means that
some damage during the pulse duration is acceptable, which also agrees with
the experiment that inspired this theoretical work. The main consideration for
longer pulses than necessary is the contribution from inelastic scattering and
the incoherent sample. In Paper I, an estimate of these effects is made.

From a practical point of view, very short pulse duration and very high in-
tensity might be difficult to achieve at the same time. Simulations like this will
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Figure 4.3. Left: Four temporal pulse shapes used in simulations. These are ide-
alized versions of pulses from studies showing temporal pulse profile variations
on a shot-to-shot basis [80, 81]. Right: The accumulated Bragg signal I(t) =
1
T I0

∫ t
0 k(q, t ′)h(q, t ′)s(t ′)dt ′ as a function of time, from carbon at q = 0.62 Å−1. A

700 nm photosystem I crystal exposed to a 100 fs long pulse, at 6 keV and intensity
2×106 J/cm2 was simulated. The accumulated intensity I(t) is shown in J/cm2 and can
be interpreted as an “effective” photon intensity that includes pulse shape and damage
effects, and should then be used to convolute with the form factors |F0(q)|2. Reprinted
from Paper II with permission from the International Union of Crystallography.

help guide the design of experiments and the choice of experimental parame-
ters. Another future prospect is perhaps to use simulations to improve the data
analysis in high intensity crystallography. If the expected decrease in signal
for a certain set of conditions is known, it might be possible to compensate for
this when treating experimental data. A correction factor is suggested in this
article that could function as a scaling parameter for scattered signal in some
scattering angles to better represent the true position of the cores, much as
the Debye-Waller temperature factor is used in conventional crystallography
today.

In Paper I a fixed pulse duration and temporal pulse profile was used. In
Paper II the same methods are used, but the beam parameters are expanded
to allow varying pulse shape in time. The signal decay for two durations is
investigated, 50 fs and 100 fs. In an experimental situation the pulse profile
will vary shot-to-shot [78, 79], especially for SASE beamlines. As previously
established, the total signal from a sample is the time integrated signal from
the sample during the full duration, and some parts of the pulse might not con-
tribute much to the signal. Paper II used simulations to investigate the signal
from varying temporal pulse profiles, photon energies and pulse intensities.

The model where the effects are separated into signal decay caused by dis-
placement and signal decay caused by ionization allows a look into the mech-
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Figure 4.4. Simulation of the displacement part of the signal decay compared to a
100 fs flat top pulse as defined in Paper II. The photon energy simulated was 2 keV in
the top row, 6 keV in the middle row, and 12 keV in the bottom row. It can be seen
that the temporal pulse profile becomes increasingly important towards higher pho-
ton energies. Typically, the resolution dependence is strong. The formula used here
is JBragg(q, I0,λ ) =

IBragg(q,I0,λ )
IBragg(q,I0,λ )flat

− 1 with the ionization factor k(q, t) omitted from
IBragg. What is seen here is that at the higher photon energies, the pulse shape will
affect how different scattering angles are represented depending on the intensity. This
effect is explained by atomic displacements in the sample. The sample was photosys-
tem I.
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Figure 4.5. Simulation of the ionization part of the signal decay compared to a 100 fs
flat top pulse as defined in Paper II. The photon energy simulated was 2 keV in the top
row, 6 keV in the middle row, and 12 keV in the bottom row. The differences are more
prominent at lower photon energies. Typically, the resolution dependence is weak.
The formula used here is JBragg(q, I0,λ ) =

IBragg(q,I0,λ )
IBragg(q,I0,λ )flat

− 1 with the displacement
factor h(q, t) omitted from IBragg. It can be seen here that when the pulse shape is
varied, the overall signal will increase or decrease. This is more prominent at lower
photon energies. The sample was photosystem I.
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anisms at play. It is found that the temperature-driven displacement is very
similar when the pulse shape is varied. The ion temperature is increasing al-
most linearly, and the heating rate seems to be weakly dependent on the pho-
ton flux. It is instead driven by the initial change from a neutral sample to a
nanoplasma with energetic electrons present. Typically the electron tempera-
ture is very high, several hundreds of eV, and equilibration with the ions takes
time. The time scale for equilibration is typically much longer than the pulse
duration, on an order of picoseconds or longer. The similarity in displacement
can be contrasted with the difference in electronic state between the different
temporal pulse shapes. The atomic form factor is to a large extent dependent
on the relation between occupancy of valence levels and core levels. This ra-
tio is difficult to estimate as it changes dynamically during the exposure as a
function of many parameters such as the ionization level, instantaneous flux,
electron temperatures and processes like Auger decay.

It is clear that the trivial estimate that short and intense pulses are good
still holds, high intensity will indeed always create a stronger signal, and short
pulses will not allow the dynamics to disrupt the sample as much as a longer
duration. The study in Paper II adds another dimension, the efficiency of
adding more photons at different parts of the pulse and a resolution depen-
dence. Late photons are gated due to the self-gating described in Paper I. A
front loaded pulse will always give the strongest signal. The same number
of photons with another temporal distribution will give a weaker signal, due
to them arriving at a sample already affected by displacement. A few early
peaks in the temporal pulse profile will start the transition into plasma without
contributing much to the diffraction pattern, especially lowering the efficiency
at higher resolutions. See Figure 4.3 for an example of how the accumulated
signal depends on the temporal pulse profile.

In reality a FEL with SASE will have variations in the temporal pulse pro-
file. The main conclusion from Paper II is that this will have a larger effect on
some q-vectors than others for some beam parameters. The described effects
are more prominent in experiments using long pulses and short wavelengths.
Here high momentum transfers are affected, but the scattering representing
low resolution is not as affected. This variability can be explained by Fig-
ure 4.4 that only shows the effects from displacement from three pulse profiles
relative to the same number of photons in a flat pulse. Displacement effects
explain the q-dependent signal variability in the high photon energy regime.
The difference between pulse shapes here comes from the time at which they
probe the system. This can be contrasted with lower photon energies, where
ionization effects explain the difference between pulse shapes (as seen in Fig-
ure 4.5 that only shows the ionization effects), but mainly affects the overall
signal strength.

To conclude, it is more important to know or control the pulse shape vari-
ability at higher photon energies if a uniform representation of scattering is
required. If the temporal pulse profile can be shaped it is important not to
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Figure 4.6. Processes in water exposed to intense X-ray pulses. Top left: Average
ionization levels as calculated by NLTE simulations for pulses of 75 fs (long) duration
and 25 fs (short) duration (both with a fluence of 1.35·106 J/cm2 and 6.86 keV photon
energy). The average ionization levels will within the first femtoseconds correspond
to a state where each atom is ionized at least once for both simulations. It can be
noted that the progress of the two simulated systems is very similar relative to their
respective pulse durations, and the end states are very similar. Top right: The ion
temperature increase is due to thermalization with the very hot electrons in the sys-
tem. The increase rate is similar for the two simulated systems, resulting in a higher
end temperature for the long pulse duration system. Bottom: Displacement calcula-
tion using equation 3.7 with temperature and collision rates from NLTE simulations.
The displacement rate is very similar for the two systems, resulting in a higher end
displacement for the longer pulse duration system.

forget the fact that higher intensity always gives more signal. This must be
considered if there is a tradeoff between control over the pulse profile and the
intensity, as is the case for seeded beams [82, 83]. The main conclusion of this
article is that a sharp front is the main determining factor of the pulse shape,
and gives similar results as shorter pulse durations due to self-gating effects,
and a less defined front might limit the possibilities to achieve high resolution
even at high intensities.

Preliminary measurements and estimates of the temporal profile of FEL
pulses have been made [80, 84]. An alternative approach to controlling the
pulse shape could be to measure it on a shot-to-shot basis, and then calcu-
late and apply a suitable correction factor in the analysis for each diffraction
pattern measured.
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In Paper III a number of NLTE plasma simulations are presented in a web
database. Making results and simulations available for experimentalists is in
the tradition of low intensity radiation damage codes like RADDOSE [13]
for protein crystallography or the photon-matter interaction database from the
center for X-ray optics (CXRO) [85]. The average ionization level, the elec-
tron and ion temperatures, and a displacement estimate are presented after the
user selects the beam parameters. The data available for the user will be plots
similar to those presented in Figure 4.6, as well as a data file.

In the published version of the web database, the user can select from four
different materials: protein crystals in solvent systems with either lysozyme
or photosystem I, liquid water, or solid diamond. The main results are in line
with earlier studies [Papers I and II] using the same methods, but a wider
range of beam durations and samples are examined. It is seen that the pho-
tosystem I sample behaves more like pure water than the lysozyme sample in
terms of temperature and ionization. This is in line with the sample compo-
sition; around 80% of the crystal is in fact water. The diamond sample has a
higher density compared to protein crystals and gives higher temperatures and
average ionization levels.

4.2 Localized radiation damage (Paper IV)
In Paper IV, the protein ferredoxin that contains metal cofactors was exposed
to high intensity X-rays in an SFX experiment. The structure was experimen-
tally solved using diffraction methods, and the results were complemented by
plasma simulations. The protein contains twoiron-sulfur clusters that have a
higher cross section for ionization than the surrounding protein. The purpose
of the experiment was to investigate how this affects the perceived structure,
and to understand the radiation damage mechanisms in materials with a com-
plex elemental composition. Datasets were collected at the nanofocus station
at CXI [69], LCLS using photon energy above (7.36 keV) and below (6.86
keV) the iron absorption edge using the highest available pulse energy (1.5
mJ) and 80 fs pulse durations. A higher degree of ionization can indeed be
seen of the Fe atoms compared to the other atoms in the material. This is
enhanced when the photon energy is above the threshold for ionization. This
result is also compared to low intensity measurements at synchrotrons, also
performed in the same project. In the high intensity structure measured at an
FEL, the two iron-sulfur clusters differ in their perceived electron density, but
in the low dose structure measured at a synchrotron the two clusters have the
same type of damage. This suggests that the geometry and the local bonding
will affect the degree of ionization.

The NLTE plasma model is used here to explain the absorption and ioniza-
tion dynamics over time for the elements carbon, sulfur and iron. The ion-
ization for carbon is almost saturated after 15–20 fs, but the heavier elements
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Figure 4.7. Ionization dynamics simulated with the plasma code CRETIN. Top: Av-
erage ionization per C, S and Fe atoms, as a function of time during the pulse, for two
photon energies (6.86 keV and 7.36 keV). Ionization saturates faster for light atoms.
For Fe it is dominated by collisional ionization. Middle left: Scattering power for C,
S and Fe ions as a function of time, estimated from the number of bound electrons
(without atomic form factors). Middle right: Expected accumulated signal during the
pulse due to the loss of scattering power for C, S and Fe ions, compared with the neu-
tral undamaged atoms (black dashed line). Bottom left: Calculated dose rate (MGy/fs)
in the sample as a function of time, for two photon energies. The dose rate decreases
during exposure due to saturation in ionization and changes in the photoionization
cross sections. Bottom right: Absorption coefficient for Fe and S in the sample as a
function of time. The drastic change in absorption for Fe above the K-edge in the first
20 fs is due to a rapid loss of electrons and a lowering of the ionization potential in the
plasma environment. Reprinted from Paper IV with permission from the International
Union of Crystallography.
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continue to ionize during the full pulse duration. Even for iron, the main ion-
ization mechanism is collisional ionization that affects the valence electrons.
The difference below and above the iron absorption edge manifests as a steep
decrease in absorption coefficient for the higher photon energy. The absorbed
dose rate starts at around 300 MGy/fs but decreases down to 200 MGy/fs after
25 fs. For the lower photon energy case the dose rate is around 200 MGy/fs
during the whole pulse. The consequence of this is that the scattering power
decreases more rapidly for the case above the iron edge, and the total scatter-
ing is lower. See Figure 4.7 for a description of element-wise ionization levels,
scattering power, accumulated signal, dose rate and absorption coefficient as a
function of time during the pulse. All of these can only be accessed as global
parameters within a simulated zone. Effects originating from local geometry
and bonds were not simulated, and would require a more elaborate model.

The plasma modeling predicted the overall ionization behavior seen in the
reconstructed data, but the geometrical and bonding effects are beyond the
scope of a continuum model. Local or specific damage is defined as damage
only affecting a certain atom, bond or region, in contrast to global damage
that either affects the whole structure or a certain resolution. This experiment
shows that local damage can happen at FEL measurements, and to determine
the structural effects more detailed modeling is required. The changes in re-
constructed electron density could be partially attributed to changes in scatter-
ing power, and this effect can be predicted by the current model.

4.3 Non-thermal heating of water (Paper V)
Water is almost always present when biological samples are investigated with
FEL-based methods. Currently the main sample delivery method for protein
crystals is a water jet. Paper V shows experimentally for the first time that the
water itself undergoes ultrafast structural changes during the exposure. Scat-
tering from a water jet was investigated at the CXI station at LCLS. A rather
high fluence is used, 1.35 · 106J/cm2, and the photon energy was 6.68 keV.
Pulses with durations of 25 fs and 75 fs were used. It was experimentally chal-
lenging to have the same intensity on the sample for different pulse durations,
and both the setup of the experiment and post-processing filtering were used
to make sure that only the effects from changed duration was investigated. A
change in diffraction at the higher scattering angles was observed. This result
is important from a purely experimentalist point of view, as the background is
often subtracted to reveal Bragg spots in crystallography. The implication is
that background compensation should be done dynamically as the water back-
ground will not be static under different conditions. Similar effects may be
seen in any amorphous material at these intensities.

When the study is complemented by simulations, the conclusion is that the
changes are due to structural dynamics in the sample. In Figure 4.8 the exper-
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Figure 4.8. Direct comparison of scattering intensities as a function of scattering
vector, q = 2sin(θ)/λ , for experiments and simulations. Left: Conventional in-house
X-ray source on a water droplet compared to molecular dynamics simulation of 300 K
water. Middle and right: XFEL pulse of 25 fs (short) duration and 75 fs (long) duration
(both with a fluence of 1.35·106 J/cm2 and 6.86 keV photon energy) compared with
MD and NLTE simulations, calculated from the O-O radial distribution function and
the electronic states of the system. The X-ray parameters in the simulations are chosen
to match the experimental ones. The curves are normalized to the maximum of the
peak with the minimum subtracted.

imental scattering intensity is shown compared to the simulated intensity. To
see side by side comparisons of the measured scattering intensity as a function
of scattering angle for the two pulse durations, see Paper V. Figure 4.6 gives
an early indication of the underlying processes; the temperature in the sample
is expected to increase in a similar manner in relation to the absolute time,
but the ionization increases in relation to the integrated photon flux. When
using a simple diffusion model that takes temperatures and collision rates into
account, we see that the diffusion rate is very similar in the two cases, but the
longer duration allows a longer progress. On the other hand, the electronic
state stays very similar for the two cases when at the same fraction of the full
pulse duration.

To investigate the dynamics of the structural changes, a hybrid model in-
cluding molecular dynamics was used to investigate the signal from a sample
undergoing changes. This allows for a detailed look into how the bonds break
in water exposed to high-intensity X-ray radiation. The radial distribution
function (RDF) shows that the coordination beyond the first solvation shell
disappears on a timescale of around 20–30 fs. Figure 4.9 illustrates how the
RDF and the structure factor changes in time during the exposure.

It is found that the time evolution of the electronic state is very similar
for the two systems, and mainly affects when the system is probed by the X-
rays. In both cases the ionization-driven decrease in atomic form factors will
gate much of the signal from the end of the pulse. In the 75 fs pulse case,
we still see scattering from a sample that has undergone a phase transition
into plasma. This is further supported by Figure 4.10. It is clear that a non-
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Figure 4.9. Top: Simulated time evolution of the radial distribution function (RDF)
of water during the X-ray pulse (6.86 keV photon energy), shown as a function of
integrated intensity for the two pulses. The short (25 fs) and long (75 fs) pulses have
the same total intensity. In both cases, the structure of water does not appear to change
until roughly 20 fs. Bottom: Time evolution of the structure factor, calculated from
the RDF above. The experimental measurements were made from 1.5 to 3.7 nm−1.

Figure 4.10. Left: The plasma coupling parameter as calculated by NLTE simulations
for pulses of 75 fs duration and 25 fs duration (both with a fluence of 1.35·106 J/cm2

and 6.86 keV photon energy). Within 1–2 fs the system will leave the regime that
allows liquids and enter the warm dense matter regime. Right: The degeneracy pa-
rameter for pulses of 75 fs duration and 25 fs duration. This parameter is >1, implying
that statistical modeling can be used instead of a quantum treatment.
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thermal, ionization-driven heating process has occurred. When comparing the
experiments and the simulations (see Figure 4.8) it is seen that the trends from
experiments can be reproduced using the model.

In summary, we observe for the first time structural changes in water due to
a non-thermal heating process leading to a phase transition into warm dense
matter. Measuring these changes gives us insights into the conditions during
SFX experiments using liquids as a delivery system, in addition to the funda-
mental research of ultrafast dynamics.

4.4 Photon plasma emission from protein samples
(Paper VI)

The high repetition rates of new FEL sources provide new opportunities and
challenges. The repetition rate at LCLS is currently around 120 Hz, but the
European XFEL will have a repetition rate of 27 000 pulses per second. The
amount of data produced will be very high, and it is likely that not all diffrac-
tion data can be read out from the pixel detectors [86]. Until a system is in
place that can save all data produced, many useful diffraction patterns will be
thrown away without being analyzed. On the other hand, not all pulses will hit
a protein crystal, and instead only produce scattering from the sample delivery
liquid.

Paper VI presents an idea for a physical process that can be utilized for a ve-
toing system in hit-finding. Photon emission from the nanoplasma of sample
either with or without proteins was compared using NLTE plasma simulations.
It is found that the spectrum varies not only with sample composition, but also
with beam parameters, making a trivial discrimination difficult. This is espe-
cially apparent in the XUV region where black body radiation will be a very
significant factor in the total emitted radiation. The pulse to pulse variation
in intensity will likely create a variation in this region on the same order of
magnitude as the differences between elemental compositions. In this energy
region not only the carbon and nitrogen from proteins will emit photons, but
also the oxygen from both protein and surrounding water.

The characteristic line emission in the hard-X-ray region above 1 keV is
better suited, especially emission from the heavier elements emitting photons
at energies well above the black body radiation using moderate intensities.
Figure 4.11 depicts the spectrum from photosystem I crystals in a delivery
liquid. The sulfur emission at around 2.3 keV is a good candidate for a hit
reporter unique to proteins. From an experimental point of view the presence
of buffers and carrier liquids must also be considered. Depending on the pro-
tein, almost all elements inside the protein can be also be used either in the
crystallization process or as a stabilizing buffer, including sulfur. In that case
there will be no unique element to identify a protein hit. A scheme substitut-
ing the sulfur in methionine for selenium is suggested, as the emission from
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Figure 4.11. Total spectra from the sample and emission spectra for different elements.
The element spectra are from the middle of the sample only. The total signal includes
absorption effects from the sample as the signal goes through. Simulations were done
with 1019W/cm2. From left to right, samples are photosystem I (PS I+B2) and pho-
tosystem I where the methionine sulfurs have been exchanged for selenium. Above 1
keV, the heavier elements have emission lines beyond the blackbody background (the
temperature is the same for all ions). The selenium substitution shows the possibility
to biochemically add new spectral features, with selenium (in blue) different than sul-
fur (in yellow). Note that the scale is in emitted photons per energy unit, to emphasize
that the emitted number of photons at high energy could be considerable. Reprinted
from Paper VI with permission from the International Union of Crystallography.

Se will be in a unique region free from emission from most other commonly
used elements for buffers or delivery liquids.

The photon emission in the hard X-ray regime has many features depending
on the elemental composition and the beam parameters. In Figure 4.12 emis-
sion in this region is shown as a function of time. There will be shifts in the
emission due to continuum lowering, and many of the processes will continue
after the incoming pulse, creating an afterglow well after the end of the pulse
duration.

The regions with emission unique for proteins are good candidates for sim-
ple detectors with a limited bandwidth that will only count photons without
any intention of resolving different energies as an experimental result. For
other applications the actual spectral information may be interesting, and here
the afterglow must be considered. Diffraction-before-destruction is possible
using ultrashort pulses, but “Spectroscopy-before-destruction” may not always
be possible for spontaneous processes in warm dense matter. The sample will
stay in the interaction region as a nanoplasma and many processes will con-
tinue well after the pulse has ended.
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Figure 4.12. Photon emission spectra as a function of time. The sample simulated is
photosystem I exposed to 1019W/cm2 fluence 20 fs duration pulse with 7keV photon
energy. The pulse end time is marked with a red dashed line. The most prominent
lines at 2.3 keV and 2.5 keV are K-alpha and K-beta emission from sulfur. Note the
small shifts that are the result of the continuum lowering. Calcium and iron are also
present in this sample, and the emission lines from those can also be seen. Much of
the emission will in general come after the pulse has passed the sample, and all current
detection methods will measure the sum of all radiation.
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5. Outlook

The use of high intensity, short pulse duration X-ray sources for structural
biology has during the last decade gone from proof-of-principle experiments
to being an established method. For the last couple of years, SFX has been
used to solve the atomic structure of several important proteins, and it has also
been shown that the method is suited for time-resolved studies [34, 28, 87].
It was listed as one of the ten most important breakthroughs of the year in
2012 by the journal Science [88], and it is fair to say that the method is a great
success.

This thesis is part of a larger effort to explain the processes that are impor-
tant to get good results, and to further improve the experiments. It has been
shown that the formation of small nanoplasmas within the duration of the beam
may not always be a problem for imaging and obtaining a structure [Papers I
and II], and perhaps even be used to improve the efficiency of experiments [Pa-
per VI]. For the first time local damage at high intensities is shown [Paper IV],
and ultrafast structural changes in water during a timescale of tens of femto-
seconds is demonstrated [Paper V]. Different conditions for experiments are
mapped, and tools are provided to users for experimental planning [Paper III].

Several of the papers predict effects that are yet to be investigated, that
could be utilized to make experiments more efficient. To test the hit-finding
scheme proposed in Paper VI, photon emission from varying samples must be
measured, and further studies can include the constraints from realistic detec-
tors.

It would be very interesting to extend the work on temporal pulse profiles
[Paper II] with the correction factors from Paper I combined with an experi-
mental measurement of the pulse profiles on a shot-to-shot basis. It is likely
that more of the experimental data could be analyzed and used if the variations
in the datasets for certain Bragg spots are explained, instead of being thrown
away as noise. The suggested correction factors introduced in Paper I may be
introduced into the database presented in Paper III and made easily available
to the XFEL users. This would allow the community to take radiation damage
into account when doing reconstruction.

Interplay between modeling and experiments is required to understand the
physical processes in the ultrafast high intensity regime. In Paper V, the study
on ultrafast structural changes in water, the modeling was greatly improved
by the new challenges provided by experimental results, and to understand the
signal a hybrid model had to be developed. To test that model further, exper-
iments are needed. When fully understood, the structural changes observed
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in delivery liquids can serve as an ultrafast thermometer on the femtosecond
timescale.

Our picture of interaction dynamics is not complete until the actual diffrac-
tion pattern can be calculated and the electron map from a sample undergoing
dynamics can be modeled. Ideally this would then be compared to experiments
in order to refine the modeling, and understand the mechanisms in crystallog-
raphy experiments better.

Some steps in the simulation methods presented in this thesis can certainly
be expanded with more details. Currently instant thermalization of electrons
is assumed and used in the model. There have been attempts to simulate and
predict how a non-equilibrated electron distribution would affect this assump-
tion [47]. Many of the equations used in the code will then have to be updated
to allow for a distribution of electron energies instead of the more established
temperature measurement. From the crystallography article [Paper IV] inves-
tigating local damage it is clear that some effects are impossible to predict
without more refined models than those currently in use. The differences in
the two FeS sites show that an understanding of local changes is required.
The methods used in this thesis are good for global changes in how different
resolutions are affected, but bonds and geometry are not possible to simulate
for complicated systems at the moment. The approach used in Paper V for
a water system requires extensive work to be usable for a complex protein
environment, and effects such as excitations are not included in the basic MD-
models.

The first generations of X-ray FELs have seen the development of longer
and more expensive facilities; the European XFEL is housed in 3.4 km long
tunnel that spans two states, and cost 1.22 billion euros. Will we see even
higher intensities, even longer and more expensive infrastructure in the next
generation? So far, higher intensity is needed when the sample size is going
down. Single particle imaging using single proteins with atomic resolution
will, if demonstrated, be one of the biggest achievements of the century. The
possibilities opened up by the ability to collect a full structural dataset from a
handful of actual protein molecules, without complicated sample preparation,
are enormous and can not be overestimated.

The possibilities opened up along the way towards single protein imaging
have so far proved to be methods in their own right. It is likely that more spe-
cialized facilities and beamlines will be constructed and used, depending on
the needs of the experiments. Maybe new methods will be demonstrated that
will allow high intensity studies in home-labs? One interesting development
is that methods from the high intensity SFX experiments are being adapted to
low intensity synchrotron experiments. One example is Paper XI, where a new
tape drive is used together with microfluidic mixing to get a serial crystallog-
raphy setup at a synchrotron beamline. This proof-of-principle paper shows
the possibility to study enzyme structural dynamics at synchrotrons with very
low sample consumption.
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Recent ideas rely on the incoherent emission to create diffraction using pro-
tein crystals [44]. Paper VI shows that plasma processes might be important
to consider when designing such experiments, especially when utilizing short
pulses. One concern is that the afterglow in emission after the end of the pulse
seen in the simulations might interfere with experiments that rely on very short
bursts of emission on the same time scale as the X-ray pulses.

Many of the SFX studies done to date have relied on the fact that the sample
comes in large amounts. A significant share of all sample consumed during a
beamtime will not be intercepted by a pulse, and it is even likely that good data
will be thrown away without analysis due to slow readout from the detectors
in the high repetition rate facilities. With the difficulties of getting access
to infrastructure, and the future need to be able to use rarer samples, it will
become more and more important to get as much knowledge as possible out of
an experiment. The results and ideas presented here are part of this endeavour.
The future in using X-rays for structural determination is bright!
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7. Svensk sammanfattning

Ljus med olika våglängder används i många av de vanligaste metoderna för
att studera materia. När man vill undersöka mycket små objekt, exempelvis de
makromolekyler som är viktiga inom biologin, krävs ljus med mycket kortare
våglängd än för synligt ljus. Om man vill uppnå atomär upplösning krävs en
strålning med ungefär samma våglängd som de interatomära avstånden, vilket
innebär att man behöver röntgenstrålning. Under de senaste 60 åren har man
kunnat bestämma strukturen hos över 100000 proteiner med hjälp av röntgen-
ljus från en typ av strålkälla som kallas synkrotroner, och fler tillkommer varje
dag. De flesta av dessa har bestämts med hjälp av metoden röntgenkristallogra-
fi, där man utifrån analys av spridningsmönstret kan räkna ut strukturen av ett
material som träffas av röntgenstrålning. Spridningen från ett enskilt protein
är mycket svag, och istället för att studera enskilda proteinmolekyler har man
studerat kristaller. I en proteinkristall finns en upprepning, en spatiell kohe-
rens, som förstärker spridningen i vissa vinklar. När man studerar spridningen
av ljuset från en kristall ser man ett diffraktionsmönster med punkter med hög
intensitet, Bragg-punkter. Genom en rekonstruktionsprocess kan man beräkna
hur materian som spred ljuset såg ut, där man mäter hur mycket ljus som spri-
dits i olika riktningar. Alla riktningar är viktiga för att få en bild av provet, och
de högre vinklarna ger information om de minsta detaljerna.

Det finns en gräns för hur små kristaller man kan studera med en synkro-
tron. Signalen är svagare från en liten kristall, och om man utsätter den för
ljus under mycket lång tid kommer ljusets interaktion att leda till strålskada
och påverka provet. Det finns också en gräns för hur stora kristaller man kan
producera av vissa viktiga typer av proteiner. Sammantaget ger detta ett stort
behov av komplementära metoder.

Röntgenlaser är en relativt ny typ av strålkälla som har funnits tillgänglig i
cirka ett årtionde. I en röntgenlaser kan extremt intensiva pulser som är några
tiotals femtosekunder långa framställas. Redan innan de togs i bruk förutsågs
de ha egenskaper som gör det möjligt att studera biologiska molekyler. Även
om provet kommer att omvandlas till plasma och förstöras av strålningen så
har pulsen redan passerat provet innan det påverkar själva mätningen. Denna
princip har sedan testats i verkligheten och är på väg att bli en etablerad metod.

Denna avhandling berör den ljus-materia-interaktion som sker i röntgenla-
serexperiment. De sex artiklar som presenteras har sin kärna i experiment och
simuleringar av hur röntgenstrålning interagerar med ett plasma.

Den första artikeln beskriver en modell som från beräknade joniserings-
processer, elektroniskt tillstånd och temperaturer beräknar en Bragg-signal för
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ett prov som exponeras för en intensiv röntgenpuls. Det förutsägs att jonise-
ringen är så hög att en stor del av strålningen kommer att passera provet utan
interaktion, vilket leder till ett icke-linjärt samband mellan intensitet och sig-
nal. Diffusion orsakad av uppvärmning kommer att störa signalen, särskilt vid
höga spridningsvinklar som representerar information med kort spatiell våg-
längd, det vill säga den som behövs för att få hög upplösning. Samverkan
mellan de olika processerna är sådan att vissa Bragg-punkter kommer att sluta
ge signal under pulsens gång. Oväntat långa pulser kan användas utan att ett
skadat system avbildas, då de senare delarna från ett system som går sönder
inte kommer att ge signal.

Den andra artikeln utvidgar metoderna från den första till att också gälla
pulser som är oregelbundna i tiden. I en verklig röntgenlaseranläggning kom-
mer pulsformen att variera från puls till puls, och arbetet som presenteras här
undersöker konsekvenserna av detta. Det visar sig att en pulsformsvariation
påverkar hur jämn signalen är från olika längdskalor.

När avbildningstekniken mognar så ökar behovet av snabb referensinfor-
mation inför experimentplanering. Ett antal standardfall av strålning-materia-
interaktion har undersökts och publicerats i en databas som är tillgänglig via
internet. Den tredje artikeln presenterar denna databas, där användaren kan få
tillgång till simuleringsresultat om jonisering, temperatur och diffusion i olika
prov som interagerar med intensiv röntgenstrålning.

Den fjärde artikeln behandlar lokal strålskada i proteinet ferredoxin, och
jämför experiment från en synkrotron med experiment som använder röntgen-
laser. Simuleringar används här för att beskriva hur mycket energi som provet
absorberar, och den totala joniseringsnivån. Hälften av alla proteiner har nå-
gon typ av metallatomer i sin struktur. Tvärsnittet för jonisering är mycket
högre för dessa, och man har därför ofta observerat att dessa proteiner är svåra
att strukturbestämma med hjälp av synktrotroner på grund av strålskada. Ex-
perimenten visar att den lokala skadan i ferredoxin är olika beroende på om
synkrotronstrålning eller röntgenlaser använts.

Den femte artikeln utvidgar analysen av diffusion. Genom att beräkna hur
individuella molekyler rör sig (molekyldynamik), kan mer materialspecifik
information fås fram om hur signaler påverkas. Beräkningarna kompletteras
med en experimentell studie från röntgenlasern LCLS. Studien visar experi-
mentellt att vatten genomgår strukturella förändringar under pulser mellan 25
och 75 femtosekunder. Pulser med samma antal fotoner men med olika längd
skickas mot en vattenstråle, vars spridningsmönster detekteras. Simuleringar-
na visar att förklaringen är en icke-termisk uppvärmning driven av jonisering,
där det sker en uppvärmning från rumstemperatur till hundratusen grader un-
der röntgenpulsen. Skillnaderna i spridning mellan de två fallen förklaras av
en strukturell förändring när bindningarna i vattenmolekylerna bryts.

De nya strålkällornas höga pulsfrekvens ställer höga krav på lagring och
processning av data. Förmodligen kommer man inte hinna att processa all
experimentell data som samlas in, utan slumpmässigt tvingas spara data och
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hoppas på att man sparar information från pulser som innehåller intressant in-
formation. I den sjätte artikeln undersöks hur röntgenemission från ett varmt
plasma kan användas för att skilja på prov som innehåller protein och sådana
som bara innehåller vatten eller andra vätskor. Det visar sig att svartkropps-
strålning, den process som gör att varma material glöder, ger stark strålning
som sträcker sig långt upp i röntgenområdet. Signalen från de lätta grundäm-
nen som förekommer i proteiner blir då svår att skilja från bakgrunden. Sig-
nalen från karaktäristisk linjeemission föreslås som alternativ. Om man väljer
bort den data som saknar den signalen, kommer man kunna få mycket effek-
tivare datainsamling. Ett viktigt delresultat är att emissionen från ett plasma
fortsätter långt efter att den ursprungliga röntgenpulsen passerat.

Sammanfattningsvis berör detta arbete ultrasnabba fenomen i materia som
utsätts för intensiv strålning. Genom att studera och förstå dessa processer kan
man förbättra effektiviteten i röntgenlaserexperiment.
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