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#### Abstract

\title{ DEVELOPMENT AND BENCHMARKING OF NEW HARDWARE ARCHITECTURES FOR EMERGING CRYPTOGRAPHIC TRANSFORMATIONS }

Marcin Rogawski, PhD George Mason University, 2013 Dissertation Director: Dr. Kris Gaj

Cryptography is a very active branch of science. Due to the everlasting struggle between cryptographers, designing new algorithms, and cryptanalysts, attempting to break them, the cryptographic standards are constantly evolving. In the period 2007-2012, the National Institute of Standards and Technology (NIST) held a competition to select a new cryptographic hash function standard, called SHA-3. The major outcome of this contest, apart from the winner - Keccak, is a strong portfolio of cryptographic hash functions. One of the five final SHA-3 finalists, Grøstl, has been inspired by Advanced Encryption Standard (AES), and thus can share hardware resources with AES. As a part of this thesis, we have developed a new hardware architecture for a high-speed coprocessor supporting HMAC (Hash Message Authentication Code) based on Grøstl and AES in the counter mode. Both algorithms provide efficient hardware acceleration for the authenticated encryption functionality, used in multiple practical security protocols (e.g., IPSec, SSL, and SSH). Our coprocessor outperforms the most competitive design by Jarvinen in terms of the throughput and throughput/area ratio by $133 \%$ and $64 \%$, respectively.

Pairing-based cryptography has emerged as an important alternative and supplement to traditional public key cryptography. Pairing-based schemes can be used for identity-based


encryption, tripartite key exchange protocols, short signatures, identity-based signatures, cryptanalysis, and many other important applications. Compared to other popular public key cryptosystems, such as ECC and RSA, pairing-based schemes are much more computationally intensive. Therefore, hardware acceleration based on modern high-performance FPGAs is an important implementation option. Pairing-schemes over prime fields are considered particularly resistant to cryptanalysis, but at the same time, the most challenging to implement in hardware. One of the most promising optimization options is taking advantage of embedded resources of modern FPGAs. Practically all FPGA vendors incorporate in modern FPGAs, apart from basic reconfigurable logic blocks, also embedded components, such as DSP units, Fast Carry Chain Adders, and large memory blocks. These hardwired FPGA resources, together with meticulously selected prime numbers, such as Mersenne, Fermat, or Solinas primes, can serve as a basis of an efficient hardware implementation. In this work, we demonstrate a novel high-speed architecture for Tate pairing over prime fields, based on the use of Solinas primes, Fast Carry Chains, and DSP units of modern FPGAs. Our architecture combines Booth recoding, Barrett modular reduction, and the high-radix carry-save representation in the new design for modular multiplication over Solinas primes. Similarly, a low-latency modular adder, based on high-radix carry save addition, Fast Carry Chains, and the Kogge-Stone architecture, has been proposed. The modular multiplier and adder based on the aforementioned principles have been used as basic building blocks for a higher level application - a high-speed hardware accelerator for Tate pairing on twisted supersingular Edwards curves over prime fields. The fastest version of our design calculates Tate pairing at the 80,120 and 128 -bit security level over prime fields in $0.13,0.54$ and 0.70 ms , respectively. It is the fastest pairing implementation over prime fields in the 120-128-bit security range.

Apart of the properly designed architectures for cryptographic algorithms, one more ingredient contributes to the success of a hardware coprocessor for any application - an
electronic design automation software and its set of options. Concerning this issue, Cryptographic Engineering Research Group (CERG) at Mason has developed an open-source environment, called ATHENa (Automated Tool for Hardware EvaluatioN), for fair, comprehensive, automated, and collaborative hardware benchmarking and optimization of algorithms implemented in FPGAs. One of the contributions of this thesis is the design of the heart of ATHENa: its most efficient heuristic optimization algorithm, called GMU_Optimization_1. As a basis of its development, multiple comprehensive experiments have been conducted. This algorithm has been demonstrated to provide up to $100 \%$ improvement in terms of the throughput to area ratio, when applied to 14 SHA-3 Round 2 candidates. Additionally, our optimization strategy is applicable to the optimization of dedicated hardware in any other area of science and engineering.

Keywords: Cryptography, High-performance hardware architectures, Pairing-based cryptography, modular arithmetic, authenticated encryption, heuristic methods for electronic design automation.

## Chapter 1: Introduction

### 1.1 Motivation

New directions in Cryptography, namely Public Key Cryptography (PKC) discovery in 1976 by Diffie and Hellman [23], were introduced to solve the security problems such as confidentiality, authenticity, integrity, non-repudiation and also secure key exchange during communications in insecure networks. The first practical realization of PKC was RSA, proposed by Ron Rivest, Adi Shamir and Len Adleman in 1977 [24].

A digital signature scheme is a mathematical algorithm for demonstrating the authenticity of a digital message. Typically, digital signature is represented by a string of bits which is dependent on some secret known only to the signer (known as the signer's private key) and the content of the document being signed. Signatures have to be easily verifiable in case of a dispute about the origin of the document. An unbiased third party should be able to resolve this issue undeniably, without accessing signer's private key. Digital signatures are used to implement three major security services: authentication, integrity, and non-repudiation. Digital signatures are based on two main cryptographic transformations:

- a hash function, which takes an arbitrary size message and transforms it into a fixedsize hash value (also known as message digest), and
- a digital signature scheme, which takes: a private key of the signer and a hash value of the message to generate digital signature, and a public key of the signer, a hash value of the message, and a digital signature to verify whether a given digital signature is valid.

There are several security requirements for both algorithms: a hash function must be


Figure 1.1: Digital signature generation and verification
irreversible and collision free and a digital signature scheme must be computationally infeasible to break. Digital signatures, key exchange and encryption schemes are used in a wide variety of Internet security protocols, such as Secure Socket Layer (SSL), Internet Protocol Security (IPSec), Domain Name System Security Extensions (DNSSec), Secure Border Gateway Protocol, etc. For example SSL uses digital signatures to authenticate secure web servers to their clients all over the world.

In IPSec the most important handshaking mode for the Internet Key Exchange protocol, apart from the key exchange support, is also based on a digital signature concept. The Domain Name System Security Extensions (DNSSec) is a new protocol for binding IP addresses and their domain names. The DNSSec requires digital signatures to provide strong authentication within the chain of trust. An aggregate signature is useful for reducing the size of certificate chains and for reducing message size in secure routing protocols such as Secure Border Gateway Protocol. These are just a few high level protocols, which are the basis of the security of any electronic information and in particular digital fund transfers used in on-line shopping, bank transactions and e-documents circulation.

For cryptographic hash functions, two families of algorithms, commonly referred to as SHA-1 and SHA-2, have been standardized by NIST, as described in the Federal Information

Processing Standard number 180 (the most current version is denoted FIPS-180-3). This standard defines the following variants of both families: SHA-1, SHA-2/224, SHA-2/256, SHA-2/384 and SHA-2/512. In 2005, a significant attack against SHA-1 was published [25]. A similarity between the SHA-1 and the SHA-2 specification raises the question about the possibility of extending this recently discovered attack to threaten the remaining four versions of Secure Hash Algorithm. This potential weakness in SHA-2 can affect the security of digital signature schemes based on this algorithm and finally, may undermine the robustness of cryptographic services using these signatures.

The National Institute of Standard and Technology (NIST) developed a memorandum with minimum key sizes for different security levels and for different underlying technologies. A sensitive data which is required to be protected at least until 2030 must be guarded by hash function SHA-2 with 256-bits output (SHA-3 will be an alternative solution), Advanced Encryption Standard with 128-bit key, and by digital signature schemes based on RSA and ECC technology with 3072 and 256 -bits operands, respectively. The European Network of Excellence for Cryptology (ECRYPT) released similar recommendation for key sizes. However, it is stated in their work that the recommendations may need to be revised taking into account more efficient attacks that are known to exist for discrete logarithm over binary fields. The National Security Agency released the Fact Sheet NSA Suite B Cryptography where the aforementioned requirements were confirmed, but it also recommends a transition into elliptic curve systems instead of classical public key technology. This document provides the recommendation for the underlying modular arithmetic, the prime fields must be used, instead of binary and ternary fields.

Digital signature schemes and other cryptographic algorithms have been successfully implemented on a large spectrum of platforms: starting from dedicated smart card chips, through 8-bit microcontrollers, 32 and 64 -bit microprocessors and finally, on high performance application specific security processors.

In general, software solutions demonstrate:

- relatively low performance, and large power and energy consumption,
- difficulty in terms of generation truly random keys,
- vulnerability to software malware and a big class of side channel attacks (e.g. timing attacks, cache attacks, etc.)

Contrary to software implementations, Application Specific Integrated Circuits (ASIC technology) require long development time and a very expensive computer-aided design (CAD) software. Moreover, after fabrication of an ASIC device, the designers cannot introduce any upgrades to the implementation. ASIC-based solution are very costly in low volumes, they require extensive and expensive testing, and the fabrication mistakes are unrecoverable.

Cryptographic services, based on digital signature schemes, key exchange and encryption schemes, are at the beginning of a new era. Novel basic cryptographic transformations, based on the cutting edge underlying technology, for the the aforementioned schemes were developed recently. They offer not only higher security, but also a set of new properties. It is possible to apply them to a big range of new applications.

In case of cryptographic hash functions NIST has started a public competition for a new SHA-3 function. Out of initial 51 candidates, only 5 algorithms were selected to the 3rd and final round: BLAKE, Grøstl, JH, Keccak and Skein. In December 2012 Keccak has been announced the winner of the contest.

Four major criteria were taken into account in the evaluation of these candidates are:

- security,
- performance in software,
- performance in hardware, and
- flexibility.

While security is commonly recognized as the most important evaluation criterion, it is also a measure that is most difficult to evaluate and quantify, especially during a relatively short period of time reserved for the majority of contests. So far all five SHA-3 final round


Figure 1.2: Hierarchical model of Cryptographic applications. Major contribution of this research marked with points 1-6.
candidates demonstrate higher security margin than SHA-2 algorithm. Comprehensive analysis of hardware and software implementations of final candidates was conducted by multiple cryptographic engineering research groups all over the world. These studies show potential throughput gain over solutions based on current standard. On the other hand they also show that SHA-3 will be more expensive in terms of area used in hardware.

Pairing-based schemes can be used as basic building blocks for such high level protocols like:

- identity-based encryption (identity used as a key for encryption),
- identity-based signatures (identity used as a key for signing),
- triparite key exchange (one round of computations allow the key agreement between three parties)
- group signatures (a method for allowing a member of a group to anonymously sign a message on behalf of the group),
- blind signatures (the content of a message is disguised before it is signed),
- aggregate signatures (given $n$ signatures applied to $n$ messages from $n$ users, it is possible to aggregate all these signatures into a single signature which size is independent of the number of users).

This novel technology bridges the gap between the classical Public Key and the Elliptic Curve Cryptography.

In general pairing algorithms take two arguments two elliptic curve points P and Q from two different algebraic groups $G_{1}$ and $G_{2}$ and it produces an element of the third algebraic group $G_{T}$.

The most important properties of these $G_{1} \times G_{2} \rightarrow G_{T}$ functions are:

- bilinearity $\forall a, b \in Z_{p}: e(a P, b Q)=e(P, Q)^{a b}$,
- non-degeneracy ( function $e(P, Q)$ never returns '1')
- and efficiency in computations.

Different types of pairing functions were developed in the past, but for the prime fields the most practical are the Tate and the Optimal Ate pairing transformations. Both of them are based on the concept of iterative calculation (Miller's algorithm [27]) of a new value of pairing function for a given evaluation point, and a calculation of a new evaluation point. The Tate pairing is most efficient for the ordinary Elliptic Curves and the Optimal Ate pairing for a special class of - so called Barreto-Naehrig (B-N) curves.

In 2007 a new form of elliptic curves was discovered, so called Edwards curves. The advantages of this new form are:

- the fastest reported in the literature unified procedure for addition and doubling points,
- it is possible to embed those basic operations together with Tate pairing function evaluation,
- twisted Edwards curves with extended projective coordinates are very easy for parallelization and in fact potentially the most hardware-friendly.

In recent years implementations of cryptography on FPGAs became a popular subject in academic research and in commercial security products. Historically, FPGAs have been slower, less energy efficient and generally achieved lower physical security than their fixed ASIC counterparts. Advantages include the ability to re-program in the field to fix bugs, a shorter time to market, and lower non-recurring engineering costs. Some FPGAs have the capability of partial re-configuration that lets one portion of the device be re-programmed while other portions continue running.

In comparison to software implementations, FPGA-based cryptographic systems are faster in majority of cases, they consume less power and they offer temper resistance and overall higher security. In favor of general-purpose microprocessors software implementations have even higher flexibility and smaller development costs. Both software and FPGA
developers have an access to freely available design tools. One of the most important reasons why FPGA-based cryptographic systems are successful is the specific nature of cryptographic market and the requirements for commercial products in this sensitive area. In the developed countries, the governments require that cryptographic products pass certification process, They also demand to be involved in the design process of those solutions and to have an access to their source codes. This general policy makes the cryptographic product's market suffer from a lack of global companies. In case of relatively small companies an ideal solution for a cryptographic system, which requires high performance, capability for upgrades, low volume, and a short time to market, are the FPGA devices.

This thesis aims to answer a question: Can the recent advances in the theory of Elliptic Curves and pairing functions (namely the invention of Edwards Curves and its application to the Tate pairing) and in the theory of hash functions (namely the development of the SHA-3 standard) be exploited to develop the most efficient FPGA-based hardware architecture for the most important cryptographic services, outperforming all previously known architectures with equivalent security?

### 1.2 Summary of research contributions

### 1.2.1 Novel hardware accelerator for authenticated encryption

SHA-3 finalist, hash function Grøstl, has been inspired by the Advanced Encryption Standard (AES). This unique feature can be exploited in a large variety of practical applications (Fig. 1.2 pt. 1). In order to have a better picture of the Grøstl-AES computational efficiency (high-level scheduling, internal pipelining, resource sharing, etc.), we designed a high-speed coprocessor for the Grøstl-based HMAC and AES in the counter mode. This coprocessor offers high-speed computations of both authentication and encryption with relatively small penalty in terms of area and speed when compared to the authentication (original Grøstl circuitry) functionality only. It is almost certain that the highest quality cryptographic
algorithms, like SHA-3 finalists, will find their niche applications.
For example: this coprocessor outperforms similar hardware accelerator proposed in [1] for both IPSec modes: IP Encapsulating Security Payload (ESP) and Authentication Headers (AH) by $64 \%$ and $8 \%$, respectively. In case of the relatively rare the ESP's encryption mode only, the coprocessor from [1] is better by $44 \%$ as compared to our results.

Extracts of this work were published as joint work with Ekawat Homsirikamol and Kris Gaj [28] and [29]

### 1.2.2 An adaptation of the T-box method to the AES-like hash functions

Joan Daemen, co-inventor of arguably two most important cryptographic standards - Advanced Encryption Standards (AES) and Secure Hash Algorithm (Keccak), proposed in his PhD thesis, a provably secure method of building cryptographic transformation, the Wide Trail Strategy. A block cipher SHARK was build upon this principle and a new, so called Table-box method for very efficient implementation of this algorithm was published in 1996. This mathod allows to redefine the round structure in a such a way, that it is friendly for FPGA memory blocks. Several researchers have proposed hardware coprocessors for AES based on the T-box method, which are the fastest [30], the most efficient [31], and implementation attacks resistant [32]. In our research we concentrated on the Wide Trail Strategy progeny, the AES-based hash functions: ECHO, Fugue, Grøstl-0 and SHAvite-3 ((Fig. 1.2 pt. 2)). The efficiency of the hardware accelerators for aforementioned algorithms have been improved up to $49,173,424$ and $262 \%$, respectively. In this work, we have extended our work for SHA-3 finalist, Grøstl. We have demonstrated, the best hardware accelerator in terms throughput/area ratio, reported in open literature.

Extracts of this work were published as joint work with Rabia Shahid, Malik Umar Sharif and Kris Gaj [33] and [34].

### 1.2.3 A novel, adder/subtractor for thousand bit and more using fast carry chains of modern FPGAs

We have demonstrated a new, low latency, FPGA-oriented, hybrid adder ((Fig. 1.2 pt. 3)). This adder efficiently combines the ideas of high-radix carry save addition based on the fast carry chains, available on modern FPGA devices, and the parallel prefix network. The implementation results reveals that this hybrid adder has a great potential for the addition and modular addition of the long-size integers.

For example, our adder outperform, in terms of latency - area, both classical designs: Kogge-Stone and Brent-Kung, on 1024, 2048 and 4096-bits addition up to 50, 38 and $35 \%$, respectively. At the same time, in terms of latency, our design is very competitive to the both, commonly accepted, as the fastest adders in open literature.

Moreover, our hybrid high-radix carry save adder with carry projection unit based on parallel prefix network have been applied to the 1024 -bit modular addition circuit. The implementation results on modern FPGA devices have proven that in terms of latency, area and latency • area product, for Altera devices, have been improved over both classical designs, on average 15,40 and $55 \%$, respectively. In case of Xilinx devices these numbers were 50,45 and $70 \%$, respectively.

Extracts of this work were published as joint work with Kris Gaj and Ekawat Homsirikamol [35].

### 1.2.4 New approach to arithmetic based on the Solinas primes for Pairingbased Cryptography

A well known shortcut for a modular multiplication modulo a Mersenne number $\left(2^{k}-1\right)$, performing modular reduction without integer division has been generalized by Jerome A. Solinas, a researcher from National Security Agency (NSA). The prime numbers generated using his method and the fast arithmetic developed for them have been named after him.

These concepts have been such a important invention, that a big class of Solinas prime numbers and their efficient arithmetic have been widely accepted, recommended and in fact they became a part of a elliptic curved-based digital signature standard.

The aforementioned reduction technique is not applicable for all Solinas primes, in particular for those which are used in Pairing-based Cryptography.

First, we have demonstrated that Solinas primes can benefit from the modified Barrett reduction algorithm and then we have proposed conditions for efficient arithmetic based on those primes. Next, we have optimized a grid method for multiplication to the geometry of the digital signal processing blocks (DSP units), embedded in the structure of modern FPGA devices.

This simple, thus very flexible design can give us some unique features - e.g.: it allows to speed up single multiplication by using two multipliers. This special feature is especially attractive in case of $n$ multiplications, $m$ available multipliers, and $n$ dividing $m$. (e.g.: a coprocessor build upon four multipliers, and a single iteration of the final exponentiation algorithm in case of supersingular curves with embedding degree $k=2$ requires 2 multiplications).

Finally, we have combined both concepts: grid multiplication method optimized for FPGAs and the Barrett reduction for Solinas primes, and as a result we have obtained, optimal, modular multiplier for pairing-friendly Solinas primes (Fig. 1.2 pt. 4).

Extracts of this work were published as joint work with Kris Gaj [36]

### 1.2.5 Novel hardware architectures for pairing on Edwards curves

We are going to demonstrate the first and the only to date, a high speed hardware accelerator for the Tate pairing on twisted supersingular Edwards curves over prime fields (Fig. 1.2 pt . 5). Our hardware architecture is based on the set of algorithms presented in [37]. It can be used directly to support emerging pairing-based protocols. This coprocessor was built upon the hardware architectures proposed for Solinas primes and the hybrid high-radix carry save
and parallel prefix network adder. We demonstrate that combining aforementioned concepts together with novel method for optimizations for final exponentiation, tight pipelining for optimal number of processing units can improve an alternative software implementation by a factor of 50 for three different security levels.

Finally, we have demonstrated, that even though Edwards curves were not optimized for pairing, they present an interesting alternative to pairing friendly Barreto-Naehrig curves. The implementation results, the hardware accelerator based on Stratix V, are elevating it, to the top of the list of the fastest, to date, pairing solution over prime fields in a security range $120-128$-bits.

Extracts of this work were published as joint work with Kris Gaj [36]

### 1.2.6 A heuristic strategy for FPGA-oriented electronic design automation

In 2010 Cryptographic Engineering Research Group have introduced an open-source environment, called ATHENa for fair, comprehensive, automated, and collaborative hardware benchmarking of algorithms belonging to the same class. Apart from this primary use for a fair evaluation of functionally equivalent digital system designs targeting FPGAs, a major goal for this design automation system is an efficient search for the best set of options for a given optimization criterium. In this work we have demonstrated the design rationale of the most successful heuristic optimization algorithm, the ATHENa's heart, GMU_Optimization_1 (Fig. 1.2 pt. 6). This method helps to improve up to $100 \%$ throughput/area ratio of hardware accelerators for major FPGA vendors and for functionally different digital circuits (e.g.: modular arithmetic, pairing systems, hash function and block ciphers).

Extracts of this work were published as joint work with Kris Gaj, Jens-Peter Kaps, Venkata Amriamieni, Ekawat Homsirikamol, and Benjamin Brewster in [38]. The heuristic method "GMU_Optimization_1" helped to achieve the best to date hardware implementation
results in multiple our papers, including [39], [21], [40], [33], [28], [36] and [29].

## Part I

## High-performance hardware architectures supporting confidentiality and integrity

## Chapter 2: High-Throughput hardware architectures of AES-like Cryptographic hash functions

This chapter presents two unique hardware architectures for coprocessors supporting AES-like hash functions. First, we demonstrate an adaptation of Ttable (also called T-box) method for the AES-based family of hash functions. We have used SHA-3 finalist, Grøstl, to show that this method gives the best throughput/area ratio for hardware implementations of this important class of cryptographic transformations. Finally, we have demonstrated how to use Grøstl and AES cipher similarities and convert them into a coprocessor which offers high-speed computations of both authentication and encryption.
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### 2.1 Introduction and motivation

In the period 2007-2012, the National Institute of Standards and Technology (NIST) was holding a hash competition [41] to select a new cryptographic hash function standard, called

SHA-3, for the purpose of superseding the functions in the SHA-2 family [42]. Performance in hardware has been one of the major factors taken into account by NIST in the evaluation of Round 2 and Round 3 candidates during the SHA-3 competition [41], [43], [44]. This factor was particularly important in the final round of the contest, because the algorithms qualified to this round were not very likely to have any significant security weaknesses.

On October 2, 2012, Keccak [45] has been announced to be the winner of the NIST hash function competition [46]. This algorithm has demonstrated medium speed in software implementations [47], [48], and the best results in terms of hardware efficiency for both single stream [43] and multiple streams of data in hardware implementations [39].

Beyond any doubt, cryptographic standards for block ciphers: AES [49] and 3DES [50] and hash functions SHA-2 [42] and newly selected future standard - Keccak [45] are the most important crypto-algorithms for both Academia and Industry.

The SHA-3 competition was very similar in many aspects to the AES competition [51]: both were open and fully transparent contests, organized by NIST. They have received relatively big attention from the cryptographic community and the final result was announced after multiple years of intensive investigations in the area of security, hardware and software performance. The major outcome from both contests seems to be as well as very similar a strong portfolio of cryptographic transformations.

Apart from the winner of AES contest, almost all finalists have been either implemented in different commercial products (e.g.: [52], [53], [54]) or they were patented [55]. It is almost certain that the highest quality cryptographic algorithms, like SHA-3 finalists, will find their niche applications.

The main objective of almost all SHA-3 related studies was to evaluate all candidates using a uniform approach, and therefore the unique features of each and every function were not deeply investigated.

There are relatively few works that discuss any distinctive hardware architectures for the SHA-3 candidates. A coprocessor supporting Skein in tree hashing mode was presented in [56]. Common architectures of the block cipher AES and the Round 2 versions of Grøstl-0
and Fugue algorithms were reported in [1]. Recently, a high-speed AES-Grøstl architecture was also reported in [57].

A compact implementation of the block cipher Threefish and the Round 3 hash algorithm Skein was demonstrated in [58]. Three outstanding low-area, resource-sharing oriented coprocessors, for combinations: Round 3 version of Grøstl/AES and ECHO/AES were proposed, designed and discussed in [59], [60] and [61], respectively.

The similarities between AES and Grøstl (or any other AES-like hash function - Fig. 2.1) lead us to two, unique and important architectures.

First of all, the majority of AES hardware accelerators implement a single round in a straightforward way or using loop-unrolling, pipelining techniques for FPGAs, utilizing a vast amount of user logic elements. This approach, based on a traditional configurable logic utilization, help to maintain platform independence, and therefore it does not exploit the full potential of modern FPGA devices. Contrary, the T-table method, described in [62], Sec. 4.2 enables the memory-oriented re-definition of AES round, and it eventually leads to the highly efficient hardware architecture of AES.

To the best of our knowledge, our work [33] was the very first one, which demonstrated a T-table-based representation of Grøstl-0 (and also ECHO, Fugue and SHAvite-3).

Second important implication of this compatibility between the current encryption standard, AES and the whole family of AES-derived hash function is their joint use for authenticated encryption. A typical application for such cryptographic service could be Secure Socket Layer [63], Transport Layer Security [64], Secure Shell [65] and Internet Protocol Security [66-68].

## The rest of this chapter is organized as follows:

In Section 2.2 we discuss relevant previous work. Section 2.3 is devoted to the description of the T-table architecture of Grøstl. Section 2.4 demonstrates the design of a hardware coprocessor for authenticated encryption.

### 2.2 Previous work

### 2.2.1 Grøstl in SHA-3 competition

In January 2011, Grøstl team published tweaks to their specification of Grøstl [69], [17]. An algorithm described by the original Grøstl specification [70] has been renamed to Grøstl-0, and the tweaked version of Grøstl, described by the revised specification [17], is from this point-on called Grøstl. The proposed tweaks are aimed primarily at the increase in the algorithm resistance to cryptanalysis [69]. This increased resistance in security, typically comes together with some limited penalty in terms of performance in hardware [71].

Grøstl-0 has been implemented by several groups in FPGAs and ASICs [43]. In this chapter, we focus on implementations targeting FPGAs and optimized for high speed rather than low area. High-speed implementations of Grøstl-0 typically use two major architectures. In the first architecture, reported first in [70], permutations P and Q are implemented using two independent units, working in parallel. We call this architecture parallel architecture. In the second architecture, introduced in [72], the same unit is used to implement both P and Q. This unit is composed of two pipeline stages that allow interleaving computations belonging to permutations P and Q . We call this architecture quasi-pipelined architecture, as it is based on the similar principles as the quasi-pipelined architectures of SHA-1 and SHA-2 reported in [73], [74]. The details of the quasi-pipelined architecture of Grøstl-0 are described in [72] (Section 9), [75] (Section 3.8) and [76] (Section V).

An analysis of the influence of the Round 3 tweaks in Grøstl on the performance of this algorithm in FPGAs was conducted in [71]. Comprehensive hardware evaluation across multiple architectures for all SHA-3 finalists, including Grøstl, was investigated in [39] and [81]. The implementation results of hardware architectures, for a single stream of data, in both variants of Grøstl-256 are summarized in Table 2.1.

Table 2.1: Results of Implementations for High-Speed Architectures of Grøstl-256, using Xilinx Virtex 5 FPGAs.

| Source | Memory | Frequency | Throughput | Area | Throughput/Area |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | [BRAM] | [MHz] | [Mbps] | [Slice] | [Mbps/Slice] |
| Grøstl-0 - Round 2 |  |  |  |  |  |
| Gauravaram et al. [70] | N/A | 200.7 | 10276 | 1722 | 5.97 |
| Jungk et al. [76] | 17 | 295.0 | 7552 | 1381 | 5.46 |
| Shahid et al. [40] | 48 | 250.0 | 6098 | 1188 | 5.13 |
| Homsirikamol et al. [75] | 0 | 323.4 | 7885 | 1597 | 4.94 |
| Gaj et al. [21] | 0 | 355.9 | 8676 | 1884 | 4.61 |
| Matsuo et al. [77] | 0 | 154.0 | 7885 | 2616 | 3.01 |
| Baldwin et al. [78] | 0 | 101.3 | 5187 | 2391 | 2.17 |
| Kobayashi et al. [79] | 0 | 101.0 | 5171 | 4057 | 1.27 |
| Guo et al. [80] | 0 | 80.2 | 4106 | 3308 | 1.24 |
| Baldwin et al. [78] | 0 | 101.3 | 3242 | 2391 | 1.36 |
| Baldwin et al. [78] | 0 | 78.1 | 2498 | 2579 | 0.97 |
| Grøstl - Round 3 |  |  |  |  |  |
| Sharif et al. [33] | 18 | 226 | 5524 | 1141 | 4.84 |
| Gaj et al. [81] | 0 | 251 | 6117 | 1795 | 3.41 |
| Homsirikamol et al. [39] | 0 | 249 | 6072 | 1912 | 3.18 |
| Homsirikamol et al. [39] | 0 | 158 | 8081 | 2591 | 3.12 |

### 2.2.2 T-box method

Joan Daemen, in his PhD thesis [2], proposed the Wide Trail Strategy. It is a method of constructing highly efficient block ciphers, which are provably secure against major cryptanalytical attacks.

This Wide Trail Strategy became a design rationale of several cryptographic transformations (Fig. 2.1). Most of them demonstrate not only the hardware-software efficiency and flexibility, but also an elegance in their description.

Fig. 2.1 presents the timeline development of the aforementioned class of cryptographic transformations.

In paper [3], Shark ((Fig. 2.1 pt. 4) pt. 1) was proposed together with its efficient implementation methods. This paper demonstrated how to combine several simpler mathematical transformations into one operation equivalent to a round. This method was named table implementation, T-table or T-box implementation.

To the best of our knowledge, the first attempt of the adoption of this method for the hardware implementation of the AES round was proposed by Fischer and Drutarovsky in


Figure 2.1: Wide Trail Strategy family of cryptographic transformations was defined in [2]. Based on this strategy several algorithms have been invented: Shark [3], Square [4], BaseKing [2], Rijndael-AES [5], Serpent [6], Twofish [7], Crypton [8], Hiercorypt [9], Khazad [10], Anubis [11], GrandCru [12], Q [13], Noekeon [14], ECHO [15], Fugue [16], Grøstl [17], SHAvite-3 [18] and JH [19]
[31] (Fig. 2.1 pt. 2). Contrary to that implementation the design, described by Drimer et al. in [30], maps the complete AES data path onto embedded elements contained in Virtex-5 FPGAs. This strategy provides most savings in logic and routing resources and results in the highest data throughput on FPGAs reported in open literature.

Taking into account the fact that the whole AES family (Fig. 2.1) is built upon similar principles, several implementational nuances can be inherited. We have proposed architectural improvements, using aforementioned technique, for block cipher Hierocrypt in [34] (Fig. 2.1 pt. 3) and hash functions: ECHO, Fugue, Grøstl-0 and SHAvite-3 in [33] (Fig. 2.1 pt. 4). Table 2.2 summarizes the geometry of the T-tables reported in open literature.

Table 2.2: Table-based hardware architectures of cryptographic transformations. T-box geometry AxB is defined by A-bit address space and B-bit words.

| algorithm | T-box size | source |
| :--- | :--- | :--- |
| Block Ciphers |  |  |
| AES | $8 \times 32$ | Fischer et al. [31], Drimer et al. [30] |
| Hierocrypt-3 | $8 \times 32$ | Rogawski $[34]$ |
| Hash Functions |  |  |
| Grøstl-0 | $8 \times 40$ | Shahid et al. [40] |
| Fugue | $8 \times 24,8 \times 32$ | Shahid et al. [40] |
| ECHO | $8 \times 32$ | Shahid et al. [40] |
| SHAvite-3 | $8 \times 32$ | Shahid et al. [40] |
| Grøstl | $8 \times 40$ | ch. 2.3 |

### 2.2.3 Resource sharing

The idea of hardware resource sharing is very practical and especially attractive in industrial applications. Several companies offer so called all-in-one cryptographic solutions. For example, [82] and [83] offer customized cores, including sophisticated AES core, which supports 128,192 and 256 -bit main key and several different operational modes in a single chip. This concept was also investigated by academia: shared MD5 and SHA-1 implementation was described in [84-86], MD5 implemented together with RIPEMD-160 was reported in [87], a combined SHA-1, MD-5 and RIPEMD-160, core was discussed in [88]. Fugue with

Table 2.3: Hardware architectures supporting authenticated encryption at 128-bit security

| Source | Algorytms | FPGA | Frequency | Area | Throughput | Throughput/Area |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | [MHz] | [Slice/LE] | [Mbps] | [Mbps/(Slice/LE)] |
| Balanced designs |  |  |  |  |  |  |
| Rogawski et al. [28] | Grøstl-0 and AES | Cyclone III | 159.9 | 23039 | 2640 | 0.12 |
| Järvinen [1] | Grøstl-0 and AES | Cyclone III | 53.4 | 13723 | $956{ }^{1}$ | 0.07 |
| Järvinen [1] | Fugue and AES | Cyclone III | 59.8 | 4875 | $273{ }^{1}$ | 0.06 |
| Low area designs |  |  |  |  |  |  |
| At et al. [90] | Grøstl and AES ${ }^{2}$ | Virtex-6 | 393 | $169{ }^{4}$ | $64.6{ }^{1}$ | 0.38 |
| Beuchat et al. [91] | ECHO and AES ${ }^{3}$ | Virtex-6 | 397 | $155^{5}$ | $62.6{ }^{1}$ | 0.40 |
| At et al. [58] | Skein and Twofish | Virtex-6 | 276 | $132^{5}$ | $40.0^{1}$ | 0.30 |
| ${ }^{1}$ throughput recalculated for authenticated encryption based on HMAC-(hash function) and CTR-(block cipher) |  |  |  |  |  |  |
| ${ }^{2}$ this design offers Grøstl-256, Grøstl-512, AES-128, AES-192 and AES-256 |  |  |  |  |  |  |
| ${ }^{3}$ this design offers ECHO-256, ECHO-512, AES-128, AES-192 and AES-256 |  |  |  |  |  |  |
| ${ }^{4}$ this design uses one extra block RAM |  |  |  |  |  |  |
| ${ }^{5}$ this design uses two extra block RAMs |  |  |  |  |  |  |

AES core, and Grøstl-0 with AES core, were reported in [1]. Based on this trend, the practicality of combining different cryptographic services, confidentiality and authentication, into a single coprocessor by sharing resources as much as possible is a favored approach by the industry and academia. Table 2.3 summarizes the related work in this area.

Alternatively, a partial reconfiguration method can be used to conserve space at the cost of reconfiguration time penalty, as well as limiting hardware operating life, due to the limited number of times the chip can be configured. This approach has been demonstrated in the combined AES, SHA-2 and a modular multiplication core in [89].

A typical application for resource sharing-based coprocessor will be the IPSec protocol suite [66] for securing the Internet Protocol, which is the basis of Internet. This suite consists of the Authentication Header Protocol (providing authentication only) and Encapsulating Security Payload (providing confidentiality and optional authentication at the same time).


Figure 2.2: Phases in the Grøstl-0 round transformation to T-box representation.

### 2.3 Table-based method extension for AES-like cryptographic transformations (Grøstl case)

### 2.3.1 T-box-based hardware architecture of Grøstl-0 and Grøstl

In our paper [21], we have investigated SHA-3 round 2 candidates, including an investigation of a Grøstl-0 quasi-pipelined architecture, originally defined in [72]. Later on in [39], among multiple other architectures, we have extended this architecture for the Grøstl hash function. In case of this function, the quasi-pipelined architecture (together with parallel architecture) is considered the best for a single stream of data [71].

In order to represent Grøstl-0 round function, in the T-table form, there is no need to change anything in the top-level block diagram of high-speed quasi-pipelined architecture reported in [21]. The process of translating the round transformation to T-box version can be divided into three phases, and it is summarized in Fig. 2.2:
phase 1: in the MixBytes operation, represented by Fig. 2.3, we have to differentiate between: multiplication in $\operatorname{GF}\left(2^{8}\right)$ by five different constants ( $0 x 02,0 x 03,0 \mathrm{x} 04,0 \mathrm{x} 05$ and 0x07) (Fig. 2.5) from the computation of output bytes using the Network of XORs.
$\left[\begin{array}{l}\mathrm{O}[0] \\ \mathrm{O}[1] \\ \mathrm{O}[2] \\ \mathrm{O}[3] \\ \mathrm{O}[4] \\ \mathrm{O}[5] \\ \mathrm{O}[6] \\ \mathrm{O}[7]\end{array}\right]=\left[\begin{array}{llllllll}02 & 02 & 03 & 04 & 05 & 03 & 05 & 07 \\ 07 & 02 & 02 & 03 & 04 & 05 & 03 & 05 \\ 05 & 07 & 02 & 02 & 03 & 04 & 05 & 03 \\ 03 & 05 & 07 & 02 & 02 & 03 & 04 & 05 \\ 05 & 03 & 05 & 07 & 02 & 02 & 03 & 04 \\ 04 & 05 & 03 & 05 & 07 & 02 & 02 & 03 \\ 03 & 04 & 05 & 03 & 05 & 07 & 02 & 02 \\ 02 & 03 & 04 & 05 & 03 & 05 & 07 & 02\end{array}\right] *\left[\begin{array}{l}\mathrm{I}[0] \\ \mathrm{I}[1] \\ \mathrm{I}[2] \\ \mathrm{I}[3] \\ \mathrm{I}[4] \\ \mathrm{I}[5] \\ \mathrm{I}[6] \\ \mathrm{I}[7]\end{array}\right]$

Figure 2.3: The Grøstl's MixBytes operation
$\mathrm{O}=\mathrm{MxI}$
$\left[\begin{array}{l}\mathrm{O}[\mathrm{i}] \\ \mathrm{O}[\mathrm{i}+1] \\ \mathrm{O}[\mathrm{i}+2] \\ \mathrm{O}[\mathrm{i}+3] \\ \mathrm{O}[\mathrm{i}+4] \\ \mathrm{O}[\mathrm{i}+5] \\ \mathrm{O}[\mathrm{i}+6] \\ \mathrm{O}[\mathrm{i}+7]\end{array}\right]=\mathrm{I}[\mathrm{i}] *\left[\begin{array}{l}02 \\ 03 \\ 04 \\ 05 \\ 07\end{array}\right] \oplus \mathrm{I}[\mathrm{i}+1] *\left[\begin{array}{c}02 \\ 03 \\ 04 \\ 05 \\ 07\end{array}\right] \oplus \mathrm{I}[\mathrm{i}+2] *\left[\begin{array}{c}02 \\ 03 \\ 04 \\ 05 \\ 07\end{array}\right] \oplus \mathrm{I}[\mathrm{i}+3] *\left[\begin{array}{c}02 \\ 03 \\ 04 \\ 05 \\ 07\end{array}\right] \oplus \mathrm{I}[\mathrm{i}+4] *\left[\begin{array}{c}02 \\ 03 \\ 04 \\ 05 \\ 07\end{array}\right] \oplus \mathrm{I}[\mathrm{i}+5] *\left[\begin{array}{l}02 \\ 03 \\ 04 \\ 05 \\ 07\end{array}\right] \oplus \mathrm{I}[\mathrm{i}+6] *\left[\begin{array}{c}02 \\ 03 \\ 04 \\ 05 \\ 07\end{array}\right] \oplus \mathrm{I}[\mathrm{i}+7] *\left[\begin{array}{l}02 \\ 03 \\ 04 \\ 05 \\ 07\end{array}\right]$

Figure 2.4: The Grøstl's MixBytes operation based on reduced number of multipliers

In the MixBytes operation every single byte is multiplied by eight values in Matrix B [92], [69]. Following the idea from [31], we would represent our T-boxes as $8 \times 64$ bit substitution box tables. However, due to the fact that there are only five unique values in Matrix B (Fig.: 2.4), our proposed Grøstl-0 T-box has the dimensions 8x40 (8-bit address bus width, 40-bit words).
phase 2: the operations of Multiplication by constants in $\operatorname{GF}\left(2^{8}\right)$ and S-box transformation both produce 8 bits of output for every 8 bits of input. Therefore, it is possible


Figure 2.5: Grøstl's MixBytes single input byte multiplication by five unique values

|  | $\mathrm{x} 02 \times 03 \times 04 \times 05 \times 07$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0x00 | 00 | 00 | 00 | 00 | 00 |
| 0x01 | 02 | 03 | 04 | 05 | 07 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\cdots$ | $\cdots$ |
| 0xFE | E7 | 19 | D5 | 2B | CC |
| 0xFF | E5 | 1A | D1 | 2E | CB |

Figure 2.6: Grøstl's MixBytes table implemented as $256 \times 40$ bits ROM

|  | $\mathrm{x} 02 \mathrm{x} 03 \mathrm{x} 04 \times 05 \times 07$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0x00 | C6 | A5 | 97 | F4 | 32 |
| 0x01 | F8 | 84 | EB | 97 | 6F |
| .... | .... | $\ldots$ | .... | $\ldots$ | $\ldots$ |
| 0xFE | 6D | D6 | DA | 61 | 0C |
| 0xFF | 2 C | 3A | 58 | 4E | 62 |

Figure 2.7: Grøstl's round table implemented as $256 \times 40$ bits ROM
to combine them. Since there are five different constants used in multiplications, then for every single byte there are always 5 bytes produced. We can define a look-up table with 256 words ( 8 bit address bus) which consist of 5 -byte-wide words. One of the property of both AES and Grøstl-0 is the horizontal symmetry (every byte goes through the same set of operations) in SubBytes, ShiftBytes and MixBytes (ShiftRow and MixColumn in AES). This allows us to move the ShiftBytes operation after Multiplication by constants.
phase 3: since ShiftBytes is a simple operation, which is implemented using routing resources only in hardware, it is possible to merge this operation together with the network of XORs operation.

Such defined Grøstl-0 T-box round can be implemented in configurable logic, but due to the fact that there are 64 (in Grøstl-0-256) and 128 (in Grøstl-0-512) such 256x40 bits
loop-up tables for quasi-pipeline architecture (and this number is doubled for parallel architecture), a large number of regular logic resources is going to be occupied, and clearly there is no benefit from such a solution. However, if we implement this operation using embedded memories, both parallel and quasi-pipelined architecture can benefit from the Grøstl-0 T-box round representation. The quasi-pipelined architecture [75] was used for our T-box implementation. The pipeline register between SubBytes and ShiftBytes from this architecture was implemented as a part of the registered output from FPGA block memory. We used inference method for the implementation of the T-box in a block memory in VHDL. Because of the restrictions on the maximum word size in the Virtex 5 BRAM, we have divided a $256 \times 40$ bit memory into two memories with the dimensions, $256 \times 32$ and $256 \times 8$, respectively.

Tweaks introduced to the Grøstl specification do not affect the Grøstl T-box definition (i.e., this definition is common for both Grøstl-0 and Grøstl). The only change that have to be introduced concerned both AddRoundConstant and the Modified Network of XOR operations.

### 2.3.2 Implementation results

In this section, we present a comparison between the basic designs, implemented using reconfigurable logic, and embedded designs, with Block Memories. All basic designs are identical to those described in detail in [21]. All the embedded designs were, so called, T-box-based architectures with T-box tables implemented using block memories.

In Table 2.4, we demonstrate comprehensive results of throughput analysis across two high-performance (Xilinx Virtex-5 and Altera Stratix III) and two low-cost FPGA families (Xilinx Spartan 3 and Altera Cyclone II). We optimized the designs to achieve comparable throughput while replacing logic with embedded resources. However, we observed a significant drop in frequency and throughput across high-performance families. In case of the selected low-cost families the frequency, and consequently the throughput, were consistently

Table 2.4: Timing characteristics and resource utilization for basic architectures and architectures based on the T-box method in case of four selected FPGA families. Notation: Tp - throughput, Mem-bits - number of memory bits, $\Delta \mathrm{Tp}$ - relative improvement in throughput, $\Delta$ Area - relative reduction in the number of basic reconfigurable resources, $\Delta \mathrm{Tp} /$ Area - relative improvement in throughput/area

| Algorithm | Architecture | Tp | Area | Tp/Area | $\Delta \mathrm{Tp}$ | $\Delta$ Area | $\Delta \mathrm{Tp} /$ Area |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Altera Cyclone II $^{1}$ |  |  |  |  |  |  |  |
|  |  | Mbps | $\begin{aligned} & \hline \text { \#LEs, } \\ & \text { \#Mem-bits } \end{aligned}$ | Tp/\#LEs | \% | \% | \% |
| Fugue | Basic | 1490 | 5825, 0 | 0.26 | 23.3 | 55.6 | 173.5 |
|  | T-box | 1837 | 2855, 99k | 0.71 |  |  |  |
| Grøstl-0 | Basic | 3086 | 18901, 0 | 0.16 | 6.9 | 79.2 | 424.4 |
|  | T-box | 3300 | 3933, 528 k | 0.84 |  |  |  |
| Grøstl | Basic | 2909 | 19176 | 0.15 | 13.0 | 79.1 | 446.7 |
|  | T-box | 3288 | 4012, 640 k | 0.82 |  |  |  |
| SHAvite-3 | Basic | 1366 | 10165, 0 | 0.13 | 5.0 | 70.1 | 262.3 |
|  | T-box | 1434 | 3044, 256k | 0.47 |  |  |  |
| Altera Stratix III |  |  |  |  |  |  |  |
|  |  | Mbps | \#ALUTs, \#Mem-bits | Tp/\#ALUTs | \% | \% | \% |
| ECHO | Basic | 13395 | 20754, 0 | 0.64 | -16.8 | 36.6 | 49.8 |
|  | T-box | 11146 | 13159, 2048k | 0.96 |  |  |  |
| Fugue | Basic | 3241 | 2391, 0 | 1.36 | -6.8 | 34.2 | 41.6 |
|  | T-box | 3022 | 1574, 99k | 1.92 |  |  |  |
| Grøstl-0 | Basic | 6990 | 6290, 0 | 1.12 | -33.5 | 63.5 | 82.0 |
|  | T-box | 4950 | 2288, 528 k | 2.03 |  |  |  |
| Grøstl | Basic | 6008 | 7386, 0 | 0.81 | -2.7 | 62.3 | 158.0 |
|  | T-box | 5848 | 2788, 640 k | 2.09 |  |  |  |
| SHAvite-3 | Basic | 3295 | 2930, 0 | 1.12 | 15.4 | 49.6 | 129.0 |
|  | T-box | 3804 | 1477, 256k | 2.58 |  |  |  |
| Xilinx Spartan ${ }^{1,2}$ |  |  |  |  |  |  |  |
|  |  | Mbps | \#slices, <br> \#BRAMs | Tp/\#slices | \% | \% | \% |
| Fugue | Basic | 1231 | 2493, 0 | 0.49 | 13.7 | 37.5 | 83.5 |
|  | T-box | 1400 | 1558, 8 | 0.90 |  |  |  |
| SHAvite-3 | Basic | 1094 | 4017, 0 | 0.27 | 24.5 | 50.0 | 151.1 |
|  | T-box | 1362 | 2008, 16 | 0.68 |  |  |  |
| Xilinx Virtex $5^{1}$ |  |  |  |  |  |  |  |
|  |  | Mbps | \#slices, <br> \#BRAMs | Tp/\#slices | \% | \% | \% |
| Fugue | Basic | 3469 | 712, 0 | 4.87 | -8.8 | 19.4 | 13.1 |
|  | T-box | 3165 | 574, 8 | 5.51 |  |  |  |
| Grøstl-0 | Basic | 8057 | 1629 | 4.95 | -24.3 | 27.0 | 3.7 |
|  | T-box | 6098 | 1188, 48 | 5.13 |  |  |  |
| Grøstl | Basic | 6117 | 1795 | 3.41 | -4.5 | 39.7 | 58.4 |
|  | T-box | 5840 | 1083, 48 | 4.19 |  |  |  |
| SHAvite-3 | Basic | 3242 | 1028, 0 | 3.15 | 8.9 | 24.0 | 43.5 |
|  | T-box | 3530 | 781, 16 | 4.52 |  |  |  |
| ${ }^{1}$ ECHO did not fit entire description of T-box into embedded memory in Spartan-3, Virtex-5 and Cyclone II${ }^{2}$ Grøstl-0 and Grøstl did not fit entire description of T-box into embedded memory in Spartan-3 |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |

improved.
This behavior can be explained as follows: In Spartan 3, basic implementation of an AES S-box costs 64 slices based on 4 -input LUTs. For Virtex 5, the cost is 8 slices based on 6 -input LUTs. The corresponding number of LUT levels is 5 for Spartan 3, and 2 for Virtex 5. Moving to the T-box based implementations in Spartan 3 replaces the large routing delay inside of an S-box, by a medium routing delay between logic and BRAMs. The same transition in Virtex 5, replaces the small routing delay inside of an S-box, by a larger routing delay between logic and BRAMs.

Cyclone II does not contain distributed memory (i.e., memory inside of basic Logic Elements, LE) As a result, in the basic architecture, each S-box is first converted to a set of Boolean functions, and then these functions are mapped into 4-input combinational LUTs. The result amounts to 208 Logic Elements and 7 levels of LUTs per each S-box. This transition is obviously quite costly in terms of performance. The embedded T-box based designs can take advantage of 4 kbit memory blocks present in Cyclone II, and as a result are more efficient. In Stratix III, compared to Cyclone II, larger and more flexible Adaptive Look-up Tables (ALUTs) are used for implementing S-boxes. As a result, basic designs, with a small number of ALUT levels, are relatively faster than embedded designs, which suffer from the relative large interconnect delays between reconfigurable logic and memory block.

AES-based functions, in both S-box and T-box architectures, resulted in much bigger area reduction because the functions implemented using embedded resources are a big part of the entire hash function circuit. In case of functions using round constant tables (JH, Keccak), the relative improvement is not significant because these tables are relatively small [33] and [40].

### 2.3.3 Conclusions

Future designers interested in using embedded resources do need to consider right FPGA family selection for their implementations because FPGA vendors have different features and architectures for embedded resources. Our results show a significant, but not consistent improvement in terms of efficiency (throughput/area) across FPGA families. From a few percents of relative improvement of throughput/area ratio in Xilinx Virtex-5 to the impressive $400 \%$ in case of Altera Cyclone II.

### 2.4 Hardware architecture for the authenticated encryption

## based on Grøstl and AES

### 2.4.1 Authenticated encryption in IPSec

Internet Protocol Security (IPSec) provides security against attacks on data transmitted over the Internet through security services facilitated by a set of protocols. It was designed to operate at the level of the Internet layer according to the OSI network model. This makes it completely transparent to applications and users.

The security services provided by the Internet Protocol Security (IPSec) include:

- Confidentiality - Prevents unauthorized access to the transmitted data.
- Data integrity - Ensures data was not altered during transmission.
- Authentication - Enables the identification of the information source.

The IPSec series of protocols makes use of various cryptographic algorithms, such as ciphers, hash functions and key agreement schemes, in order to provide security services. The Internet Key Exchange (IKEv2) protocol in version two has to be used to establish secure connections, so called Security Associations (SAs). The IKEv2 uses cryptographic

Table 2.5: IPSec Supported Protocols and Algorithms

| Protocol | Security Service Provided | Supported Algorithm |
| :--- | :--- | :--- |
| ESP | confidentiality through encryption and op- <br> tional data integrity | AES in CBC or CTR mode and HMAC-SHA- <br> 256 |
| AH | connectionless integrity and data origin <br> authentication | HMAC-SHA1-96, <br> HMAC-SHA-256 |
| IKE | negotiates connection parameters, includ- <br> ing keys | Diffie-Hellman scheme and AES in PRNG <br> mode |

algorithms: key exchange algorithm (Diffie-Hellman) and pseudo random function based on the Advanced Encryption Standard (AES) in XCBC mode (AES-XCBC-PRF-128).

The Authentication Header (AH) protocol provides connectionless integrity and data origin authentication. The AH uses Hashed Message Authentication Code (HMAC) with Secure Hash Algorithm (SHA).

The Encapsulating Security Payload (ESP) protocol provides mechanisms for both confidentiality and data integrity services. In order to provide both cryptographic functions, the AES in Cipher-Block-Chaining (CBC) and/or Counter (CTR) modes of operation and HMAC based on SHA-2 are used.

To assure protection and standardization, the minimum set of cryptographic algorithms that must be supported by an implementation of IPSec for ESP, AH and IKEv2 protocols, as stated in [67], is illustrated in Table 2.5.

### 2.4.2 Contribution

In our paper [28], we have demonstrated that both algorithms (128-bit security level versions) can be used to build a coprocessor supporting both ESP and AH protocols. However, in case of the ESP protocol we have investigated only the case of the encryption process.

In this effort we will present that the idea of a hardware coprocessor for Grøstl and AES with a common data-path is also applicable to:

- the authenticated decryption process in the ESP protocol for 128-bit security level,
- the HMAC-Grostl for 256 -bit security level in the AH protocol.


Figure 2.8: Block diagram of Grøsl and AES round

Finally, we had fully extended support to 256 -bits security level. Namely, we have designed, implemented and provided results for Grøstl-512/AES-256 hardware accelerator for authenticated encryption/decryption.

The rest of this chapter is organized as follows: Section 2.4.3 is devoted to the analysis of the Grøstl-AES structure for the authenticated encryption based on the HMAC and the counter mode, respectively. Section 2.4.4 describes the proposed coprocessor. Finally, Section 2.4.5 discusses and analyzes the results and The conclusions are drawn in Section 2.4.6.

### 2.4.3 Authenticated encryption based on Grøstl and AES in a single co-

## processor

The specifications of the block cipher AES and the hash function Grøstl are provided in [5] and [17], respectively. The round functions for both algorithms are summarized in Fig. 2.8.

The design described in [39] and [93] and the corresponding source codes from [94] will serve in this work as a starting point for our investigations.

## Grøstl and the AES comparison

In order to extend the original Grøstl hardware architecture several facts have to be taken into consideration:

- The basic round structures of both algorithms are demonstrated in Fig. 2.8. All four corresponding transformations have the same order in both AES and Grøstl. Due to this fact a resource sharing between both algorithms is especially attractive. It is expected that the delay in the critical path in both cases should be very similar.
- The SubBytes layers in both cases are built upon the same substitution box (Sbox), therefore they can be fully shared (Fig. 2.10, pt. 1). In terms of circuit area, this transformation is the most costly out of all operations of the Grøstl and AES rounds.
- The ShiftRows and ShiftBytes transformations in AES and Grøstl, respectively, can be implemented as a permutation of bytes (simple rewiring). However, since they are not similar, both operations have to be implemented separately and properly multiplexed (Fig. 2.10, pt. 2).
- The AddRoundKey and the AddRoundConstant transformations in AES and Grøstl, respectively, can be implemented as a simple network of XOR gates. However, since they are not similar, both operations have to be implemented separately and properly multiplexed (Fig. 2.10, pt. 3).
- The MixColumns and the MixBytes (Fig. 2.10, pt. 4) in AES and Grøstl, respectively, share the $\operatorname{GF}\left(2^{8}\right)$ multiplication by constants: $0 x 02$ and $0 x 03$. Therefore they can be merged together (Fig. 2.9, pt. 1). The networks of output XORs require two separate paths (Fig. 2.9, pt. 2-3) for both algorithms. The MixColumns and MixBytes operations have to be multiplexed accordingly (Fig. 2.9, pt. 4).
- The last round of the AES block cipher is different than the regular round. Therefore


Figure 2.9: Shared MixColumns/Bytes


Figure 2.10: Block diagram of Grøstl/AES core

Table 2.6: Number of rounds and the security level relations for Grøstl and AES

| Security level | Grøstl | AES |
| :--- | :--- | :--- |
| 128 -bit | (Grøstl-256) 10 | (AES-128) 10 |
| 192-bit | (Grøstl-384) 14 | (AES-192) 12 |
| 256 -bit | (Grøstl-512) 14 | (AES-256) 14 |

we need to build a bypass bus and multiplex it with the round's regular output (Fig. 2.10, pt. 5).

- For 128 and 256 -bit security level both Grøstl and AES require the same number of rounds. This dependency is summarized in Table 2.6. This fact helps to achieve a full synchronization of input data between the HMAC and Encryption.


## - The Grøstl double data flow pipe ( $P$ and $Q$ transformations) vs. the AES

 one data flow pipe determines the optimal number of pipeline stages. The highspeed single stream of data quasi-pipelined hardware architecture of Grøstl, demonstrated in [75], [76], [72], requires two pipeline stages for the P and Q permutations intermediate values. The third pipeline stage is required for the AES intermediate data (Fig. 2.10, pt. 6).- Both algorithms input block sizes differ. They are 128 -bit, 512 -bit and 1024 -bit for AES, Grøstl-256 and Grøstl-512, respectively. The encryption/decryption of 512bit (1024-bit) single stream of data, by four (eight) instances of algorithm which can accommodate 128-bit input only, prohibits the feedback mode utilization. In order to increase the security level of non-feedback mode based encryption/decryption, the counter mode (Fig. 2.10, pt. 7) was applied (Fig. 2.12).
- The encryption/decryption process requires an extra storage space for the plaintext/ciphertext (Fig. 2.10, pt. 8).
- For a given security level the output block of both algorithms is different. This fact implies the size extension (doubling) of the Parallel Input Serial Output (PISO)
module for both Grøstl-256 and Grøstl-512 (Fig. 2.10, pt. 9).
- The Key scheduling algorithm for the AES algorithm requires an additional circuitry (Fig. 2.10, pt. 10).
- Second hashing in the HMAC requires message padding (Fig. 2.10, pt. 11).

Motivated by the above observations, we will show how to efficiently share the resources between corresponding versions of Grøstl and AES (Grøstl-256/AES-128 and Grøstl-512/AES-256) in our coprocessor for an authenticated encryption.

## HMAC-Grøstl

A mechanism for message authentication using cryptographic hash functions, the HMAC (The Keyed-Hash Message Authentication Code) was originally defined in [95] and adapted for the IPSec in [96]. Recently this last document was updated in [97]. HMAC has a generic form and it can be used with any iterative cryptographic hash function, e.g. Grøstl, in combination with a secret shared key. The HMAC cryptographic strength rely on the properties of the underlying hash algorithm. Fig. 2.11 demonstrates the HMAC generation process.

Since the combination of HMAC with a current standard SHA-2 is denoted as HMAC-SHA-2, we are using corresponding notation for Grøstl algorithm (HMAC-Grøstl).

In order to compute the HMAC value for a given message (data) and a key (hkey) the selected hash function has to be used twice. The output from the first computations is a function of the ipad constant, padded key, and a given message. The output from the second computations (the hmac-value) is a function of the opad constant, padded key, and the result of the first computation. For the sake of simplifying our circuit (padding of the second hash computation) we restricted the range of key sizes up to the Grøstl block size.

This assumption leads us to the relation between the throughput of HMAC-Grøstl and the throughput of Grøstl:


Figure 2.11: HMAC generation

$$
\begin{equation*}
\frac{\text { throughput }_{H M A C / G r \phi s t l}}{\text { throughput }_{\text {Grostl }}}=\frac{\# \text { blocks }}{c+\# \text { blocks }} \tag{2.1}
\end{equation*}
$$

where:
\#blocks is the number of data blocks for a given message and throughput ${ }_{\text {Grostl }}$ is the maximum Grøstl hardware architecture throughput calculated for long messages.

The constant $c$ in the denominator is an overhead from HMAC-Grøstl and it is equal to 6 and 5 in case of encryption and decryption, respectively. The following operations contribute to the value of the $c$ constant:

- two HMAC key injections,
- two Grøstl message finalizations,
- an injection of a message digest from the first to the second hash computation,
- decryption of the first block of data (encryption process only).


Figure 2.12: Block diagram of AES-CTR where $n$ is the number of AES cores

In case of long messages the effect of HMAC-Grøstl overhead is marginal, and it can be omitted in the throughput calculations.

## AES in Counter mode

NIST has defined five confidentiality modes of operation for use with an underlying symmetric key block cipher algorithm: Electronic Codebook (ECB), Cipher Block Chaining (CBC), Cipher Feedback (CFB), Output Feedback (OFB), and Counter (CTR) [98]. Two of the aforementioned modes of operation, namely ECB and CTR, allow parallel computations. In ECB mode, for a given key the same plaintext block is always encrypted to the same ciphertext block. This property is undesirable in a predominant number of applications, and due to this fact the ECB mode should not be used. The computations of the CTR mode in our architecture of AES is presented in Fig. 2.12.

To encrypt using AES in the counter mode with n-blocks processed in parallel, one starts with an arbitrary plaintext, a session key, and an init value for a 128 -bit counter. The input plaintext M is divided into $n$-block chunks $M=\left\{M_{\# i}, M_{\# i+1}, \ldots, M_{\# i+n-1}\right\}$. In our architecture, for compatibility with Grøstl, we choose $\mathrm{n}=4$ for AES-128 and $\mathrm{n}=8$
for AES-256. The output ciphertext $C=\left\{C_{\# i}, C_{\# i+1}, \ldots, C_{\# i+n-1}\right\}$ is the XOR of the corresponding plaintext chunks (in Fig. 2.12 and the results of encryption of $E_{\text {key }}(c t r)$, $E_{k e y}(c t r+1), \ldots, E_{k e y}(c t r+n-1)$. The decryption process is the same as encryption with $M$ and $C$ interchanged.

### 2.4.4 Coprocessor description

## Block diagram description

A block diagram presented in Fig. 2.10 shows the datapath used in the proposed Grøstl/AES coprocessor. The non-shaded components represent the original Grøstl design, available in [94]. The original Grøstl quasi-pipelined structure has one pipeline register inserted between SubBytes and ShiftBytes operations.

In order to perform in parallel encryption and hash function computation the quasipipeline architecture was extended by several extra elements. The shaded components show which elements have to be added in order to accommodate HMAC-Grøstl and AES-CTR functionality.

An additional pipeline register after the Shared MixColumns/MixBytes operation is added. Two of pipeline stages contain intermediate values for the P and Q functions from Grøstl, one extra stage is responsible for the AES encryption of intermediate values of the same block of data.

## Grøstl and AES pipelining

For each block of data, an input message is loaded directly to the state register as an input to the operation Q in the first clock cycle. A message block is xored with an initialized chain register, $\mathrm{R} 4=\mathrm{IV}$, to create an input for the operation P in the second cycle of processing.

The counter values are loaded to the state register, R0, in the third clock cycle. When the first stage of the pipeline starts executing the first phase of the AES round, the second stage of the pipeline continues the execution of the P operation and the third stage is in


Figure 2.13: Pipelining in the Computational Unit of the Grøstl/AES core
the last phase of the Q operation.
The first stage of the pipeline consists of the Grøstl's P/Q AddRoundConstant, the AES AddRoundKey units and the fully shared SubBytes layer (in Fig. 2.14). The second stage of the pipeline consists of the ShiftBytes/ShiftRows and modified MixBytes units. The third stage of the pipeline consists of just two multiplexers.

A part of the function Q is always performed one cycle ahead of the corresponding part of the function P and two clock cycles before AES-CTR related data.

Finalization of the hash process in this design takes two clock cycles. First, the chaining value, $h$, is xored with the final value of $Q$, while $P$ is still being processed, and the result is stored in the register R4. In the subsequent cycle the final result of $P$ is mixed with the chaining value as well (in Fig. 2.13). In the following clock cycle, the tenth (fourteenth in case of AES-256) round of the AES-128 transformation is completed and the last AES key is xored with the output from the state register and plaintext.

When an encryption process is finished, the ciphertext is stored in the Parallel Input Serial Output (PISO) unit. The entire process is repeated until all blocks of a message are thoroughly hashed and encrypted.

It must be noted that HMAC process requires additional data in front (key xored with the constant ipad value) and at the end (key xored with the constant opad value) of the message. During the time when these pre- $\left(M_{\# 0}\right)$ and post- $\left(M_{\# m}\right)$ data is processed, the


Figure 2.14: High level scheduling in the Grøstl/AES core during encryption process


Figure 2.15: High level scheduling in the Grøstl/AES core during decryption process

AES module is not producing valid data (AES(idle) in Fig. 2.14 and 2.15).
Finally, a HMAC value is calculated and it is taken from the bottom half of the chaining value, h. For a given chunk of a 512-bit data both Grøstl-256 and AES-128 cores need 31 clock cycles to complete their operations (3 pipeline stages per 10 rounds +1 clock for the Grøstl finalization and 1 clock cycle for the final xor in the counter mode). In case of Grøstl-512 and AES-256 given chunk of 1024-bit data requires 43 clock cycles to complete their operations (14 rounds).

## High-level scheduling

In order to make our implementations as practical as possible, we have followed a 64bit interface and a simple handshaking protocol specification from [99]. Thanks to the assumptions taken from the aforementioned paper, it is possible to keep all three of the proposed coprocessor's pipeline stages busy almost all the time.

The input-output operations overlap in many cases, and therefore the separation of input/output bus and control signals is necessary.

A higher level scheduling is summarized in Figs. 2.14 and 2.15, for encryption and decryption process, respectively. The path of the very first chunk of message $I_{\# 1}$ in Fig. 2.14 for the authenticated encryption is denoted by the shaded blocks.

During the computations of longer messages (more than three blocks), the coprocessor will be storing the result for the $I_{\#(i-2)}$ block, conducting HMAC-Grøstl and AES-CTR operations for the block $I_{\#(i-1)}$, and fetching $i^{\text {th }}$ block of data $\left(I_{\#(i)}\right)$ at the same time.

## Throughput discussion

In the most typical scenario the speed of the hardware implementation of cryptographic transformations is understood as a throughput for long messages. The exact throughput formula is defined as follows [21]:

$$
\begin{equation*}
\text { throughput }=\frac{\text { blocksize }}{T *\left(\operatorname{Time}_{H E}(N+1)-\operatorname{Time}_{H E}(N)\right)} \tag{2.2}
\end{equation*}
$$

where blocksize is an input block size, characteristic for each cryptographic transformation, $\operatorname{Time}_{H E}(N)$ is a total number of clock cycles necessary to hash/encrypt (decrypt) an Nblock input data and $T$ is the clock period, characteristic for each hardware coprocessor (in Table 2.7).

In case of the Grøstl/AES-based hardware accelerator described in this chapter, the

Table 2.7: Throughput-related parameters

| Algorithm | blocksize | cycles |
| :--- | :--- | :--- |
| Grøstl-256/AES-128 | 512 | 31 |
| Grøstl-512/AES-256 | 1024 | 43 |
| $c=5$ (encryption) or 6 (decryption) |  |  |

throughput formula for long messages is:

$$
\begin{equation*}
\text { throughput }_{\text {long }}=\frac{\text { blocksize }}{\text { cycles } * T} \tag{2.3}
\end{equation*}
$$

where cycles is the total number of clock cycles necessary to hash a single block of message which is 31 and 43 for 128 and 256 -bit security levels, respectively. $T$ is a clock period of the coprocessor.

A potential application for an authenticated encryption-oriented, high-speed hardware coprocessor is the Encapsulating Security Payload (ESP) from the IPSec protocol suite. In this scenario the throughput has to be calculated for relatively short messages (40-1536 bytes).

Due to the fact that the HMAC-Grøstl computations take more time than the AES-CTR encryption, the throughput is considered as an effective throughput for a given message in our coprocessor. The final throughput formula is a result of both formulas: (2.1) and (2.3).

$$
\begin{equation*}
\text { throughput }=\frac{\text { blocksize } * \# \text { blocks }}{(c+\# \text { blocks }) *(\text { cycles } * T)} \tag{2.4}
\end{equation*}
$$

where $c$ is the number of extra blocks processed, which is 5 and 6 for encryption and decryption, respectively.

For long messages the formula (2.4) converges to the formula (2.3).

### 2.4.5 Results

The HMAC-Grøstl and AES-CTR based hardware coprocessors were implemented on four high speed FPGA devices: 65 nm Altera Stratix III and Xilinx Virtex 5, and 40nm Altera Stratix IV and Xilinx Virtex 6. All architectures have been modeled in VHDL-93, then synthesized, placed and routed using Xilinx ISE 13.1 and Altera Quartus II 11.1 for Xilinx and Altera FPGAs, respectively. Maximum clock frequencies have been determined using static timing analysis tools provided as a part of the respective software packages (quartus_sta for Altera and trace for Xilinx). The tool options were selected in such a way, that no embedded resources, such as block memories or DSP units, were used during implementation. This choice was made in order to enable the comparison of all implementations in terms of area and throughput to area ratio. Tables 2.8 and 2.9 summarize the results collected after the Place-and-Route and Fitter, in Xilinx and Altera, respectively.

Generally, in terms of area, the coprocessor proposed in this thesis can be implemented on the smallest device from each selected family. In case of small messages, the throughput is a function of the message size. For the smallest 40-byte packages, it is just $11 \%$ of the long messages throughput, but in case of 1536 -byte messages it reaches almost $83 \%$ of long messages throughput.

## Comparison to the stand-alone Grøstl implementation

In Table 2.8 and 2.9 we have summarized the implementation results of the proposed Grøstl/AES hardware accelerator for 128 and 256-bit security, respectively. We have compared these results to the implementation results of the reference Grøstl design from [81]. Additionally, we have extended the functionality of our architecture, described in [28] - our coprocessor can perform both authenticated encryption and decryption.

In case of three out of four selected FPGA families, the coprocessor investigated in this thesis requires less than $31 \%$ and $40 \%$, respectively, of additional area compared to the basic version of quasi-pipelined architecture presented in [81], for Grøstl-256 and Grøstl-512,
respectively. In case of Altera devices, for security level $=128$-bit, an extra pipeline stage reduces the critical path compared to the aforementioned design, the maximum frequency increases up to $10 \%$. In other cases the maximum frequency is slightly worse than in the

Table 2.8: Results of shared-resources implementation for HMAC-Grøstl-256 and AES-128 in Counter Mode on modern FPGA

| FPGA Family | Frequency | Area | @40Bytes | @1536Bytes | @infinity |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Authenticated Encryption |  |  |  |  |  |
| Altera |  |  |  |  |  |
|  | [MHz] | [ALUTs] | [Mbps] | [Mbps] | [Mbps] |
| Stratix III | 271 (+10\%) | 9337 (+26\%) | 466 | 3704 | 4476 (-25\%) |
| Stratix IV | 264 (+11\%) | 9322 (+26\%) | 454 | 3608 | 4360 (-25\%) |
| Xilinx |  |  |  |  |  |
|  | [MHz] | [CLB Slices] | [Mbps] | [Mbps] | [Mbps] |
| Virtex 5 | 261 (+4.0\%) | 2505 (+40\%) | 449 | 3567 | 4310 (-30\%) |
| Virtex 6 | 276 (-6.8\%) | 2221 (+19\%) | 474 | 3773 | 4558 (-37\%) |
| Authenticated Encryption/Decryption |  |  |  |  |  |
| Altera |  |  |  |  |  |
|  | [MHz] | [ALUTs] | [Mbps] | [Mbps] | [Mbps] |
| Stratix III | 263 (+6.9) | 9712 (+31\%) | $388 / 452^{1}$ | $3363 / 3475^{1}$ | 4344 (-27\%) |
| Stratix IV | 261 (+10.1) | 9699 (+31\%) | $385 / 449^{1}$ | $3337 / 3449^{1}$ | 4311 (-25\%) |
| Xilinx |  |  |  |  |  |
|  | [MHz] | [CLB Slices] | [Mbps] | [Mbps] | [Mbps] |
| Virtex 5 | 233(-7.2\%) | 3102 (+72\%) | $344 / 400^{1}$ | 2979/3078 ${ }^{1}$ | 3848 (-37\%) |
| Virtex 6 | 255 (-14\%) | 2447 (+31\%) | $376 / 438^{1}$ | $3260 / 3369^{1}$ | 4212 (-42\%) |
| ${ }^{1}$ The encryption/decryption throughput. @infinity both values are the same The relative differences between this work and the reference Grøstl design from [81] are expressed in percentages |  |  |  |  |  |

Table 2.9: Results of shared-resources implementation for HMAC-Grøstl-512 and AES-256 in Counter Mode on modern FPGA

| FPGA Family | Frequency | Area | @40Bytes | @1536Bytes | @infinity |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Altera |  |  |  |  |  |
|  | $[\mathrm{MHz}]$ | $[\mathrm{ALUTs}]$ | $[\mathrm{Mbps}]$ | $[\mathrm{Mbps}]$ | $[\mathrm{Mbps}]$ |
| Stratix III | $231(-2.5 \%)$ | $19257(+32 \%)$ | $245 / 286^{1}$ | $3667 / 3883^{1}$ | $5501(-34 \%)$ |
| Stratix IV | $222(-4.3 \%)$ | $19190(+34 \%)$ | $236 / 275^{1}$ | $3524 / 3732^{1}$ | $5286(-36 \%)$ |
| Xilinx |  |  |  |  |  |
| Virtex 5 | $190(-12 \%)$ | $6484(+68 \%)$ | $211 / 245^{1}$ | $3143 / 3328^{1}$ | $4715(-41 \%)$ |
| Virtex 6 | $219(-7.6 \%)$ | $5074(+40 \%)$ | $233 / 272^{1}$ | $3477 / 3681^{1}$ | $5215(-38 \%)$ |
| 1 |  |  |  |  |  |
| The encryption/decryption throughput. @infinity both values are the same |  |  |  |  |  |
| The relative differences between the reference Grøstl design from this work and |  |  |  |  |  |
| [81] are expressed in percentages |  |  |  |  |  |

Table 2.10: Results of shared-resources implementation for Grøstl-0 (Grøstl) and AES in Altera Cyclone III

| Design | Functionality | Frequency | Area | Latency | Thr. | Thr./Area |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | [MHz] | [LEs] | [Cycles] | [Mbps] | [Mbps/Slice] |
| Authenticated Encryption with Grøstl-0 |  |  |  |  |  |  |
| [1] |  |  |  |  |  |  |
| reference Grøstl-0 | Grøstl-0 | 57.2 | 12086 | 20 | 1473 | 0.122 |
| Design $\mathrm{I}^{1}$ | Grøstl-0 | 56.0 | 13723 | 20 | 1434 | $0.104^{5}$ |
|  |  | (-2.6\%) | (+13.5\%) |  | (-2.6\%) |  |
|  | AES | 56.0 | 13723 | 10 | 2868 | 0.209 |
|  | Grøstl-0 and AES | 56.0 | 13723 | 30 | $956{ }^{3}$ | $0.070^{4}$ |
| Design II ${ }^{2}$ | Grøstl-0 | 53.4 | 13453 | 20 | 1366 | 0.102 |
|  |  | (-7.2\%) | (+11.3\%) |  | (-2.6\%) |  |
|  | AES | 53.4 | 13453 | 10 | 2049 | 0.152 |
|  | Grøstl-0 and AES | 53.4 | 13453 | 30 | $911{ }^{3}$ | 0.068 |
| ${ }^{1}$ Grøstl-0, 4*AES <br> ${ }^{2}$ Grøstl-0, $3^{*}$ AES and Key Expansion Unit <br> ${ }^{3}$ Throughput calculated for the authenticated encryption based on HMAC-Grøstl and AES-CTR |  |  |  |  |  |  |
| This work |  |  |  |  |  |  |
| reference Grøstl-0 | Grøstl-0 | 141.1 | 19005 | 21 | 3440 | 0.181 |
| Grøstl-0, 4*AES and Key Expansion | Grøstl-0 and AES | $\begin{array}{r} 159.9 \\ (+13.3 \%) \\ \hline \end{array}$ | $\begin{array}{r} 23039 \\ (+23.4 \%) \\ \hline \end{array}$ | 31 | $\begin{array}{r} 2640 \\ (-23.3 \%) \\ \hline \end{array}$ | $0.115^{4,5}$ |
| reference Grøstl | Grøstl | 130.1 | 19260 | 21 | 3171 | 0.165 |
| reference AES and Key Expansion | AES | 129.4 | 4901 | 11 | 1505 | 0.307 |
| Grøstl, $4^{*}$ AES and Key Expansion | Grøstl and AES | $\begin{array}{r} 144.0 \\ (+10.7 \%) \\ \hline \end{array}$ | $\begin{array}{r} 23758 \\ (+23.4 \%) \\ \hline \end{array}$ | 31 | $\begin{array}{r} 2378 \\ (-25.0 \%) \\ \hline \end{array}$ | 0.100 |
| ${ }^{4} 64 \%$ improvement in terms of throughput/area ratio for authenticated encryption (ESP protocol) ${ }^{5} 8 \%$ improvement in terms of throughput/area ratio for authentication (AH protocol) |  |  |  |  |  |  |
| Authenticated Encryption/Decryption with Grøstl |  |  |  |  |  |  |
| This work |  |  |  |  |  |  |
| reference Grøstl | Grøstl | 130.1 | 19260 | 21 | 3171 | 0.165 |
| reference AES and Key Expansion | AES | 129.4 | 4901 | 11 | 1505 | 0.307 |
| Grøstl, $4^{*}$ AES and Key Expansion | Grøstl and AES | $\begin{array}{r} 134.9 \\ (+3.7 \%) \\ \hline \end{array}$ | $\begin{array}{r} 25297 \\ (+31.3 \%) \\ \hline \end{array}$ | 31 | $\begin{array}{r} 2228 \\ (-29.7 \%) \end{array}$ | 0.088 |

reference design. The location of the 3rd stage pipeline register was investigated by moving it before the multiplexer (in Fig. 2.10, pt. 5). This change helps to improve the maximum frequency, but at the same time the throughput/area ratio decreases. This is largely due to the fact that the quasi-pipelined hardware architecture of Grøstl from [81] and triplestaged Grøstl/AES in this work requires more clock cycles, the overall throughput for long messages decreases up to $40 \%$.

Overall, in case of Xilinx Virtex-5, the implementation results for both 128 and 256-bit security versions of our coprocessor were significantly worse. These results can be explained by the fact that the synthesis tool (XST in our experiment) behaves differently for Virtex-5 and Virtex-6.

In Tables 2.8 and 2.9, we have presented the impact of IPSec minimum and maximum size messages on the effective throughput.

In case of selected FPGA devices, the maximum throughput is restricted by slower encryption process and it varies between $340-3400 \mathrm{Mb} / \mathrm{s}$ for Grøstl-256/AES-128 and 210$5500 \mathrm{Mb} / \mathrm{s}$ for $\mathrm{Gr} \varnothing \mathrm{stl}-512 / \mathrm{AES}-256$. The final throughput result depends on the traffic in a given network.

Additionally, the coprocessor for the 128 -bit security, proposed in this work can be easily implemented on the smallest devices available in every selected high-speed family.

## Comparison to the Järvinen design [1]

In order to fairly compare our hardware accelerator with the circuit described in [1], an additional implementation in Altera low-cost Cyclone III is provided (see Table 2.10). In both our work and [1], one can observe the penalty in area for introducing extra AES functionality.

In case of [1], a negligible frequency penalty was also introduced. This penalty is due to the fact that basic iterative task ( P and Q Grøstl-0 functions and AES round) of the coprocessor proposed in [1] is fully combinational and extra multiplexers were added to the

Table 2.11: Throughput/Area ratio relative improvement between this work and [1]

| Functionality | Algorithms | $[1]$ | This work | Difference |
| :--- | :--- | :--- | :--- | :--- |
| ESP authenticated encryption | Grøstl-0 and AES | 0.070 | 0.115 | $+64 \%$ |
| AH | Grøstl-0 only | 0.104 | 0.115 | $+8 \%$ |
| ESP encryption only | AES only | 0.209 | 0.115 | $-44 \%$ |

original Grøstl-0 design.
In case of our architecture, an additional pipeline stage enables frequency improvement. When both encryption and hashing for a given block of data have to be computed, the design from [1] and our core will produce output in 30 and 31 clock cycles respectively. Due to the fact that our core has three pipeline stages, ideally our circuit should have 3 times higher frequency than [1]. The obtained result, 2.85x frequency improvement, proves the validity of this concept.

A typical application for high-speed implementation of the combined confidentiality and authentication services is the coprocessor for IPSec [66]. This protocol works in two different modes: Encapsulating Security Payload (ESP) and Authentication Headers (AH). The first requires the usage of block cipher and optional hash function at the same time for a given chunk of data, second requires a hash function usage only. Table 2.10 summarizes results for both modes for our coprocessor and the coprocessor from [1]. Based on the results in Tab. 2.11, we observed $64 \%$ and $8 \%$ improvement in terms of efficiency (throughput/area) for ESP (authenticated encryption) and AH, respectively. In case of ESP in encryption mode only, the design from [1] outperforms our coprocessor by $44 \%$.

### 2.4.6 Conclusions

The hash function Grøstl was one of the five finalists of the SHA-3 competition. Hardware performance of this function was investigated thoroughly over the last few years.

In this chapter we have investigated very unique feature among all SHA-3 candidates Grøstl and the current Advanced Encryption Standard have similarities which can be exploited very efficiently in hardware. Their common structure can be utilized in the combined
datapath implementation. The coprocessor was optimized for high-speed implementation of both functions, and can find a practical application to the IPSec-based secure networks.

It outperforms similar hardware accelerator proposed in [1] for both IPSec modes: IP Encapsulating Security Payload (ESP) and Authentication Headers (AH) by $64 \%$ and $8 \%$, respectively. In case of the relatively rare, the ESP's encryption mode only, the coprocessor from [1] is better by $44 \%$ as compared to our results.

The fully functional HMAC-Grøstl with AES-CTR hardware accelerator compared to the stand-alone quasi-pipelined architecture of Grøstl, described in [21] and improved in [39], pays the price in terms of the throughput and area on all reported devices. In case of selected Altera devices and Xilinx Virtex-6, they are up to $40 \%$ for both area and throughput for both Grøstl-256/AES-128 and Grøstl-512/AES-256 configurations.

From our point of view, the main advantage of Grøstl, apart of its excellent hardware and software implementation results, is the fact that the relatively small overhead in its hardware architecture enables a natural adoption of the most important to date block cipher - the Advanced Encryption Standard at two security levels 128 and 256-bit. As a result, our solution can provide efficient hardware acceleration for authenticated encryption used in multiple commercial applications.

## Part II

## Hardware architectures for public key cryptography

## Chapter 3: FPGA-oriented adder for thousand bits and more


#### Abstract

In this chapter a novel, low latency, FPGA-optimized, adder has been proposed. It efficiently combines the ideas of high-radix carry save addition and the parallel prefix network. We have demonstrated in this chapter that this idea is especially attractive once a modular addition is employed. The implementation results reveal that this hybrid adders have great potential for the addition and modular addition of the long-size integers.
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### 3.1 Introduction

Adders are one of the most important digital circuits. They are used extensively in various branches of science and engineering, such as digital signal processing algorithms [100], computer graphics [101], [102] and cryptography [103], [104].

Multiple adder-based solutions have already been proposed, investigated and optimized for different scenarios.

Addition can also serve as a basic building block of some higher level arithmetic operations: multiplication, modular addition, and modular multiplication.

For example: Montgomery arithmetic [105], arguably the most common concept in the area of modular arithmetic, can be stripped down to three basic operations: a right shift, a least significant bit comparison, and a conditional sum. Since iterative algorithms offer a good tradeoff between computation time and circuit area, they have received considerable attention [106], [107], [108].

Several researchers proposed the utilization of carry save adders (e.g.: [109]) for this algorithm. The major advantages of a hardware architecture based on such adders are: the smallest computational latency and the fact that the time complexity is constant, regardless of the size of arguments. The biggest disadvantage of the carry save adder is the fact that its result is in a redundant form. In order to conduct operations like a comparison or a modular multiplication on such representation of arguments, a conversion to the non-redundant form has to be conducted.

Moreover, Montgomery arithmetic requires also pre- and post-processing and is of interest when a large number of consecutive modular multiplications is required.

This condition is easily fulfilled in case of the two oldest and most popular asymmetric, cryptographic algorithms: RSA [24] and the Diffie-Hellman [23] scheme.

However, compared with them, the alternative public key cryptosystems, like Elliptic Curve Cryptography [110], [111] or Pairing Based Cryptography [112] demonstrate much more irregularities in the scheduling of basic operations. Namely, a single iteration requires several modular additions, subtractions and multiplications.

Therefore, these cryptosystems are more computationally demanding and the efficient hardware architectures for both modular multiplication and addition/subtraction are equally important.

Contribution: In this effort we are going to demonstrate a novel, FPGA-optimized adder, highly applicable for the addition of very long integers. Major contributions of this chapter cover three different aspects and they are highlighted here:

- It provides a space exploration of the optimal design parameters for the fully combinational version of our adder.
- The proposed design provides the best results in terms of area • latency for 1024, 2048 and 4096-bit addition.
- Finally, this chapter presents, to the best of our knowledge the fastest and the most efficient, non-redundant, modular adder (possibly subtractor), based on the novel adder.


## The rest of this chapter is organized as follows:

In Section 3.2 we discuss previous work. Section 3.3 is devoted to the description of the proposed adder. Section 3.4 demonstrates the design rationale behind the parameters selection. Section 3.5 discusses and analyzes the results, finally we draw conclusions in Section 3.6.

### 3.2 Previous work

In order to build efficient hardware architectures for modular arithmetic, optimized for low latency, an addition for full size arguments has to be utilized rather than any iterative approach. The most promising, in that respect, is the carry save adder introduced in [113].

A result of addition in case of both aforementioned adders is represented in the form of two vectors: sums and carries. To obtain the final result, both vectors have to be added. This carry save addition is especially attractive if the last operation can be conducted once, at the end of a sequence of multiple consecutive additions in a carry save form. An example of application for such scenario is the Montgomery multiplication, introduced in [105]. The fastest to date, a Montgomery multiplication hardware architecture for ASIClike solutions (no special multiplication enhancing resources like DSP blocks) is based on carry save adders, as described in [109].
(a)


Figure 3.1: (a) General concept of the parallel prefix addition, (b) Brent-Kung adder, (c) Kogge-Stone adder. GP: $g_{i}=x_{i} \cdot y_{i}, p_{i}=x_{i} \oplus y_{i}$, S: $s_{i}=p_{i} \oplus c_{i}$,

$$
\text { ф: } g=g^{\prime \prime}+g^{\prime} \cdot p^{\prime \prime}, p=p^{\prime} \cdot p^{\prime \prime}
$$

However, in case of ECC algorithms where addition operations are interleaved with other operations, like multiplications [114], the direct usage of carry save form is very challenging.

A high-radix carry-save addition, and its application to the modular multiplication of large operands on Field-Programmable Gate Arrays (FPGAs), was introduced in [115]. The major advantage of the high radix carry save representation over the basic radix-2 form is the possibility of utilization of hardwired fast carry chain adders available in modern FPGA. Moreover the carries vector, in the high radix carry save form, is relatively sparse and the reconstruction of the final result can be simplified.

An alternative for the high radix carry save form could be one of the adders working on full size arguments: Carry Look-Ahead adder introduced in [116], or parallel prefix network adders, such as Brent-Kung adder [117], or Kogge-Stone adder [118]. All three of those addition algorithms consist of three operational phases: first, the generate and propagate flags are calculated (Fig.: 3.1 pt .1 ), then the projected carries are computed (Fig.: 3.1 pt . 2), and finally, the intermediate sums are added with the projected carries (Fig.: $3.1 \mathrm{pt}$.3 ).

The time complexity of the carry signal generation in Kogge-Stone adder is $\mathrm{O}(\log n)$. It is widely considered the fastest adder design possible. The Brent-Kung adder is expected to be slightly slower, but also a much cheaper alternative. A ripple carry adder, based on the hardwired fast carry chain, available in modern FPGA, has the best efficiency (area • latency) for relatively short arguments (less than 100-bits).

### 3.3 The adder

In this section we will demonstrate a hybrid high-radix carry save adder with the carry projection unit based on parallel prefix network. First of all, the hybrid adder is taking two arguments: $A$ and $B$, and it is computing in non-redundant form the result - $R$, and the output carry - cout.

This circuit can be described using two parameters: $n$ and $w$. They represent the size of arguments and the word size, respectively. The number of words in this case is denoted


Figure 3.2: Hybrid radix-2 ${ }^{w}$ carry save adder with the carry projection unit based on parallel prefix network (PPN). Design X - Design I is based on Kogge-Stone PPN and Design II is based on Brent-Kung PPN
as $N=\left\lceil\frac{n}{w}\right\rceil$.
The block diagram of our novel adder is shown in Fig. 3.2.
The words of $A$ and $B$ are added independently using the hardwired fast carry chain adders, available in modern FPGAs. The result of this operation is in radix $2^{w}$ carry save form, and it consists of a vector of sums $S=\{[s((N \cdot w-1), \ldots, s((N-1) \cdot w)], \ldots,[s(w-1) \ldots$ $s(0)]\}$, and sparse carry vector $C=\{c(N \cdot w),[0, \ldots, 0, c((N-1) \cdot w)], \ldots,[0, \ldots 0, c(w)],[0$, $0, \ldots, 0,0]\}$ (Fig. 3.2 pt. 1).

For the sake of the transition of the final result in the redundant form into the nonredundant form, several observations have to be made:

- the regular addition (ripple carry like) of both vectors, $S$ and $C$, results in a nonredundant form. This simple approach, although functionally correct, would not let us take any advantage of the sparsity of the vector $C$.
- The computation of the final result in a non-redundant form can be conducted by the iterative addition of corresponding words $c(i)$ and $s(i)$, from the least to the most significant side of both vectors.

An alternative solution for this problem is the utilization of a parallel prefix network.
First, the intermediate result have to be described by two sets of flags (Fig. 3.2 pt. 2):

- propagate flags, defined by:

$$
p(i)= \begin{cases}1, & \text { if } s(w \cdot(i+1)-1 \ldots w \cdot i)=(1 . .1)_{w}  \tag{3.1}\\ 0, & \text { otherwise }\end{cases}
$$

- generate flags (carries), defined by:

$$
g(i)= \begin{cases}1, & \text { if } c(w \cdot(i+1))=1  \tag{3.2}\\ 0, & \text { otherwise }\end{cases}
$$

where $w$ - word size, $N$ - number of words, and $i \in((N-1), \ldots, 0)$. Additionally, $p(N)=0$ and $g(N)=c(w \cdot N)$.

Once, all the propagate-generate signals are computed, a carry projection unit from either Kogge-Stone [118] (Fig.: 3.1 (c)) or Brent-Kung [117] (Fig.: 3.1 (b)) adder, namely, the parallel prefix network, can start the computations of the projected carries $P C=$ $p c(N), \ldots, p c(0)$ (Fig. 3.2 pt. 3).

These carries are eventually added with the corresponding words from the vector of sums (Fig. 3.2 pt. 4). This last chain of independent adders works without carries out and the concatenation of all partial, final results from them, constitutes the final output $R$.

The hybrid high-radix carry save and parallel prefix network adder will be called Design I or II based on the carry projection unit derived from either Kogge-Stone or Brent-Kung adder, respectively.

The total delay $t_{A}$ of the adder is a sum of the delays of three building layers:

- flag generation, a delay of a comparator - $t_{G}$,
- carry projection unit, delay of the parallel prefix network $-t_{P}$,
- projected carry addition, delay of a ripple carry adder - $t_{C}$.

Therefore, the theoretical latency formula for the hybrid adder:

$$
\begin{equation*}
t_{A} \approx t_{G}+t_{P}+t_{C} \tag{3.3}
\end{equation*}
$$

The formula 3.3 is going to be clarified, once we investigate how the generation of both flags generation is implemented in modern FPGA devices (Fig. 3.3). The comparison with


Figure 3.3: Implementation of the generate/propagate logic using fast carry chains and LUTs of Xilinx FPGAs
all ones is somehow special, and is very different than comparisons with any other numbers. An example of the case with $w=4$-bit, shown for Xilinx FPGAs, in Fig. 3.3, provides explanations.

Only when you do the subtraction $s-1111_{b}$ for unsigned numbers, then carry (the going out of range flag) is equal to 0 only if $s-1111_{b} \geq 0$, which is equivalent to $s-1111_{b}=0$, and thus, $s=1111_{b}$.

Therefore, in order to evaluate if certain word has propagate property, we can simply do a subtraction using fast carry chains, and look at the carry flag. Due to the fact, that the computation of the subtraction from the bottom part of Fig. 3.3 can be started once the least significant bit of the upper part addition is completed, the flag generation time, $t_{G}$ is almost the same as the time of a single addition of $w$-bit words, at least for relatively large values of $w$.

The actual value of a latency of a ripple carry adder depends on the selection of the word size $w$. On the other hand, the numerical value of a latency of parallel prefix network is related to the number of words $N$.

The selection of the optimal, in terms of latency, word size $w$, seems to be very FPGA


Figure 3.4: Modular adder based introduced in [20]
device dependent:

- the optimal word size is associated with the fast carry chain delay for a given length of operands $w$,
- the parallel prefix network delay is related to the structure of a basic FPGA logic cell, and in particula to the delay of a single look-up table.


## Modular adder

In general our modular adder is an extension of the concept of an adder-based operator demonstrated in [20] (Fig. 1c). Fig. 3.4 (a) summarizes this concept. In order to compute a final result of the $n$-bit modular addition $(R=A+B(\bmod P))$, two intermediate values have to be computed: a result of the addition $A+B$, and a result of $A+B-P$.

Equation 3.4 demonstrates how to select the final result among both intermediate values.

$$
R= \begin{cases}A+B-P, & \text { if } A+B \geq 2^{n} \vee A+B-P \geq 0  \tag{3.4}\\ A+B, & \text { otherwise }\end{cases}
$$



Figure 3.5: Modular adder based on the hybrid adder

Both additions in Fig. 3.4 pt. 1 and 2 can be implemented using any type of nonredundant adder: ripple carry, Kogge-Stone, Brent-Kung, and many others. The biggest advantage of the utilization of the hybrid adder in such application is the fact that the computations of the second addition can be started just after the very first phase, the high radix carry save addition, of the $A+B$ addition has been completed (Fig. 3.5). The computations of next two phases can be conducted in parallel. Once the condition for the select signal for the output multiplexer is completed, it is possible to determine which path is going to contribute to the final result of the modular addition.

Taking into account that the flag generation is conducted along with high-radix carry save addition the latency formula of the entire circuit can be approximated as

$$
\begin{equation*}
t_{A} \approx 2 \cdot t_{G}+t_{P}+t_{C} . \tag{3.5}
\end{equation*}
$$



Figure 3.6: Test circuit for addition and modular addition

### 3.4 Parameters selection

In order to select the optimal parameters: word size $-w$, and the corresponding number of words $N$, for a given size of arguments, a simple experiment, specific to a given FPGA device, has to be conducted.

First of all, due to the fact that that our hybrid adder bridges the gap between two different type of adders: ripple carry and the parallel prefix adder, we have to find the latency characteristics of these basic adders, for different argument sizes.

Concerning two facts: limited number of pins and the delay of I/O blocks influence on the latency of any combinational circuit, we propose to use a test circuit, presented in Fig. 3.6. This figure demonstrates the combinational adder (Fig. 3.6 pt . 2) surrounded by buffers: serial input parallel output (SIPO) for the input arguments, output register (Fig. $3.6 \mathrm{pt}$. 3) and parallel input serial output (PISO) for the result of the addition (Fig. 3.6 pt . 4). Thanks to such a configuration, the critical path is ensured to be in the adder circuit itself. Moreover, in case of modular addition an extra buffer for the modulus is needed (Fig. $3.6 \mathrm{pt} .1)$.

Since the hybrid adder described in Section 3.3 consists of ripple carry adder and the basic elements of parallel prefix network adders, then the analysis of the latency of those

Table 3.1: Latency of the three major addition techniques as a function of the size of arguments

| size | Ripple Carry | Kogge-Stone | Brent-Kung |
| :---: | :---: | :---: | :---: |
|  | $t_{R C A}$ [ns] | $t_{K S}$ [ns] | $t_{B K}[\mathbf{n s}]$ |
| Altera Cyclone III (ep3c120f780c7) |  |  |  |
| 4 | 4.00 | 4.00 | 4.00 |
| 8 | 4.00 | 4.00 | 4.00 |
| 16 | 4.00 | 4.00 | 4.00 |
| 32 | 4.00 | 4.00 | 4.73 |
| 64 | 5.29 | 5.01 | 5.57 |
| 128 | 9.09 | 6.09 | 6.45 |
| 256 | 16.43 | 7.52 | 8.20 |
| 512 | 31.28 | 9.26 | 10.07 |
| 1024 | N/A ${ }^{1}$ | 10.67 | 12.32 |
| Altera Stratix III (ep3sl150f1152c2) |  |  |  |
| 4 | 1.37 | 1.37 | 1.37 |
| 8 | 1.37 | 1.49 | 1.50 |
| 16 | 1.37 | 1.86 | 1.95 |
| 32 | 1.94 | 2.26 | 2.07 |
| 64 | 2.86 | 2.84 | 2.77 |
| 128 | 5.01 | 3.56 | 3.25 |
| 256 | 9.09 | 4.21 | 4.02 |
| 512 | 15.54 | 5.02 | 4.69 |
| 1024 | $\mathrm{N} / \mathrm{A}^{1}$ | 5.90 | 5.52 |
| Xilinx Spartan 6 (xc6slx150fgg900-3) |  |  |  |
| 4 | 1.77 | 1.91 | 1.91 |
| 8 | 2.11 | 2.79 | 2.63 |
| 16 | 2.49 | 3.12 | 3.36 |
| 32 | 2.57 | 4.13 | 4.03 |
| 64 | 3.45 | 5.39 | 4.64 |
| 128 | 4.83 | 6.53 | 6.08 |
| 256 | 7.48 | 7.61 | 6.90 |
| 512 | N/A ${ }^{1}$ | 9.80 | 8.25 |
| 1024 | $\mathrm{N} / \mathrm{A}^{1}$ |  | 10.35 |
| Xilinx Virtex 5 (xc5vlx155tff1738-3) |  |  |  |
| 4 | 1.10 | 1.14 | 1.15 |
| 8 | 1.64 | 1.70 | 1.57 |
| 16 | 1.80 | 2.13 | 2.14 |
| 32 | 2.16 | 2.95 | 2.68 |
| 64 | 2.85 | 3.29 | 3.20 |
| 128 | 4.16 | 4.20 | 3.89 |
| 256 | 6.91 | 5.05 | 5.66 |
| 512 | 14.13 | 6.22 | 7.40 |
| 1024 | 28.20 | 7.79 | 8.20 |
| ${ }^{1}$ did not fit |  |  |  |

Table 3.2: Parameters exploration for the 1024-bit addition

| $(w, N)$ | latency | area | latency - area |
| :---: | :---: | :---: | :---: |
| Altera Cyclone III (ep3c120f780c7) |  |  |  |
|  | [ ns ] | [LE] | [ns • LE] |
| Design I (8, 128) | 10.67 | 4943 | 52.7 |
| Design I (16, 64) | 10.63 | 3977 | 42.3 |
| Design I (32, 32) | 12.18 | 3897 | 47.5 |
| Design I ( 64,16 ) | 15.34 | 3904 | 59.9 |
| Design II (8, 128) | 14.39 | 3722 | 53.6 |
| Design II (16, 64) | 12.49 | 3565 | 44.5 |
| Design II (32, 32) | 13.50 | 3862 | 52.1 |
| Design II (64, 16) | 17.79 | 3901 | 69.4 |
| Altera Stratix III (ep3sl150f1152c2) |  |  |  |
|  | [ ns ] | [ALUT] | [ns • ALUT] |
| Design I (8, 128) | 6.54 | 3766 | 24.6 |
| Design I (16, 64) | 6.42 | 3018 | 19.3 |
| Design I ( 32,32 ) | 7.17 | 2586 | 18.5 |
| Design I ( 64,16 ) | 8.35 | 2328 | 19.4 |
| Design II (8, 128) | 6.15 | 2711 | 16.7 |
| Design II (16, 64) | 6.14 | 2510 | 15.4 |
| Design II ( 32,32 ) | 7.12 | 2377 | 16.9 |
| Design II (64, 16) | 8.48 | 2268 | 19.2 |
| Xilinx Spartan 6 (xc6slx150fgg900-3) |  |  |  |
|  | [ ns ] | [slice] | [ns • slice] |
| Design I (8, 128) | 12.77 | 1893 | 24.2 |
| Design I (16, 64) | 12.66 | 1304 | 16.5 |
| Design I ( 32,32 ) | 12.89 | 1187 | 15.3 |
| Design I $(64,16)$ | 12.92 | 1091 | 14.1 |
| Design II $(8,128)$ | 13.58 | 1456 | 19.8 |
| Design II (16, 64) | 14.27 | 1173 | 16.7 |
| Design II (32, 32) | 13.45 | 1188 | 16.0 |
| Design II (64, 16) | 14.49 | 1090 | 15.8 |
| Xilinx Virtex 5 (xc5vlx155tff1738-3) |  |  |  |
|  | [ ns ] | [slice] | [ns • slice] |
| Design I (8, 128) | 9.91 | 1655 | 16.4 |
| Design I (16, 64) | 10.12 | 1358 | 13.7 |
| Design I (32, 32) | 9.79 | 1139 | 11.2 |
| Design I ( 64,16 ) | 9.90 | 1084 | 10.7 |
| Design II (8, 128) | 12.02 | 1366 | 16.4 |
| Design II (16, 64) | 10.96 | 1169 | 12.8 |
| Design II (32, 32) | 9.81 | 1169 | 11.5 |
| Design II (64, 16) | 12.90 | 1159 | 15.0 |

Table 3.3: Parameters exploration for the 1024-bit modular addition

| $(w, N)$ | latency | area | latency - area |
| :---: | :---: | :---: | :---: |
| Altera Cyclone III (ep3c120f780c7) |  |  |  |
|  | [ns] | [LE] | [ $\mathrm{ns} \cdot \mathrm{LE}$ ] |
| Design I (8, 128) | 15.91 | 10253 | 163.1 |
| Design I (16, 64) | 15.87 | 8324 | 132.1 |
| Design I (32, 32) | 18.67 | 7596 | 141.8 |
| Design I (64, 16) | 22.80 | 7362 | 167.9 |
| Design II (8, 128) | 16.93 | 8700 | 147.3 |
| Design II (16, 64) | 16.93 | 7464 | 126.4 |
| Design II (32, 32) | 19.22 | 7250 | 139.3 |
| Design II (64, 16) | 23.61 | 7104 | 167.7 |
| Altera Stratix III (ep3sl150f1152c2) |  |  |  |
|  | [ns] | [ALUT] | [ns • ALUT] |
| Design I (8, 128) | 9.75 | 6655 | 64.9 |
| Design I (16, 64) | 9.71 | 4916 | 47.7 |
| Design I (32, 32) | 10.37 | 4106 | 42.6 |
| Design I (64, 16) | 13.17 | 3672 | 48.4 |
| Design II (8, 128) | 9.87 | 4666 | 46.1 |
| Design II (16, 64) | 9.80 | 4122 | 40.4 |
| Design II ( 32,32 ) | 10.38 | 3790 | 39.3 |
| Design II (64, 16) | 12.91 | 3509 | 45.3 |
| Xilinx Spartan 6 (xc6slx150fgg900-3) |  |  |  |
|  | [ns] | [slice] | [ns • slice] |
| Design I ( 8,128 ) | 16.51 | 2742 | 45.3 |
| Design I (16, 64) | 23.73 | 1889 | 44.8 |
| Design I (32, 32) | 16.10 | 1794 | 28.9 |
| Design I (64, 16) | 17.83 | 1515 | 27.0 |
| Design II (8, 128) | 19.15 | 2761 | 52.9 |
| Design II (16, 64) | 17.80 | 1853 | 33.0 |
| Design II $(32,32)$ | 17.99 | 1573 | 28.3 |
| Design II (64, 16) | 19.34 | 1489 | 28.8 |
| Xilinx Virtex 5 (xc5vlx155tff1738-3) |  |  |  |
|  | [ ns ] | [slice] | [ns • slice] |
| Design I ( 8,128 ) | 11.44 | 2932 | 33.5 |
| Design I (16, 64) | 11.39 | 2037 | 23.2 |
| Design I (32, 32) | 11.07 | 2075 | 23.0 |
| Design I (64, 16) | 11.61 | 1803 | 20.9 |
| Design II (8, 128) | 14.38 | 2579 | 37.1 |
| Design II (16, 64) | 13.18 | 1580 | 20.8 |
| Design II (32, 32) | 13.81 | 1807 | 25.0 |
| Design II (64, 16) | 13.63 | 1696 | 23.1 |

adders have to be conducted.
All aforementioned adders have been plugged into our test circuit. Finally, they were implemented on two high performance FPGA devices: 65 nm Altera Stratix III and Xilinx Virtex 5, and two low cost 65 nm Altera Cyclone III and 45nm Xilinx Spartan 6. All architectures have been modeled in VHDL-93, then synthesized, placed and routed using Xilinx ISE 13.1 and Altera Quartus II 11.1 for Xilinx and Altera FPGAs, respectively.

Maximum clock frequencies have been determined using static timing analysis tools provided as a part of the respective software packages (quartus_sta for Altera and trace for Xilinx).

The generation of a large number of results was facilitated by an open source benchmarking environment, called ATHENa (Automated Tool for Hardware EvaluatioN), developed at George Mason University [38].

Based on the results collected in Tab. 3.1, the ripple carry addition seems to be the best choice, in terms of latency, for argument's sizes: up to 32 -bits and 64 -bits for Altera and Xilinx devices, respectively. However, in the case of addition for arguments in the range of 1024-bit arguments, very often the FPGA tools are not even able to complete the placement and routing successfully.

For such big precision of arguments the parallel prefix network-based adders were significantly outperforming ripple carry adder. Surprisingly, in case of the selected FPGA devices, the Kogge-Stone adder is not always faster than the Brent-Kung adder. In fact, the Kogge-Stone adder, only in case of Altera Cyclone III, is clearly superior to the BrentKung adder. For all other selected devices, both parallel prefix network-based adders report implementation result differences within $10 \%$ range. The Brent-Kung adder has a marginal advantage in Xilinx Spartax 6 and Altera Stratix III and the Kogge-Stone is slightly faster on Xilinx Virtex 5. This surprising outcome was a result of much higher routing delays in the case of Kogge-Stone addition.

Tables 3.2 and 3.3 summarize the result of practical search for optimal values of the word size $w$ for 1024-bit addition and modular addition, respectively.

### 3.5 Results discussion

In this section, we present a comparison between the implementation results of two proposed hardware architectures, called Design I and II, and two, the best in terms of latency, classical adders: Kogge-Stone and Brent-Kung.

Table 3.4 and 3.5 summarizes the results collected after the Place-and-Route and Fitter, for addition and modular addition, respectively. All aforementioned designs were compared in terms of latency, the area utilization, and the latency • area product using four modern FPGA devices:

## - Optimal choice of parameters

in case of actual hardware implementations in Altera devices both novel designs have consistently achieved their best results, when the word size $w$ was equal to 16 bits. Majority of the best reported results in Xilinx Virtex-5 were achieved when the word size was $w=32$-bits. The only exception was the case of modular adder based on Design II, where $w=16$ appeared to be optimal. For Spartan 6, the optimal value of $w$ was either 16 or 32 depending on the operation type: addition vs. modular addition and the design type: Design I vs. Design II.

## - Classical adders vs. novel designs.

For simple addition, both classical designs are very difficult to beat in terms of latency across all the selected FPGA devices. Based on Table 3.4, we can also observe that in terms of latency, there is no clear winner. In terms of latency, both novel designs demonstrate better relative results for bigger operand sizes. In terms of latency and latency - area product Design I is consistently better than classical adder for low-cost FPGA devices: Cyclone III and Spartan 6. For Virtex 5 Design I is better in terms of latency for $\mathrm{n}=2048$ and $\mathrm{n}=4096$, and consistently better in terms of the latency - area product. For Stratix III, the only advantage appears to be in terms of the product latency • area, and only for Design II.

Table 3.4: Implementation results for combinational versions of selected adders in the $1024-4096$-bit range. $\Delta$ latency, $\Delta$ area, $\Delta$ latency • area - relative change in comparison to the best of the two classical designs in terms of latency, area and latency - area product, respectively.

| size | adder ( $w, N$ ) | latency | area | latency - area | $\Delta$ latency | $\Delta$ area | $\Delta$ latency - area |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | [ns] | [LE / ALUT /slice] | [ns $\cdot$ slices $\cdot 10^{3}$ ] | [\%] | [\%] | [\%] |
| Altera Cyclone III (ep3c120f780c7) |  |  |  |  |  |  |  |
| 1024 | Kogge-Stone | 10.67 | 18287 | 195.1 | - | - | - |
|  | Brent-Kung | 12.32 | 5169 | 63.7 | - | - | - |
|  | Design I (16, 64) | 10.63 | 3977 | 42.3 | -0.4 | -23.1 | -33.6 |
|  | Design II $(16,64)$ | 12.49 | 3565 | 44.5 | +17.5 | -31.0 | -30.1 |
| 2048 | Kogge-Stone | 14.33 | 45618 | 653.8 | - | - | - |
|  | Brent-Kung | 14.46 | 10415 | 150.6 | - | - | - |
|  | Design I (16, 128) | 12.22 | 8239 | 100.7 | -14.7 | -20.9 | -33.2 |
|  | Design II (16, 128) | 13.84 | 7121 | 98.6 | -3.4 | -31.6 | -26.3 |
| 4096 | Kogge-Stone | N/A | N/A | N/A | N/A | N/A | N/A |
|  | Brent-Kung | 18.55 | 20986 | 389.4 | - | - | - |
|  | Design I (16, 256) | 14.59 | 17095 | 249.4 | -21.4 | -18.5 | -35.9 |
|  | Design II (16, 256) | 16.56 | 15591 | 258.2 | -10.7 | -25.7 | -33.7 |
| Altera Stratix III (ep3sl150f1152c2) |  |  |  |  |  |  |  |
| 1024 | Kogge-Stone | 5.90 | 17238 | 101.7 | - | - | - |
|  | Brent-Kung | 5.52 | 3091 | 17.1 | - | - | - |
|  | Design I (16, 64) | 6.42 | 3018 | 19.4 | +16.2 | -2.4 | +13.5 |
|  | Design II (16, 64) | 6.14 | 2510 | 15.4 | +11.2 | -18.8 | -9.7 |
| 2048 | Kogge-Stone | 7.38 | 39188 | 289.1 | - | - | - |
|  | Brent-Kung | 6.34 | 6299 | 39.9 | - | - | - |
|  | Design I (16, 128) | 7.32 | 6361 | 46.6 | +15.4 | $+1.0$ | +16.6 |
|  | Design II (16, 128) | 6.72 | 5054 | 34.0 | $+6.0$ | -19.8 | -15.0 |
| 4096 | Kogge-Stone | 9.77 | 88328 | 862.8 | - | - | - |
|  | Brent-Kung | 7.39 | 12813 | 94.7 | - | - | - |
|  | Design I (16, 256) | 8.31 | 13420 | 111.5 | +12.4 | $+4.7$ | +17.7 |
|  | Design II (16, 256) | 8.02 | 10130 | 81.3 | +8.5 | -20.9 | -14.2 |
| Xilinx Spartan 6 (xc6slx150fgg900-3) |  |  |  |  |  |  |  |
| 1024 | Kogge-Stone | 17.84 | 4511 | 80.5 | - | - | - |
|  | Brent-Kung | 12.71 | 1898 | 24.1 | - | - | - |
|  | Design I (16, 64) | 12.66 | 1304 | 16.5 | -0.4 | -31.3 | -31.6 |
|  | Design II (32, 32) | 13.45 | 1188 | 16.0 | $+5.7$ | -37.4 | -33.8 |
| 2048 | Kogge-Stone | 25.51 | 10780 | 275.0 | - | - | - |
|  | Brent-Kung | 15.55 | 3703 | 57.6 | - | - | - |
|  | Design I (16, 128) | 14.78 | 2548 | 37.7 | -5.0 | -31.2 | -34.6 |
|  | Design II (32, 64) | 15.45 | 2297 | 35.5 | -0.6 | -38.0 | -38.4 |
| 4096 | Kogge-Stone | 31.40 | 21097 | 662.3 | - | - | - |
|  | Brent-Kung | 21.57 | 5258 | 113.4 | - | - | - |
|  | Design I (64, 64) | 17.96 | 4193 | 75.3 | -16.8 | -20.3 | -33.6 |
|  | Design II (16, 256) | 19.32 | 4311 | 83.3 | -10.4 | -18.0 | -26.6 |
| Xilinx Virtex 5 (xc5vlx155tff1738-3) |  |  |  |  |  |  |  |
| 1024 | Kogge-Stone | 7.79 | 4476 | 34.9 | - | - | - |
|  | Brent-Kung | 8.20 | 1988 | 22.4 | - | - | - |
|  | Design I (32, 32) | 9.79 | 1100 | 10.8 | +25.7 | -44.7 | -52.0 |
|  | Design II (32, 32) | 9.81 | 1169 | 11.5 | +25.9 | -41.2 | -48.9 |
| 2048 | Kogge-Stone | 18.05 | 9699 | 175.1 | - | - | - |
|  | Brent-Kung | 10.98 | 3545 | 38.9 | - | - | - |
|  | Design I (32, 64) | 9.93 | 2707 | 26.9 | -9.5 | -23.6 | -30.9 |
|  | Design II (32, 64) | 11.77 | 2046 | 24.1 | +7.3 | -42.3 | -38.1 |
| 4096 | Kogge-Stone | 25.55 | 19677 | 502.7 | - | - | - |
|  | Brent-Kung | 13.08 | 5099 | 66.7 | - | - | - |
|  | Design I (32, 128) | 12.71 | 4696 | 59.7 | -2.8 | -7.9 | -10.5 |
|  | Design II (32, 128) | 13.34 | 3749 | 50.0 | $+2.0$ | -26.4 | -25.0 |

Table 3.5: Implementation results for the 1024-bit modular addition. $\Delta$ latency, $\Delta$ area, $\Delta$ latency - area - relative change in comparison to the either one of two classical designs in terms of latency, area and latency • area product, respectively.

| adder ( $w, N$ ) | latency | area | latency-area | $\Delta$ latency | $\Delta$ area | $\begin{aligned} & \Delta \text { latency } \\ & \text { area } \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [ns] | [LE /ALUT /Slice] | [ns-LE /ALUT /Slice] $10^{3}$ | [\%] | [\%] | [\%] |
| Altera Cyclone III (ep3c120f780c7) |  |  |  |  |  |  |
| Kogge-Stone | 31.76 | 42583 | 1352.3 | - | - | - |
| Brent-Kung | 23.75 | 11356 | 269.6 | - | - | - |
| Design I (16, 64) | 17.54 | 8474 | 148.6 | -26.1 | -25.4 | -44.9 |
| Design II ( 16,64 ) | 18.72 | 7699 | 144.1 | -21.1 | -32.3 | -46.6 |
| Altera Stratix III (ep3sl150f1152c2) |  |  |  |  |  |  |
| Kogge-Stone | 14.37 | 30595 | 439.5 | - | - | - |
| Brent-Kung | 11.43 | 9949 | 113.7 | - | - | - |
| Design I (16, 64) | 9.71 | 4916 | 47.7 | -15.0 | -50.6 | -58.0 |
| Design II ( 16,64 ) | 9.80 | 4122 | 40.4 | -14.2 | -58.6 | -64.5 |
| Xilinx Spartan 6 (xc6slx150fgg900-3) |  |  |  |  |  |  |
| Kogge-Stone | 35.68 | 9019 | 321.8 | - | - | - |
| Brent-Kung | 39.90 | 3850 | 153.6 | - | - | - |
| Design I (32, 32) | 16.10 | 1794 | 28.9 | -59.7 | -53.4 | -81.2 |
| Design II ( 16,64 ) | 17.80 | 1853 | 33.0 | -55.4 | -51.9 | -78.5 |
| Xilinx Virtex 5 ( xc5vlx155tff1738-3) |  |  |  |  |  |  |
| Kogge-Stone | 41.26 | 7903 | 326.1 | - | - | - |
| Brent-Kung | 20.87 | 3167 | 66.1 | - | - | - |
| Design I (32, 32) | 11.07 | 2075 | 23.0 | -47.0 | -34.5 | -65.3 |
| Design II ( 16,64 ) | 13.18 | 1580 | 20.8 | -36.8 | -50.1 | -68.5 |

- Classical modular adders vs. novel designs.

As shown in Table 3.5 for the modular addition, both Design I and Design II significantly outperform both classical designs in terms of all three performance meassures. As a result of the relatively high area utilization in case of Kogge-Stone and BrentKung designs, Table 3.5 is restricted to the case of $n=1024$-bits only.

### 3.6 Conclusion

In this chapter, we have demonstrated a novel, low latency, hybrid adder based on the high-radix carry save addition and the parallel prefix network. Two different designs based on the Kogge-Stone and Brent-Kung adders, respectively, were implemented, investigated and eventually compared with their well known predecessors.

First, we have conducted an analysis for the choice of the optimal set of parameters for the proposed designs for four different FPGA families. In general, for the optimal set of parameters out best design outperforms the best classical design in terms of the prodct of
latency • area for all four investigated families. Due to this fact the latency • area, for the selected argument sizes, is always improved in comparison to the selected benchmarks.

Moreover, our hybrid high-radix carry save adders with carry projection unit based on parallel prefix network have been applied to the classical design of the modular addition circuit. The implementation results on modern FPGA devices have revealed that latency, area and latency latency • area, for Altera devices, have been improved on average 15, 40 and 55 percent, respectively. In case of Xilinx devices these average improvements amounted to 50,45 and 70 percent, respectively.

Finally, we believe that, in order to improve the addition for a thousand bits and more in modern FPGA devices, some changes in their internal structure could have been incorporated by vendors themselves. For example, a limited number of the parallel prefix networks (of the size either 16,32 or 64 -bit) could be added. Similarly to DSP units, these carry projection units based on parallel prefix networks could be configured to operate in either combinational or pipelined mode.

For the future work we are going to investigate the application of the aforementioned concept to the high level applications like coprocessors supporting computations of cryptographic schemes based on elliptic curve and pairing transformations over primes fields.

# Chapter 4: Hardware architectures for modular arithmetic based on the use of Solinas numbers and heterogenous FPGA devices 


#### Abstract

In this chapter, we demonstrate novel hardware architectures for high speed modular arithmetic based on the use of the Solinas primes and DSP units of modern FPGAs. Our goal is to show that combining the Barrett algorithm, the Booth recoding, and the high-radix carry save representation of arguments enables very efficient, parallel modular arithmetic, optimized for this important class of prime numbers.
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### 4.1 Introduction and motivations

A well known shortcut for modular multiplication modulo a Mersenne number ( $2^{k}-1$ ), which amounts to performing modular reduction without integer division, has been generalized by the National Security Agency (NSA) researcher - Jerome A. Solinas in [119]. In this work he discussed numbers of the following form $2^{a} \pm 2^{b} \pm 2^{c} \pm 1$, and $\operatorname{gcd}(a, b, c)=$ word_size, and word_size $=16,32,64$. In [119] Solinas has also demonstrated a corresponding reduction method, based on a few additions and subtractions. A big class of Solinas prime numbers
and their efficient arithmetic have been widely accepted and recommended for the NIST standard - Elliptic Curve Digital Signature Algorithm (ECDSA) [120].

The aforementioned technique is not applicable for all Solinas primes, in particular for those primes, which are recommended for the higher security levels of pairing transformations (e.g. Solinas primes from [121] (section 7.2) or [37]).

In this chapter, we are going to demonstrate new hardware architectures for modular addition, multi-operand addition, multiplication and reduction, optimized for the use of Solinas primes.

## The rest of this chapter is organized as follows:

In Section 4.2 we discuss relevant previous work in the area of modular multiplication (the addition architectures has been discussed in the previous chapter). Section 4.3 is devoted to the discussion of the hardware architectures for Solinas primes. Finally, in Section 4.4 we conclude our work.

### 4.2 Previous work

In 1985 Montgomery proposed modular multiplication without trial division [105]. A novel number representation and a novel basic arithmetic operation were named after his name numbers in the Montgomery domain and the modular Montgomery multiplication, respectively. It enables the multiplication and reduction to be conducted in parallel.

In 1999 Tenca et al. [106] proposed the first scalable architecture for Montgomery Multiplication. Harris et al. in [107] and Huang et al. in [122] have improved this design in terms of latency and latency - area by a factor of two.

Further improvement of the aforementioned architectures was possible when higher radixes were introduced. They were demonstrated for the Tenca et al., Harris et al. and Huang et al. designs in [123], [124] and [122], respectively.

Kaihara et al. in [125] proposed the BiPartite multiplication, a concept which enables parallel execution of the Montgomery and Interleaved multiplication. Öksüzoğlu et al. in
[126] reported DSP-based architecture for low-cost devices.
The TriPartite algorithm in [127] effectively integrates three different existing algorithms, a classical modular multiplication based on Barrett reduction [128], the modular multiplication with Montgomery reduction and the Karatsuba multiplication [129] algorithms in order to reduce the computational complexity and increase the potential of parallel processing.

Hardware architectures of modular arithmetic for parallel computing were demonstrated using Residue Number System in [130] and Spectral Modular Arithmetic in [131] and [132].

Long integers can be multiplied modulo Solinas primes using the aforementioned Montgomery arithmetic, in particular using, so called, quotient pipelining technique proposed by Orup [133].

The Orup's method has been been adapted by Suzuki in [134] and [135] to the DSP block available in Xilinx Virtex-4 and Virtex-5, respectively. To the best of our knowledge, Suzuki's hardware architecture is the fastest to date FPGA implementation of the Montgomery multiplication. Due to the internal dependencies in Orup algorithm ([134] Tab. 2), the computations of the consecutive words of the final result is separated by the interval of two clock cycles. Thus, the latency formula in case of Orup algorithm converges to $2 \cdot N$, where $N$ denotes the number of words representing arguments.

An alternative solution is to separate both basic operations: the multiplication and reduction, and conduct the optimization on them separately. In such approach it is possible to introduce basic, two-stage pipelining into multiplication-reduction computations.

In case of the multiplication, several improvements have been analyzed in the past by Karatsuba et al.[129], Toom [136], Schönhage and Strassen [137] and recently Fürer [138]. All four aforementioned methods would require large amount of DSP units, thus we are going to use simpler, conceptually slower, yet powerful, grid (also called box) multiplication method. The latency formula in case of grid multiplication converges to $N$.

In case of the reduction, for a random prime number, the complexity of the classical Barrett reduction [128] is equivalent to the complexity of the multiplication method.

However for the meticulously selected Solinas primes this algorithm might be simplified to few additions and subtractions. The optimization of the Barrett reduction for Solinas primes is going to be beneficial for the scheduling of scenarios where pipelining technique can not be utilized (e.g. an exponentiation enforces the date dependency in consecutive multiplications).

A brief overview of hardware architectures for modular arithmetic is provided in table
4.1.

Table 4.1: General Purpose Modular Multiplication/Inversion architectures for GF(p)

| Algorithm | Radix-2 | Higher Radix | Scalability |
| :---: | :---: | :---: | :---: |
| Montgomery Multiplication |  |  |  |
| Binary Arithmetic |  |  |  |
| Tenca and Koç | [106] | [123] | yes |
| Harris et al. | [107] | [124] | yes |
| Huang et al. | [122] | [122] | yes |
| Michalski and Buell |  | [139] | yes |
| McIvor et al. | [109] |  | no |
| Suzuki |  | [134] | yes |
| Öksüzoğlu and Savaş |  | [126] | yes |
| Residue Numbers Systems Arithmetic |  |  |  |
| Kawamura | NA | [130] | no |
| Bajard et al. | NA | [140], [141] | no |
| Spectral Modular Arithmetic |  |  |  |
| Saldamlı and Koç |  | [131], [142] | no |
| Baktır et al. |  | [132] | no |
| Interleaved Multiplication-Reduction |  |  |  |
| Amanor | [143] |  | yes |
| AbdelFattah et al. | [144] |  | no |
| Mixed Montgomery-Interleaved Multiplication |  |  |  |
| Kaihara and Takagi | [125], [145] | [125], [145] | yes |
| Sakayama et al. |  | [127] | no |



Figure 4.1: Modular adder/subtractor - high level block diagram


Figure 4.2: Pipelined high-radix carry save modular adder/subtractor

### 4.3 Architectures for the Solinas primes

### 4.3.1 Modular adder/subtractor

In general our modular adder/subtractor is an extension (Fig. 4.1) of the concept of adderbased operator demonstrated for instance in [20] (Fig. 1c). It is demonstrated in Fig. 4.2 and it supports both modular addition or subtraction (argument B has to be transformed into one's complement form and ' 1 ' has to be added to the least significant word Fig. 4.2 pt. 1).

Both $A$ and $B$ as well as modulus $p$ and its two's complement value $i p$ are split into $N$ $w$-bits words. First, $A$ and $B$ are added (or subtracted) and the intermediate result, in $2^{w}$ radix carry save form, is computed.

Those intermediate results must be stored into registers (Fig. 4.2 pt. 2). Next in line is the addition of this partial result with either modulus or its two's complement value for subtraction and addition, respectively (Fig. 4.2 pt. 4), and again the intermediate results (vector of sums and carries) of this operation are stored into registers (Fig. 4.2 pt. 5).

Both intermediate results, represented as vectors of sums and carries, have additional sets of flags. The first and the second intermediate results produce $\{f p(n-1), \ldots, f p(0)\}$, $\{f g(n-1), \ldots, f g(0)\}$ (Fig. 4.2 pt. 3) and $\{s p(n-1), \ldots, s p(0)\},\{s g(n-1), \ldots, s g(0)\}$ (Fig. $4.2 \mathrm{pt} .6)$, respectively.

The flag $f p(i)$ is set when i-th word of the first intermediate result consists of all ones (Eq. 3.2). The flag $f g(i)$ is set when the carryout from the i-th block of the first intermediate result is equal to one. The definition of flags: $\mathrm{sp}(\mathrm{i}), \mathrm{sg}(\mathrm{i})$ is identical except that they concern second intermediate result. Those flags are going to two separate carry projection units (Fig. 4.2 pt. 7 and 8), which are described in the next subsection.

A single carry projection unit computes the projected carries within a deterministic number of clock cycles. In order to increase the performance of the whole modular adder additional chains of registers were added (Fig. 4.2 pt. 9 and 10), making this circuit fully
pipelined. The number of modular additions possible to perform at the same time for a given security level are summarized in Table 5.6.

Finally, both carry projection units compute vectors of projected carries and also determine which intermediate result will be selected as the final result. In order to do that, we need to investigate two separate cases for the addition (Eq. 4.1) and subtraction (Eq. 4.2).

- $R=A+B(\bmod P)$

$$
R= \begin{cases}A+B-P, & \text { if } A+B \geq 2^{k} \vee A+B-P \geq 0  \tag{4.1}\\ A+B, & \text { otherwise }\end{cases}
$$

- $R=A-B(\bmod P)$

$$
R= \begin{cases}A-B+P, & \text { if } A-B<0  \tag{4.2}\\ A-B, & \text { otherwise }\end{cases}
$$

In case of the addition, the conditions $\left(A+B \geq 2^{k}\right)$ or $(A+B-P \geq 0)$ corresponds to the values of $\operatorname{fpc}(N)$ and $\operatorname{spc}(N)$ (the most significant carries computed in the carry projection units), respectively. If any of these conditions happens the value of $A+B-P$ has to be selected, otherwise the value $A+B$ is correct. On the other hand, when the subtraction is conducted, we have to check only if the first intermediate result is negative or positive. Thus, evaluation of the flag $f p c(N)$ is sufficient for the determination which value, $A-B+P$ or $A-B$, should be chosen.

Based on the aforementioned conditions, the signal sel (Fig. 4.2 pt. 13) selects one of the partial results for the final addition with projected carries, and the final result (Fig. 4.2 pt. 11 and 12) is obtained.


Figure 4.3: High-radix carry save multi-operand adder

### 4.3.2 Mixed radix multi-operand addition

The multi-operand addition can also benefit from the aforementioned hybrid adder. In Fig. 4.3 we have presented an example of an addition of eight 32 -bits arguments, but this concept can be easily extended to the larger number of arguments and the wider operands as well. This adder works in two operational phases:

- The reduction of the number of arguments phase (upper part of Fig. 4.3). It is completed when all eight arguments: $A, \ldots, H$ (Fig. 4.3 pt. 1), are reduced to just two operands, the partial results of this operation: $S$ and $C a$ (Fig. 4.3 pt. 2). The size of the significant part of every word in the carry vector: $C a$, depends on dynamic range of arguments and it can be determined by the value of $\left\lceil\log _{2}(M)\right\rceil$, where $M$ defines the number of operands. In case of our example: eight 4-bits operands $(M=8)$ added together produce 4 -bits of sum $(S)$ and 3 -bits of carry ( $C a)$.
- The addition of the intermediate values: $(S, C a)$ (lower part of Fig. $4.3 \mathrm{pt}$.3 ) is performed exactly like in case of the adder described in the previous chapter.

Due to the fact that the eight-argument addition is logically more complex than the two-argument addition, we have decided to conduct both phases using two different radices. The first phase radix $r_{1}$ is always smaller than the second phase radix $r_{2}$. In Fig. 4.3, $r_{1}=2^{4}$ and $r_{2}=2^{8}$, but the optimal ratio between these two parameters seems to be specific issue for a given FPGA family.

### 4.3.3 Modular multiplier with Booth recoding and Barrett reduction

### 4.3.4 Multiplication using DSP blocks

This circuit is based on a grid multiplication method adapted to modern FPGA structures. In order to achieve high-speed computations, DSP slices available on modern FPGA devices, have to be used. In this section Xilinx Virtex-6 devices will serve as a case study. Due to the fact that every Virtex-6 DSP unit contains 17x24 multiplier, both multiplication arguments have to be represented in two different radices ( $2^{17}$ and $2^{24}$ ).

Every argument can be then represented by $N$ and $M$ words in the respective radix. The sizes of arguments at a given security level are summarized in Tab. 5.1. The number of words in a particular representation can be computed using formula $\left\lceil\frac{n}{w}\right\rceil$, where $n$ and $w$ correspond to the sizes of arguments and words in bits, respectively.

The argument A (Fig. 4.4 pt. 1), represented in radix $2^{17}$, is constant during the particular multiplication. The argument B is scanned in 24-bit chunks and it is updated every clock cycle from the least significant to the most significant word. This configuration is optimized for low latency rather than the small DSP utilization.

Every clock cycle, every DSP block produces $N$ (in case of 80-bit security $N=31$ ) 41bit chunks of intermediate data. As a consequence of a 17-bit granulation of argument A, the neighboring 41-bit chunks contribute to the different parts of partial sum and they are
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Figure 4.4: Block diagram of a multiplier based on 24 x 17 DSP units


Figure 4.5: Additional circuit for the multiplier double speed mode support.
$\left(L_{-} R R=\left(R R \ll \frac{24 \cdot M}{2}\right), L_{-} R C=\left(R C \ll \frac{24 \cdot M}{2}\right)\right.$, for (RR, RC) from left multiplier) and ( $L_{-} R R=R R, L_{-} R C=R C$, for ( $\mathrm{RR}, \mathrm{RC}$ ) from right multiplier)
shifted by 17 positions to the right. In order to compute the final value of multiplication all partial sums must be added.

As a result of the facts: the argument $A$ consists of $N 17$-bit words and only 24-bits of argument $B(b(j))$ are used, then the size of the product $A \cdot b(j)$ is defined by $17 \cdot N+24$. This lead us to the conclusion that $N+2$ 17-bits words are needed for the representation of this partial product (the indices of ( $S, C$ ) on Fig. 4.4 are between $N$ and -1 ).

Correspondingly, because of the 24 -bit granulation of argument B , the neighboring partial sums contribute to different parts of the final result and they are shifted by 24 positions to the right (Fig. 4.4 pt. 4).

Due to the discrepancies in relative positions between 41-bit chunks of data produced by DSPs and the relative positions between partial sums, the radix changes are introduced (Fig. 4.4 pt. 2, pt. 3). They are implemented by simple rewiring.

However, every partial sum is represented by $N+2$ 17-bit words at the input to the radix change module and it has to be transferred into $M+224$-bits words. It is a natural consequence of the fact that $\left\lceil\frac{(N+2) \cdot 17}{24}\right\rceil$ represents the number of output words.

The partial result of multiplication is obtained in a high radix carry save form: a sum vector (Fig. 4.4: $R R$ ) and a carry vector (Fig. 4.4: $R C$ ).

The numbers of clock cycles required to perform the multiplication at a given security level are summarized in Table 5.6.

Our grid multiplier could easily benefit form the Karatsuba's algorithm [129]. However, the basic step of Karatsuba's algorithm allows us to compute the product of two large numbers $A$ and $B$ using three multiplications of smaller numbers, each with about half as many digits as A or B , and also three additions and digit shifts. Therefore, the most basic version of parallel Karatsuba approach would result with approximately $\frac{3}{2} \mathrm{x}$ more DSP units. Further recursion would provide even higher DSP block utilization, but also it would help improve the latency of a single multiplication. In this chapter we will report result for a multiplier without the Karatsuba trick.

### 4.3.5 Double-speed mode

A computation of a pairing transformation consists of execution of two other algorithms: the Miller's loop and the final exponentiation. Those algorithms demonstrate different datadependency schemes and due to that fact different number of basic arithmetic modules might be optimal for them.

The major motivation behind the introduction of the double speed mode (further improvement is possible and it depends on the application and number of multiplication units) for the multiplier was the fact that a single iterations of Alg. 4, Alg. 3 can be achieved using up to four independent streams of data and a single iteration of Alg. 7 requires two modular multiplications only. The latency-optimized design of our coprocessor (details in the next section), conducting the Miller loop computations, requires four multipliers working in parallel in a basic mode. On the other hand, a single iteration of the final exponentiation need only two multipliers working in parallel. The major motivation behind the introduction of this special double speed mode was full utilization of computational resources and thanks to this fact shortening the latency of a single iteration of the final exponentiation.

Kaihara and Takagi have introduced the Bipartite multiplication in [125]. This concept enables splitting multiplication into two parts. These two parts are then processed separately, in parallel, potentially doubling the speed of calculations. Later on, the BiPartite multiplication was generalized using Karatsuba [129] algorithm, and the TriPartite multiplication was introduced in [127].

A double speed mode in case of the multiplier proposed in this chapter is an idea inspired by the aforementioned concepts, however the computations in both paths are in the same integer domain (in [125] and [127] one of the domains is Montgomery and the other one is natural, integer domain.). Let $A, B$ be $w \cdot N$-bit numbers, and $A=A_{H} \cdot 2^{\frac{w \cdot N}{2}}+A_{L}$, then the multiplication of A and B can be computed as follows

$$
\begin{equation*}
A \cdot B=\left(A_{H} \cdot 2^{\frac{w \cdot N}{2}}+A_{L}\right) \cdot B=A_{H} \cdot B \cdot 2^{\frac{w \cdot N}{2}}+A_{L} \cdot B \tag{4.3}
\end{equation*}
$$

Both terms, $A_{H} \cdot B$ and $A_{L} \cdot B$ are calculated using two separate multipliers in a half of the clock cycles. In order to complete the multiplication, an extra circuitry (Fig. 4.5) is needed for the addition of both partial sums.

In case of normal operational mode of the multiplier, the high-radix carry save results ( $R R$ and $R C$ ) are bypassed to the registers (Fig. $4.5 \mathrm{pt}$.1 and 2 ). In case of the double speed mode, the most significant part $\left(L_{-} R R=\left(R R \ll \frac{24 \cdot M}{2}\right), L_{-} R C=\left(R C \ll \frac{24 \cdot M}{2}\right)\right)$ (Fig. $4.5 \mathrm{pt}$.4 ), after a fixed shift, and the least significant part ( $R_{-} R R=R R, R_{-} R C=R C$ )(Fig. $4.5 \mathrm{pt} 3$.$) have to be added and stored into registers. The generate and propagate flags are$ transferred to the inputs of the carry projection unit, and the corresponding carries at the foundry of each word are computed by this unit (Fig. 4.5 pt . 6). Finally, the transition between high-radix carry save form into radix two form is completed, when the projected carries are added to the corresponding words (Fig. 4.5 pt .7 ).

### 4.3.6 Barrett reduction for Solinas primes:

Solinas proposed a method of generalization of Mersenne primes (a prime number of a form $2^{p}-1$, where $p$ is a prime) in [119]. He proposed an efficient arithmetic for numbers of the form $2^{a} \pm 2^{b} \pm 2^{c} \pm 1$, where $\operatorname{gcd}(a, b, c)=$ word_size, and word_size $=16,32,64$. This method is not suitable for the Solinas primes recommended for supersingular curves-based pairing (Table 5.1).

Instead of previously mentioned arithmetic we decided to adopt the Barrett reduction [128] for Solinas primes. This method (Alg. 1) computes $r=x \bmod p$ for a given $x$ and $p$. It requires the pre-computation of the quantity

$$
\begin{equation*}
\mu=\left\lfloor 2^{2 n} / p\right\rfloor . \tag{4.4}
\end{equation*}
$$

The algorithm is the most efficient if many reductions are performed with a single modulus. For example, a single Tate pairing requires computation of thousands of multiplications, each and every one has to be reduced by a common modulus. The pre-computation of $\mu$ takes a fixed amount of work, which is negligible in comparison to Tate pairing cost.

For a random prime number, the complexity of Barrett reduction is equivalent to the complexity of the multiplication method. However, in case of the selected Solinas prime numbers (Tab. 5.1) the multiplications by two constants: $\mu$ (ln. 2 in Alg. 1) and $p(\ln .5$ in Alg. 1) can be reduced to the multi-operand addition.

Two values $r_{1}$ and $r_{2}$ (computed in line 4 and 5 in Alg. 1) have a possible range between 0 and $2^{n+1}-1$. Therefore, the result of the subtraction $r=r_{1}-r_{2}$ (line 6 in Alg. 1) will be in a range $<-2^{n+1}-1,2^{n+1}-1>$. For a given prime modulus $p$ the ratio $\left\lfloor\frac{2^{n+1}}{p}\right\rfloor$ defines the maximum number of iterations of the while loop (lines 9-11) in Alg. 1. Hence, in case of Solinas primes selected in Tab. 5.1 the number of those iterations is always in a range of $\langle 0,3\rangle$. Additionally, the if condition from lines 7 to 9 in Alg. 1 duplicates number of possible scenarios for this $i f$-while part of Barrett algorithm. Since $2^{n+1}, p$ and then $2 \cdot\left\lceil\frac{2^{n+1}}{p}\right\rceil$ parameters are known in advance, they can be precomputed and stored in a memory.

This approach allows to compute in parallel two paths in Alg. 1: the first one, consisting of lines 1-3 and 5, leads to the $r_{2}$ evaluation. The second one, consisting of lines 4 and 7 to 12 , leads to the computations of $r_{1}+\operatorname{cons}(i)$, where cons $=\left\{0,-p,-2 p,-3 p, 2^{n+1}, 2^{n+1}-\right.$ $\left.p, 2^{n+1}-2 p, 2^{n+1}-3 p\right\}$. Finally, the $r$ is calculated by the subtraction of $r_{2}$ from all eight precomputed values, and the selection of the correct value $(r \in(0, p-1))$ is relatively simple task (see Eq. 4.5 and 4.6).

The block diagram of Barrett reduction circuit for Solinas primes is demonstrated

$$
\begin{aligned}
& B=2^{k+1} \\
& \text { const }=\{0, B, B-p, B-2 p, B-3 p,-p,-2 p,-3 p\}
\end{aligned}
$$



Figure 4.6: Block diagram of Barrett reduction for Solinas primes

```
Algorithm 1 Barrett modular reduction according to [146](14.42)
Require: \(x=\left(x_{2 n-1} \ldots x_{1}, x_{0}\right)_{2}, p=\left(p_{n-1} \ldots p_{1}, p_{0}\right)_{2}\left(p_{n-1} \neq 0\right), \mu=\left\lfloor 2^{2 n} / p\right\rfloor\)
Ensure: \(r=x \bmod p\)
    \(q_{1} \leftarrow\left\lfloor x / 2^{n-1}\right\rfloor\)
    \(q_{2} \leftarrow q_{1} \cdot \mu\)
    \(q_{3} \leftarrow\left\lfloor q_{2} / 2^{n+1}\right\rfloor\)
    \(r_{1} \leftarrow x \bmod 2^{n+1}\)
    \(r_{2} \leftarrow q_{3} \cdot p \bmod 2^{n+1}\)
    \(r \leftarrow r_{1}-r_{2}\)
    if \(r<0\) then
        \(r \leftarrow r+2^{n+1}\)
    end if
    while \(r \geq p\) do
        \(r \leftarrow r-p\)
    end while
    return \(r\)
```

in Fig. 4.6. For the reason that it is the least parametrizable module, in terms of VHDL modeling, it is difficult to demonstrate detailed, generalized, applicable for all security levels, version of this circuit. However, every basic building block is very simple. Every pipelining stage consist of either fixed shifts, constant value addition or up to 4 operand addition (up to 8 at higher security levels).

- Multiplication by $\mu$ - (ln. 2 in Alg. 1) is presented in Fig. 4.6 pt. 1. Since the $\mu$ value is unique for every $p$, we are going to use as an example $p$ for 80 -bit security level.

The pre-computations of $\mu$ (Eq. 4.4) and then the application of Booth recoding [147] led us to the $\mu=2^{522}-2^{365}+2^{362}+2^{207}+2^{206}+2^{202}-2^{51}+2^{49}+2^{47}+2^{45}+2^{42}+$ $2^{2}$ for 80 -bit security parameters. The multiplication by this $\mu$ could be implemented by twelve fixed shifts and one twelve-operand addition/subtraction unit. Instead of that this operation was implemented in a pipelined fashion within 4 pipeline stages.

In the first stage, the results of fixed shifts are represented in the radix- $2^{8}$ carry save form, grouped into three sets of four elements and the four operand addition is conducted. The results of this last operation are three vectors of sums and corresponding carries.

In the second stage of pipelining of the multiplication by $\mu$, the three vectors of sums and three vectors of carries are added in the carry save radix- $2^{8}$ form. The results of this last operation are a new vector of sums and carries in the radix- $2^{8}$ form. The radix- $2^{8}$ selection for the multi-operand addition was determined by an obvious fact that radix- $2^{8}$ offers a shorter critical path than the radix- $2^{17}$

Since it is not a trivial task to conduct division on any number in a carry save form (ln. 3 in Alg. 1), a transfer to radix-2 is needed. Since the computations of projected carries are less complex in the higher radices carry save forms (smaller number of the generate and propagate flags) then the vectors of sums and carries computed in the second pipeline stage are represented in carry save radix- $2^{17}$ form and the addition is
conducted. Sets of generate and propagate flags are produced and sent to the carry projection unit.

The fourth and the last pipeline stage in this module is motivated by the fact that carry projection unit for the 80 -bit security level requires one clock cycle for the projected carries computation.

Once projected carries are added to the vector of sums, the final result of multiplication by $\mu$ - a $q_{2}$-value is created. The division by the power of two in $\ln .3$ of Alg . 1 is conducted by a simple selection of upper part of $q_{2}$

- The Multiplication by $p$ - (ln. $\mathbf{5}$ in Alg. 1) is presented in Fig. 4.6 pt. 2. In case of Solinas primes for 80,128 and 192-bit security levels, the multiplication by the modulus $p$ in the Barrett algorithm can be implemented using three fixed shifts, one addition and two subtraction. All those operations are conducted in one clock cycle by three operand addition, where arguments and result are represented in the carry save radix- $2^{8}$ form.
- Constant addition units are presented in Fig. 4.6 pt. 3. Every single unit conducts, in parallel, the addition of $r_{1}$ to one of eight following constants: const $=\{c(0)=$ $0, c(1)=-p, c(2)=-2 p, c(3)=-3 p, c(4)=2^{n+1}, c(5)=2^{n+1}-p, c(6)=2^{n+1}-$ $\left.2 p, c(7)=2^{n+1}-3 p\right\}$. Due to the fact that there are five pipeline stages (for 80 -bit security arguments) in the lines $1-3$ and 5 of Alg. 1 then in order to keep Barrett reduction circuit fully pipelined we perform the eight constants addition within five clock cycles.
- ( $r_{1}-r_{2}$ subtraction units from line $\mathbf{6}$ in Alg. 1) are presented in Fig. 4.6 pt. 4. All eight possible intermediate values have to be eventually subtracted from the values computed in the Multiplication by $p$ circuit. Due to the fact that the $r_{2}$ is in the radix $2^{8}$ radix carry save form, then the subtraction is conducted in two clock cycles. In the first and the second clock cycles the two's complement values of a vector of sums and a vectors of carries are added to the $r_{1}$, respectively. Finally, the carry projection
units compute the projected carries to corresponding partial results and all eight final results can be represented in radix- 2 form.
- The final result selection is presented in Fig. 4.6 pt. 5. As a result of the fact that two non-negative values: $r_{1}$ and $r_{2}$ can have up to $(n+1)$-bits, then the possible range of $r=r_{1}-r_{2} \in\left(-2^{n+1}, 2^{n+1}\right)$ (Alg. 1). The most significant $(n+2)$-bit, of the $r_{1}-r_{2}$, determines if this partial result is either negative or positive.

So in the next step the final result is going to be selected from the following two sets:

- Set 1 , when $r_{1}-r_{2}$ is positive:

$$
r= \begin{cases}a=r_{1}-r_{2}, & \text { if } a_{(k+1 . . k-1)} \in\{0,1\}  \tag{4.5}\\ b=r_{1}-r_{2}-p, & \text { if } b_{(k+1 . . k-1)} \in\{0,1\} \\ c=r_{1}-r_{2}-2 p, & \text { if } c_{(k+1 . . k-1)} \in\{0,1\} \\ d=r_{1}-r_{2}-3 p, & \text { if } d_{(k+1 . . k-1)} \in\{0,1\}\end{cases}
$$

- Set 2 , when $r_{1}-r_{2}$ is negative:

$$
r= \begin{cases}e=r_{1}-r_{2}+b^{k+1}, & \text { if } e_{(k+1 . . k-1)} \in\{0,1\}  \tag{4.6}\\ f=r_{1}-r_{2}+b^{k+1}-p, & \text { if } f_{(k+1 . . k-1)} \in\{0,1\} \\ g=r_{1}-r_{2}+b^{k+1}-2 p, & \text { if } g_{(k+1 . . k-1)} \in\{0,1\} \\ h=r_{1}-r_{2}+b^{k+1}-3 p, & \text { if } h_{(k+1 . . k-1)} \in\{0,1\}\end{cases}
$$

The selection within a set is always unique, it is due to the Barrett reduction (Alg. 1) prerequisite for the most significant bit $p_{k-1} \neq 0$

### 4.4 Conclusions

The reduction technique proposed in [119] is not applicable for all Solinas primes, in particular for those which are used in Pairing-based Cryptography.

First, we have demonstrated that Solinas primes can benefit from the modified Barrett reduction algorithm and then we have proposed conditions for efficient arithmetic based on those primes. Next, we have optimized a grid method for multiplication to match the structure of the digital signal processing blocks (DSP units), embedded in the modern FPGA devices.

This simple, but very flexible design can give us some unique features - e.g.: it allows us to speed up single multiplication by using two multipliers. This special feature is especially attractive in case of $n$ multiplications to be executed using $m$ available multipliers where $n$ divides $m$. (e.g.: two multiplications executed using four multipliers, which is the case in our pairing coprocessor described in Chapter V).

Finally, we have combined both concepts: the grid multiplication method optimized for FPGAs and the Barrett reduction for Solinas primes, and as a result we have obtained, an optimal, modular multiplier for pairing-friendly Solinas primes.

# Chapter 5: Pairing on Edwards curves for speed-oriented applications 


#### Abstract

In this chapter are going to demonstrate the fastest to date, a high speed hardware accelerator for the Tate pairing on twisted supersingular Edwards curves over prime fields. This coprocessor was built upon the hardware architectures proposed for Solinas primes and the hybrid high-radix carry save and parallel prefix network adder.
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### 5.1 Introduction and motivation

In 1985, Koblitz [111] and Miller [110] independently discovered that elliptic curves can be used to construct public key cryptosystems. Since then, Elliptic Curve Cryptography(ECC) has been an important object of studies, leading to multiple practical applications [148], [149], [150] or [151]. Due to the performance and security reasons, different forms and types of elliptic curves have been proposed: Hessian [152], Koblitz [153], Jacobian [154],

Montgomery [155] and doubling and tripling oriented Doche-Icart-Kohel [156]. A new form of elliptic curves was recently introduced by Edwards [157]. Bernstein and Lange have demonstrated multiple improvements and applications to cryptography [158], [159], [160] and [161]. The details and explicit formulae of most important curves are summarized in [114].

An operation of bilinear pairing on elliptic curve has been introduced originally for cryptanalysis by Frey and Rück [162] and Menezes, Okamoto and Vanstone [163]. In 1986 Miller [164] proposed the first algorithm for iteratively computing the Weil and Tate pairings. Nowadays, pairing is primarily used in cryptography for constructive reasons: it is a basis of security schemes for various applications. The versatility of pairing based cryptography has made it an important object of studies. Several of pairing-based schemes, such as tripartite key exchange protocol [165], identity-based encryption [166], identity-based signatures [167], and short signatures [168], have been proposed in the last decade. Apart from the mentioned previously Weil and Tate pairing, other popular pairing types were discovered, e.g.: Eta [169], Ate [170], R-Ate [171] and Optimal-Ate [172].

### 5.1.1 Motivation

Compared with other popular public key cryptosystems, like Elliptic Curve Cryptography or RSA [24], pairing is much more computationally demanding. Therefore, the efficient hardware and software implementations of cryptographic pairing have also received significant attention [173], [174], [175], [176], [177], [178] and [179]. However, the hardware architectures for Edwards curves-based pairing, introduced for supersingular in [37] and ordinary forms in [180], have not been reported yet.

The National Security Agency released the Fact Sheet NSA Suite B Cryptography [181]. This document recommends a transition into elliptic curve systems instead of classical public key technology, such as RSA and DSA [120]. Finally, it provides the recommendation for the underlying modular arithmetic: the prime fields must be used, instead of binary or
ternary fields.
The computation of a pairing can be broken down into curve, group and eventually modular operations in the underlying fields (Fig. 5.1) Thus, having an efficient modular multiplier is a major component of a high performance pairing processor. In this work, we are interested in hardware implementation of pairings over large characteristic fields.

One of the possible optimizations is to take advantage of the embedded resources in the modern FPGA. Practically all FPGA vendors incorporate in modern FPGAs, apart from basic reconfigurable logic resources [182], also embedded components, such as large memory blocks [183], DSP units [184], and Fast Carry Chain Adders [182], [185]. These hardwired FPGA resources, together with meticulously selected prime numbers such as Mersenne, Fermat, or Solinas [119] primes can serve as a basis of an efficient hardware modular architecture.

A well known shortcut for modular multiplication modulo a Mersenne number ( $2^{k}-1$ ), performing modular reduction without integer division has been generalized by Solinas in [119]. A big class of Solinas prime numbers and their efficient arithmetic have been widely accepted and recommended for ECDSA [120]. The aforementioned technique is not applicable for all Solinas primes (e.g. Solinas primes from [121] (section 7.2)).

Historically, the software implementations of cryptography have been slower than their FPGA counterparts. Pairing implementations over prime fields on general purpose processors are unique in this respect and they have been demonstrated to be as fast as the hardware architectures [177]. An efficient protection based on the prime field pairing systems for cross-platform communication is possible.

### 5.1.2 Contribution

In this effort we are going to demonstrate several new hardware design techniques for Tate pairing on Edwards curves over prime fields defined in [37]. Major contributions of this chapter cover four different layers of pairing computations and they are highlighted here:


Figure 5.1: Hierarchy of functions in pairing-based cryptosystems

- This chapter presents an application of our Solinas primes-based, modular arithmetic architectures for addition and multiplication (Fig. 5.1, pt. 1) to the higher level application - Pairing-based cryptography [186] on supersingular curves.
- It further explores the parallelism in the explicite formulae of group and bilinear operations. Eventually, operation scheduling for multi-core environment is provided. (Fig. 5.1, pt. 2)
- It provides a novel approach to the final exponentiation for given parameters (Fig. 5.1, pt. 3).
- It provides first hardware architecture for 80,120 and 128 -bit pairing on Edwards curves (Fig. 5.1, pt. 4).
- Finally, the proposed design computes 80,120 and 128 -bit secure pairing over prime field in less than $0.14,0.54$ and 0.70 ms , respectively. It is the fastest pairing implementation over prime fields in 120-128-bit security range.


## The rest of this chapter is organized as follows:

In Section 5.2 we discuss previous work. Section 5.3 is devoted to the Tate pairing on Edwards curves over prime fields. Section 5.4 describes the proposed coprocessor. Section 5.5 discusses and analyzes the results, finally we draw conclusions in Section 5.6.

### 5.2 Previous work

Baretto and Naehrig have demonstrated a pairing-friendly class of curves for prime fields in [187] (Barreto-Naehrig (BN) curves). Currently, they are considered the most suitable for 128 -bits security level pairing over prime fields. Several coprocessors for the computation of pairing over aforementioned curves on 128-bit security level were demonstrated in the literature.

A pairing coprocessor, implemented in Xilinx Virtex-4, demonstrated by Ghosh et al. in [188], consumes 52 kSlices and it computes the Tate, Ate, and R-ate pairings in 34.6 ms , 24.2 ms , and 16.4 ms , respectively. A design-space exploration of an application-specific instruction-set processor (ASIP) for the computation of various cryptographic pairings over BN-curves was investigated by Kammler et al. in [189]. The Montgomery reduction in a polynomial ring, combined with a coefficient reduction phase, using a pseudo-Mersenne numbers, helped Fan et al. in [174] to speed-up pairing computation significantly and beat all previously reported hardware implementations by a factor of 5 .

Finally, Cheung et al. in [178] have shown that by combining RNS and lazy reduction, the speed of pairing computation in hardware can be largely increased. The fastest version of the proposed coprocessor computes an optimal-Ate pairing at 126-bit security level in 0.573 ms .

This work concentrates on the pairing architectures for prime fields. However, it is important to underline the fact that traditionally the binary fields-based architectures are more successful in terms of hardware implementations. The fastest to date FPGA implementation of the 128 -bit secure pairing architecture on supersingular curves over binary fields was demonstrated in [179].

The Tate pairing on supersingular and ordinary Edwards curves over prime field was introduced in [37] and [180], respectively.

### 5.3 Tate pairing on twisted supersingular Edwards curves

### 5.3.1 Twisted Edwards curves

Edwards in [157] has introduced the addition law for the curves $x^{2}+y^{2}=c^{2} \cdot\left(1+x^{2} \cdot y^{2}\right)$ over a non-binary field $K$. Later on, Bernstein and Lange have demonstrated more general version of Edwards curves defined by $x^{2}+y^{2}=c^{2} \cdot\left(1+d \cdot x^{2} \cdot y^{2}\right)$, where $c, d \in K$ with $c \cdot d \cdot\left(1-d \cdot c^{4}\right) \neq 0$. In [158], this form was generalized to twisted Edwards form defined by

$$
\begin{equation*}
E_{a, d}: a \cdot x^{2}+y^{2}=1+d \cdot x^{2} \cdot y^{2}, \tag{5.1}
\end{equation*}
$$

where $a, d \in K$ with $a \cdot d \cdot(a-d) \neq 0$. Edwards curves became then a special case of twisted Edwards curves, where $a$ is equal to 1 .

A supersingular form of Edwards curves has been investigated by Das and Sarkar in [37]. They have presented the application of the supersingular twisted Edwards curves for the pairing computations in the aforementioned paper.

### 5.3.2 Tate pairing on supersingular Edwards curves

In general, pairing transformation $e$ (Eq. 5.2) takes two arguments (two elliptic curve points $P$ and $Q$ from two algebraic groups $G_{1}$ and $G_{2}$ ) and produce an element $F$ of the third algebraic group $G_{T}$.

$$
\begin{equation*}
F \leftarrow e(P, Q) \tag{5.2}
\end{equation*}
$$

where $P \in G_{1}, Q \in G_{2}, F \in G_{T}$.
The most important properties of these transformations are: bilinearity $\left(\forall a, b \in Z_{p}\right.$ : $\left.e(a \cdot P, b \cdot Q)=e(P, Q)^{a \cdot b}\right)$, non-degeneracy (function $e(P, Q)$ never returns '1'), and efficiency
in computations [166].
Tate pairing was first introduced in cryptography in [162] and we adopt its definition from [37]. Let $E$ be an elliptic curve defined over $F_{q} . r$ is a large prime divisor of the number of points on the curve $\# E\left(F_{q}\right)$. The smallest positive integer $k$, such that $r$ divides $\left(q^{k}-1\right)$ is called an embedding degree. Let $G=E\left(F_{q}^{k}\right)$. The Tate pairing is defined as $e_{r}: G[r] \mathrm{x}$ $G / r G \rightarrow F_{q^{k}}^{*} / F_{q^{k}}^{* r}$, with $e_{r}(P, Q)=f_{P}(Q)^{\frac{q^{k}-1}{r}}$. The calculation of $f_{P}$ function is conducted through two phases: so called Miller's loop, and the final exponentiation. Let $h_{P, Q}$ denote the rational function corresponding to the addition of the points: $P$ and $Q$. Let $r=\left(r_{l-1}\right.$ ... $r_{0}$ ) the binary representation of $r$. With this setup, an algorithm for computing the Tate pairing $e_{r}(P, Q)$ on an elliptic curve is given below.

```
Algorithm 2 Miller's algorithm [110] for computing Tate pairing
Require: Points \(P\) and \(Q\), prime divisor \(r=\left(r_{l-1} \ldots r_{0}\right), r_{l-1}=1\), field order \(q\), and
    embedding degree \(k, h_{P, Q}\) a rational function
Ensure: \(F=e(P, Q)\)
    \(F=1, R=P\)
    for \(j=l-2\) downto 0 do
        \(G \leftarrow h_{R, R}(Q)\) and \(R=2 \cdot R / *\) Algorithm 3 */
        \(F=F^{2} \cdot G / *\) Algorithm 5 and 6 */
        if \(r_{i}=1\) then
            \(G \leftarrow h_{R, P}(Q)\) and \(R=R+P / *\) Algorithm \(4 * /\)
            \(F=F \cdot G / *\) Algorithm 6 */
        end if
    end for
    return \(F \leftarrow F^{\frac{q^{k}-1}{r}} / *\) Algorithm 7 */
```

The Tate pairing by itself turns out to be unsuitable for cryptographic applications because it frequently returns the value 1 . The Theorem 2 from [37] defines the distortion map on the Edwards curve as

$$
\begin{equation*}
\phi(x, y)=\left(x \cdot i, \frac{1}{y}\right) \tag{5.3}
\end{equation*}
$$

where $i$ is the imaginary unit, such that $i^{2}=-1$. This additional mapping prevents the Tate pairing from returning 1. The explicit formulae for particular Tate pairing parts are discussed below.

```
Algorithm 3 Doubling and computation of Miller value using projective Edwards coordi-
nates
Require: \(R=\left(x_{R}, y_{R}, z_{R}\right)\), precomputed values: \(c_{1}(E q .5 .4), c_{2}(E q .5 .5), c_{3}(E q .5 .6)\)
Ensure: \(\left.2 R=\left(x_{2 R}, y_{2 R}, z_{2 R}\right), G=g_{1} \cdot i+g_{2}\right)\)
    \(b \leftarrow\left(x_{R}+y_{R}\right)^{2}\)
    \(c \leftarrow x_{R}^{2}\)
    \(d \leftarrow y_{R}^{2}\)
    \(e \leftarrow c+d\)
    \(h \leftarrow z_{R}^{2}\)
    \(j \leftarrow e-2 \cdot h\)
    \(b e \leftarrow b-e\)
    \(x_{2 R} \leftarrow b e \cdot j\)
    \(k \leftarrow c-d\)
    \(y_{2 R} \leftarrow e \cdot k\)
    \(z_{2 R} \leftarrow e \cdot j\)
    \(l \leftarrow\left(y_{R}+z_{R}\right)^{2}\)
    \(m \leftarrow l-d-h\)
    \(n \leftarrow 2 \cdot h\)
    \(c c \leftarrow b e \cdot(n-m)\)
    \(d d \leftarrow n \cdot(2 \cdot e-n-m)\)
    \(e e \leftarrow m \cdot(m-2 \cdot c)\)
    \(g_{1} \leftarrow c_{1} \cdot c c\)
    \(g_{2} \leftarrow c_{2} \cdot(d d-e e)+c_{3} \cdot e e-d d\)
    return \(2 R=\left(x_{2 R}, y_{2 R}, z_{2 R}\right), G=g_{1} \cdot i+g_{2}\)
```


### 5.3.3 Miller loop

Let $E$ be an elliptic curve and the points: $P$ and $Q \in E\left(F_{q}\right)$ are the arguments for the Tate pairing (Alg. 2). First, argument $P=\left(X_{P}, Y_{P}\right)$ is given using so called projective coordinates $\left(x_{P}, y_{P}, z_{P}\right)$, where $X_{P}=\frac{x_{P}}{z_{P}}$ and $Y_{P}=\frac{y_{P}}{z_{P}}$. The second argument, point $Q$ is given in affine coordinates as $\left(x_{Q}, y_{Q}\right)$, but it can be used after the distortion map (Eq.
5.3) was applied: $\phi(Q)=\left(x_{Q} \cdot i, \frac{1}{y_{Q}}\right)$.

In order to compute a pairing value for $P$ and $Q$, Das and Sarkar proposed to use the dedicated addition (Alg. 4) and doubling (Alg. 3) formulae.

```
Algorithm 4 Addition and computation of Miller value using projective Edwards coordi-
nates
Require: \(P=\left(x_{P}, y_{P}, z_{P}\right), \quad R=\left(x_{R}, y_{R}, z_{R}\right)\), precomputed values:
    \(c_{1}(E q .5 .4), c_{2}(E q .5 .5), c_{3}(E q .5 .6)\), curve parameter \(-d_{E}\)
Ensure: \(R=P+R=\left(x_{P+R}, y_{P+R}, z_{P+R}\right), G=g_{1} \cdot i+g_{2}\)
    1: \(a \leftarrow\left(z_{P} \cdot z_{R}\right)\)
    2: \(b \leftarrow a^{2}\)
    3: \(c \leftarrow x_{P} \cdot x_{R}\)
    4: \(d \leftarrow y_{P} \cdot y_{R}\)
    5: \(e \leftarrow d_{E} \cdot c \cdot d\)
    6: \(f \leftarrow b-e\)
    7: \(g \leftarrow b+e\)
    8: \(h \leftarrow\left(x_{P}+y_{P}\right) \cdot\left(x_{R}+y_{R}\right)-c-d\)
    \(m \leftarrow a \cdot(d-c)\)
10: \(x_{P+R} \leftarrow a \cdot f \cdot h\)
11: \(y_{P+R} \leftarrow g \cdot m\)
12: \(z_{P+R} \leftarrow f \cdot g\)
13: \(j \leftarrow\left(z_{P}-y_{P}\right) \cdot\left(z_{R}+y_{R}\right)-a+d\)
14: \(k \leftarrow\left(x_{P}-z_{P}\right) \cdot\left(x_{R}+z_{R}\right)-c+a\)
15: \(c c \leftarrow c \cdot j\)
16: \(d d \leftarrow a \cdot\left(2 \cdot x_{R} \cdot y_{P}-h-k\right)\)
17: ee \(\leftarrow-x_{R} \cdot z_{P} \cdot j+\left(d+y_{P} \cdot z_{R}\right) \cdot k\)
18: \(g_{1} \leftarrow c_{1} \cdot c c\)
19: \(g_{2} \leftarrow c_{2} \cdot(d d-e e)+c_{3} \cdot e e-d d\)
20: return \(P+R=\left(x_{P+R}, y_{P+R}, z_{P+R}\right), G=g_{1} \cdot i+g_{2}\)
```

In order to speed up the computation of every single iteration of the Miller loop, the following pre-computations have to be conducted:

$$
\begin{array}{r}
c_{1}=x_{Q} \cdot\left(y_{Q}^{2}-d_{E}\right), \\
c_{2}=y_{Q}, \\
c_{3}=y_{Q}^{2}, \tag{5.6}
\end{array}
$$

where the $d_{E}$ denotes the $d$ from the Edwards curve definition.
A single iteration of Alg. 3 requires 14 modular multiplications and 19 modular additions. For the sake of simplicity $d_{E}=-1$ and thanks to this fact the multiplication in line 5 of Alg. 4 can be implemented as a simple negation. In case of this algorithm the total number of modular multiplications and modular additions are 24 and 25 , respectively.

Algorithm's 2 ln. 4 and 7: Let $F$ and $G$ be complex numbers and they are represented by $f_{1} \cdot i+f_{2}$ and $g_{1} \cdot i+g_{2}$, respectively.

```
Algorithm 5 Squaring of two complex numbers
Require: \(F=\left(f_{1} \cdot i+f_{2}\right)\)
Ensure: \(F^{2}=(d \cdot i+e)\)
    1: \(a \leftarrow f_{1} \cdot f_{2}\)
2: \(b \leftarrow\left(f_{2}-f_{1}\right)\)
3: \(c \leftarrow\left(f_{2}+f_{1}\right)\)
4: \(d \leftarrow 2 \cdot a\)
5: \(e \leftarrow b \cdot c\)
6: return \(F^{2}=d \cdot i+e\)
```

Table 5.1: Parameters of Solinas primes used for Tate pairing on supersingular twisted Edwards curves

| Security | Field order $-q$ | Prime divisor $-r$ | Exponent $-e=\frac{q^{k}-1}{r}$ |
| :--- | :--- | :--- | :--- |
| 80 -bits | $2^{520}+2^{363}-2^{360}-1$ | $2^{160}+2^{3}-1$ | $2^{880}+2^{723}-2^{721}+2^{720}-2^{361}$ |
| 120-bits | $2^{1263}+2^{1037}-2^{1005}-1$ | $2^{258}+2^{32}-1$ | $2^{2268}+2^{2042}-2^{2011}+2^{2010}-2^{1006}$ |
| 128-bits | $2^{1492}+2^{1237}-2^{1224}-1$ | $2^{268}+2^{13}-1$ | $2^{2716}+2^{2461}-2^{2449}+2^{2448}-2^{1225}$ |
| 191-bits | $2^{3955}+2^{3581}+2^{3573}-1$ | $2^{382}+2^{8}-1$ | $2^{7528}+2^{7154}-2^{7147}+2^{7146}-2^{3574}$ |

```
Algorithm 6 Multiplication of two complex numbers
Require: \(F=\left(f_{1} \cdot i+f_{2}\right)\) and \(G=\left(g_{1} \cdot i+g_{2}\right)\)
Ensure: \(F \cdot G=(e \cdot i+g)\)
    1: \(a \leftarrow f_{1} \cdot g_{2}\)
    \(2: b \leftarrow f_{2} \cdot g_{1}\)
    3: \(c \leftarrow f_{2} \cdot g_{2}\)
    4: \(d \leftarrow f_{1} \cdot g_{1}\)
    5: \(e \leftarrow a+b\)
    6: \(g \leftarrow c+d\)
    return \(F \cdot G=e \cdot i+g\)
```

Then, the computation of Alg. $2 \ln .4$ requires an execution of Alg. $5\left(F^{2}\right)$, and then execution of Alg. $6(F \cdot G)$. In case of Alg. 2 ln . 7, an execution of Alg. $6(F \cdot G)$ is sufficient. Finally, the ln. 4 demands 6 modular multiplications and 5 modular additions. For $\ln$. 7 these numbers are 4 and 2 , respectively.

Due to the fact that the modular addition operation is relatively cheap, in terms of circuitry and calculation's latency, then the number of modular multiplication indicates the complexity of every operation. In case of 80 -bit, 120 -bit and 128 -bit security level the number of modular multiplications are 5036, 10584 and 11148 respectively.

### 5.3.4 Choice of parameters for supersingular curves with embedding de-

 gree $k=2$The security of pairing-based cryptography for different type of curves is discussed in [121]. Choice of parameters and the generation procedure for supersingular curves with embedding degree $k=2$ was presented in section 7.2 of this paper. Koblitz and Menezes have recommended prime numbers of the form $2^{a_{1}} \pm 2^{a_{2}} \pm 1$, so called Solinas primes [119], to be used for a prime divisor $r$ and a prime field order $q$.

The Pollard's rho method is the fastest known algorithm for solving the ECDLP [190]. For an implementation details of this method we recommend [191].

Function field sieve algorithm is the fastest known method for solving the DLP in the extension field. Detailed discussion about the time complexity of this method was conducted by Joux at el. in [192]. They have summarized that the FFS complexity is usually expressed using the following function:

$$
\begin{equation*}
L_{q}(\alpha, c)=\exp \left((c+o(1))(\log (q))^{\alpha}(\log (\log (q)))^{1-\alpha},\right. \tag{5.7}
\end{equation*}
$$

where $\log$ denotes natural logarithm. In particular, for the prime field $F_{p}$ and for binary fields $F_{2^{n}}$, the number field sieve and the function field sieve respectively yield $L_{p}\left(\frac{1}{3},\left(\frac{64}{9}\right)^{\frac{1}{3}}\right)$ and $L_{2^{n}}\left(\frac{1}{3},\left(\frac{32}{9}\right)^{\frac{1}{3}}\right)$ algorithms.

Later on, Schirokauer in [193] has defined the weight of integer to be the smallest $w$ such that the integer $p$ can be represented as $\sum_{i=1}^{w} \xi_{i} 2^{a_{i}}$, with $\xi_{1}, \ldots, \xi_{w} \in\{-1,1\}$ and $a_{i} \in Z_{p}$. He has conducted an analysis of the number field sieve time complexity for integers of low weight. He has demonstrated that a prime field of the order $q$ with weight $w$ yield $L_{p}\left(\frac{1}{3}\right.$, $\left.\left(\frac{32 \tau^{2}}{9}\right)^{\frac{1}{3}}\right)$, where $\tau^{2}$ is converging to $\frac{2 w-3}{w-1}$. The Solinas primes, considered in this work, have their weight $w=4$.

In order to generate parameters for different security levels we took into account resistance against aforementioned cryptanalytical methods. Among all the generated pairs: prime divisor $r$ and prime field $p$, we have selected those with the lowest hamming weight of Barrett's $\mu$ parameter (Eq. 4.4). This assumption allows the most efficient computation of the multiplication by the constant $\mu$ number from the Alg. 1.

Table 5.1 summarizes the sizes of field, prime divisor, and the exponent value - the most important parameters in case of pairing based on supersingular curves.

### 5.3.5 Final exponentiation

In regards to the computations of the line 10 of Alg. $2\left(F \leftarrow F^{\frac{q^{k}-1}{r}}\right)$, so called, the final exponentiation, Koblitz and Menezes show in [121] that this computation can be significantly simplified. In case of supersingular curves with embedding degree $k=2$, the expression $\frac{q^{2}-1}{r}$ can be split into two terms: $(q-1) \cdot \frac{q+1}{r}$ (from the definition of supersingularity of elliptic curves we know that $r$ always divides $q+1$ ). Calculating $F^{\prime} \leftarrow F^{q-1}$ can be easily obtained though a cheap Frobenius computations and an inversion. The second step is to calculate $F^{\prime \frac{q+1}{r}}$ which is so called, the hard part of the final exponentiation. Due to the fact that the computational cost of inversion (Eq. 5.10) is similar to calculating $F^{q-1}$, this method is not as effective for embedding degree $k=2$.

However the final exponentiation, with an exponent in a Solinas form, can be sped up significantly using a simple trick summarized below.

Let $F$ be a complex number and $e=2^{a_{1}}+2^{a_{2}}-2^{a_{3}}+2^{a_{4}}-2^{a_{5}}$, where $a_{1}, a_{2}, a_{3}, a_{4}, a_{5}$ are integers and $a_{1}>a_{2}>a_{3}>a_{4}>a_{5}$. In particular, a set of ( $a_{1}, a_{2}, a_{3}, a_{4}, a_{5}$ ) corresponds to the $(880,723,721,720,361)$, a set of powers representing the fixed-exponent $e$ for 80 -bit security level (Table 5.1). In order to perform a fixed-exponent exponentiation of a complex number:

$$
\begin{equation*}
F^{e}=F^{2^{a_{1}}+2^{a_{2}}-2^{a_{3}}+2^{a_{4}-2^{a_{5}}}=\frac{F^{2^{a_{1}}} \cdot F^{2^{a_{2}}} \cdot F^{2^{a_{4}}}}{F^{2^{a_{3}}} \cdot F^{2^{a_{5}}}} \text {. }} \tag{5.8}
\end{equation*}
$$

the right-to-left binary method [146] (14.76) has been adopted.
The pseudocode of the final exponentiation method, applicable for different security levels (Table 5.1) is presented in Alg. 7.

The store operations of $R_{a 1}(\mathrm{Alg} .7 \ln .4), R_{a 2}(\mathrm{Alg} .7 \ln .6), R_{a 3}(\mathrm{Alg} .7 \ln .8), R_{a 4}(\mathrm{Alg}$. $7 \ln .10)$ and $R_{a 5}$ (Alg. $7 \ln .12$ ) correspond to the computations of $F^{a 1}, F^{a 2}, F^{a 3}, F^{a 4}, F^{a 5}$ (Eq. 5.8), respectively. The lines 16 represents the computations of numerator of Eq. 5.8. The line 17 reflects the calculations of denominator of the aforementioned equation.

```
Algorithm 7 Final Exponentiation for \(e=2^{a_{1}}+2^{a_{2}}-2^{a_{3}}+2^{a_{4}}-2^{a_{5}}\)
Require: Complex number \(F, e \leftarrow 2^{a_{1}}+2^{a_{2}}-2^{a_{3}}+2^{a_{4}}-2^{a_{5}}\)
Ensure: Complex numbers \(R_{u}\) and \(R_{d}\) (partial results of pairing)
    \(F \leftarrow F, R \leftarrow 1\)
    for \(j=0\) to \(a_{1}\) do
        if \(j=a_{1}\) then
            \(R_{a_{1}} \leftarrow F\)
        else if \(j=a_{2}\) then
            \(R_{a_{2}} \leftarrow F\)
        else if \(j=a_{3}\) then
            \(R_{a_{3}} \leftarrow F\)
        else if \(j=a_{4}\) then
            \(R_{a_{4}} \leftarrow F\)
        else if \(j=a_{5}\) then
            \(R_{a_{5}} \leftarrow F\)
        end if
        \(F \leftarrow F \cdot F\)
    end for
    \(R_{u}=R_{a_{1}} \cdot R_{a_{2}} \cdot R_{a_{4}}\)
    \(R_{d}=R_{a_{3}} \cdot R_{a_{5}}\)
    return \(R_{u}\) and \(R_{d}\)
```

Final $F$ (Eq. 5.2) reconstruction: In case of this work, the final $F$ is proposed to be reconstructed outside of the coprocessor in a post-processing operation. Both $R_{u}$ and $R_{d}$ are the complex numbers and can be represented as $x i+y$ and $v i+z$, respectively.

$$
\begin{equation*}
F \leftarrow \frac{R_{u}}{R_{d}} \leftarrow \frac{x \cdot i+y}{v \cdot i+z} \tag{5.9}
\end{equation*}
$$

The formulae of complex numbers modular inversion are demonstrated in Eq. 5.10.

$$
(v \cdot i+z)^{-1}=\left(v^{\prime} \cdot i+z^{\prime}\right)=\left\{\begin{array}{l}
v^{\prime}=\frac{-v}{z^{2}+v^{2}}  \tag{5.10}\\
z^{\prime}=\frac{z}{z^{2}+v^{2}}
\end{array}\right.
$$

The final $F$ of the Tate pairing on twisted supersingular Edwards curves over prime fields is a product of $(x \cdot i+y)$ and $\left(v^{\prime} \cdot i+z^{\prime}\right)$.

## Hardware coprocessor-related decisions and comments:

The analysis of explicit formulae of algorithms presented above and the parameters choice helped us to draw some conclusions about hardware architecture for Edwards curvesbased pairing coprocessor:

- Due to the dependencies between the intermediate values of computations in Alg. 3, Alg. 4 and Alg. 7, the implementation of all the multiplications independently would be inefficient (Most of the circuit would be inactive during most of the pairing computations).
- The number of modular multiplications in lines 3-4 in Alg. 2, and lines 7-8 in Alg. 2 are 20 and 28 , respectively. An analysis of internal data dependencies in aforementioned algorithms revealed that it is relatively easy to separate up to four, equally balanced streams of data. At this point two possible scenarios were possible: either hardware architecture based on modular multiplier with four pipelining stages or with four independent modular multiplication units.
- An analysis of the data dependency between consecutive iterations of Alg. 7, led us to the conclusion that pipelining-oriented solution will lead to longer computational
time than the alternative solution. Moreover, one more crucial requirement for the multiplier arose - an ability to reduce by factor of 2 (using the double speed mode described in the next section) the multiplication time in case of the availability of twice as many resources compared to the basic mode.
- The most successful modular multipliers, reported in the literature, were based on DSP units (Sec. 4.2). However, the RNS-based unit from [178] utilizes multi-stages pipelining, and therefore the scheduling of Alg. 7 (only results of two multiplications per iteration have to be computed) would always lead to huge number of idle states. Tripartite module [127] requires enormous number of DSP blocks for the operand sizes from Table 5.1 and the design from [134] is highly optimized for RSA algorithm - it was design for a computations where one of the arguments is not changing and it has not been optimized for interleaving with other operations (like addition or subtraction). A hardware multiplier for Tate pairing on twisted supersingular Edwards curves was inspired by aforementioned designs and it was presented in the previous chapter.


### 5.4 The coprocessor

In this section, we propose an application, for the previously described modular architectures for Solinas primes, a latency-optimized coprocessor for Tate pairing on Edwards curves.

First, a high-level description of the hardware accelerator will be provided. Then we are going to discuss operation scheduling for the four different operational modes of this circuit: doubling and addition operations in the Miller loop, complex numbers squaring in the Final exponentiation and eventually, the calculation of $R_{u}$ and $R_{d}$ (Eq. 5.9).

Top level block diagram of the coprocessor datapath: is demonstrated in Fig. 5.2. Two major group of components in this accelerator are: a bank of memories (memory map in Table 5.2) for the intermediate results of a pairing computations, and the arithmetic modules. In order to enable the basic operations to work on entire length of the arguments the memories were organized in parallel (Fig. 5.2 Pt. 2). Therefore, an argument $R$ $=\{r(n-1), \ldots \quad r(0)\}$ can be stored/fetched in a single clock cycle. To start a pairing computation these memories have to be initialized properly. Precomputed constants $c_{1}$ (Eq. 5.4), $c_{2}$ (Eq. 5.5) and $c_{3}$ (Eq. 5.6), coordinates of the point $P$, initial value of the $F$ have to be introduced from the external environment through the input bus (Fig. 5.2 Pt. 1) and stored in the bank of memories (Fig. 5.2 Pt. 2). The computational resources of our coprocessor consist of four multipliers (Fig. 5.2 Pt. 3), single fully pipelined modular reductor (Fig. 5.2 Pt. 5) and a pipelining modular adder (Fig. 5.2 Pt. 6).

Table 5.4: Scheduling of operations for Alg. 2, when $r_{i}=1$

| Multiplier 1 | Multiplier 2 | Multiplier 3 | Multiplier 4 | Adder |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Continued on next page |  |  |  |  |  |  |  |

Table 5.4 - continued from previous page

| Multiplier 1 | Multiplier 2 | Multiplier 3 | Multiplier 4 | Adder |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & A_{16} \leftarrow A_{11} \cdot A_{11}, \\ & (\text { Alg. } 3, \ln .2) \end{aligned}$ | $A_{17} \leftarrow A_{12} \cdot A_{12}$ <br> (Alg. 3, ln. 3) | $\begin{aligned} & A_{21} \leftarrow A_{13} \cdot A_{13} \\ & (\text { Alg. } 3, \ln .5) \end{aligned}$ | $\begin{aligned} & A_{25} \leftarrow A_{25} \cdot A_{25}, \\ & (\text { Alg. } 3, \ln .12) \end{aligned}$ | $\begin{aligned} & A_{29} \leftarrow A_{30}-A_{29}, \\ & (\text { Alg. } 4, \ln .19) \\ & A_{4} \leftarrow A_{37}+A_{38}, \\ & (\text { Alg. } 6, \ln .5) \\ & A_{7} \leftarrow A_{33}+A_{29}, \\ & \text { (Alg. } 4: \ln .19) \\ & A_{5} \leftarrow A_{39}+A_{40}, \\ & \text { (Alg. } 6, \ln .6) \end{aligned}$ |
| $\begin{aligned} & A_{15} \leftarrow A_{15} \cdot A_{15}, \\ & (\text { Alg. } 3, \ln .1) \end{aligned}$ | $\begin{aligned} & A_{37} \leftarrow A_{4} \cdot A_{7}, \\ & (\text { Alg. } 6, \ln .1) \end{aligned}$ | $\begin{aligned} & A_{38} \leftarrow A_{5} \cdot A_{6} \\ & (\text { Alg. } 6, \ln .2) \end{aligned}$ | $\begin{aligned} & A_{12} \leftarrow A_{18} \cdot A_{24} \\ & (\text { Alg. } 3, \ln .10) \end{aligned}$ | $\begin{aligned} & A_{18} \leftarrow A_{16}+A_{17}, \\ & \text { (Alg. } 3, \ln . \quad 4) \\ & A_{24} \leftarrow A_{16}-A_{17}, \\ & (\text { Alg. } 3, \ln . \quad 9) \\ & A_{41} \leftarrow A_{17}+A_{21}, \\ & \text { (Alg. } 3, \ln . \quad 13 \text { ) } \\ & A_{27} \leftarrow A_{21}+A_{21}, \\ & \text { (Alg. } 3, \ln .14) \\ & A_{42} \leftarrow A_{18}+A_{18}, \\ & \text { (Alg. } 3, \ln . \quad 16) \\ & A_{43} \leftarrow A_{16}+A_{16}, \\ & \text { (Alg. } 3, \ln . \quad 17) \\ & A_{26} \leftarrow A_{25}-A_{41}, \\ & \text { (Alg. } 3, \ln . \quad 13) \\ & A_{31} \leftarrow A_{15}-A_{18}, \\ & \text { (Alg. } 3, \ln . \quad 7) \\ & A_{23} \leftarrow A_{18}-A_{27}, \\ & \text { (Alg. } 3, \ln . \quad 6) \\ & A_{44} \leftarrow A_{27}+A_{26}, \\ & \text { (Alg. } 3, \ln . \quad 16) \\ & A_{28} \leftarrow A_{27}-A_{26}, \\ & \text { (Alg. } 3, \ln . \quad 15) \\ & A_{30} \leftarrow A_{26}-A_{43}, \\ & \text { (Alg. } 3, \ln . \quad 17) \\ & A_{29} \leftarrow A_{42}-A_{44}, \\ & \text { (Alg. } 3, \ln .16) \end{aligned}$ |
| $\begin{aligned} & A_{13} \leftarrow A_{8} \cdot A_{23}, \\ & \text { (Alg. 3, ln. 11) } \end{aligned}$ | $\begin{aligned} & A_{29} \leftarrow A_{27} \cdot A_{29} \\ & (\text { Alg. } 3, \ln .16) \end{aligned}$ | $\begin{aligned} & A_{30} \leftarrow A_{26} \cdot A_{30} \\ & (\text { Alg. } 3, \ln .17) \end{aligned}$ | $\begin{aligned} & A_{28} \leftarrow A_{28} \cdot A_{31}, \\ & (\text { Alg. } 3, \ln .15) \end{aligned}$ |  |
| $\begin{aligned} & A_{11} \leftarrow A_{31} \cdot A_{23}, \\ & (\text { Alg. } 3, \ln .8) \end{aligned}$ | $\begin{aligned} & A_{39} \leftarrow A_{5} \cdot A_{7} \\ & (\text { Alg. } 6, \ln .3) \end{aligned}$ | $\begin{aligned} & A_{40} \leftarrow A_{4} \cdot A_{6}, \\ & \text { (Alg. } 6, \ln .4) \end{aligned}$ | $\begin{aligned} & A_{17} \leftarrow A_{9} \cdot A_{12}, \\ & (\text { Alg. } 4, \ln .4) \end{aligned}$ | $\begin{aligned} & A_{33} \leftarrow A_{29}-A_{30}, \\ & (\text { Alg. } 3, \ln .19) \end{aligned}$ |
| $\begin{aligned} & A_{6} \leftarrow A_{28} \cdot A_{0} \\ & (\text { Alg. } 3, \ln .18) \end{aligned}$ | $\begin{aligned} & A_{33} \leftarrow A_{33} \cdot A_{1} \\ & (\text { Alg. } 3, \ln .19) \end{aligned}$ | $\begin{aligned} & A_{30} \leftarrow A_{30} \cdot A_{2}, \\ & (\text { Alg. } 3, \ln .19) \end{aligned}$ | $\begin{aligned} & A_{14} \leftarrow A_{10} \cdot A_{13} \\ & (\text { Alg. } 4, \ln .1) \end{aligned}$ | $\begin{aligned} & A_{44} \leftarrow A_{10}-A_{9}, \\ & (\text { Alg. } 4, \ln .13) \\ & A_{45} \leftarrow A_{13}+A_{12}, \\ & \text { (Alg. } 4, \ln .13 \text { ) } \end{aligned}$ |
| Continued on next page |  |  |  |  |

Table 5.4 - continued from previous page

| Multiplier 1 | Multiplier 2 | Multiplier 3 | Multiplier 4 | Adder |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & A_{29} \leftarrow A_{11} \cdot A_{9}, \\ & (\text { Alg. } 4, \ln .16) \end{aligned}$ | $\begin{aligned} & A_{16} \leftarrow A_{8} \cdot A_{11} \\ & (\text { Alg. } 4, \ln .3) \end{aligned}$ | $\begin{aligned} & A_{23} \leftarrow A_{44} \cdot A_{45}, \\ & (\text { Alg. } 4, \ln .13) \end{aligned}$ | $\begin{aligned} & A_{18} \leftarrow A_{3} \cdot A_{17} \\ & (\text { Alg. } 4, \text { ln. } 5) \end{aligned}$ | $A_{4} \leftarrow A_{37}+A_{38}$, (Alg. 6, ln. 5) $A_{5} \leftarrow A_{39}+A_{40}$, (Alg. 6, ln. 6) $A_{34} \leftarrow A_{5}-A_{4}$, (Alg. 5, ln. 2) $A_{35} \leftarrow A_{5}+A_{4}$, (Alg. 5, ln. 3) $A_{44} \leftarrow A_{10}+A_{9}$, (Alg. 4, ln. 8) $A_{45} \leftarrow A_{11}+A_{12}$, (Alg. 4, ln. 8) |
| $\begin{aligned} & A_{36} \leftarrow A_{4} \cdot A_{5} \\ & (\text { Alg. } 5, \ln .1) \end{aligned}$ | $A_{5} \leftarrow A_{34} \cdot A_{35}$, <br> (Alg. 5, ln. 5) | $\begin{aligned} & A_{21} \leftarrow A_{44} \cdot A_{45} \\ & (\text { Alg. } 4, \ln .8) \end{aligned}$ | $\begin{aligned} & A_{15} \leftarrow A_{14} \cdot A_{14} \\ & (\text { Alg. } 4, \ln .2) \end{aligned}$ | $A_{29} \leftarrow A_{30}-A_{29}$, (Alg. 3, ln. 19) $A_{49} \leftarrow A_{17}-A_{14}$, (Alg. 4, ln. 13) $A_{50} \leftarrow A_{8}-A_{10}$, (Alg. 4, ln. 14) $A_{51} \leftarrow A_{11}+A_{13}$, (Alg. 4, ln. 14) $A_{43} \leftarrow A_{16}+A_{17}$, (Alg. 4, ln. 8) $A_{22} \leftarrow A_{17}-A_{16}$, (Alg. 4, ln. 9) $A_{7} \leftarrow A_{33}+A_{29}$, (Alg. 3, ln. 19) |
| $\begin{aligned} & A_{52} \leftarrow A_{11} \cdot A_{10} \\ & (\text { Alg. } 4, \ln .17) \end{aligned}$ | $\begin{aligned} & A_{53} \leftarrow A_{9} \cdot A_{13}, \\ & (\text { Alg. } 4, \ln .17) \end{aligned}$ | $\begin{aligned} & A_{24} \leftarrow A_{50} \cdot A_{51} \\ & (\text { Alg. } 4, \ln .14) \end{aligned}$ | $\begin{aligned} & A_{26} \leftarrow A_{14} \cdot A_{22}, \\ & (\text { Alg. } 4, \text { ln. } 9) \end{aligned}$ | $\begin{aligned} & A_{4} \leftarrow A_{36}+A_{36}, \\ & (\text { Alg. } 5, \ln .4) \\ & A_{29} \leftarrow A_{29}+A_{29}, \\ & \text { (Alg. } 4, \ln .16) \\ & A_{23} \leftarrow A_{23}+A_{49}, \\ & \text { (Alg. } 4, \ln .13) \\ & A_{29} \leftarrow A_{29}-A_{21}, \\ & \text { (Alg. } 4, \ln .16) \\ & A_{47} \leftarrow A_{14}-A_{16}, \\ & \text { (Alg. } 4, \ln .14) \end{aligned}$ |
| $\begin{aligned} & A_{11} \leftarrow A_{21} \cdot A_{14} \\ & (\text { Alg. } 4, \ln .10) \end{aligned}$ | $\begin{aligned} & A_{18} \leftarrow A_{18} \cdot A_{16}, \\ & (\text { Alg. } 4, \ln .5) \end{aligned}$ | $\begin{aligned} & A_{37} \leftarrow A_{4} \cdot A_{7}, \\ & (\text { Alg. } 6, \ln .1) \end{aligned}$ | $\begin{aligned} & A_{38} \leftarrow A_{5} \cdot A_{6}, \\ & (\text { Alg. } 6, \ln .2) \end{aligned}$ | $A_{53} \leftarrow A_{53}+A_{17}$, <br> (Alg. 4, ln. 17) <br> $A_{21} \leftarrow A_{21}-A_{43}$, <br> (Alg. 4, ln. 8) <br> $A_{24} \leftarrow A_{24}+A_{47}$, <br> (Alg. 4, ln. 14) <br> $A_{29} \leftarrow A_{29}-A_{24}$, <br> (Alg. 4, ln. 16) |

Table 5.4 - continued from previous page

| Multiplier 1 | Multiplier 2 | Multiplier 3 | Multiplier 4 | Adder |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & A_{28} \leftarrow A_{16} \cdot A_{23}, \\ & (\text { Alg. } 4, \ln .15) \end{aligned}$ | $\begin{aligned} & A_{29} \leftarrow A_{14} \cdot A_{29}, \\ & (\text { Alg. } 4, \ln .16) \end{aligned}$ | $\begin{aligned} & A_{52} \leftarrow A_{52} \cdot A_{23}, \\ & (\text { Alg. } 4, \ln .17) \end{aligned}$ | $\begin{aligned} & A_{53} \leftarrow A_{53} \cdot A_{24} \\ & (\text { Alg. } 4, \ln .17) \end{aligned}$ | $\begin{aligned} & A_{19} \leftarrow A_{15}-A_{18}, \\ & \text { (Alg. } 4, \ln . \quad 6) \\ & A_{20} \leftarrow A_{15}+A_{18}, \\ & \text { (Alg. 4, ln. } 7 \text { ) } \end{aligned}$ |
| $\begin{aligned} & A_{11} \leftarrow A_{11} \cdot A_{19} \\ & \text { (Alg. } 4, \ln .10) \end{aligned}$ | $\begin{aligned} & A_{13} \leftarrow A_{19} \cdot A_{20} \\ & (\text { Alg. } 4, \ln .12) \end{aligned}$ | $\begin{aligned} & A_{12} \leftarrow A_{20} \cdot A_{22} \\ & (\text { Alg. } 4, \ln .11) \end{aligned}$ | $\begin{aligned} & A_{39} \leftarrow A_{5} \cdot A_{7}, \\ & (\text { Alg. } 6, \ln .3) \end{aligned}$ | $\begin{aligned} & A_{30} \leftarrow A_{53}-A_{52}, \\ & (\text { Alg. 4, ln. 17) } \\ & A_{33} \leftarrow A_{30}-A_{29}, \\ & \text { (Alg. 4, ln. 19) } \end{aligned}$ |
| $\begin{aligned} & A_{4} \leftarrow A_{28} \cdot A_{0} \\ & (\text { Alg. } 4, \ln \cdot 18) \end{aligned}$ | $\begin{aligned} & A_{33} \leftarrow A_{33} \cdot A_{1} \\ & (\text { Alg. } 4, \ln .19) \end{aligned}$ | $\begin{aligned} & A_{30} \leftarrow A_{30} \cdot A_{2}, \\ & (\text { Alg. } 4, \ln .19) \end{aligned}$ | $\begin{aligned} & A_{40} \leftarrow A_{4} \cdot A_{6}, \\ & (\text { Alg. } 6, \ln .4) \end{aligned}$ | $\begin{aligned} & A_{15} \leftarrow A_{11}+A_{12}, \\ & (\text { Alg. } 3, \ln .1) \\ & A_{25} \leftarrow A_{12}+A_{13}, \\ & \text { (Alg. 3, ln. 12) } \end{aligned}$ |

Due to the fact that the multiplication circuit works in a sequential fashion, the only possible way to improve the total latency of several, independent (the result of one multiplication is not an argument to the next multiplication), consecutive multiplication is to instantiate multiple such units. In case of tate pairing on super singular Edwards curves the numbers of multiplications per iteration in following cases: Alg. 2 (line 3 and 4), Alg. 2 (line 5 and 6), Alg. 7 (line 14) and Alg. 7 (lines 16-17) are 20, 48, 2, 12, respectively. The greatest common factor of all those numbers is two, and this could be a first choice for the number of multiplication units.

In order to further improve the latency of the pairing computations we have decide to instantiate four such units. This allow us to conduct the computations of a single iteration of Alg. 2 (line 3 and 4), Alg. 2 (line 5 and 6), and and Alg. 7 (lines 16-17) in five, twelve and three phases.

The two multiplication of the single iteration of the final exponentiation doubling operation (Alg. 7 (line 14)) can be computed within one phase. All four multiplication units, used in the double speed mode, are employed for the computations of partial products of aforementioned two multiplications. The final products of them are computed using additional circuit (Fig. 5.2 Pt. 4).


Figure 5.2: Top level block diagram of pairing coprocessor

Table 5.2: Memory mapping and initialization

| Address | Variable | Init value | Comment |
| :---: | :---: | :---: | :---: |
| Entire pairing computations |  |  |  |
| $A_{0}$ | $c_{1}$ | $x_{Q} \cdot\left(y_{Q}^{2}-d_{E}\right)$ | Eq. 5.4 (precomputed constant) |
| $A_{1}$ | $c_{2}$ | $y_{Q}$ | Eq. 5.5 (precomputed constant) |
| $A_{2}$ | $c_{3}$ | $y_{Q}^{2}$ | Eq. 5.6 (precomputed constant) |
| $A_{3}$ | $d_{E}$ | $d_{E}$ - curve parameter | Eq. 5.1 |
| $A_{4}$ | $f_{1}$ | 0 | Alg. 2 ln. 1, $F$ |
| $A_{5}$ | $f_{2}$ | 1 | Alg. $2 \ln .1, F$ |
| $A_{6}$ | $g_{1}$ | $-1$ | Alg. 2, $G$ |
| $A_{7}$ | $g_{2}$ | - | Alg. 2, G |
| $A_{8}$ | $x_{P}$ | $x_{P}$ | Alg. 2 ln. 1 |
| $A_{9}$ | $y_{P}$ | $y_{P}$ | Alg. $2 \ln .1$ |
| $A_{10}$ | $z_{P}$ | $z_{P}$ | Alg. $2 \ln .1$ |
| $A_{11}$ | $x_{R}$ | $x_{P}$ | Alg. $2 \ln .1$ |
| $A_{12}$ | $y_{R}$ | $y_{P}$ | Alg. 2 ln. 1 |
| $A_{13}$ | $z_{R}$ | $z_{P}$ | Alg. 2, $\ln .1$ |
| Miller's loop |  |  |  |
| $A_{14}-A_{53}$ | $a, b \ldots$ | - | Alg. 3, 4, 5, 6 (intermediate values) |
| Final exponentiation |  |  |  |
| $A_{14}$ | $R_{a_{1}}$ ( $f_{1}$ part) | - | Alg. 7, ln. 4 |
| $A_{15}$ | $R_{a_{1}}$ ( $f_{2}$ part) | - | Alg. 7, ln. 4 |
| $A_{16}$ | $R_{a_{2}}$ (f $f_{1}$ part) | - | Alg. 7, ln. 6 |
| $A_{17}$ | $R_{a_{2}}$ (f $f_{2}$ part) | - | Alg. 7, ln. 6 |
| $A_{18}$ | $R_{a_{3}}$ (f $f_{1}$ part) | - | Alg. 7, ln. 8 |
| $A_{19}$ | $R_{a_{3}}$ (f2 part) | - | Alg. 7, ln. 8 |
| $A_{20}$ | $R_{a_{4}}\left(f_{1}\right.$ part) | - | Alg. 7, ln. 10 |
| $A_{21}$ | $R_{a_{4}}$ ( $f_{2}$ part) | - | Alg. 7, ln. 10 |
| $A_{22}$ | $R_{a_{5}}$ (f $f_{1}$ part) | - | Alg. 7, ln. 12 |
| $A_{23}$ | $R_{a_{5}}$ (f2 part) | $-$ | Alg. 7, ln. 12 |
| ${ }^{1}$ do not care |  |  |  |

Table 5.3: Scheduling of operations for Alg. 2, when $r_{i}=0$

| Multiplier 1 | Multiplier 2 | Multiplier 3 | Multiplier 4 | Adder |
| :---: | :---: | :---: | :---: | :---: |
| $\begin{aligned} & A_{16} \leftarrow A_{11} \cdot A_{11}, \\ & (\text { Alg. } 3, \ln .2) \end{aligned}$ | $\begin{aligned} & \hline A_{17} \leftarrow A_{12} \cdot A_{12}, \\ & \text { (Alg. } 3, \ln .3 \text { ) } \end{aligned}$ | $\begin{aligned} & \hline A_{21} \leftarrow A_{13} \cdot A_{13}, \\ & \text { (Alg. } 3, \ln .5 \text { ) } \end{aligned}$ | $\begin{aligned} & A_{25} \leftarrow A_{25} \cdot A_{25}, \\ & \text { (Alg. 3, ln. 12) } \end{aligned}$ | $A_{29} \leftarrow A_{30}-A_{29}$, (Alg. 3 , ln. 19) $A_{4} \leftarrow A_{37}+A_{38}$, (Alg. 6, ln. 5) $A_{7} \leftarrow A_{33}+$ $A_{29}$, (Alg. 3: ln. 19) $A_{5} \leftarrow$ $A_{39}+A_{40}$, (Alg. 6, ln. 6) $A_{34} \leftarrow A_{5}-A_{4}$, (Alg. 5, ln. 2) $A_{35} \leftarrow A_{5}+A_{4}$, (Alg. 5 , $\ln .3)$ |
| $\begin{aligned} & A_{15} \leftarrow A_{15} \cdot A_{15}, \\ & (\text { Alg. 3, ln. 1) } \end{aligned}$ | $\begin{aligned} & A_{36} \leftarrow A_{4} \cdot A_{5}, \\ & (\text { Alg. } 5, \ln .1) \end{aligned}$ | $\begin{aligned} & A_{5} \leftarrow A_{34} \cdot A_{35}, \\ & (\text { Alg. } 5, \ln .5) \end{aligned}$ | $\begin{aligned} & A_{12} \leftarrow A_{18} \cdot A_{23}, \\ & (\text { Alg. } 3, \ln .10) \end{aligned}$ | $A_{18} \leftarrow A_{16}+A_{17}$, (Alg. 3, ln. 4) $A_{24} \leftarrow A_{16}-A_{17}$, (Alg. 3, ln. 9) $A_{41} \leftarrow$ $A_{17}+A_{21}$, (Alg. 3, ln. 13) $A_{27} \leftarrow A_{21}+A_{21}$, (Alg. 3, ln. 14) $A_{42} \leftarrow A_{18}+A_{18}$, (Alg. 3, ln. 16) $A_{43} \leftarrow$ $A_{16}+A_{16}$, (Alg. 3, ln. 17) $A_{26} \leftarrow A_{25}+A_{41}$, (Alg. 3, ln. 13) $A_{31} \leftarrow A_{15}-A_{18}$, (Alg. 3, ln. 7) $A_{23} \leftarrow$ $A_{18}-A_{27}$, (Alg. 3, ln. 6) $A_{44} \leftarrow A_{27}+A_{26}$, (Alg. 3, ln. 16) $A_{28} \leftarrow A_{27}-A_{26}$, (Alg. 3, ln. 15) $A_{30} \leftarrow$ $A_{26}-A_{43}$, (Alg. 3, ln. 17) $A_{29} \leftarrow A_{42}-A_{44}$, (Alg. 3, ln. 16) |
| $\begin{aligned} & A_{13} \leftarrow A_{18} \cdot A_{24}, \\ & (\text { Alg. } 3, \ln .11) \end{aligned}$ | $\begin{aligned} & A_{29} \leftarrow A_{27} \cdot A_{29}, \\ & \text { (Alg. 3, ln. } 16 \text { ) } \end{aligned}$ | $\begin{aligned} & A_{30} \leftarrow A_{26} \cdot A_{30}, \\ & \text { (Alg. 3, ln. } 17 \text { ) } \end{aligned}$ | $\begin{aligned} & A_{28} \leftarrow A_{28} \cdot A_{31}, \\ & (\text { Alg. } 3, \ln .15) \end{aligned}$ | $A_{4} \leftarrow A_{36}+A_{36},(\text { Alg. } 5, \ln .$ 4) |
| $\begin{aligned} & A_{11} \leftarrow A_{32} \cdot A_{24}, \\ & (\text { Alg. } 3, \ln .8) \end{aligned}$ | $\begin{aligned} & A_{37} \leftarrow A_{4} \cdot A_{7} \\ & (\text { Alg. } 6, \ln .1) \end{aligned}$ | $\begin{aligned} & \text { Neguesha } \\ & A_{38} \leftarrow A_{5} \cdot A_{6}, \\ & (\text { Alg. } 6, \ln .2) \end{aligned}$ | $\begin{aligned} & A_{39} \leftarrow A_{5} \cdot A_{7}, \\ & (\text { Alg. } 6, \ln .3 \text { ) } \end{aligned}$ | $\begin{aligned} & A_{25} \leftarrow A_{12}+A_{13}, \text { (Alg. } 3, \\ & \ln .12) A_{15} \leftarrow A_{11}+A_{12}, \\ & \text { (Alg. 3, ln. } 1) A_{33} \leftarrow A_{29}- \\ & A_{30}, \text { (Alg. 3, ln. 19) } \end{aligned}$ |
| $\begin{aligned} & A_{40} \leftarrow A_{4} \cdot A_{6}, \\ & (\text { Alg. } 6, \ln .4) \end{aligned}$ | $\begin{aligned} & A_{6} \leftarrow A_{0} \cdot A_{28}, \\ & \text { (Alg. } 3, \ln .18 \text { ) } \end{aligned}$ | $\begin{aligned} & A_{33} \leftarrow A_{1} \cdot A_{33}, \\ & (\text { Alg. 3, ln. 19) } \end{aligned}$ | $\begin{aligned} & A_{30} \leftarrow A_{2} \cdot A_{30}, \\ & (\text { Alg. 3, ln. 19) } \end{aligned}$ |  |

Table 5.5: Final exponentiation Alg. 7 scheduling.
$\operatorname{MSP}(\mathrm{x})$ and $\operatorname{LSP}(\mathrm{x})$ - the most and the least significant parts of x -value, respectively.

| Multiplier 1 | Multiplier 2 | Multiplier 3 | Multiplier 4 | Adder |
| :---: | :---: | :---: | :---: | :---: |
| Alg. 7 ln. 14 is computed using Alg. 5 |  |  |  |  |
|  |  |  |  | $A_{25} \leftarrow A_{5}+A_{4}$, (Alg. 3, ln. <br> 2) $A_{26} \leftarrow A_{5}-A_{4}$, (Alg. 3 , <br> ln. 3) |
| $\begin{aligned} & a \leftarrow M S P\left(A_{4}\right) \\ & A_{5}, \\ & \text { (Alg. 3, ln. 1) } \end{aligned}$ | $\begin{aligned} & b \leftarrow \operatorname{LSP}\left(A_{4}\right) \\ & A_{5}, \\ & \text { (Alg. 3, ln. 1) } \end{aligned}$ | $\begin{aligned} & c \leftarrow \operatorname{MSP}\left(A_{25}\right) \\ & A_{26}, \\ & \text { (Alg. 3, ln. } 4 \text { ) } \end{aligned}$ | $\begin{aligned} & d \leftarrow \operatorname{LSP}\left(A_{25}\right) \\ & A_{26}, \\ & \text { (Alg. 3, ln. } 4 \text { ) } \end{aligned}$ |  |
|  |  |  |  | $\begin{aligned} & A_{4} \leftarrow A_{24}+A_{24}, \text { (Alg. 3, ln. } \\ & 5) \end{aligned}$ |
| $A_{24} \leftarrow a+b, A_{5} \leftarrow c+d$ |  |  |  |  |
| Alg. 7 ln. 16-17 is computed using Alg. 6 |  |  |  |  |
| $\begin{aligned} & A_{28} \leftarrow A_{14} \cdot A_{17}, \\ & (\text { Alg. } 6, \ln .1) \end{aligned}$ | $\begin{aligned} & A_{29} \leftarrow A_{15} \cdot A_{16}, \\ & \text { (Alg. } 6, \ln .2 \text { ) } \end{aligned}$ | $\begin{aligned} & A_{30} \leftarrow A_{16} \cdot A_{17}, \\ & \text { (Alg. } 6, \ln .3 \text { ) } \end{aligned}$ | $\begin{aligned} & A_{31} \leftarrow A_{14} \cdot A_{15}, \\ & (\text { Alg. } 6, \text { ln. } 4) \end{aligned}$ | $A_{32} \leftarrow A_{28}+A_{29}$, (Alg. 6, $\ln$. 5) $A_{33} \leftarrow A_{30}+A_{31}$, <br> (Alg. 6, ln. 6) |
| $\begin{aligned} & A_{28} \leftarrow A_{18} \cdot A_{23}, \\ & (\text { Alg. } 6, \ln .1) \end{aligned}$ | $\begin{aligned} & A_{29} \leftarrow A_{19} \cdot A_{22}, \\ & (\text { Alg. } 6, \ln .2) \end{aligned}$ | $\begin{aligned} & A_{30} \leftarrow A_{18} \cdot A_{19}, \\ & \text { (Alg. 6, ln. 3) } \end{aligned}$ | $\begin{aligned} & A_{31} \leftarrow A_{22} \cdot A_{23}, \\ & (\text { Alg. } 6, \ln .4) \end{aligned}$ | $\begin{aligned} & A_{34} \leftarrow A_{28}+A_{29}, \text { (Alg. } 6, \\ & \text { ln. 5) } A_{35} \leftarrow A_{30}+A_{31}, \\ & \text { (Alg. } 6, \ln .6) \end{aligned}$ |
| $\begin{aligned} & A_{28} \leftarrow A_{31} \cdot A_{25}, \\ & (\text { Alg. } 6, \ln .1) \end{aligned}$ | $\begin{aligned} & A_{29} \leftarrow A_{32} \cdot A_{25}, \\ & \text { (Alg. 6, ln. 2) } \end{aligned}$ | $\begin{aligned} & A_{30} \leftarrow A_{31} \cdot A_{32}, \\ & \text { (Alg. } 6, \ln .3 \text { ) } \end{aligned}$ | $\begin{aligned} & A_{31} \leftarrow A_{24} \cdot A_{25}, \\ & (\text { Alg. 6, ln. 4) } \end{aligned}$ | $\begin{aligned} & A_{32} \leftarrow A_{28}+A_{29}, \text { (Alg. } 6, \\ & \text { ln. 5) } A_{33} \leftarrow A_{30}+A_{31}, \\ & \text { (Alg. 6, ln. 6) } \\ & \hline \end{aligned}$ |

Due to the fact that the modular reduction unit (Fig. 5.2 Pt. 5) has more than 4 pipelining stages, regardless the size of operands (Tab. 5.1), it is possible to reuse this unit for every product computed in all four multipliers.

The modular adder unit can process up to 3 and 4 operations at the time for the operands at lower (80-bites) and higher security levels (120-bits and more), respectively. A pairing computation is completed by proper scheduling of these modular operations. More details about it is delivered in the next section. A partial result of pairing calculations: $R_{u}$ and $R_{d}$ values are eventually stored into the bank of memories. In order to reconstruct the final $F$ (Eq. 5.2 ) these $R_{u}$ and $R_{d}$ (Alg. 7) have to be stored into parallel-input-serial-output module (Fig. 5.2 Pt. 7) and through output bus (Fig. 5.2 Pt. 8) sent outside of the coprocessor.

Operation scheduling: Table 5.3, 5.4 and 5.5 present the scheduling of basic operations (multiplication, modular reduction, modular addition). Every cell, in those three tables, contains an information about the type of operation and the reference to the line of
a particular algorithm.
Miller's algorithm scheduling. Case $r_{i}=0$ in Alg. 2: has been demonstrated in Table 5.4. A calculation of the line 3 and 4 in Alg. 2 incorporate an execution of Alg. 3, 5 and 6 . Three, aforementioned algorithms, within one iteration of Alg. 2, require 20 multiplications in total. This fact, together with the analysis of the data dependency, allow us to keep all four multipliers busy almost entire time during the five phases (five rows in Table 5.3) of the doubling computations.

First, we start the computations of intermediate values from lines: $2,3,5$ and 12 in Alg. 3 (Table 5.3 row 1 ). In the following phases, more intermediate values are computed. Apart of them, in the second, third and fourth phase of scheduling (Table 5.3 row 2, 3 and 4) for the $r_{i}=0$ case, new point's coordinates are calculated. The $F$ (Eq. 5.2) squaring is conducted in the second phase.

Next, the product of $F$ and $G$ is computed in the fourth phase (computation completion of line 4 in Alg. 2).

Finally, in the last row (fifth phase of scheduling) the partial results of the $G$-value in Alg. 3 (line 18) are computed.

Miller's algorithm scheduling. Case $r_{i}=1$ in Alg. 2: has been presented in Table 5.3. A calculation of the lines 3 to 7 in Alg. 2 require an execution of Alg. 3, 4, 5 and 6 .

All four before mentioned algorithms, within one iteration of Alg. 2, require 48 modular multiplications total. It helps to keep every multiplier busy almost entire time during the twelve phases (twalve rows in Table 5.4) of the addition computations.

Due to the fact that even in case of $r_{i}=1$ the doubling part of the Miller loop is executed, the first five phases of scheduling are designated for the first part of this algorithm. Almost entire multipliers' scheduling for this part is similar to the case of $r_{i}=0$. The only exception is the fact that during the doubling operation instead of $F^{2} \cdot G$, the $F \cdot G$ computations has to be conducted. It is due to the fact that the doubling and the addition parts of Miller loop are interleaved. The product of $F$ and $G$ from line 7 of Alg. 2 is actually computed in
the second and the fourth phase of the scheduling for $r_{i}=1$ case.
The rows seventh to twelfth in Table 5.4 demonstrate the scheduling of the addition part of Miller loop and the operations on $F$ and $G$ values from line 4 in Alg. 2. In particular: a new point $R_{i+1}$ and its coordinates $x_{3}, y_{3}$ and $z_{3}$ are computed in 11th phase of the case $r_{i}=1$ scheduling (Table 5.4). The operation of squaring $F$ (Eq. 5.2) is conducted in the seventh phase and later on the $F \cdot G$ operations are distributed among nineth, eleventh and twelfth phase of case $r_{i}=1$ scheduling.

Finally, in the last row (twelfth phase of scheduling) the partial results of the $G$-value in Alg. 4 (line 18) are computed.

The final exponentiation: scheduling has been summarized in Table 5.5. The upper part of Table 5.5 corresponds to the Alg. $7 \ln .14$ calculations - a complex number squaring. The lower part of this table reflects the Alg. $7 \ln .17$ computations - a reconstruction of $R_{u}$ and $R_{d}$ values from previously stored (Alg. 7 lines 3-13) partial results.

Due to the fact that square operation of a complex number yield a strong dependency between consecutive computations, any pipelining technique in the multiplier-reductor pair will result in multiple idle states. In order to reduce the time of a single square operation of a complex number we have applied a BiPartite-like method of multiplication [125]. The most (Table 5.5: $M S P\left(A_{4}\right)$ ) and the least significant (Table 5.5: $L S P\left(A_{4}\right)$ ) part of the first argument are multiplied independently with the second argument (Table 5.5: $A_{5}$ ) in two neighboring multipliers. Eventually, after both parts of the first argument $\left(A_{4}\right)$ are multiplied by the second argument $\left(A_{5}\right)$, their partial results (Table 5.5: $a, b$ ) are added and sent to the first reductor. In the remaining part of a given iteration both multipliers will stay idle. This way the computation of the line 1 from Alg. 5 is completed. The computation of the line 4 from Alg. 5 is conducted similarily.

Finally, the computation of the line 2 and $\ln .3$ of Alg. 5 - the arguments for both addition/subtractions are the same, so they can be fetched once and executed fully parallel.

In case of the $R_{u}$ and $R_{d}$ computations in Alg. 7 ln .17 it is possible to keep multipliers working constantly by interleaved computations of $R_{u}{ }^{\natural}=R_{a 1} \cdot R_{a 2}$ (Table 5.5: bottom

Table 5.6: Latency-related information for building transformations on different security levels for Xilinx (Altera in parentheses)

| Security | 80 -bits | 120 -bits | 128 -bits |  |
| :--- | :--- | :--- | :--- | :--- |
| Arguments size $-n$ | 521 | 1264 | 1493 | Notation |
| Number of clock cycles for different basic arithmetic operations |  |  |  |  |
| $n$-bits modular addition | 3 | 4 | 4 |  |
| basic mode multiplication | $22(15)$ | $53(36)$ | $63(42)$ | $C_{b m}$ |
| double speed mode multiplica- <br> tion | $11(8($ | $27(18)$ | $32(21)$ | $C_{d m}$ |
| basic mode modular reduction | $11(11)$ | $13(13)$ | $13(13)$ | $C_{b r}$ |
| double speed mode modular re- <br> duction | $12(12)$ | $14(14)$ | $14(14)$ | $C_{d r}$ |


| Number of clock cycles per iteration for building algorithms |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Alg. $2 r_{i}=0$ | $120(85)$ | $276(190)$ | $326(220)$ | $C_{m d} \approx 5 \cdot C_{b m}$ |
| Alg. 2 $r_{i}=1$ | $274(190)$ | $647(442)$ | $767(514)$ | $C_{m m} \approx 12 \cdot C_{b m}$ |
| Alg. 7 lines 2-15 | $27(24)$ | $46(36)$ | $51(39)$ | $C_{f d} \approx C_{d m}+C_{d r}$ |
| Alg. 7 lines 16-17 | $81(60)$ | $230(161)$ | $270(185)$ | $C_{f m} \approx 3 \cdot C_{b m}+C_{b r}$ |


| Number of iterations of building algorithms |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Alg. $2 r_{i}=0$ | 156 | 225 | 254 | $I_{m d}$ |
| Alg. $2 r_{i}=1$ | 3 | 32 | 13 | $I_{m m}$ |
| Alg. 7 lines 2-15 | 880 | 2268 | 2716 | $I_{f m}$ |
| Alg. 7 lines 16-17 | 3 | 3 | 3 | $I_{f d}$ |


| Number of clock cycles per algorithm |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Alg. $2 r_{i}=0$ | $\begin{aligned} & \hline \hline 18720 \\ & (13260) \end{aligned}$ | $\begin{aligned} & \hline \hline 62100 \\ & (42750) \end{aligned}$ | $\begin{aligned} & \hline \hline 82804 \\ & (55880) \end{aligned}$ | $C_{m 0}=C_{m d} \cdot I_{m d}$ |
| Alg. $2 r_{i}=1$ | 822 (570) | $\begin{aligned} & 20704 \\ & (14144) \end{aligned}$ | 9971 (6682) | $C_{m 1}=C_{m m} \cdot I_{m m}$ |
| Alg. 7 lines 2-15 | $\begin{aligned} & 23760 \\ & (21120) \end{aligned}$ | $\begin{aligned} & 104328 \\ & (81648) \end{aligned}$ | $\begin{aligned} & 138516 \\ & (105924) \end{aligned}$ | $C_{f 0}=C_{f d} \cdot I_{f d}$ |
| Alg. 7 lines 16-17 | 243 (180) | 690 (483) | 810 (555) | $C_{f 1}=C_{f m} \cdot I_{f m}$ |
| Sum | $\begin{aligned} & 43545 \\ & (35130) \end{aligned}$ | $\begin{aligned} & \hline 187822 \\ & (139025) \end{aligned}$ | $\begin{aligned} & 232101 \\ & (169041) \end{aligned}$ | $\begin{aligned} & C_{p}=C_{m 0}+C_{m 1}+C_{f 0}+ \\ & C_{f 1} \end{aligned}$ |

part, first row), then $R_{d}=R_{a 3} \cdot R_{a 5}$ (Table 5.5: bottom part, second row) and finally $R_{u}=R_{a 4} \cdot R_{u}{ }^{`}$ (Table 5.5: bottom part, third row).

## Latency formulae discussion:

With regard to characterization the speed of the hardware implementation of a pairing, we suggest using Latency, understood as a total time of data transfers in to and out of the circuit and the time of pairing computations. To be exact, we define Latency using the following formula:

$$
\begin{equation*}
\text { latency }=\left(C_{i}+C_{p}+C_{o}\right) \cdot T \tag{5.11}
\end{equation*}
$$

where $C_{i}, C_{p}$ and $C_{i}$ correspond to the number of clock cycles for fetching arguments, computing pairing operation and storing the result, respectively. $T$ is a clock period, different and characteristic for each hardware implementation of the tate pairing on specific security level.

In order to compute the total number of clock cycles $\left(C_{p}\right)$ required for the pairing computations we have to sum up (Eq. 5.12) number of clock cycles necessary for computations of Alg. $2 \ln .3$ and 4 (Miller's loop - doubling) - $C_{m 0}$, Alg. $2 \ln .6$ and 7 (Miller's loop addition) - $C_{m 1}$, Alg. $7 \ln$. 14 (Final exponentiation squaring) - $C_{f 0}$, and Alg. $7 \ln .16$ and 17 (Final exponentiation multiplication) - $C_{f 1}$.

$$
\begin{equation*}
C_{p}=C_{m 0}+C_{m 1}+C_{f 0}+C_{f 1} \tag{5.12}
\end{equation*}
$$

All the tate pairing supporting algorithms have an iterative nature.
First, the Miller's loop doubling (Alg. $2 \ln .3$ and 4) requires $I_{m d}$ repetitions. A single iteration of this algorithm is completed after $C_{m d}$ clock cycles. Then the product of those two values contributes to the Eq. 5.12 as a $C_{m 0}$.

Since our scheduling scheme for this algorithm, proposed in Table 5.3, determines five phases and the most computationally intensive operation in each of them is the multiplication then we can derive the relation $C_{m d} \approx 5 \cdot C_{b m}$. Due to the occasional idle states in the multiplication units we could not use the equality sign.

Similarly in case of the Miller's loop addition (Alg. $2 \ln .6$ and 7) the product of number of repetitions, denoted by $I_{m m}$, and the number of clock cycles per each iteration, denoted by $C_{m m}$ constitutes the $C_{m 0}$, a total number of clock cycles for Miller's loop addition. The relation $C_{m m} \approx 12 \cdot C_{b m}$ is a natural consequence of the fact that there are twelve phases
(proposed in Table 5.4) of a single iteration of Alg. $2 \ln .6$ and 7.
The final exponentiation, the squaring part, is repeated $I_{f d}$ times. This algorithm has the simplest basic iterative task (scheduling scheme in (in Tab. 5.5 upper part), but the arguments delivered to the $i$-th iteration are the results of the $(i-1)$-th computation. In such case it is not possible to overlap the multiplication and reduction operations. Due to the fact that there are only two multiplications per final exponentiation squaring operation (Alg. $7 \ln .14$ ) and we have 4 multipliers available the double speed mode can be utilized. The number of clock cycles per each iteration of this algorithm can be described by the relation $C_{f d} \approx C_{d m}+C_{d r}$.

Finally, the number of clock cycles, required for the computation of both lines 16 and 17 of Alg. 7 (in Tab. 5.5 lower part), can be represented by the relation $C_{f m} \approx 3 \cdot C_{b m}+C_{b r}$.

Table 5.6 summarizes the detailed, numerical information about the number of clock cycles per given operation, iteration or algorithm.

### 5.5 Hardware implementation results

The hardware coprocessors for the Tate pairing on twisted supersingular Edwards over prime fields were implemented in two flavors:

- a hybrid $17 / 24$-bits architecture based on DSP48E available in Xilinx devies, and
- a 36-bits architecture based on DSP units in Altera devices.

Each Xilinx Virtex 6 FPGAs DSP48E unit has a two-input multiplier followed by multiplexers and a three-input adder/subtractor/accumulator. The unit can be configured as a $24 \times 17$ multiplier (or $25 \times 17$ signed) and/or 48 -bit adder with up to three inputs [194].

Contrary, Each DSP block in a Stratix device can implement four $18 \times 18$-bit multiplications using dedicated multiplier circuitry. Each DSP block can also be configured to support eight 9x9-bit multiplication or one $36 \times 36$-bit multiplication for different applications by choosing the appropriate DSP block operation mode in the design software [185],

Table 5.7: Implementation results of the pairing coprocessors for selected FPGA devices

| Xilinx Virtex-6 (xc6vhx380tff1924-3) |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
| Security | Frequency <br> $[\mathbf{M H z}]$ | Slices | BRAMs | DSPs | latency <br> $[\mu \mathbf{s}]$ |  |
| 80 -bits | 187.4 | 17214 | 33 | 124 | 232 |  |
| 120 -bits | 179.5 | 59482 | 77 | 300 | 1046 |  |
| 128 -bits | 170.2 | 73536 | 90 | 352 | 1363 |  |
| Altera Stratix IV (EP4S100G5H40C2ES1) |  |  |  |  |  |  |
| Security | Frequency <br> $[M H z]$ | ALUTs | Memory | DSPs | latency <br> $[\mu \mathbf{s}]$ |  |
| 80 -bits | 203.1 | 39607 | 552 k | 240 | 173 |  |
| 120 -bits | 197.4 | 126367 | 1327 k | 576 | 704 |  |
| 128 -bits | 192.4 | 144332 | 1548 k | 672 | 879 |  |


| Altera Stratix V (5SGSMD5H1F35C1) |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Security | Frequency <br> $[\mathbf{M H z}]$ | ALUTs | Memory | DSPs | latency <br> $[\mu \mathrm{s}]$ |
| 80 -bits | 263.1 | 41471 | 552 k | 120 | 133 |
| 120-bits | 257.7 | 120628 | 1327 k | 288 | 541 |
| 128 -bits | 242.3 | 137484 | 1548 k | 336 | 697 |

[195].
First, all hardware architectures for 80,120 and 128 -bit security levels, have been first modeled in VHDL-93 and the functionality of the coprocessors was cross-verified with the software implementation in C (based on GMP library [196]) and using Magma scripts [197]. The coprocessors were then synthesized, placed and routed in Xilinx Virtex-6, Altera Stratix IV and V using design software of the respective vendor. The maximum clock frequencies have been determined using static timing analysis tools provided as part of the respective software packages (quartus_sta for Altera and trace for Xilinx). The tool options were selected in such a way, that the embedded resources, such as block memories or DSP units, were inferred during implementation. Table 5.7 summarizes the results collected after the Place-and-Route and Fitter in Xilinx and Altera, respectively.

Several conclusions regarding the implementation results of the coprocessor can be made:

- It is very difficult to achieve very high frequency $(300 \mathrm{MHz}+)$ for s designs which are large in all aspects: number of logic elements, block memories and DSP units. It is due to the fact that routing delay between logic resources and BRAMs or/and DSPs,

Table 5.8: Pairing transformations speed records for the range of $120-128$-bits security

| Publication | Curve Type | Field | Security | Type | FPGA | Latency |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| This work | twisted supersingular Edwards | GF(p) | 120-bit | Tate | Stratix V | $\mathbf{0 . 5 4 m s}$ |
| Cheung et al. $[178]$ | Barreto-Naehring | GF(p) | 126 -bit | Opt.-Ate | Virtex-6 | 0.57 ms |
| This work | twisted supersingular Edwards | GF(p) | 128-bit | Tate | Stratix V | $\mathbf{0 . 7 0 m s}$ |
| This work | twisted supersingular Edwards | GF(p) | $\mathbf{1 2 0 - b i t}$ | Tate | Stratix <br> IV | $\mathbf{0 . 7 0 m s}$ |
| Beuchat et al. $[177]$ | Barreto-Naehring | GF(p) | 126 -bit | Opt.-Ate | Virtex- 6 | 0.83 ms |
| This work | twisted supersingular Edwards | GF(p) | $\mathbf{1 2 8 - b i t ~}$ | Tate | Stratix <br> IV | $\mathbf{0 . 8 8 m s}$ |
| This work | twisted supersingular Edwards | GF(p) | $\mathbf{1 2 0 - b i t ~}$ | Tate | Virtex-6 | $\mathbf{1 . 0 5 m s}$ |
| Cheung et al. $[178]$ | Barreto-Naehring | GF(p) | 126 -bit | Opt.-Ate | Stratix III | 1.07 ms |
| Fan et al. $[198]$ | Barreto-Naehring | GF(p) | 128 -bit | Opt.-Ate | Virtex-6 | 1.17 ms |
| This work | twisted supersingular Edwards | GF(p) | $\mathbf{1 2 8 - b i t}$ | Tate | Virtex-6 | $\mathbf{1 . 3 6 m s}$ |
| Fan et al. $[198]$ | Barreto-Naehring | GF(p) | 128 -bit | Ate | Virtex-6 | 1.60 ms |
| Cheung et al. $[178]$ | Barreto-Naehring | GF(p) | 126 -bit | Opt.-Ate | Cyclone II | 1.93 ms |

very often constitutes the critical path of the design.

- The latency of our design could be further improved by the Karatsuba algorithm [129] on top of the school-book method applied to our multiplier, however in order to speed up twice a single multiplication around $50 \%$ more of DSP units have to be added.

In such a case the Tate pairing computations for 120 and 128-bit security on Stratix V could have been computed much below 0.4 ms and 0.5 ms , respectively. In case of Stratix IV they would require less than 0.5 ms and 0.6 ms , respectively.

- The Karatsuba algorithm can be applied recursively and the depth of this recursion can serve as a basis of the design space exploration of a single multiplication. Both Xilinx (Virtex XT) and Altera (Stratix GS) provide variants of their devices, which focus on DSP-rich and memory-rich applications. Taking into account the rapid growth of the number of such hardwired components in those FPGA devices variants the investigation of even DSP-richer configurations of our multiplier might be possible very soon.
- On Altera Stratix IV and Stratix V devices the computations of the Tate pairing on twisted supersingular Edwards curves over prime fields for 128-bit security level can be computed below 1 ms .

Table 5.9: Software implementations of pairing on (single core) Intel Core i7 2.8 GHz

| Beuchat et al. [177] Optimal-Ate over Baretto-Naehring |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Security | Multiplication $F_{p}^{2}$ | Squaring $F_{p}^{2}$ | Miller Loop | Final Exponentiation | Total | Latency [ $\mu \mathrm{s}$ ] |
| 126-bit | 435 | 342 | 1330000 | 1000000 | 2330000 | 0.83 |
| Tate pairing over twisted supersingular Edwards curve |  |  |  |  |  |  |
| Security | Multiplication | Squaring | Miller Loop | Final Exponentiation | Total | Latency |
| 80-bit | 2344 | 1998 | 11753280 | 2493120 | 14246400 | 5.09 |
| 120-bit | 5944 | 5463 | 69840602 | 12518598 | 82359200 | 29.41 |
| 128-bit | 7507 | 6650 | 89556628 | 14337372 | 103894000 | 37.11 |

Table 5.8 demonstrates the fastest to date hardware architectures for pairing computations in the 120-128-bit range of security. The fastest to date coprocessor for the pairing computations on pairing-friendly Barreto-Naehring curves over prime field was reported in [178] (the fastest overall hardware accelerator for pairing at 128 -bit security level was reported for binary fields and it was described in [179]). The best variant of the coprocessor from [178] was reported on Stratix III and Virtex-6 and the resource utilization vectors were 4233 ALUTs, 72 DSPs and 7032 slices, 32 DSPs, respectively.

The coprocessors, demonstrated in this work, require much more area. It is primarily due to the fact that in order to provide the same security level the supersingular curves require much larger arguments for any basic arithmetic operation (five to six times for a security level in a range 120-128-bit). The most basic version of the multiplier, demonstrated in this work, optimized for different DSP unit's geometry, offers high computational power and a big flexibility (double speed mode). A single multiplication unit, for 128 -bit security level) occupies already 88 DSP48e and 42 DSPs blocks for Virtex-6 and Stratix V, respectively. On the other hand, the biggest advantage of this coprocessor is the fact that even though that the major component, the multiplier is not using even more expensive Karatsuba-like method, still it can compute pairing for the security range 120-128-bit within $541 \mu \mathrm{~s}$ on 28 nm Stratix V. This result should be easily improved on any device with bigger number of DSP units.

### 5.5.1 Note about software implementations

In the paper [177], the authors have presented a software library that implements the optimal ate pairing over a Barreto-Naehrig curve at the 126-bit security level (very similar to the work in [178]). The authors claim, it is "the first (and the fastest so far) to have reported the computation of a bilinear pairing at a level of security roughly equivalent to that of AES-128 in less than one millisecond on a single core of an Intel Core i7 2.8 GHz processor".

In this section we are going to provide a results of the software implementation of the Tate pairing over twisted supersingular Edwards curve on prime fields at the 80, 120 and 128 -bit security level at the same platform.

Our software library is written in C and can be used on several platforms, including 32/64-bit versions of Windows 7 with Visual Studio 2x Professional, Linux 2.6 and Mac OS X 10.6 with gcc 4.2.1 or later, etc. Our implementation is based on the GMP library, namely the arithmetic operations: modular addition, subtraction and multiplication use the combination of mpz_mod together with mpz_add, mpz_sub and mpz_mul, respectively.

Table 5.9 summarizes the average latency in terms of time and clock cycles for full pairing computations. Additionally, we have provided the implementation results for the Miller loop, final exponentiation and basic arithmetic operations: modular multiplication and squaring. For a range of security level 120-128-bit our Tate pairing is slower than the Optimal-Ate pairing over Baretto-Naehring curves in a range of 30-40 times.

Taking into account three facts:

- the number of modular multiplications/squaring for 80,120 and 128 -bit security levels are 5036, 10584 and 11148 , respectively, and
- the number of clock cycles per modular multiplication/squaring for aforementioned security levels are $(2344,1998),(5944,5463)$ and $(7507,6650)$, respectively, and
- with a given total number of clock cycles for full pairing operation, summarized in
the column 6 of Table 5.9
we can estimate that those two basic arithmetic operations contribute to the full computations of pairing in a range of $70-80 \%$.

In order to provide a software implementation, being competitive to the implementation results reported in [177], using the optimization techniques described in this chapter, every modular multiplication/squaring have to be conducted below 200 clock cycles (approx. 3040 times faster than in GMP library). The other possibility would be a multi thread software library for the Tate pairing over twisted supersingular Edwards curves.

### 5.6 Conclusions

In this chapter, we have demonstrated the very first hardware architecture of pairing on Edwards curves. First, we have proposed, novel, low latency, a hybrid adder based on the high-radix carry save addition and the Kogge-Stone adder. Based on this concept we have developed new hardware architectures, optimized for FPGA devices, for modular addition, subtraction and multiplication for Solinas primes.

We demonstrated that these circuits, together with proper high-level scheduling, is very applicable for the pairing computations. The fastest version computes a Tate pairing at 80 , 120 and 128-bit security over prime field in less than $0.13,0.54$ and 0.70 ms , respectively. We must also admit that the proposed circuit seems to be relatively expensive in terms of the area utilization.

For future work, we would like to further investigate the methods of area and latency reduction in Edwards curves based pairings. One of possible direction, an implementationrelated, is the usage of hardwired macros instead of inferring embedded components in FPGA devices.

Finally, we would like to investigate even higher security levels, and conduct the practical experiments on Xilinx Virtex-6 and Altera Stratix-IV and V evaluation boards.

## Part III

## Benchmarking of FPGA-based coprocessors for cryptography

## Chapter 6: Benchmarking of hardware architectures for Cryptography

A fair comparison of functionally equivalent digital system designs targeting FPGAs is a challenging and time consuming task. The results of the comparison depend on the inherent properties of competing algorithms, as well as on selected hardware architectures, implementation techniques, FPGA families, languages and tools. In 2010 Cryptographic Engineering Research Group have introduced an open-source environment, called ATHENa for fair, comprehensive, automated, and collaborative hardware benchmarking of algorithms belonging to the same class. In this chapter we are going to demonstrate the heart of ATHENa, the most successful heuristic optimization algorithm the GMU_Optimization_1.
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### 6.1 Introduction and motivation

In almost every area of science and engineering, the same task can be realized using multiple competing algorithms. This statement is especially true in case of communications, digital
signal processing, and cryptography. The choice of a particular algorithm depends strongly on its efficiency in software and hardware.

In 2010 the Automated Tool for Hardware EvaluatioN (ATHENa) was proposed by Cryptographic Engineering Research Group at George Mason University and originally described in [199]. The improved version, still under development is presented in [200]. One of the primary goals of this environment is to make the comparison of competing algorithms fairer and more comprehensive, especially for the case where reconfigurable hardware is a viable and advantages means of implementation. Although our environment can be used for comparison of algorithms belonging to different fields, it is beneficial to focus first on algorithms belonging to one particular area: cryptography.

### 6.1.1 Cryptographic Competitions

The reason why this area is appropriate include

- well documented speed-ups and security gains of FPGA implementations over software implementations,
- constantly evolving standards, due to the everlasting struggle between designers of new algorithms and cryptanalysts attempting to break them,
- strong need for fair evaluation associated with the way new cryptographic standards are being developed, namely through open competition of algorithms submitted by groups from all over the world. Starting from the Advanced Encryption Standard (AES) contest organized by NIST in 1997-2000 [51], open contests have become a method of choice for selecting cryptographic standards in the U.S. and over the world. The AES contest in the U.S. was followed by the NESSIE competition in Europe [201], CRYPTREC in Japan [202], and eSTREAM in Europe [203]. Recently, the focus of attention of the entire cryptographic community was on the SHA-3 contest for a new hash function standard, organized by NIST [41].


CRYPTREC, NESSIE - Multiple categories competitions

Figure 6.1: Timeline of the major cryptographic competitions

Next in line is going to be the authenticated encryption competition - CAESAR [204].
Figure 6.1 demonstrates the timeline of cryptographic competitions.

Four typical criteria taken into account in the evaluation of candidates are: security, performance in software, performance in hardware, and flexibility. While security is commonly recognized as the most important evaluation criterion, it is also a measure that is most difficult to evaluate and quantify, especially during the relatively short period of time reserved for the majority of contests. The typical outcome is that, after eliminating a fraction of candidates based on security flaws, a significant number of remaining candidates do not demonstrate any easy to identify security weaknesses, and as a result are judged to have adequate security. Interestingly, the differences among the cryptographic algorithms in terms of the hardware performance appeared to be particularly large, and often served as a tiebreaker when other criteria failed to identify a clear winner in AES [205], [206], eSTREAM [207], [208], and SHA-3 [93], [209].

### 6.1.2 Obstacles to a fair comparison

Saar Drimer in his PhD thesis [210] defined several problems related to benchmarking of FPGA implementations of cryptographic transformations. The most important issues discussed in his dissertation were associated with the difficulties in results replication, selection of the best set of design software options, and apple-to-orange comparison practices (different target technology, software version, etc). In the eve of SHA-3 contest this work was a trigger for the development of automated FPGA benchmarking systems and hardware evaluation methodologies.

Facilitating a fair and comprehensive comparison among competing cryptographic algorithms, implemented in FPGA devices, was investigated in [21] and [211]. Corresponding ASIC-oriented methodologies were proposed in [212], [209] and [213].

In order to conduct a fair comparison several obstacles have to be resolved. Most of them are relatively simple to overcome:

- an influence of different hardware description languages: Either of the two languages, VHDL or Verilog, is perfectly suited for the implementation and comparison of cryptographic transformations, as long as all competing algorithms are described in the same language. Using two different languages to describe different candidates may introduce an undesired bias to the evaluation.
- an influence of the designer skills: Re-usage of the recurring hardware components and the small team of closely cooperating engineers can reduce significantly, a so called "human factor" in the optimization effort for a given hardware architecture.
- an influence of the selected platform: FPGA devices from two major vendors, Xilinx and Altera, dominate the market with about $90 \%$ of the market share. Therefore, we assume that it is appropriate to focus on FPGA devices from these two companies.
- an ambiguity in the definition of our hardware cores: In order to define
hardware architectures for cryptographic transformations, and in order to make their implementations as practical as possible, we have developed a FIFO-based interface shown in Fig. 1a in [21]. It was proposed for hash functions, however it could be easily adapted to other transformations.
- selection of performance evaluation metrics: In most of the cases (hash functions, stream and block ciphers) our choice is the Throughput to Area Ratio, where Throughput is defined as Throughput for long messages, and Area is expressed in terms of the number of basic programmable logic blocks specific to a given FPGA family. Optimizing for the best ratio provides a good balance between the speed and the cost of the solution. However in case of transformations based on modular arithmetic, the major performance related metric is the latency of basic operation. Due to this fact the efficiency is typically defined as the latency - area.
- the selection of tools, their versions, and a set of the best options: For the sake of selection of the best set of options for the CAD tools of major vendors, some heuristic algorithms have to be developed.

This chapter demonstrates two algorithms for both Xilinx and Altera tools for the selection of best options for the appropriate tools. To the best of our knowledge these are two the best, to date, heuristic optimization strategies in this area.

The rest of this chapter is organized as follows:
In Section 6.2 we discuss previous work. Section 6.3 is devoted to the description of the heuristic method the GMU_Optimization_1. Section 6.4 demonstrates the list of major successes of aforementioned algorithm, finally we draw conclusions in Section 6.5.

### 6.2 Previous work

FPGA vendors have recently started the development of tools for the exploration of implementation options. The major FPGA vendors Xilinx and Altera publish their version
of exploration tools named ExploreAhead (it is a part of a higher level optimization tool PlanAhead) [214] and Design Space Explorer [215] respectively.

Table 6.1: Benchmarking Tools for Cryptography

| Platform | Name | Heuristic Algorithm | Cryptography | Source |
| :--- | :--- | :--- | :--- | :--- |
| Microprocessors | eSTREAM testing framework | list of best options | stream ciphers | $[216]$ |
| Microprocessors | SUPERCOP | list of best options | stream ciphers, hash <br> functions, public key <br> transformations | $[47]$ |
| Microcontrollers | XBX | list of best options | hash functions | $[217],[48]$ |
| Xilinx FPGA | ExploreAhead | predefined strategies | general applications | $[214]$ |
| Altera FPGA | Design Space | predefined strategies | general applications | $[215]$ |
| FPGA | ATHENa | GMU_optimization_1 | hash functions, mod- <br> ular arithmetic, pair- <br> ing transformations | $[38],[218]$ |

The eSTREAM testing framework was developed by De Canniére [216]. This benchmarking software helped significantly in the European cryptographic project - eSTREAM, which identified a portfolio of promising new stream ciphers.

Bernstein and Lange developed the SUPERCOP [47] benchmarking toolkit for cryptographic software solutions. The SUPERCOP, which stands for System for Unified Performance Evaluation Related to Cryptographic Operations and Primitives, measures the performance of hash functions (eBASH), secret-key stream ciphers (eBASC), public-key encryption systems, public-key signature systems, and public-key secret-sharing systems (eBATS). Both the eSTREAM testing framework and the SUPERCOP conduct benchmarking on general-purpose CPUs.

Recently, Wenzel-Benner and Gräf have developed the eXternal Benchmarking eXtension (XBX) [217] to SUPERCOP, and have successfully used this XBX to benchmark many different hash functions on different microcontrollers.

Table 6.1 aggregates the previous work in the area of benchmarking of cryptographic transformations.


Figure 6.2: Relation between design flows of Altera and Xilinx and heuristic algorithms in ATHENa

### 6.2.1 Automated Tool for Hardware EvaluatioN

A very first cross-FPGA platform for hardware benchmarking, Automated Tool for Hardware EvaluatioN - ATHENa, has been proposed at George Mason University in 2010.

The major features of this software are:

- Running all steps of synthesis, implementation, and timing analysis in batch mode (Fig. 6.2): This is a very important property, as it allows running timeconsuming optimizations, without any user supervision, over long periods of time, such as nights, days, or even weeks.
- Support for devices and tools of two major FPGA vendors: Xilinx and Altera: Xilinx and Altera account for about $90 \%$ of the FPGA market. Their FPGA devices differ considerably in terms of the structure of a basic building block: configurable logic block (CLB) for Xilinx, and logic element (LE) for Altera. They also differ in terms of dedicated hardwired units, such as blocks of memory, multipliers,

DSP units, etc. As a result, the ranking of algorithms or architectures obtained using devices of one FPGA vendor may not carry to the devices of another vendor.

- Generation of results for multiple FPGA families of a given vendor, (e.g. Xilinx: Spartan 3, Virtex 5; Altera: Cyclone III, Aria II, Stratix IV): Our tool allows specifying as target platforms multiple families of FPGA devices of each of the two major vendors.
- Automated choice of a device within a given family of FPGAs assuming that the resource utilization does not exceed a certain limits: A maximum clock frequency of a circuit implemented using an FPGA is a function of device resource utilization. When the device utilization reaches $80+\%$ in terms of one of the critical resources, such as configurable logic blocks or Block RAMs, the performance degrades. This effect is caused mostly by the difficulties associated with routing in congested circuits. The utilization threshold at which the performance degradation begins is a function of an FPGA family, an implemented circuit and the version of the design tools.
- Automated verification of a design through functional simulation, run in batch mode: Our tool has an additional capability of simulating designs in batch mode in order to verify their correct functionality. The verification is based on a testbench utilizing test vectors stored in a file, and providing a binary answer whether the circuit operates correctly or not.
- Finally, Automated optimization of results aimed at one of the three optimization criteria: speed, area, and ratio speed to area: Results generated by the FPGA tools depend highly on the choice of multiple options and the contents of constraint files. Variation of results obtained by changing just a single option may easily exceed $25 \%$. Currently, the most successful heuristic algorithm for throughput and throughput to area ratio optimization is the GMU_optimization_1 method.


### 6.3 A heuristic optimization algorithm for FPGA-based hardware architectures

### 6.3.1 A case study and the design rationale for the best ATHENa heuris-

 tic algorithmOut of several hardware architectures of SHA-256, we have selected and implemented an architecture referred to as architecture with rescheduling. It is an optimized architecture, developed by Chaves et al. [219], optimized for the maximum throughput to area ratio. The SHA-2 coprocessor design was adjusted to the evaluation methodology proposed in [21].

The synthesizable source codes, the testbench, and the specification of the generic interface are all available at the ATHENa project web site [218]. For our experiments we have then selected a 65 nm Xilinx Virtex-5 device, xc5vlx30ff676-3, the smallest device in this family, with the fastest speed grade (in this proposal we are not going to present our design rationale for Altera devices).

Modern design flow for the FPGA devices is built upon multiple parameterizable steps. The options available for the designer at every stage can be divided into three classes of options:

- options with large space of possible values and their ranges unknown,
- options with large space of possibilities, but within fixed range, and
- the rest of available options with a few possible values - typically 2 or 3 .

We have identified that the first group of the design software options is represented by the requested frequency and the setting of a maximum fan-out of a logic gate (which is the total number of gate inputs to which an output of a given gate is connected). The range of possible values depends on the VHDL project description and the target device.

Table 6.2: Influence of design software options on implementation results for the optimized architecture of SHA-256 by Chaves et al.

| options | improvement | conclusions |
| :--- | :--- | :--- |
| frequency | area:-7\%, speed:31\%, <br> throughput/area:27\% | high correlation between requested and achieved <br> frequency presented in Fig. 6.3 |
| placement | area:- $7 \%, \quad$ speed:6\%, <br> throughput/area:11\% | the correlation between placement position and <br> achieved frequency difficult to observe |
| other | area:-1\%, speed:17\%, <br> throughput/area:18\% | The option: (effort level = high) improves re- <br> sults, but requires more time for execution |

The second group is represented by a starting point of a physical implementation. It is denoted as the Cost Table value ( 1 to 100) in Xilinx Place and Route and the Seed value (1 to $2^{32}-1$ ) in case of Altera Quartus Fitter.

Finally, the remaining options can be very often represented by a simple flag. For instance, the effort level, which particular design software is working on, can be set using three values: HIGH, MEDIUM and NORMAL. Those implementation attempts with different effort levels are based on a simple trade-off between the higher quality results and the execution time of the tools.

In Table 6.2 we have summarized the influence of various software options on the final implementation results in case of each and every group of selected options.

### 6.3.2 Heuristic optimization algorithms for FPGA design flow

The highest generalization level of the proposed heuristic optimization method was the level of the vendor's specific design tools. Our heuristic strategy was named GMU_Optimization_1 and it performs optimization specific to a Xilinx ISE and Altera Quartus.

For Xilinx, it combines an optimal requested frequency search, and placement search with three different optimization targets (Area, Speed and Balanced), and an effort level selection.

For Altera, only placement search and optimization target are combined together as not much can be gained from frequency search.

The GMU_optimization_1 heuristic method is demonstrated for Xilinx and Altera on


Figure 6.3: Dependency between requested and achieved frequency for combined optimization targets

Figs. 6.4 and 6.5, respectively.
For Xilinx, the GMU_Optimization_1 algorithm works as follows. For each of the optimization targets, an initial run (Run( $F_{\text {req }}$, Settings $)$ ) with default options of the design tools is generated using the default options. The frequency achieved ( $F_{\text {ach }}$ ) in this initial run determines the starting point of the frequency search. After this initial frequency value is determined, the next run is executed with a requested frequency $\left(F_{\text {req }}\right)$ equal to the last achieved value increased by the percentage indicated by the first value $\left(F_{\text {step }}(0)\right)$ in the predefined requested frequency improvement steps list (the size of this list is denoted as $\left.\operatorname{ord}\left(F_{\text {step }}\right)\right)$. The result from this run is used as the starting point for the next run, and this process is continued until either zero or negative improvement is generated by the design software. Once the increases in requested frequency no longer yields a positive effect on the achieved frequency, the highest achieved frequency is used as the requested frequency and the design software options are set to a high effort (Settings=high effort).

The previous incremental improvement process is continued using the high effort options until a positive effect on achieved frequency is no longer attainable. At this point the algorithm will iterate through the placement options to try to accomplish a positive change


Figure 6.4: ATHENa GMU_optimzation_1 method for Xilinx devices
in the achieved frequency. The placement options are determined by the number chosen for Xilinx COST TABLE entry (Placement $(j)$ for $j \geq 0$ ). The initial incremental improvement process is used again until no benefit from the requested frequency increase is observed.

At this point, the highest achieved frequency is used as the basis for incremental improvement, now using the step value indicated as the next value in the predefined requested frequency improvement step list $\left(F_{\text {step }}(i)\right.$ for $\left.i \geq 0\right)$. This process continues until all values within the list have been used.

In case of Altera, the GMU_optimization_1 runs through the list of all possible placements (Placement $(i)$ for $i \geq 0$ ) and through the list of all possible optimization targets (optimization(b) for $\mathrm{b}=$ speed, area, balanced). The GMU_optimization_1 is in fact the exhaustive search over a two-dimensional space (placement, optimization target).


Figure 6.5: ATHENa GMU_optimzation_1 method for Altera devices

### 6.4 Results

The list of the papers, where the GMU_Optimization_1 optimization strategy was used for the results generation and optimization is already very long and it is expected to grow quickly.

The first big test of our environment was its application to the evaluation of candidates submitted to the SHA-3 contest for a new hash function standard, organized and coordinated by NIST:

- The hardware architectures, optimized for throughput/area ratio and based on reconfigurable logic only for 14 candidates of the 2nd round of the SHA-3 competition have been reported in [21], [220] and [75]. To the best of our knowledge, ATHENa helped to generate 11 out 14 best designs in terms of throughput/area ratio, outperforming other designs reported earlier in the literature.


Figure 6.6: Relative improvement of results from using ATHENa Virtex 5, 256-bit variants of hash functions. Ratios of results obtained using ATHENa suggested options vs. default options of FPGA tools. [21]

- Furthermore, it contributed to the improvement of 10 out 14 round two candidates, when the hardwired components in modern FPGAs were used. The results presented in [33] and [40] show that in case of AES-like hash functions improvement in terms of the throughput/area ratio was able to reach even $100+\%$.
- In [221], [93] and [222], we have conducted the hardware architectures exploration among five finalists of the SHA-3 competition. The results, reported in [221], are the best reported in the literature for portable source codes (no low level components used, e.g.: Xilinx Unisim library).
- Moreover, in case of the SHA-3 competition our optimization method have been proven to be effective also for the designs, optimized for low area utilization, demonstrated in [223] and [224].

Finally, the GMU_Optimization_1 have been demonstrated to be applicable for different types of transformations:

- Authenticated encryption based on the AES-Grøstl coprocessor, presented in [28] and


## [29].

- Arithmetic and modular arithmetic cores, presented in [35] and [36].
- Pairing accelerators based on embedded resources, demonstrated in [36].

Typically, it is expected that the GMU_Optimization_1 optimization algorithm will improve the implementation results between 30 and $100 \%$ (Fig. 6.6).

### 6.5 Conclusions

The ATHENa and its heart, the GMU_Optimization_1, optimization strategy, will continue to serve the cryptographic and FPGA community for years to come, providing comprehensive and easy to locate results for multiple cryptographic standards and other classes of algorithms.

Researchers all over the world will benefit from the capability of fairly, comprehensively, and automatically comparing their new algorithms, hardware architectures, and optimization methods against any previously reported work. The designers will benefit from the capability of comparing results of implementing the same algorithm using multiple FPGAs from several major vendors, and will be able to make an informed decision about the choice of the implementation platform most suitable for their particular application. The developers and users of tools will benefit from the comprehensive comparison done across tools from various vendors, and from the optimization methodologies developed and comprehensively tested as a part of this project.

## Chapter 7: Conclusions and future research

In this chapter, we will provide a summary for this dissertation as well as several recommendations for future research.
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### 7.1 Conclusions

In this research, we have made an effort to answer a critical question whether the emerging cryptographic transformations (such as SHA-3 finalists and Tate pairing based on Edwards curves) can be used to develop the most efficient to date hardware architectures of cryptography taking full advantage of special embedded resources present in modern FPGAs.

Hardware architectures investigated in this research contribute to the five, most important cryptographic services: confidentiality, integrity, authentication, non-repudiation, and key exchange. The thesis is divided into three major parts, describing our original contributions to the areas of: high-performance architectures supporting confidentiality, integrity, and authentication, hardware architectures supporting key exchange and non-repudiation, and algorithms for benchmarking and optimization of FPGA-based coprocesors for cryptography.

In the first part, we have discussed new hardware architectures for the emerging hash functions (used as a basis of integrity, authentication, and non-repudiation services) developed during the SHA-3 contest held by NIST in the period 2007-2012. In particular, we
have concentrated on the AES-inspired class of hash functions that advanced to the Round 2 of the competition, including ECHO, Fugue, Grøstl-0, and SHAvite-3. We have proven that these functions can benefit from the special T-box hardware architecture, inspired by a somewhat similar hardware architecture of AES. The proposed architecture has been shown to improve the throughput to area ratio of the four aforementioned hash functions by 49 , 173,424 and $262 \%$, respectively. More importantly, by applying the same technique, the performance of the SHA-3 finalist Grøstl has been improved by $446 \%, 158 \%$ and $58 \%$ in Cyclone II, Stratix III, and Virtex 5, FPGAs, respectively. As a second major contribution, we have proposed a new joint architecture for Grøstl and AES, supporting the use of these two algorithms for authentication and confidentiality, respectively, in secure Internet protocols, such as IPSec. This architecture allows substantial resource sharing between Grøstl and AES. Our coprocessor based on this architecture outperforms the best earlier reported design by Jarvinen et al. by $64 \%$ for the IP ESP (Encapsulating Security Payload) protocol being a heart of IPSec.

In the second part of the thesis, we focus on new hardware architectures, for emerging public key cryptosystems, such as pairing based schemes. In particular, we investigate in detail the Tate pairing transformation over Edwards curves. To the best of our knowledge, this particular transformation has never been implemented in hardware. In order to support cryptographic services such as confidentiality, non-repudiation, and key exchange, the emerging Pairing-based Cryptography provides unique cryptographic mechanisms, such as Identity-based encryption, Identity-based signatures, and One-Round Tri-Partite keyexchange. Our FPGA-based coprocessor, which can be used directly in any of the aforementioned schemes, demonstrates that pairing over Edwards curves is a very promising direction, which should be further investigated from the point of view of standardization and efficient implementations in software and hardware. In particular, we have demonstrated, that even though Edwards curves were not optimized for pairing, they present a valid alternative to pairing friendly Barreto-Naehrig curves. By implementing our new hardware architecture on Altera Stratix V, we have shown that our solution outperforms
all previously reported FPGA-based pairing coprocessors operating over prime fields, for the security level between 120 and 128 bits.

In order to accomplish this result, we have made several important contributions at the intersection of cryptography and computer arithmetic. In particular, we have developed:

- a new, low latency adder based on the use of high-radix carry save representation and Parallel Prefix Networks. We have demonstrated that for long operands, exceeding 1024 bits, this adder takes the best advantage of the special embedded resources supporting fast addition in modern FPGAs called fast carry chains. Our design outperforms the best classical fast adders, Kogge-Stone and Brent-Kung, in terms of the latency • area product by up to 50, 38 and $35 \%$ for 1024,2048 and 4096 -bit operands, respectively. At the same time it matches or outperforms these adders in terms of latency.
- a new, low latency modular adder/subtractor based on the aforementioned adder. This modular adder has been shown to significantly outperform all previously known designs in terms of both latency and the product of latency - area. In terms of both of these performance measures an average improvement over the best of the two classical designs was shown to be 15, 40 and $55 \%$ for Altera devices, and 50,45 and $70 \%$ for Xilinx devices. The three numbers listed above refer to the results for the 1024, 2048, and 4096-bit operands, respectively. As can be seen from these results, the improvement increases with the increase in the size of operands, which makes this modular adder particularly attractive for the entire field of public key cryptography, in which key sizes and thus operand sizes tend to increase over time to compensate for the constant progress in cryptanalysis and computing power.
- a new, low latency grid multiplier based on the used of DSP units of modern FPGAs. This multiplier incorporates the best features of the previously reported multipliers, removes some of their restrictions (such as a focus on RSA and Diffie-Hellman schemes), and supports the double speed mode of operation for the case when the
number of available multipliers exceeds the number of multiplications that can be scheduled at the same time.
- a new, low latency modular multiplier based on the used of DSP units of modern FPGAs, optimized for the case of special primes used in cryptography called Solinas primes. Our solution takes advantage of the Barrett reduction, which replaces division by multiplication, and of the special form of intermediate operands, which allows replacing multiplication by multi-operand addition. To the best of our knowledge this approach has been applied for the first time to the case of Tate pairing over Edwards curves, and it can be generalized to other related classes of public key cryptosystems.

Finally, in the third part of our thesis, we have described our contribution to the opensource environment, called ATHENa, for fair, comprehensive, automated, and collaborative benchmarking and optimization of digital system designs targeting modern FPGAs. We have developed the heart of ATHENa, the most successful heuristic optimization algorithm: GMU_Optimization_1. This algorithm has been shown to allow overall improvements in terms of the throughput to area ratio in the range of $100 \%$. Additionally, this algorithm has been shown to be general enough to apply to several different classes of digital circuits: hash functions, secret key ciphers, modular arithmetic on long operands, pairing transformations, etc. So far, it has served as a back-end tool for the result generation in at least ten publications.

Based on the obtained results and the presented contributions, we may conclude that the emerging cryptographic transformations investigated in this thesis, namely AES-based SHA3 candidates and the Tate pairing on Edwards curves, are well suited for implementation using modern FPGAs, and can take advantage of special computational units embedded in these FPGAs. Combining the power of new algorithms and the power of new FPGAs leads to some of the most efficient implementations of cryptography reported in the literature to date.

### 7.2 Future work

There are several possible approaches for the extension of this work. This section is devoted to some of the directions in which the problems can be further explored.

### 7.2.1 Hardware architectures for pairing on ordinary Edwards curves

The hardware acceleration of pairing on supersingular twisted Edwards curves over prime fields has occurred to be very fast, yet also very demanding in terms of area. Our initial results of the hardware acceleration of pairing on ordinary Edwards curves, defined in [180], has revealed that this algorithm will require approximately fifteen times fewer reconfigurable resource with two times longer computations. Therefore, in terms of the latency area product, this approach would lead to the improvement by a factor of seven and a half.

Additionally, our early investigation of data dependencies in the scheduling of the basic building operations in pairing on ordinary Edwards curves, showed that it might be impossible to bridge the gap in terms of latency for the pairing computations on supersingular and ordinary Edwards curves. Thus, more research and a new approach might be necessary to overcome this problem.

### 7.2.2 Hardware architectures for the Edwards Curves Digital Signature

## Algorithm based on P25519

The Solinas primes, investigated in Chapter IV and V, were selected in a such a way that their $\mu=\frac{2^{2 n}}{p}$ parameter consists of a relatively small number of terms $(<30)$. The prime $2^{255}$ - 19 (also called P25519), originally defined by Bernstein in [225], has very similar hardware-friendly properties. Both $p$ and $\mu$ parameters for P25519, required in the Barrett reduction [128], consist of relatively small number of terms.

Bernstein et al. [226] have reported the fastest, to date, software implementation of

Digital Signature Algorithm based on Edwards curves (so called EdDSA) and P25519. Due to the similarities, in regards to the Barrett reduction parameters, between the hardware architectures of Solinas primes arithmetic and the P25519 arithmetic, we believe that using our novel architectures for modular arithmetic on large integers it should be possible to build the fastest to date hardware coprocessor for the ECDSA [227].

### 7.2.3 Hardware architectures for the short digital signatures based on the Barreto-Naehrig curves

Currently, the shortest digital signatures are offered by pairing transformations. The shorter signatures the smaller requirements for the storage and the transmission time of this crucial information. This feature is especially important in resource constrained environments, where the power consumption used for transmission of data is often the most limiting factor [228]. In order to reduce the size of a digital signature by half, without compromising its security a new technology has to be used. One of the first, proposed in the literature short signature schemes is the Boneh-Lynn-Shacham (BLS) scheme [168].

Based on the current state of knowledge, the most suitable, for the short digital signatures, are the Barreto-Naehrig curves [187]. For the 128-bit security level the Barreto-Naehrig-based BLS scheme produces 256-bit digital signatures. Contrary, the BLS scheme, based on supersingular and ordinary Edwards curves, produces 1493 and 401-bit digital signatures, respectively. Thus, the optimal selection for the short digital signatures are the Barreto-Naehrig curves. We believe that the implementation of pairing on the BarretoNaehrig curves can be still improved using selected architectures presented in this thesis.

### 7.2.4 Hardware-Software co-design for Public Key Cryptography

A very complex system, which accommodates the functionality of Pairing-based Cryptography, Elliptic Curve Cryptography, classical Public Key Cryptography or even symmetric Cryptography, requires finding the correct balance between flexibility and performance. Principles of a modern approach for such problems, so called, Hardware/Software Co-design are described in [229]. Taking into account this technique, several directions are possible. We name here two of them:

1. Due to the fact that different cryptographic algorithms, in order to provided the same level of security, require different sizes of operands (e.g.: for the 128-bit security level: RSA, pairing on supersingular curves, ECDSA, pairing on ordinary Edwards curves, pairing on BN-curves require 3072 , 1493, 512, 401 and 256 -bit operands respectively), a hardware/software co-design is a highly attractive solution. A single scalable multiplier, providing support for different sizes of arguments should be the primary hardware element in such a system. All the high-level functionality: scheduling of the arithmetic units for the basic iterative tasks of the aforementioned schemes or even high level protocols and applications could be designed using software approach.

Such approach would provide, very strong alternative for the purely software or the purely hardware oriented designs. It would inherit the natural software flexibility, but also preserve some fraction of the hardware powerful computational features.
2. Partial Reconfiguration [230] is a technique that allows certain portions of an FPGA device to be re-configured during run-time without affecting the functionality of other portions of the system. This technique, together with an efficient use of hardwaresoftware co-design opens the door to the world of extreme efficiency of systems based on FPGAs. Thanks to the utilization of both methods it might be possible to save a significant portion of hardware resources with a relatively small penalty in terms of performance. The aforementioned arithmetic support for cryptographic services could be extended in a such a way, that instead of utilizing one generic, scalable modular
multiplier, we could have multiple application-optimized versions of arithmetic units. Our joint work with Ahmad Salman and Jens-Peter Kaps [89] has revealed big potential for such systems. Typically, the latency of the cryptographic transformations for the asymmetric cryptography is much larger than for the symmetric transformations at the same security level, thus the overhead from the reconfiguration time contributes less to the total response time in such a system.
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