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ABSTRACT

RESOURCE ALLOCATION AND PRICING

IN VIRTUAL WIRELESS NETWORKS

FEBRUARY 2014

XIN CHEN

M.S.E.C.E., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Dennis L. Goeckel

The Internet architecture has proven its success by completely changing people’s

lives. However, making significant architecture improvements has become extremely

difficult since it requires competing Internet Service Providers to jointly agree. Re-

cently, network virtualization has attracted the attention of many researchers as a

solution to this ossification problem. A network virtualization environment allows

multiple network architectures to coexist on a shared physical resource. However,

most previous research has focused on network virtualization in a wired network en-

vironment. It is well known that wireless networks have become one of the main

access technologies. Due to the probabilistic nature of the wireless environment, vir-

tualization becomes more challenging. This thesis consider virtualization in wireless

networks with a focus on the challenges due to randomness. First, I apply mathe-

matical tools from stochastic geometry on the random system model, with transport

capacity as the network performance metric. Then I design an algorithm which can

allow multiple virtual networks working in a distributed fashion to find a solution

iv



such that the aggregate satisfaction of the whole network is maximized. Finally,

I proposed a new method of charging new users fairly when they ask to enter the

system. I measure the cost of the system when a new user with a virtual network

request wants to share the resource and demonstrate a simple method for estimating

this “price”.
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CHAPTER 1

INTRODUCTION

1.1 Motivation

The Internet has clearly been a widely-used successful network architecture over

the past three decades. However, due to conflicting goals and policies of multiple

stakeholders, the improvement of the existing Internet has been limited to simple

incremental updates, and adopting a new architecture is extremely difficult [20], [16].

Recently, the concept of network virtualization has been proposed as a solution. A

network virtualization environment allows multiple heterogeneous network architec-

tures to coexist on a shared physical substrate, and each virtual network (VN) in

the system is a subset of the substrate network resource. Network virtualization is

believed to provide flexibility, diversity and increased manageability, as surveyed in

[4], [3]. Since multiple virtual networks share a physical resource, finding an efficient

allocation of resources, which is termed the “virtual network embedding problem”, is

extremely important. A survey [6] reviews existing research on the virtual network

embedding problem.

Wireless networks have become more and more popular since, compare to wired

alternatives, they have many advantages such as mobility and low cost. From cell-

phone systems to large sensor networks, wireless networks play an important role in

information communication. Hence, applying virtualization in a wireless network en-

vironment should be an important part of network virtualization research. However,

the probabilistic nature is a main characteristic of the wireless environment, and thus
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it is necessary to focus on randomness when considering the virtual wireless network

problem.

Due to the interference and fading of the wireless channel and node mobility, there

are different challenges than in a wired network. Because the wireless channel has

the broadcast property, the communication between two nodes also affects the trans-

mission of other nodes, while the mobility of nodes results in locations of nodes that

are random, hence resulting in a very difficult problem when we consider resource

allocation. Another significant difference between wired and wireless networks is the

physical link. For a wired network, links are often of nearly constant quality. However,

for the wireless network, each link experiences random failing. This randomness of

both the interference environment and signal propagation makes the network virtual-

ization problem for wireless networks much different than that for wired environments.

It is obvious that following the similar ideas to approaches in wired virtual networks

will give limited insight into solutions for the main challenges in wireless scenarios.

Indeed limited approaches for dealing with virtualization in the wireless environment

have been proposed, but these approaches miss some paramount characteristics of

wireless networks such as the mobility of wireless nodes and the need for distributed

allocation algorithms [6]. This gap in the study of virtual wireless networks motivates

this thesis, which takes a first step to consider the randomness challenges.

In the thesis, virtualization in wireless environments is considered with a focus

on their probabilistic nature. First, mathematical tools from stochastic geometry

are applied to derive the transport capacity on the random system model, where

the locations of nodes viewed from a snapshot form a Poisson Point Process. Then a

dynamic algorithm for resource allocation is proposed. This algorithm allows multiple

virtual networks working in a distributed fashion to find a solution such that the total

utility of the system is maximized. Finally, a new pricing scheme which can charge

new users fairly when they enter the network is proposed. The cost to the system when

2



a new user with a virtual network request wants to share the resource is measured,

and a simple method for estimating this “price” is demonstrated.

1.2 Development

1.2.1 Basic concepts of a Virtual Network

Network virtualization has been propounded as one of the most promising tech-

nologies for the future Internet, because it can overcome the stagnation problems

of the current Internet and make the deployment of new architectures possible. A

virtual network environment allows multiple heterogeneous network architectures to

coexist on the same physical substrate, with each virtual network (VN) obtaining a

subset of the physical network resources (which is physical nodes and physical links,

in most situations). The role of the traditional Internet Service Providers separates

into two: infrastructure providers, who manage the physical infrastructure, and ser-

vice providers, who create virtual networks by renting the resources from multiple

infrastructure providers and offering network services according to the requests of

users.

Since a substrate resource needs to support several virtual networks, how to effi-

ciently allocate the resources is a very important problem in network virtualization

area. A survey of the current research in the virtual network embedding problem

[6] provides a good overview of the existing approaches, main challenges and future

research directions. In most approaches to wired virtual network embedding, the au-

thors define resource allocation as finding a algorithm for mapping the virtual nodes

and links onto physical ones. However, “mapping” is only a reasonable method in

wired networks since the topology of a wired network is static and previously known.

In the wireless environment, simply mapping the virtual nodes and links onto the

physical ones is not possible due to the randomness of the wireless environment. In

this thesis, the resource allocation problem is not simply allocating sets of physical

3



nodes and links, but instead allocating interference space for multiple VNs, since

the interference is the critical factor in wireless networks. The details about the

“resource” analyzed in this thesis will be discussed in Chapter 3.

1.2.2 Operating manner

In this thesis, the approach to virtual networking considers two different aspects

with corresponding time scales. “User” in this thesis means the entity who has a

certain virtual network request. In other words, each user in the system desires a

virtual network supported by the physical resource of the wireless network.

Online. I present an algorithm for allocating resources to the current users, whose

virtual networks are supported by the physical resource of the wireless system, in an

optimal online manner. That is, each user with unknown virtual network request ar-

rives to the system dynamically and can stay in the network for an arbitrary amount of

time [6]. Each user in the system adjusts its own behavior according to the algorithm

to maximize his/her utility, but it also maximize the total system satisfaction.

Offline. When discussing the proposed pricing scheme, an offline scenarios is

considered where a new user wants to enter the system and share resources. The

purpose is to provide a method to calculate how much this user needs to pay for

entering the system and obtaining a certain level of network performance.

1.2.3 Challenges in Virtual Wireless Networks

Compare to wired networks, wireless networks obviously have some advantages

such as mobility and low cost. However, due to the broadcast property of the wireless

channel, the communication between two nodes also affects other nodes’ transmission,

while the mobility of nodes causes the locations of nodes to be random. This prob-

abilistic nature of the wireless environment makes the virtualization problem more

difficult. The main challenges are summarized here:
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Mobility of nodes. One of the most important features of the wireless network

environment is the mobility of nodes. This is an advantage compare to the wired

network, but also brings a big challenge for resource allocation. In a wired network,

allocating the physical nodes is to find a subset of the system’s nodes and assigning

them to support the corresponding virtual nodes. This idea cannot be implemented

on wireless networks due to the random location of system nodes. Assigning physical

nodes to a certain virtual network is not possible, since, if a node is highly mobile,

it can be too far away from the other nodes to build a connection, which means the

allocation fails.

Interference and fading channel. The transmission channels in wired and wireless

environments are completely different. In a wired network, the transmission media

are wires, which are highly reliable and almost have a constant quality compared to

wireless transmission media. However, because of the broadcast property of wireless

channel, the communication between two nodes also affects the transmission of other

nodes, while the process of signal propagation experiences random failing. Due to the

interference and fading of the wireless channel, the idea used in wired embedding of

mapping virtual links onto physical links is also not applicable.

Physical resource. In order to consider resource allocation, the first problem

needed to be solved is measuring the substrate (physical) resource. Most allocation

approaches use the CPU capacity of physical nodes and the bandwidth of physical

links as the substrate resource. This is reasonable for wired networks, where the

whole topology of the system can often be known, which means the total resource

capacity is known, and the remaining resources are simply the total capacity minus

the resources which have been allocated to virtual networks. However, because of the

two challenges discussed before, the resource for wireless networks is dynamic and

has randomness. Furthermore, we assume the CPU capacity of nodes is not critical

compared to the mobility of nodes.
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All these challenges motive research in virtual wireless networks that focus on the

defining features of wireless environment–randomness. Simply borrowing the concepts

and approaches from the studies of virtual wired network will give limited insight

into solutions for these challenges in wireless scenarios. In order to overcome these

problem, first the system model should take mobility into account, which means the

randomness of nodes’ location need to be covered in the model. Then, a new way to

measure the resources of the interference-limited wireless environments is necessary.

1.3 Contribution

This thesis makes three main contributions towards the research area of virtu-

alization in wireless networks. In order to give deep insight of the problem, the

approaches mainly focus on the challenges caused by the probabilistic nature of the

wireless environment.

• Virtual wireless network with randomness. I present a system model that con-

siders the mobility of nodes, which is an important characteristic of the wireless

environment. In this model, the locations of nodes viewed from a snapshot

form a Poisson Point Process (PPP). An big advantage of this model is that

stochastic geometry provides tools for conveniently analyzing performance.

• Algorithm for resource allocation. I present a decentralized dynamic algorithm

which allocates the physical resource to maximize the total network utility,

which is defined as the total satisfaction of all users who seek resources in this

system. Each user in the system adjusts behavior to maximize his/her utility,

which I show also results in the total system utility being maximized. The

resource here is not nodes’ CPU capacity and links’ bandwidth as in wired

network; rather, the algorithm allocates interference space, which I claim is

6



an effective method of resource allocation in the interference-limited wireless

environment.

• Pricing scheme. I propose a novel scheme to price VN requests fairly. Support-

ing a new virtual network must cause worse performance of the existing virtual

networks due to the interference environment. The scheme measures the cost to

the network when providing the requested performance to the user who wants

to enter the system and share the resources. This cost is actually the total

detriment a user causes on others. In addition, an upper bound approximation

to this “price” is presented which is significantly easier to implement.

7



CHAPTER 2

BACKGROUND

2.1 Virtual Network

The layered architecture of the existing Internet is viewed as a great success of

the past three decades. However, it faces significant problems for future development.

Due to its multi-provider nature, adopting a new architecture is extremely hard,

because it requires the joint agreement of competing stakeholders. For this reason,

the improvement of the existing Internet architecture is limited to simple incremental

updates, and deployment of new network technologies is almost impossible. Many

literatures identify this “ossification” problem. (see [20], [16], [4], [3]). In recent

years, network virtualization has been proposed as a model for the next-generation

network architecture to provide flexibility, diversity, and increased manageability. It

is believed in particular, that network virtualization can overcome the ossifying forces

of the Internet.

In a virtual network environment, multiple virtual networks can coexist in the

same physical substrate network, which means a certain physical node or link can

support several virtual nodes or links. Thus, coexistence is the defining characteristic

of an network virtualization environment. It allows virtual networks with different

service goals, such as high security, or low delay, to share the physical resource of a

network system. Although many efforts has been put on network virtualization area,

there are still several challenges that remain untouched or require further attention.

In survey [4], some key research directions are listed.
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One of the main research directions of network virtualization area is resource

allocation, which is often referred to as the virtual network embedding problem in

the existing literature. Since multiple virtual network share the physical resource in

a system, finding an efficient allocation of the resource is extremely important. The

surveys [6] and [2] review existing research on virtual network resource allocation or

embedding problem. In particular, [2] provides a description of the main approaches

of resource discovery and allocation. And in [6], a novel virtual network embedding

classification scheme is presented.

2.1.1 Virtual wired networks

Nearly all efforts to this time have focus on network virtualization in the wired

network environment (see, e.g. [5]). For a wired network, the physical nodes and links

are almost in a static situation, which means the whole topology of the network is

often previously known. In the approaches of wired network embedding, they usually

model the substrate network and VN requests as a weighted undirected graph. The

most commonly used substrate resources parameters are linear parameters, such as

the CPU capacity of physical nodes (routers) and the bandwidth of physical links.

But some other network parameters are also considered in [19], such as the memory of

nodes and the propagation delay of links. The process of resource allocation is finding

an efficient way of mapping a certain virtual network onto a subset of physical nodes

and links, which is reduced to the NP-hard multi-way separator problem. In [2], the

author categorize the researches on resource allocation into: centralized approach,

distributed approach, reconfiguration and survivability.

Centralized approach: a single entity (such as resource controller) receives virtual

network requests and performs resource allocation. This entity requires complete

global knowledge of the network. However, these approaches would be limited by the
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size of the physical network, since the communication between the central entity and

the nodes will cause a certain amount of overhead.

Distributed approach: the responsibility of the resource allocation can be dis-

tributed over the physical nodes and links. They could use their local knowledge

for making decisions, with a communication and cooperative protocol employed to

coordinate the process. But it might be difficult to obtain optimal allocation results,

and a strategy to deal with cheating behavior needs to be considered.

Reconfiguration: embedding a new virtual network can often affect the operation

of the already embedded virtual network. The solution is to reconfigure the resource

allocation. However, this process might require a long service disruption time which

can be unacceptable for real-time and critical application. Some dynamic approaches

consider the reconfiguration problem.

Survivability: dealing with the possible failure of the allocation especially for vir-

tual networks for critical applications and services. Additional resources are required

to guarantee the performance, which often means the survivability of the virtual

network comes at the possible cost of reduced use of the physical resources.

2.1.2 Virtual wireless network

Since the wireless network environment has its own special constraints, some net-

work virtualization concepts need to be redefined or modified. Few approaches have

been proposed for the virtual wireless network problem. In [14], the author notice the

difference between wired and wireless networks, especially in the link aspects caused

by the broadcast nature of wireless environment. The basic strategy of virtualization

in this approach is to divide a wireless environment into different dimensions in or-

der to allocate the resource without interference. The typical example of dimensions

could be frequency, time and so on, which can be exploited through existing multiple

access methods such as TDMA, FDMA, CDMA, etc. The authors suggest a frame-
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work which allocates resource in frequency and time dimensions. The objective is to

minimize the remaining resource of the system. However, the space domain is not

considered in this approach because of the interference problem.

An approach to solve the virtual network embedding problem in a TDM-based

wireless virtualization environment was proposed in [24]. This approach mainly fo-

cuses on the key difference between wired and wireless network inter-link interference.

The authors introduce feasibility checking to examine whether an embedding solution

is feasible. One way to do such is to use a conflict graph to capture the interference

relation between links, which requires the complete knowledge of the wireless network

topology, and the other way is to use simulation to examine the feasibility. Also a

quality comparison metric for a candidate embedding is proposed based on the idea

of minimizing the amount of link-interference in the path.

The approach in [11] introduces an embedding algorithm for the wireless net-

work testbed ORBIT(Open-Access Research Testbed for Next-Generation Wireless

Networks) based on FDM (Frequency Division Multiplexing) link virtualization. In

[13], the authors introduce virtual network embedding for wireless mesh networks. A

algorithm called WELL is proposed in this letter, which is believed to be the first

work to deal with the multicast service-oriented virtual network embedding under the

condition that wireless links are unreliable.

In survey [6], the authors note that all existing approaches miss some paramount

characteristics of the wireless environment such as mobility and node distribution. It

is clear that most research in virtual wireless networks still follows similar ideas to

approaches in wired virtual networks and thus gives limited insight into solutions for

the main challenges in wireless scenarios.
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2.2 Stochastic Geometry

For a wireless network, the interference and thus signal quality at a receiver criti-

cally depend on the distribution of the interfering transmitters. In order to sufficiently

analyze such, mathematical techniques based on stochastic geometry, including point

process theory, percolation theory, and probabilistic combinatorics, have been devel-

oped in the last decade. As a consequence, stochastic geometry tools have emerged

as essential to model and quantify interference, connectivity, coverage, as well as out-

age probability and throughput in large wireless networks. Several tutorials articles

e.g. [9], [22] summarize these techniques, discuss their application to model wireless

networks and presents some previous results. In this thesis, related results are used

for the system model and network analysis.

2.2.1 Poisson Point Process

One of the main objects studied in stochastic geometry is a point process. A point

process is a random collection of points in spaces, such as time or geographical space.

More formally, a point process is a measurable mapping Φ from some probability

space to the space of point measure (a point measure is a measure which is locally

finite and which takes only integer values) on some space E. Each such measure can

be represented as a discrete sum of Dirac measures on E:

Φ =
∑

i
δXi

. (2.1)

The random variables {Xi}, which take their values in E are the points of Φ. The

intensity measure Λ of Φ is defined as EΦ(B) for Borel B, where Φ(B) denotes the

number of points in Φ ∩B. (From [9]).

The simplest and widely used example of a point process is the Poisson Point

Process (PPP), which is a spatial generalization of the Poisson Process. Mathemati-
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cally, the PPP is a point process for which Φ is Poisson on E. A formal definition of

the Poisson point process given in [9] is:

Let Λ be a locally finite measure on some metric space E. A point processes Φ is

Poisson on E if

• For all disjoint subsets A1, · · · , An of E, the random variables Φ(Ai) are inde-

pendent;

• For all sets A of E, the random variables Φ(A) are Poisson.

A PPP provides a computational framework for different network performance.

The PPP used in this thesis is homogeneous and stationary; that is, the density of

the points is constant across space, and the law of the point process is invariant by

translation. Moreover, [9] also summarizes some useful properties of PPP. I list two

of them which are used in this thesis:

• The superposition of two or more independent PPPs is again a PPP; this can

be extended to denumerable sums under some conditions.

• The independent thinning of a PPP is again a PPP.

2.2.2 Interference representation

The interference of wireless system is a function of the network geometry. Also the

path loss and the fading characteristics are all dependent on the geometry. In [22],

the authors introduce a mathematical framework based on stochastic geometry to

characterize the network interference in wireless system which are modelled as spatial

Poisson process. In this thesis, several results from [22] are used for the analysis.

In most cases of wireless networks analysis, the power relationship between the

transmitted signal and that received is due to the propagation characteristics of the

environment. Usually, one assumption is the transmitted signal is affected by path
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loss and fading. So the power Prx received at a distance R from the transmitter is

given by:

Prx =
PtxZk

Rα
, (2.2)

where Ptx is the transmitting power, {Zk} are independent random variables, which

account for the multipath fading and shadowing. The term 1/Rα represents the

path loss with distance R, where the power path loss exponent α is environment-

dependent and can approximately range from 0.8 (e.g. hallway inside building) to

4 (e.g. dense urban environment). This model is general enough to capture the

propagation characteristics of various scenarios from path loss only channel (Zk = 1)

to a channel with different kinds of fading (e.g. Rayleigh fading, or Nakagami-m

fading).

In section III, C of [22], the aggregate interference power generated by all the

nodes in the system are studied. According to the propagation analysis above, each

interference node contributes the term Pi/R
α, where Pi represent an arbitrary quan-

tity associated with interferer i, which characterize the propagation effects such as

multipath fading or shadowing.

Let {Ri}
∞
i=1 denote the sequence of distances between the reference receiver and a

random points of a two-dimensional Poisson Process with density λ. Let {Pi}
∞
i=1 be a

sequence of i.i.d. real nonnegative random variables and independent of the sequence

{Ri}. Let I denote the aggregate interference power at the reference receiver by all

the nodes in the infinite plane, such that

I =
∞∑

i=1

Pi

Rα
i

(2.3)

for α > 2. So I is a random variable, whose characteristic function is:

ΦI(w) = exp
(
−γ|w|

2

α

[
1− jβsign(w)tan

(π
α

)])
, (2.4)
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where

β = 1 (2.5)

γ = πλC−1
2/αE

{
P

2/α
i

}
, (2.6)

and Cα is defined as

Cα ≡





1−α
Γ(2−α) cos(πα/2)

, α 6= 1

2
π
, α = 1,

(2.7)

with Γ(·) denoting the gamma function.

The random variable I is a special random variable called a stable random vari-

able. The stable distribution is a class of probability distributions that allows skew-

ness and heavy tails and has many intriguing mathematical properties. Paul Lévy

characterized this class of distribution in his study of sums of independent identi-

cally distributed terms, so it is also called Lévy stable. The book [15] introduce the

properties and application of this class of distribution. In this thesis, only a basic

property is used in the analysis in section 1.6 of [15], which is that sums of stable

random variables produce a stable random variable.
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CHAPTER 3

NETWORK ANALYSIS

In this chapter, a system model which capture the randomness of nodes is pre-

sented. The mathematical foundation of this model is the stochastic geometry that

introduced in the background section.

3.1 System model

As mentioned in the introduction, a proper system model should reflect the ran-

domness of the wireless network. We choose a similar system model as in [21], which

can fit highly mobile nodes.

This thesis considers an ad hoc wireless network with a large number of nodes

spread over a large area. The transmitters in the network do not coordinate with

each other in making transmission decisions. That is, nodes employ Aloha as the

medium access control protocol, which means in each slot each node decides whether

to transmit or listen independently. This model views the network at a snapshot in

time, where the locations of the transmitting nodes at that snapshot are assumed to

form a stationary Poisson Point Process (PPP) of density λ on the plane, denoted

Π(λ) = {Xi}, where Xi ∈ R
2 is the location of node i. The PPP system model is ac-

curate only with uncoordinated transmitters independently and uniformly distributed

over the network area. Some of the results derived from this model have been used

for multi-hop problems such as in [1].

The transmitted signal is assumed to be affected by pathloss and frequency-

nonselective fading. That is, the instantaneous received power at distance d away
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from the transmitter is PHd−α, where P is the transmitting power, α > 2 is the

pathloss exponent, and H is the reduction in the received power due to fading.

The success of a transmission is determined by the signal-to-interference ratio

lying above a specified threshold β. Here, because wireless networks are interference-

limited [8], an assumption that the thermal noise is negligible should be made. In

this model, each transmitter which transmits at the same time with the reference

transmitter obviously generates interference at the reference receiver. Each transmit-

ter (node) is assumed to have an assigned receiver located at a distance r away. The

outage probability, denoted by q, is the probability that the signal-to-interference ratio

(SIR) at the reference receiver is below a specified threshold β required for successful

reception:

q(λ) = P (SIR < β) (3.1)

= P

(
PHr−α

∑
Xi∈Π(λ) PiHid

−α
i

< β

)
, (3.2)

where di is the distance between Xi and the reference receiver, and Pi and Hi

are the transmitting power and fading coefficient of the ith interfering transmitter,

respectively.

The performance metric used here is the transport capacity (TC) which is defined

as the total bit-meters per second a network can reliably support [8]. Numerous prior

works have considered the transport capacity (e.g. [7], [12], [10], [12]). With the

concept of outage probability, the transport capacity in this network model assuming

communication at the Shannon rate log2(1 + β) is easy to write as:

TC = λ(1− ǫ) log2(1 + β)r, (3.3)
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where ǫ ∈ (0, 1) is the outage probability constraint. The ǫ is a quality of service

measure, which means transmission will succeed with probability 1 − ǫ and λ(1 − ǫ)

is the number of successful transmissions.

Because interference is the critical limiting factor in wireless networks, the alloca-

tion of physical “resources” considered here is not the allocation of physical hardware,

but rather a license to cause a certain amount of interference in the network. Since

each virtual network is a subset of the physical resource, the locations of nodes in

each VN should also form a PPP with corresponding spatial density according to the

property, that an independent thinning of a PPP is still a PPP, mentioned in chapter

2. Notice that the density λ is the only parameter for the PPP, so through setting

the density and power parameter for each virtual network, we provide a certain level

of performance, which is the transport capacity in our model.

Although this PPP random system model captures the mobility of nodes in the

wireless environment and provides a chance to study the virtualization challenges

of wireless networks, it has some limitations (see [21]), in particular, for practical

moderate-sized networks. Most importantly, this model is only accurate for uncoor-

dinated transmitters independently and uniformly distributed over the network area.

It is well-known that centralized scheduling mechanisms provide remarkable gains

(e.g., [1]). However, the results in the PPP model are still valuable for more general

study, as explained well in [21].

3.2 Network analysis

In this section, the transport capacity will be analyzed under our system model.

Note that there have been a large number of works that employ stochastic geometry

to model or quantify network performance, such as interference, connectivity, and

throughput. A number of these previous results are used for deriving the outage
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probability and transport capacity, and we then extend these results to consider the

virtual wireless network problem.

3.2.1 Outage probability

Pathloss-only Channel: For networks affected only by pathloss (i.e. H = 1), the

outage probability defined in (3.2) is:

q(λ) = P

(
r−α

∑
Xi∈Π(λ) d

−α
i

< β

)
(3.4)

= P

(
r−α

Zα
< β

)
(3.5)

= 1− FZα

(
r−α

β

)
, (3.6)

where FZα(.) is the cumulative distribution function (CDF) of Zα ≡
∑

Xi∈Π(λ) d
−α
i .

From [18], Zα is a Lévy stable random variable. Here each node in a given net-

work is assumed to have the same transmission power, but we will consider different

transmission powers for nodes in different virtual networks.

Rayleigh fading Channel: For the channel with Rayleigh fading, each fading co-

efficient Hi is exponentially distributed. With each node transmitting at the same

power, the exact outage probability expression is presented in [21]:

q(λ) = 1− exp{−λπr2β
2

α
2π

α
csc(

2π

α
)}. (3.7)

In fact, only Rayleigh and Nakagami fading channels have exact results for the

outage probability and transport capacity, but for general fading, approximations for

the outage probability are available in previous research [21].

3.2.2 Optimization of the SIR Threshold and distance r

Since the transport capacity is treated as the performance metric for allocating

resources, it is useful to change previous results into an expression only in terms of
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the network density λ and the outage probability constraint ǫ. Generally, the SIR

threshold β and the assigned distance between transmitters and receivers should be

chosen reasonably by the system designer to maximize the network performance, i.e.

transport capacity. So in this system model, the objective is:

max
β,r

λ(1− ǫ) log2(1 + β)r. (3.8)

Here the network density λ and the outage constraint ǫ are fixed, and the goal is to

find the expression of β and r in terms of λ, ǫ. For the network with pathloss only,

the exact outage probability is set equal to ǫ:

ǫ = q(λ) = 1− FZα

(
r−α

β

)
. (3.9)

Then, the distance r can be written as a function of β:

r =
(
βF−1

Zα
(1− ǫ)

)− 1

α . (3.10)

Since λ and ǫ are fixed, the optimized β∗ is:

β∗ = argmax
β

β− 1

α log2(1 + β). (3.11)

A closed-form (but complicated) solution for β∗ can be derived from the related result

in [21]:

β∗ = eα+W(−αe−α) − 1, (3.12)

whereW(z) is the principle branch of the Lambert function, such that z = W(z)eW(z).

3.2.3 Multiple virtual networks with different transmission powers

With the help of analysis above, it is possible to employ the PPP system model

to consider the virtualization problem. For the results in previous sections, it is
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assumed that all nodes in the system transmitted with the same power. Here, each

user can set their own transmission power, which means the nodes in user m’s VN

transmit with power Pm. Recall from the system model that the node locations of

each virtual network form a PPP. Here Xm is the location of the nodes, and Π(λm)

is the corresponding PPP formed by user m’s VN.

3.2.3.1 Two users sharing the resource

The first step is to study the simplest scenario: only two users, user 1 and user

2, sharing resources in the system, with corresponding transmission powers P1 and

P2. Here, only the channel with pathloss is considered. For the fading channel, it is

not possible to get such clean closed-form expressions, but a similar method is still

applicable.

For user 1 having virtual network V N1, the transmissions of nodes in user 2’s

virtual network V N2 are treated as interference. So the outage probability defined in

(3.2) is:

q(λ1) = P


 P1r

−α

∑
Xm∈Π(λ1)

P1d−α
m +

∑
Xn∈Π(λ2)

P2d−α
n

< β1


 (3.13)

= P

(
r−α

I1 + I2
< β1

)
, (3.14)

where I1 ≡
∑

Xm∈Π(λ1)
d−α
m , I2 ≡

∑
Xn∈Π(λ2)

P2

P1
d−α
n are two independent stable random

variables.

From the properties of stable random variables, I ≡ I1 + I2 is a stable random

variable [15]. I ∼
∑

Xl∈Π(λ′) d
−α
l is called the interference variable, where λ′ is the

density parameter. In order to use previous results, λ′ needs to be found.

In [22], the characteristic function of stable random variables is studied. If Y =
∑

Xk∈Π(λ) Pd−α
k , where P is constant, the characteristic function of Y is:
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φY (w) = exp
(
−γ|w|

2

α

[
1− jsign(w) tan

(π
α

)])
, (3.15)

where γ = λπC−1
2/αP

2/α, and Cα is a constant given the fading environment (i.e. it

only depends on α). The parameter γ in the characteristic functions of stable random

variable I1, I2 and I are:

γI1 = λ1πC
−1
2/α (3.16)

γI2 = λ2πC
−1
2/α

(
P2

P1

)2/α

(3.17)

γI = λ′πC−1
2/α. (3.18)

In (3.15), it is clear that, for a specific α, only the parameter γ depends on the power

and density. Recall that the characteristic function of the product of two independent

random variables is: φI1+I2(w) = φI1(w)φI2(w). So

ΦI = ΦI1+I2(w) (3.19)

= ΦI1(w)ΦI2(w)

= exp
(
−γI1 |w|

2

α

[
1− jsign(w) tan

(π
α

)])
exp

(
−γI2|w|

2

α

[
1− jsign(w) tan

(π
α

)])

= exp
(
−(γI1 + γI2)|w|

2

α

[
1− jsign(w) tan

(π
α

)])
.

Hence,

γI = γI1 + γI2 (3.20)

=

[
λ1 + λ2

(
P2

P1

)2/α
]
πC−1

2/α. (3.21)

and thus λ′ = λ1 + λ2

(
P2

p1

)2/α
, and

I ∼
∑

Xl∈Π
(

λ1+λ2

(

P2

P1

)

2/α
) d−α

l ; (3.22)
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that is, the stable random variable I has equivalent distribution to
∑

Xl∈Π
(

λ1+λ2

(

P2

P1

)

2/α
) d−α

l .

As mentioned before, for a specific path-loss exponent α, the CDF of random

variable I, FI(.), can be written as a function of the density parameter λ′. So the

outage probability q(λ1) is:

q(λ1) = 1− FI

(
r−α

β1

)
. (3.23)

and, the optimized distance r is:

r =
(
β∗F−1

I (1− ǫ)
)− 1

α . (3.24)

Here F−1
I (.) is the inverse of random variable I’s CDF.

Next, substitute the distance r as a function of β∗ into the transport capacity

defined in (3.2), yielding the transport capacity of V N1 with the optimized β and r

as:

TC1 = λ1 (1− ǫ) log2(1 + β∗)F−1
I (1− ǫ)−

1

α β∗− 1

α . (3.25)

From (3.12), it is clear that the optimal β∗ only depends on α; hence the transport

capacity in (3.25) depends only on the density allocation of the system and each user’s

transmission power.

3.2.3.2 Three or more users sharing resource

Extending the result to three or more users, the transport capacity TCi of the ith

virtual network is:

TCi = λiF
−1
Ii

(1− ǫ)−
1

α (1− ǫ) log2(1 + β∗)β∗− 1

α , (3.26)

where Ii ∼
∑

Xk∈Π
(

λi+
∑

j 6=i
λj

(

Pj
Pi

)2/α
) d−α

k , i, j ∈ (1, N).

The detailed derivation is presented in Appendix A.
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CHAPTER 4

RESOURCE ALLOCATION AND PRICING

In a virtual network environment, each user makes a network request of the sub-

strate resource. In a wired network, the VN request might be the bandwidth of links

and the CPU capacity of the nodes. In the model of this thesis, the VN request is set

as the transport capacity, which is reasonable because it is an important performance

metric of wireless networks. Since the exact total capacity of the system is dynamic,

directly allocating the transport capacity to users is impossible. The transport ca-

pacity depends on the density parameter of the network and the transmission power.

So setting the density parameter to allocate interference space to users is an effective

method of resource allocation in interference-limited wireless networks. In this sec-

tion, first an algorithm which can maximize the total satisfaction of all users sharing

resources in the system is brought out, and then we present a method for setting a

“price” for a new user.

The transport capacity depends both on the density of nodes and the transmitting

power. From the application point of view, it is natural to think that adjusting each

virtual network’s transmitting power, which also can control each virtual network’s

performance, is a more flexible method to allocate resources of the wireless system.

However, for the theoretical analysis in this thesis, we consider the situation that

users can put down their own nodes according to the density assigned to them, and

thus the node density is the determinant of our resource allocation algorithm. The

reason that we do not choose to adjust the power is that, from (3.26), we know that

it is the ratios of multiple virtual networks’ transmitting power that matters instead

24



of the exact powers. So in order to allocate power, it requires further analysis with a

quite different approach or changing the performance metric from transport capacity

to another parameter which directly depends on the transmitting power.

4.1 Utility function

Instead of providing the hard requested transport capacity of users, my approach is

employing a utility function Ui(.) to represent the satisfaction of user i to the network

performance and Ci(.) to represent the user cost. Then our goal is to maximize the

summation of all users’ utility minus cost. The method of utility maximization is

often used as a efficient way to consider resource allocation problems in many fields.

A tutorial [17] gives some basic concepts and a number of maximization algorithms.

In a wireless network, a natural utility Ui(.) is a non-decreasing and concave

function of the transport capacity. The utility function used here is:

Ui (TCi) = Sigmoid
(
2TCi

)
, (4.1)

where Sigmoid(x) = 1/1 + e−a(x−b). The shape of the Sigmoid function captures the

nature of users’ satisfaction. The satisfaction grows fast when the performance is

around the expectation of the user. When the performance is at a very low level,

the satisfaction improves slowly since the quality of service is far from their expecta-

tion. And, when the performance is far beyond what the user needs, the satisfaction

grows slowly since the user already is very satisfied with the service and thus further

performance improvement provides little value. Because of these characteristics, this

Sigmoid function is also used as network utility function in other research [23] which

considers utility-based power control schemes.

A linear cost function is used in the algorithm:

Ci (λi) = λiPi, (4.2)
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where Pi is the transmission power of user i. It is easy to see that λiPi is the power

density, which is the total transmission power per m2. Power is a valuable commodity

in wireless networks, so this cost function well reflects a key resource. However, other

cost functions will also work in the algorithm if they satisfy certain requirements

shown below.

4.2 Allocation algorithm

The goal of the allocation algorithm is to maximize the total utility minus cost of

the system users, or:

V (λ) =
∑

i∈users
(Ui (TCi)− Ci (λi)) . (4.3)

Since V (λ) is differentiable, the obvious method of maximization is to take a

multi-dimensional gradient of V (λ). But applying this method requires significant

support from a central controller in the network. A decentralized algorithm should

be more efficient in a wireless network and allow each user to make their own decision.

Let each user maximize their own utility minus cost instantaneously through a

gradient ascent algorithm. The update rule is:

λ
′

i = λi + λ̇i, (4.4)

where λ
′

i is the updated density, and

λ̇i = k (λi)
d (Ui(TCi)− Ci(λi))

dλi

. (4.5)

The differential gives the direction of ascent, and k(λi) is a scaling function. Here

k(λi) = cλi. The update step size can be controlled by the constant c.
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The next problem to consider is whether the global optimum can be achieved

when all users follow the gradient ascent algorithm update rule. From Theorem 3.2

in [17], it shows that the utility function, cost function and scaling function used

here satisfy the requirements of globally asymptotical stability, since the derivative

of V (λ) is decreasing and has a unique zero point. This means that each user only

needs to maximize their own utility, and the whole system will achieve the optimum

point where the total utility of the system is maximized. Obviously, the choices

of Ui(.), Ci(.) and k(.) are not unique, as many other potential choices also satisfy

Theorem 3.2 in [17].

Although we seek a resource allocation algorithm for allocating the interference

space, a similar idea might also be used for allocating the nodes in a deployed sys-

tem to different users. Suppose a deployed wireless system is modelled by a Poisson

point process model with density λ, and we want to find the optimized density al-

location for N virtual networks sharing resources in the system, which means still

finding λ1, λ2, · · ·λN , the densities of the corresponding virtual network, and satisfy-

ing
N∑
i=1

λi = λ. From a mathematical point of view, this is a constrained optimization

problem, which could be complicated.

One method to solve the constrained problem is to first run our algorithm, which

applies to the unconstrained problem, to find the densities of each virtual network

with the requested transmitting power, λ
′

1, λ
′

2, · · · , λ
′

N . Then calculate Pi =
λ
′

i
N
∑

i=1

λ
′

i

.

The Pi is the probability that virtual network i gets a given node in the system,

which means the node density of virtual network i is λi = λPi. This is a possible

method for allocating nodes to multiple virtual networks coexisting in a constrained

wireless system; however, whether it is the optimized solution requires more study

and proof.
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4.3 Pricing scheme

Next, a pricing scheme to charge users fairly when providing service to them is

proposed. When a new user requests resources from the system, this user’s inter-

ference will result in worse performance for the existing users of the system. So the

basic idea is to measure the total detriment a user causes on others.

4.3.1 Exact results

From the allocation algorithm, the optimum point of a system which maximizes

the total network utility can be calculated. When adding the new user with a hard

request for a virtual network with node density λ0 and power P0, the interference

variables of other users will change, and decrease the total utility of the existing users

at the new optimal operating point. The amount of decrease is the price this user

should pay for sharing resources of the system.

Let a system be operating at an optimum utility Vop. After the new user enters,

the interference variable of user i already in the system changes to:

I
′

i ∼
∑

Xk∈Π
(

λi+λ0

(

P0

Pi

)2/α
+
∑

j 6=i

λj

(

Pj
Pi

)2/α
) d−α

k . (4.6)

and the resource allocation algorithm of the previous section is run again to find the

new optimal total utility V
′

op. So the price for the new user should be M0 = Vop−V
′

op.

However, in order to get V
′

op, all users need to run the allocation algorithm completely.

This motivates finding a practical approximation of the price, which we discuss next.

4.3.2 Approximation

Finding an approximation of the exact price which requires less time and calcu-

lations is necessary since this price should be quickly provided to the new users with

a certain level of accuracy. It is clear that in order to reach the new optimization

point V
′

op, each user needs to update their network density. So if all users stay at the
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previous density without running the allocation algorithm when a new user enters

the system, the total network utility of the original users V ∗ will be lower than V
′

op;

that is, V ∗ < V
′

op.

Suppose λ∗
i is the density of user i at the system’s stable point before the new user

enters. After the new user is added with density λ0 and power P0, the interference

variable of the original user changes to:

I∗i ∼
∑

Xk∈Π
(

λ∗
i+λ0

(

P0

Pi

)2/α
+
∑

j 6=i

λ∗
j

(

Pj
Pi

)2/α
) d−α

k . (4.7)

Let M∗
0 = Vop − V ∗. Since V ∗ < V

′

op, M
∗
0 > M0.

The approximation of the exact price used here is:

M̂0 = −λ0

∑

i 6=0

d (Ui(TC
∗
i )− Ci(λ

∗
i ))

dλ0
|λ0=0, (4.8)

where TC∗
i is the transport capacity of user i after the new user enters, but at the

previously optimized density λ∗
i . Each user needs only calculate and publish this

derivative, which requires significantly less time and calculation than running the

allocation algorithm. This approximated price is clearly the tangent of M∗
0 at origin.

Since M∗
0 appears to be a concave function (shown in numerical analysis), M̂0 is likely

an upper bound of the exact price M0.

4.4 Numerical Analysis

For numerical analysis, I set α = 4, for which Zα ≡
∑

Xi∈Π(λ) d
−α
i has the closed-

form distribution expression, FZ4
(z) = 2Q

(
π3/2λ√

2z

)
. The outage probability constraint

is ǫ = 0.55, and the two parameters of the utility Sigmoid function are a = 1, b = 2.

Figure 4.1 shows a surface for the total utility minus cost of a system with two users

sharing resources. As expected, V (λ) is a strictly concave function, and has a unique
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maximization point. Figure 4.2 shows the process of optimization via gradient ascent.

As expected, the algorithm takes the system to the optimal point.

In Figure 4.3 and Figure 4.4, the exact prices M0, M
∗
0 , and the approximation

price M̂0 are plotted versus the spatial interference density of the new user. For the

examples considered, they tell that the function of M∗
0 is concave, so the approxima-

tion price, which is a tangent to the curve, is always an upper bound. It is obvious

that the approximation price is accurate for small λ0 and the gap grows when λ0

increases.

0 0.002 0.004 0.006 0.008 0.010

0.005

0.01
0.534

0.536

0.538

0.54

Density of user 1
Density of user 2

N
et

w
or

k 
U

til
ity

Figure 4.1. The total network utility of a system with two users transmitting with
power P1 = 0.5, P2 = 0.7. The outage probability constraint is ǫ = 0.55 and the
pathloss exponent is α = 4. The surface is concave as expected and has a unique
maximization point.

Next, we run a simulation to implement our allocation algorithm and pricing

schemes. Suppose there is a system with five users, whom enter and leave the system

by a Poisson Process, transmitting with power P1 = 0.40, P2 = 0.45, P3 = 0.50, P4 =

0.55 and P5 = 0.60. Each user picks a density parameter which is uniformly dis-

tributed on [0, 0.0001] before entering. The density range seems unreasonable low,

however, as mentioned before, it is not the density of the total nodes in each virtual

network, but the density of the transmitting nodes. Then, we calculate the exact
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Figure 4.2. The update process of the resource allocation algorithm operating in
the same system of Fig. 1. The beginning point is λ1 = 0.001, λ2 = 0.007. We first
contour the surface in Fig. 1, and then calculate V (λ) for each update step, which
are shown by the spots in the graph. The path goes to the global optimal point.
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Figure 4.3. Price versus density λ0 of a new user for a system with two original
users. Here, the two original users have transmission powers P1 = 0.5, P2 = 0.7 and
the new user transmits with power P0 = 0.6. The curve of M∗

0 is concave and the
approximate price is an upper bound to the exact price.
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Figure 4.4. Price versus density λ0 of a new user for a system with three original
users. Here, the three original users have transmission powers P1 = 0.8, P2 = 0.7, P3 =
0.7 and the new user transmits with power P0 = 0.5. The curve of M∗

0 is still concave.

price and the approximate price following the pricing scheme. In Table 4.1, we show

the average prices of each user and how much the user is over charged by the approx-

imate price. We can see that the approximation is accurate when the density request

of new users is low.

Table 4.1. Simulation Results: The exact and approximate price and overprice
percentage of five users with different transmission powers, who enter and leave the
system by a Poisson Process.

User Transmit Exact Price Approximate Price Overprice

Number Power (×10−4) (×10−4) (%)

1 0.40 0.1417 0.1811 27.83

2 0.45 0.1616 0.1937 19.84

3 0.50 0.1391 0.1776 27.66

4 0.55 0.2036 0.2389 17.35

5 0.60 0.1612 0.1886 17.02

Since the resource allocation algorithm requires each user to publish its transmit-

ting power and densities, it is possible that a user might use higher power and higher

densities than the amount it published. However, because of the interference and
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cost, using higher power and density actually decreases the user’s utility. Numerical

analysis establish this fact. The following two plots, Figure 4.5 and Figure 4.6, show

the decrease of utility when the user uses a higher power and density then published.

Also, since the other users only know and use the published power and density to

calculate the density at the next iteration, this user’s behavior will not affect other

users’ density allocation, but their performance would be worse.
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Figure 4.5. Utility versus the increase of power. In a system, two virtual network
sharing resource and one of the users use higher transmitting power than published.
This plot shows that this user does not gain any benefit from “cheating”, but has a
decreasing performance.

There is another possibility that a user uses lower density and power than pub-

lished in order to make other users have lower density. Figure 4.7 shows that using

lower density than published can not get higher utility. But Figure 4.8 shows that

using lower power than published actually can makes this user’s utility increased.

4.5 Simulation with randomness

As mentioned before, the random nature of wireless networks is the main focus

when considering resource allocation problems in this thesis. So far, all of the analysis
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Figure 4.6. Utility versus the increase of density. In a system, two virtual network
sharing resource and one of the users use higher density than published. This plot
shows that this user does not gain any benefit from “cheating”, but has a decreasing
performance.
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Figure 4.7. Utility versus the decrease of density. In a system, two virtual network
sharing resource and one of the users use lower density than published. This plot
shows that this user does not gain benefit from “cheating”, but has a decreasing
performance.
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Figure 4.8. Utility versus the decrease of power. In a system, two virtual network
sharing resource and one of the users use lower power than published. This plot shows
that this user has a better performance because of the “cheating”.

is based on the mathematical foundation of stochastic geometry. Here, a simulation is

built, in order to test how the allocation algorithm works in a system with randomness.

First, I calculate the optimized densities and transport capacities of a virtual

networks with given transmitting powers. Then I set up a system supporting these

virtual networks where nodes in each virtual network form a Poisson point process

with the densities calculated by the algorithm. All the nodes in the system employ

ALOHA as the medium access control protocol. After letting the system run for a

certain time, I measure the average transport capacity of each virtual network. Com-

paring the exact measured performance and the optimized performance calculated

by the algorithm could show how the algorithm captured the randomness of wireless

system.

Table 4.2 and Table 4.3 show the simulation results for the system of size 100×100.

Table 4.4 and Table 4.5 show the results for the system of size 120× 120.

From the tables, it is clear that the exact measured transport capacities are very

close to the optimized transport capacities calculated by the algorithm, which means
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Table 4.2. Results of the simulations in which two virtual networks with nodes em-
ploying ALOHA share resources in the system of size 100 × 100. P is the transmit
power assigned to the corresponding virtual network. λ and TCo are the optimized
node densities and transport capacities, respectively, derived from the resource allo-
cation algorithm. TCe is the exact transport capacity of the simulated system.

Transmitting Density λ Optimized TC TCo Exact TC TCe

power P (P1, P2) (λ1, λ2)× 10−2 (TCo1, TCo2)× 10−2 (TCe1, TCe2)× 10−2)

(0.3, 0.3) (1.12, 1.12) (3.19, 3.19) (2.87, 3.26)
(0.3, 0.4) (1.14, 0.47) (3.84, 1.70) (3.95, 1.87)
(0.3, 0.5) (1.17, 0.22) (4.14, 0.87) (4.69, 0.70)
(0.4, 0.6) (0.66, 0.19) (2.97, 0.94) (2.97, 1.19)
(0.4, 0.7) (0.64, 0.10) (3.10, 0.56) (2.96, 0.69)

Table 4.3. Results of the simulations in which three virtual networks with nodes
employing ALOHA share resources in the system of size 100× 100. P is the transmit
power assigned to corresponding virtual network. λ and TCo are the optimized node
densities and transport capacities, respectively, derived from the resource allocation
algorithm. TCe is the exact transport capacity of the simulated system.

Transmitting Density Optimized TC Exact TC

power P λ× 10−2 TCo × 10−2 TCe × 10−2

(P1, P2, P3) (λ1, λ2, λ3) (TCo1, TCo2, TCo3) (TCe1, TCe2, TCe3)

(0.5, 0.6, 0.7) (0.40, 0.22, 0.07) (1.98, 1.14, 0.40) (1.66, 0.82, 0.26)
(0.5, 0.5, 0.5) (0.32, 0.32, 0.32) (1.38, 1.38, 1.38) (1.40, 1.40, 1.08)
(0.6, 0.7, 0.8) (0.27, 0.16, 0.07) (1.59, 0.98, 0.43) (1.26, 1.04, 0.51)
(0.7, 0.8, 0.9) (0.19, 0.12, 0.06) (1.32, 0.86, 0.44) (1.30, 1.49, 0.51)
(0.8, 0.7, 0.7) (0.09, 0.18, 0.18) (0.60, 1.12, 1.12) (0.81, 0.93, 1.25)

Table 4.4. Results of the simulations in which two virtual networks with nodes em-
ploying ALOHA share resources in the system of size 120 × 120. P is the transmit
power assigned to the corresponding virtual network. λ and TCo are the optimized
node densities and transport capacities, respectively, derived from the resource allo-
cation algorithm. TCe is the exact transport capacity of the simulated system.

Transmitting Density λ Optimized TC TCo Exact TC TCe

power P (P1, P2) (λ1, λ2)× 10−2 (TCo1, TCo2)× 10−2 (TCe1, TCe2)× 10−2)

(0.3, 0.3) (1.12, 1.12) (3.19, 3.19) (3.39, 3.12)
(0.3, 0.4) (1.14, 0.47) (3.84, 1.70) (3.92, 1.85)
(0.3, 0.5) (1.17, 0.22) (4.14, 0.87) (4.30, 0.87)
(0.4, 0.6) (0.66, 0.19) (2.97, 0.94) (2.99, 1.08)
(0.4, 0.7) (0.64, 0.10) (3.10, 0.56) (2.79, 0.69)
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Table 4.5. Results of the simulations in which three virtual networks with nodes
employing ALOHA share resources in the system of size 120× 120. P is the transmit
power assigned to corresponding virtual network. λ and TCo are the optimized node
densities and transport capacities, respectively, derived from the resource allocation
algorithm. TCe is the exact transport capacity of the simulated system.

Transmitting Density Optimized TC Exact TC

power P λ× 10−2 TCo × 10−2 TCe × 10−2

(P1, P2, P3) (λ1, λ2, λ3) (TCo1, TCo2, TCo3) (TCe1, TCe2, TCe3)

(0.5, 0.6, 0.7) (0.40, 0.22, 0.07) (1.98, 1.14, 0.40) (1.83, 1.15, 0.24)
(0.5, 0.5, 0.5) (0.32, 0.32, 0.32) (1.38, 1.38, 1.38) (1.26, 1.31, 1.08)
(0.6, 0.7, 0.8) (0.27, 0.16, 0.07) (1.59, 0.98, 0.43) (1.53, 1.23, 0.14)
(0.7, 0.8, 0.9) (0.19, 0.12, 0.06) (1.32, 0.86, 0.44) (1.53, 0.96, 0.40)
(0.8, 0.7, 0.7) (0.09, 0.18, 0.18) (0.60, 1.12, 1.12) (0.55, 1.00, 0.92)

this resource allocation algorithm can work well for the wireless system with proba-

bilistic characteristics.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

5.1 Conclusion

In this section, the main work of this thesis is summarized.

• A system model capturing randomness. First, a PPP system model is brought

out in this thesis which take the randomness of nodes’ locations into account.

Since node mobility is the most important characteristic of the wireless environ-

ment, this model make it possible to gain insight into the virtualization problem

in wireless scenarios. Another big advantage of this model is that the mathe-

matical tools from stochastic geometry can be applied and provide a framework

for network performance analysis.

• Decentralized dynamic algorithm for resource allocation. This decentralized al-

gorithm drives the system to the optimal point where the total utility, which

is defined as the satisfaction degree of the users, of the virtual networks is

maximized. The “resource” allocation here does not means allocating physical

hardware, such as substrate nodes and links, but as the ability to cause a certain

amount of interference in the network.

• Pricing scheme. The pricing scheme employs a new idea for charging a new user

for network resources fairly. Due to the interference property of wireless chan-

nels, a new user sharing the resources of the system will result in a performance

decrease for the existing users. Hence, this scheme measures the total detriment
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caused by this user on others. In addition, a practical method for approximating

this price is also presented, which is effective for low user densities.

5.2 Future work

In this thesis, the resource allocation problem and pricing are considered sepa-

rately. However, the price, which is also a cost to the user, can affect multiple virtual

networks’ behavior and request. So taking the price into account when solving the

resource allocation problem could yield a better way for the practical virtualization

environment.

39



APPENDIX A

TRANSPORT CAPACITY OF A SYSTEM WITH THREE

OR MORE USERS

Applying the same method as in the system with two users, it is easy to extend

the previous results to three or more users sharing network resources.

First, to establish the pattern, suppose there are three users sharing resources in a

system. Each of them has corresponding virtual network V N1, V N2, V N3 with nodes

transmitting with power P1, P2, P3, respectively. Transmissions of nodes in V N2 and

V N3 are treated as interference for nodes in V N1. So the outage probability of V N1

is:

q(λ1) = P

(
r−α

I1 + I2 + I3
< β1

)
, (A.1)

where I1 ≡
∑

Xm∈Π(λ1)
d−α
m , I2 ≡

∑
Xn∈Π(λ2)

(
P2

P1

)
d−α
n , I3 ≡

∑
Xp∈Π(λ3)

(
P3

P1

)
d−α
p are

three independent random variables.

Applying the characteristic function method from the two user scenario yields:

λ
′

= λ1 + λ2

(
P2

P1

)2/α

+ λ3

(
P3

P1

)2/α

. (A.2)

So, for the interference variable I ≡ I1 + I2 + I3, it is easy to get:

I ∼
∑

Xl∈Π
(

λ1+λ2

(

P2

P1

)2/α
+λ3

(

P3

P1

)2/α
) d−α

l . (A.3)

It is obvious that adding a network with density λ and transmission power P to

the system adds to a term λ
(

P
P1

)2/α
to λ

′

.
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Thus in general, for N virtual networks, V N1, V N2, V N3,. . . , V NN , each with

corresponding density λi and node transmission power Pi, the transport capacity of

V Ni is:

TCi = λiF
−1
Ii

(1− ǫ)−
1

α (1− ǫ) log2(1 + β∗)β∗− 1

α , (A.4)

where Ii ∼
∑

Xk∈Π
(

λi+
∑

j 6=i
λj

(

Pj
Pi

)2/α
) d−α

k , i, j ∈ (1, N).
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APPENDIX B

THE TABLE OF NOTATIONS USED IN THE THESIS

Table B.1. Summary of Notations

Notation Description

a ≡ b a is defined to equal b
λ spatial density of attempted transmitters

Π = {Xi} Poisson Point Process of density λ of transmitter locations
α pathloss exponent (α > 2)
β SIR/SINR requirement for successful reception
r distance separating each transmitter and receiver pair

q(λ) outage probability
ǫ outage probability constraint

TC Transport capacity
P transmission power
I interference variable

U(.) utility function
C(.) cost function
V (λ) network utility (total system utility minus cost)
M price
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