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Spoken Word Recognition in Quiet and Noise by Native ama-hative Listeners:
Effects of Age of Immersion and Vocabulary Size

Astrid Zerla Doty

ABSTRACT

In spoken word recognition, high-frequency words with fevgimeors and less
frequently occurring minimal pair neighbors (lexically yeasrds) are recognized more
accurately than low-frequency words with many and maguiently occurring neighbors
(lexically hard words). Bradlow and Pisoni (1999) found a laegsy hard word effect
for non-native than native speakers of English. Theeptestudy extends this work by
specifically comparing word recognition by non-native hstes with either earlier or
later ages of immersion in an English-speaking environtoethiat of native English
speakers. Listeners heard six lists of 24 words, eachased of 12 lexically easy and
12 lexically hard words in an open-set word identificatask. Word lists were presented
in quiet and in moderate noise. A substantially largsy-dard word effect was obtained
only for the later learners, but a measure of orahlatary size was significantly
correlated with performance for the non-native listegroups only. Thus, the increased
easy-hard word effect for non-native listeners appde explained as an effect of

phonetic proficiency and/or vocabulary size on thecstire of the lexical neighborhoods.
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Chapter One
Introduction

Non-native speakers of English constitute a rapidly grguninority in the
United States. Many of them experience significantadiffy understanding English,
especially in less than ideal listening conditions, sagthe classroom or work
environment. One potential source is differences in werdgnition due to 1)
differences in neighborhood structure; 2) greater dillfycin phonetic discrimination;
and 3) language competition. Researchers have found ¢heff¢lats of phonological
word neighborhood on the word recognition abilities ahgilals are greater than those
found for monolinguals (Bradlow & Pisoni, 1999; Imai, Wall&Flege, 2005). A
neighborhood is a collection of words that are phoalyisimilar to a given target word
(i.e., they sound similar) and is composed of two paitthe number and degree of
confusability of words in the neighborhood, referredsoneighborhood density’, and 2)
the frequencies of the neighbors in language use, caléghborhood frequency’ (Luce
& Pisoni, 1986).

The extent to which speech recognition is influenced bly pbbnological word
neighborhood and increasing cognitive demand has yetitwdstigated in either
monolingual or bilingual populations. The present study compleesord recognition
performance of monolinguals and bilinguals under conditiomsocoéasing cognitive
load, using words that vary in phonological neighborhdadacteristics. Note that the
term “recognition” refers to its traditional use in tipeach perception literature, which is

typically considered “perceptual identification” in memditerature.



Word recognition depends in part on the intelligibilitytioé stimuli, which is the
degree to which something is capable of being understoodrettagnized that
intelligibility of the stimuli and adults’ word recogian in particular have been shown to
be influenced by many variables, such as the listenerdlidaity with various aspects of
the signal (e.g., the speaker, the accent of the speh&dppic), the selection of stimuli,
the task, the context, the rate of presentationestimuli, the listening conditions
including the presence of noise and the level of variabiithe stimuli, and the degree
of cognitive demand required in the listening task and/orlsameous tasks. The
variables of interest in this study include phonologicaldveeighborhood, age of
immersion (AOI) of the bilingual listeners, presenceoise, and cognitive demand (in
this case, a digit-recall task). In order to gain an tstdeding of how these specific
variables may influence the recognition of speech, tbaudsion begins with an
overview of non- native speech perception. Following, tthie influences of first (L1)
and second languages (L2) on each other in cross-languaph shedies are considered.
Next, the effects of stimulus and lexical charactiegsbn word recognition and recall are
discussed. Finally, the effects of cognitive demand maatiouls on recognition and
memory for synthetic speech are explained, and paralteldrawn between findings
from those studies and findings for native and non-nagpe=ch perception in noise.
Cross-language studies of speech perception

Cross-language studies of speech perception have shataditlits are language-
specific perceivers. That is, although they are abtbfferentiate easily the phonetic
categories of their native language, perception of nonengtionetic contrasts is, in

general, more difficult. Phonetic contrasts are pafiounds in a language that differ



along a given dimension, such as voicing. This languagefisgesttern of performance
is not due to loss in auditory sensitivity to the acousiatures that differentiate non-
native contrasts (Best, 1995). Rather, it reflectsathenement of selective perceptual
processes to the acoustic-phonetic information thatgsiistically relevant in the native
language (Strange, 1999). However, a growing body of evids#mes that this result
does not hold for all listeners, for all phonetic ahistions, or all task conditions (Flege &
Hillenbrand, 1984; Rochet, 1995; Strange, 1992; Strange, Bohrt, &rblishi, 2004).
Clearly, an understanding of the variables used in sgEcleption experiments is
crucial to understanding these differences and designing stugles. Also, given that
selection of the languages in a cross-language investigati@ased on phonetic and
phonological characteristics, an understanding is negeskthe way that first and
second languages influence and compete with one anotbeex&mple, if testing the
discrimination of a non-native contrast for Spanismtfoat Italian speakers, the targeted
L2 sounds may be assimilated into one phonological catdgothe Spanish speakers
and into two phonological categories for the Italian kpesa This would presumably
happen because of the closer similarity of the L2 sot;tl4 sounds for the Spanish
compared to the Italian speakers. These differenindaton patterns would be
predicted to result in better discrimination by the #tialspeakers (Best, 1995).
Moreover, researchers may test non-native speakersrehanfamiliar with the target
distinction or, alternatively, who are learnershwrarying degrees of proficiency in the
language from which the distinction is drawn and thus kavging experience with the

target distinction.



According to Flege’s Speech Learning Model (SLM) (1995), tbegss of
equivalence classification prevents category formatoi.2 sounds that are perceived
as similar to L1 sounds. The SLM has four basic tered¢sant to this discussion: 1) the
processes used in learning the L1 sound system, including categaation, do not
atrophy at adolescence as asserted by the criticaldoeypothesis; rather, they remain
functional throughout one’s lifetime, 2) phonetic carggpare the long-term language-
specific memory representations of speech sounds, Phtnetic categories acquired for
L1 sounds will eventually come to reflect propertiesathid-1 and L2 sounds that are
realizations of each category, and 4) bilinguals must ¥@rkaintain contrast between
those L1 and L2 phonetic categories just as monolinguads maintain distinctness
among all L1 sounds. Moreover, formation of a phoregiegory implies the perceptual
ability to identify a wide range of phones as being Hmaesdespite auditorily detectable
differences among them along dimensions that are noigploally relevant, as well as
the ability to distinguish the multiple exemplars afagegory from realizations of other
categories, even in the face of non-critical comatities. As the perceptual dissimilarity
between an L2 sound and the closest L1 counterpart iestaaie probability of new
category formation also increases. Further, the @kbkrts that the earlier in life L2
learning commences, the smaller the perceptual distaatces theeded between the L1
and L2 sound for L2 category formation to occur (Flege, 198%®n if a new category
is formed for an L2 sound, however, there is no guageathiz the category structure or
weighting of acoustic cues will be the same as for riogwal speakers of the target
language, according to the SLM (Flege, 1995). Thus, a mibmadg exist between a

bilingual listener’s perceptual expectations for a targetduhd and the sound that is



actually produced by native speakers of the target language (Valley & Flege,
2005). This mismatch might explain reductions in L2 lea’'regpoken word recognition
accuracy as compared to monolinguals, especially in conditf noise or other
degradation to the speech signal (Imai et al., 2005).

Another claim of the model is that when a categenyat formed for an L2 sound
because it is too similar to an L1 counterpart, the L1tled 2 categories will
assimilate, leading to a merged category. The sourttissimerged category should
eventually come to resemble each other in productidtermatively, when a new
category for an L2 sound is established, it may dissienftam neighboring L2 (or L1)
sounds to preserve phonetic contrast of these soundd) wiist in a common
phonological space. Support for these hypotheses coomd-fege, Schirru, and
MacKay (2003), which examined the production of the Engligtvésvel by native
Italians who differed according to age of learning. Ebilipguals were found to
produce English [ewith significantly more formant movement than natiseglish
speakers. The exaggerated movementiopreduced by the early group was attributed
to the dissimilation of a new phonetic category thay foamed for English /éfrom
Italian /e/. Many of these speakers may have estadlsimew category for English//e
(which is produced with less formant change) and produceithitmore movement than
is typical for English in order to make it distinct fraheir Italian /e/. On the other hand,
the undershoot of movement observed for the late bilinguale study was attributed to
their failure to establish a new category for English véhich led to the merger of the
phonetic properties of English/and Italian /e/ through the mechanism of category

assimilation.



The Speech Learning Model also states that a bilinguatieqilt representation
of a target speech sound may be based on differentdsaiufeature weights than those
of a monolingual speaker of the L2. Support for this hyggithcomes from Flege, Bohn,
and Jang (1997). Two sets of synthetic continua (11 spetepasl sreated by changing
the first and second formants plus 3 temporal steps) uga@ Subjects had to identify
the vowel in one set of continua as either “beatbi’ and as either “bet” or “bat” in
the other set of continua. Vowel duration influencednidie/e English subjects’
identifications primarily for vowels at the middle bktcontinua where spectral cues
were insufficient to define a vowel's identity unambiguouslyhen identifying
members of the “bet-bat” continuum, the experiencednaiive speakers (who came
from various L1s) made more use of spectral cues thamhelithexperienced non-native
speakers. They also made less use of temporal cu#ss tase, the experienced non-
native speakers (also from various L1s), but not theperenced non-native speakers,
resembled the native English speakers because they wegeahesspectral and temporal
cues in a similar way as the native English listeners

Despite these broad categories of “experienced” vémsegperienced”, it should
be noted that the age of L2 acquisition, the degregpafseire to the language, and
experience with the L2 seem to be factors that mayiljedetermine the relationship
between perception of the first and second languages\anpaontribute to changes in
these perceptual abilities over time. The perceptiamets second language might also
differ according to the class of sounds, the acousticpgrceptual correlates of these
classes, and to contextual effecdthough all of these variables did not need to be

controlled in the present experiment, careful consiaderatas given to the listeners’



proficiency level with English, and particularly ageimmersion, because experience has
been shown to affect perceptual abilities in the L2.
Effects of phonological characteristics on recognition and recall

One issue faced when investigating spoken word recognitibe structural
relations among the phonological patterns of wordeenmental lexicon. In addition to
the contextual and stimulus factors that affect a wantiédligibility, there are lexical
factors that may increase or decrease the probahilgpeed with which a listener will
correctly identify a spoken word. In fact, it has basgued that the process of word
recognition relies on accurate discrimination among compédgixical items (Luce &
Pisoni, 1998). Thus, understanding the structural organizatiorafs in memory and
how these relations influence word recognition and lexiceéss is crucial to
understanding how these factors may influence perceptif arners (Luce & Pisoni,
1998).

According to the Neighborhood Activation Model (Luce &&hi, 1998), the
number of similar competitors that a word has and tiedative frequency in the
language can have both inhibitory and excitatory effectiexical access. The claim is
that spoken words are recognized in the context of phoialbgsimilar words activated
in memory; a spoken word activates a set or “neighlmathof similar sounding words
in memory, which then compete for recognition. A samiy neighborhood is defined as
a collection of words that are phonetically similaatgiven target word. A similarity
neighborhood is composed of two parts: 1) the number andelefconfusability of
words in the neighborhood, referred to as ‘neighborhoosityerand 2) the frequencies

of those neighbors, called ‘neighborhood frequencynefghbor of a given target word



is one that differs from the target word by a one phorehdéion, substitution, or
omission. For example, some neighbors for the wsatl‘would be “stat, rat, sit, sap,”
and “at.” The model proposes that the frequency ovamvord, the size of the word’s
neighborhood, and the frequency of the words withinneaghborhood will determine
the probability of that word being selected over ibsebt phonological neighbors.

The effects of phonological neighborhood on word red¢agnand word recall
are particularly interesting. In spoken word recognitasks, numerous studies have
supported the predictions of the Neighborhood Activation M@@eldinger, Luce, &
Pisoni, 1989; Luce, 1986; Luce & Pisoni, 1998; Luce, Pisoni, & @Ggkt, 1990; Pisoni,
Nusbaum, Luce, & Slowiaczek, 1985). For example, in agpénal identification task,
words with low-density neighborhoods were found to batifled in noise with greater
accuracy than those from high-density neighborhoods. rdoapto the Neighborhood
Activation Model, the poorer identification of words frdngh-density neighborhoods is
a consequence of their having more competitors so activatithe target much reach a
higher level to overcome competition.

Sommers (1995) provided further support for the Neighborhooigiaicin
Model. He found that identification accuracy of easydgavas similar for young and
older adults, but identification of hard words was sigairfitly worse for older adults
whose identification accuracy was 15% lower for thel veords than for the easy words,
compared to younger adults, for whom the difference ws@o. Sommers argued that
the older adults may have more than just overall reduseitbay abilities; they may also
have less ability to discriminate the sound patternsarspeech signals, especially from

among phonetically similar neighbors. The easy-handlweffect was also



disproportionately greater for older listeners whertéisk demands were increased by
switching from single to multiple talkers, which may suggesinfluence of greater
processing demand in addition to an effect of auditorytiaisilin the differences obtained
between older and younger listeners.

Unlike the findings from recognition studies, the effedtseaghborhood
characteristics on word recall seem to differ froodgtto study and task to task.
Generally, studies agree that there is better remalifih-frequency words (Allen &
Hulme, 2006; Goldinger et al., 1991; Roodenrys et al., 2003). woawsome studies
have found better recall for words with low-frequencighborhoods (Goh & Pisoni,
2003; Goldinger et al., 1991), whereas others have found bettdl for words with
high-frequency neighborhoods (Roodenrys et al., 2003). $iynigmme have found
better recall for words from small neighborhoods (GoRigoni, 2003; Goldinger et al.,
1991) and others have found the opposite (Allen & Hulme, 2006c&wys et al., 2003).
The differences seem to stem from the fact that souakes considered all three
variables together (word frequency, neighborhood frequema neighborhood density)
while others considered each variable separately. Alghprs of these studies used
different cut-offs for determining “high” versus “low’dgquency of target word and the
frequency of its neighbors, as well as the densith@ieighborhoods.

For example, Goh and Pisoni (2003) used word sets thatediféan neighborhood
density and frequency, but were equated for word frequehiogy found that recall was
better for words from small, low-frequency neighborhod@s twords from large, high-

frequency neighborhoods. The researchers argued thatshess lexical competition



among similar sounding traces for words from small neghdiods, which leads to less
confusion among the candidates for reconstruction.

Using words that differed systematically in word frequenuy aeighborhood
size, Allen and Hulme (2006) found better recall for higggérency words and those
from large neighborhoods compared to low-frequency wordgrarse from small
neighborhoods. In fact, the words from large neighbodsovere recalled more
accurately even though they wgercelved less accurately. Thus, it appears that the
recall differences between words from large and sneadjhborhoods do not depend
upon differences in how well these words are perceivtmvever, the recall advantage
for high-frequency over low-frequency words may depend ingathe greater ease of
perceiving high-frequency words. The authors suggestttisathe semantic
representations that account for the differencescallrbetween words from large and
small neighborhoods.

Low-frequency words in high-density, high-frequency phonalalgi
neighborhoods (i.e., words that occur relatively infredjyan the language and have
many similar sounding neighbors that occur relativelgrofh the language) are
predicted to be recognized less quickly and accuratetyhiggn-frequency words from
low-density, low-frequency neighborhoods. Thus, the forane termed “hard,” whereas
the latter are deemed “easy” (Luce & Pisoni, 1986). Innsary, ‘easy’ words are those
that occur frequently in the language and have relatieslyphonetically similar
neighbors that are relatively low frequency. The ‘hardids, on the other hand, occur
less frequently in the language and have many phonetsiaiiiar neighbors that are

relatively high in frequency.
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Goldinger et al. (1991) selected word sets that wereteadgntify (high-
frequency words from sparse, low-frequency neighborhcarthard to identify (low-
frequency words from dense, high-frequency neighborhoods)sed them in a serial
recall task. Results showed better recall performéorcihe easy-to-identify words than
the hard-to-identify words. Unfortunately, it is notspible to draw any conclusions
from this study about the influence of neighborhood charatics on verbal short-term
memory performance because neighborhood charactengtie confounded with word
frequency. Further, the researchers assert thaetee of confusability for given words
only conveys information about the listener’s intetaalcon and the relative
accessibility of its component words.

Other studies provide supporting evidence for a link betweeach perception
processes and recall of for spoken words (Luce et al., Fa8&; et al., 2000). These
studies suggest that, when the encoding of words becorfiealtjimemory performance
for these words declines. For example, Roodenrys €@)2) assessed immediate
memory for word sets differing in frequency, neighborheizd, and average word-
neighborhood frequency. When they considered just wegiiéncy and neighborhood
size, they found recall better for high frequency wordsfar words from large
neighborhoods. When word frequency and neighborhood frequesreymanipulated,
they found that recall was better for high-frequencydsand words from high-
frequency neighborhoods. Finally, neighborhood size amghherhood frequency
manipulations revealed better recall for words from Higlquency neighborhoods and
for words from large neighborhoods compared to small. effleets were explained in

terms of word frequency (the easy to perceive [high freqjemards were recalled more
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accurately than the hard-to-perceive [low-frequency]dsorThe researchers argued that
memory was better for the high-frequency words becauge¢peesentations in long-
term memory are more accessible or better specifadttiose of low-frequency words.
Interestingly, words were more likely to be intruded upgra neighbor if they were low
frequency, had many neighbors, and if the average frequéibg neighbors was high
(Roodenrys et al., 2002). Typically, when a neighborhotydsion occurred the
intruding neighbor was higher in frequency than the ptedanord, which seems to
support the predictions of Neighborhood Activation Modebodenrys et al. (2002)
argue that phonological information in LTM plays ativacrole in recall in STM tasks,
which helps explain the recall advantage for high-frequevords compared to low-
frequency words.

In order to explain why words from large neighborhoodeewecalled better than
words from small neighborhoods, Roodenrys et al. (2002) sutigeeshe finding
reflected the role of speech-production processes (etgeval of the speech motor
programs for words that have to be articulated) in idiate memory tasks, but not
speech-perception processes. These experiments teespfugar to provide evidence
counter to the idea that word recall depends on a reattegmprocess which involves
speech-perception mechanisms. The deleterious effeatiuaje neighborhood on word
recognition seems to happen because the listener is gbtpuiselect a word from among
a large number of competitors. On the other handattibtétive effects of a large
neighborhood on recall seem to happen because theboesgprovide support by
keeping the word in active rehearsal longer than a wittdfew neighbors. From the

existing data it appears that the effects of word frequand neighborhood size on recall
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are robust, but the effect of neighborhood frequensyniall and inconsistent across
experiments.

Although the studies discussed above have been limitedrnolimgual
participants, a few studies have explored the contabstof lexical characteristics on
spoken word recognition for non-native listeneBsadlow and Pisoni (1999)
investigated the combined effects of talker-, listened,isam-related factors on isolated
word recognition. The researchers had ten monolingual English-speakikey$alecord
both “easy” and “hard” lists of words at three diffdrestes (slow, medium, and fast).
The authors selected these words so as to differ acgdadthree lexical characteristics.
The easy words occurred more frequently in the languagie nbean neighborhood
density (the number of phonetic neighbors) was lower tiase of the hard words, and
the mean neighborhood frequency (the mean frequency oiilghbors) of the easy list
was lower than that for the hard list.

Further, the frequency counts from the Brown Corpus ofeutitext! (Kucera &
Frances, 1967) were used to examine the words to determiribeleasy list words had
a significantly higher mean frequency of usage in thguage than did the hard list
words (185.24 with a range of 36-895 versus 4.21 per million widmge of 1-35,
respectively). Second, the words on the easy list sadeeted so that their mean
neighborhood density (the number of phonetic “neighhawsis lower than that of the
words on the hard list (13.34 neighbors with a range 18 8ersus 26.96 neighbors with
a range of 21-39, respectively). Bradlow and Pisoni (1999) hsedeffinition by
Greenberg and Jenkins (1967) of a neighbor of a given taaydtas one that differed

from the target word by a one phoneme addition, substitutioomission. Finally, the
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words on the easy list were selected so that thaanmeighborhood frequency (i.e., the
mean frequency of usage of the neighbors of the target was lower than that of the
words on the hard list (37.50 per million with a range 882/9.67 versus 282.2 per
million with a range of 87.22-1066.59, respectively). Furtther familiarity of each of
the words was assessed and all were judged to be highlydiataihative-English-
speaking adults. That is, they all received a ratind lefest 6.25 on a 7-point scale, with
1 being lowest familiarity and 7 being highly familiar (NustmiéPisoni, & Davis, 1984).
In summary, the easy words are those that occur frédguenhe language and have few
phonetically similar neighbors that are mostly loeguency. The hard words, on the
other hand, occur less frequently in the language and hawe similar neighbors that
are mostly high in frequency.

Each of the listeners in the study by Bradlow and Pig#89) heard the full set
of 150 words spoken by a single talker at a single ratehibend lists of words and were
required to type the words they thought they heard on aut@mkeyboard. Note that in
order for a participant to recognize a hard word, he @hsll to discriminate among a
large set of alternatives and, necessarily, needed told¢oamake finer phonetic
distinctions among words at the segmental level bedhedeard words had more similar
sounding neighbors that were also more frequent iratigubge, relative to the easy
words. Overall, recognition scores were significantghler for the easy words. The
authors argued that this effect of lexical discrimingpiesulted from the listeners’
knowledge of the sound-based structure of the lexicon. nergk the results for
monolinguals from this experiment replicate those of pressgiudies (Luce, 1986; Luce

& Pisoni, 1998; Luce et al., 1990; Pisoni et al., 1985) and supipoassumptions of the
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neighborhood activation model of spoken word recognitiomngwecognition takes place
within the context of the mental lexicon and, therefas influenced by other
phonetically similar words (Luce & Pisoni, 1998).

In a second experiment, Bradlow and Pisoni (1999) foundhkatasy/hard word
effect was greater for non-native listeners thamédive listenersin this experiment,
the listeners again heard a word over headphones andviyia¢dhey heard into a
computer keyboard. Two separate lists were used, one prbyeesingle talker and
the other produced by multiple talkers. Within each hatf of the words were easy and
half were hard. For both the native and the non-edisteners, the overall percent
correct was higher for the single-talker condition &oxdhe easy words. Native listeners
recognized words with greater accuracy than non-natidesvever, thaifference in
percent-correct word recognition between the easy andwwands (i.e., the easy-hard
word effect) was several times greater for the nativa than for native listeners.
Perhaps, as is consistent with theories of non-napeech perception (Best, 1995;
Flege, 1995), non-native listeners have greater diffigeitpgnizing words that require
perception of fine phonetic detail for discrimination dnese they may not have acquired
all the native cues or do not have the same cue weggasimative speakersloreover,
Bradlow and Pisoni (1999) asserted that, because non-hst&reers have more
difficulty with hard words than easy words, just as divedisteners, their results
support the idea that the non-native speakers develop Iexaédheir second language
by employing the same sound-based organizational principlestee listeners.

Additionally, the authors administered a measure of wamdlfarity in order to

assess the familiarity of the non-native listeneith the target words. For this task,
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participants used a 7-point scale to rate their fanjiavith a list of English words
presented on a computer screen. Because the hard wouldess frequently in the
language, one possibility the authors considered washihaioin-natives were simply
less familiar with the hard words and therefore wemiento recognize them accurately.
The pattern of familiarity ratings given by the nonivied paralleled those of the native
listeners: higher familiarity ratings were assignethe easy words and lower familiarity
ratings were given to the hard words. Generally, coetpty the native listeners, the
non-native listeners rated themselves as much lesfigawith the hard words, and this
was reflected in their recognition scores as well.eWfamiliarity was controlled,
however, by using only words rated as highly familiar to Inatfive and non-native
listeners in the analysis, a stronger easy/hard effedt for the non-native listeners than
for the native listeners was still observed. Thubpalgh part of the non-natives’
difficulty in recognizing hard words might have stemmed fitbeir lack of familiarity
with the words, familiarity alone does not fully accoftor the effect, suggesting that
decreased discrimination of fine phonetic detail or ofletors may also play a role.

Furthermore, a test of subjective familiarity of taeget words may not fully
reflect non-native listeners’ lexicon. First, thennmatives might have recognized those
words in spoken form but have more experience and fartyliaith the words in print
form than in spoken form. Garlock, Walley, and Met$a@01) describe familiarity as
encompassing two constructs: experienced frequency and agguigtaan. The
authors give an example using the word “cartoon.” Thigdwbrey argue is acquired
early by most children, but it may not be encounterethallfrequently by either

children or adults. On the other hand, the word “cartjfagpey maintain, is encountered
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later in life, but may be used frequently by individualsentain professions, such as
doctors. The authors argue that high-frequency wordsapvetth other words on a
segmental basis more often than do lower-frequency wandisthese neighbors tend to
be high-frequency as well. This means that the neighbdrtiensity and frequency
characteristics contribute substantially to perceivediviemiliarity. Furthermore, a
rating of an “8” given by a native English speaker maydry different than a rating of
“8” given by a bilingual who learned English late in lifalso, it is not only the
familiarity with the target words that is of concerRather, the listeners’ knowledge of
the words in the neighborhood of the targets is alsotefest because the number of
neighbors of a target word known by the subject could dieatly alter the structure of
that neighborhood. For example, listeners with snathcabularies may know fewer of
the low-frequency neighbors of easy words but moreehtph-frequency neighbors of
the hard words, thereby increasing the easy-hard word.effec

Spoken words are recognized by native listeners in thextooit other words in
the mental lexicon, and words requiring fine phonetic drsoation (i.e., hard words)
are more difficult to recognize than words that doneguire a high level of phonetic
discrimination (i.e., easy words) (Luce & Pisoni, 1998hisTcan be especially true for
non-native speakers (Best, 1995; Flege, 1995). However, ohr@oognition tasks,
listeners are doing more than just discriminating amonggnes. They must
discriminate among lexical items. Thus, it seems unlidedy spoken word recognition
is accomplished solely by phonetic discrimination, égtthe stimulus input may activate
a number of similar acoustic-phonetic representatmasrecognition must necessarily

involve discrimination among lexical items (Luce & Pisdri98). Therefore, it is
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reasonable to assume that non-native listeners wouldraater difficulty

discriminating among hard words than among easy words beiteusard words may be
less familiar to them. Further, hard words would haveerhagh frequency neighbors
that might also be more familiar to the learnehug, the relative structure of the
neighborhood for a bilingual might differ substantiallyd systematically from that of a
native speaker. Such differences in neighborhood stejdtased on vocabulary size,
may explain how the size of the easy-hard word effeght increase for non-native
listeners relative to native listeners. That isyeaord neighborhoods may be effectively
smaller for some non-natives because the target woedsselves are likely to be known
to them and fewer of the neighbors are likely to be knthvan for monolinguals. Hard-
word neighborhoods on the other hand may be of simadarfer both native and non-
native listeners, but the words themselves less mégsbdamiliar to the non-natives.
Thus, the relative difference in neighborhood size cbalthcreased for non-natives with
substantially smaller vocabularies.

No studies to date have investigated the extent to whicibutary size may
contribute to the processing of speech by bilinguals inidond of increased cognitive
demand. As suggested by Goldinger et al. (1991), the effestsghborhood
characteristics on word recognition convey informatibout listeners’ internal lexicon
and the relative accessibility of a given word andhéghbors. Therefore, it seems
reasonable to gather information from both monolingudllalingual participants that
will give insight into their internal lexicons, suchrasasures of receptive vocabulary

size and listening comprehension.
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Oral receptive vocabulary size is a measure of intéseseveral reasons. In the
literature on child language acquisition, receptive vo@iidize has been shown to be a
strong predictor of performance on both phonetic disaatmn and phonological (non-
word repetition) tasks. Authors of these studies dptethat a larger vocabulary size
requires the child to pay greater attention to fine phiordetail, resulting in more adult-
like category formation (Majerus, Poncelet, Greffey&n der Linden, 2006; Walley,
1993). As described by Walley (1993), some believe that chikltexical processing is
more holistic than segmental at the outset. Astimabulary grows, it is argued,
children begin a segmental restructuring of their lexieptesentations which allows for
more phonetically detailed and efficient storage. Morgastedies have shown that
children’s short-term memory performance, as measureditysgan and non-word
repetition tasks, has a strong positive correlatioh witcabulary development (Majerus,
Poncelet, Greffe, & Van der Linden, 2008 a related study, although with college-
aged subjects, Lewellen et al. (1993) used three measurgmtatseparticipant groups
in their investigation of how differences in subjedical familiarity influenced their
word recognition and lexical access. They gathered aateood familiarity, vocabulary
level, and language experience. Lexical familiarity essessed by having participants
rate on a 7-point scale the familiarity of 450 words thete selected from Webster’'s
Pocket Dictionary and had familiarity ratings from a\pous study (Nusbaum, Pisoni, &
Davis, 1984). Based on their results, the researchgusé@that IQ measures did not
provide insight into the underlying cognitive processes involvéeixical access; rather
they found that participants who differed in rated famitljeof the target words also

differed in processing efficiency. They assumed thatggaants with higher scores on
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the familiarity ratings, vocabulary test, and languageesgence questionnaire had larger
lexicons and, therefore, could activate more candidatagtognition than could
individuals with smaller lexicons

Based on these issues, the first goal of this stuttydgempare the size of the
easy-hard word effect in the recognition of spoken wordsitge listener groups:
monolingual, earlier-learning non-native, and later-legmon-native.

As yet, however, the AOI of non-native listenersénaot been considered in
studies that have investigated the easy/ hard word effectgnitive demand using the
pre-load technique. Spoken word recognition by non-nativikkepedepends on
vocabulary development in the target language, yetursaware of any study that has
investigated the easy/hard word effect for non-native spge#hat has also measured the
participants’ target language vocabulary level. Imail.ef2005) defined proficiency as
the degree of accentedness of the non-native speakemsasured by native listeners.
They later correlated such factors as number of yddtaglish-language study with
degree of accent. Likewise, Bradlow and Pisoni (1999ppedd only correlational
analysis of factors such as age of English study onsetber of years of English study,
and number of years in an English environment, but nestinely directly measured the
vocabulary level of their non-native participani$herefore, | obtained a measure of
target-language vocabulary development of the non-ngpeakers in order to
investigate the relation between vocabulary level andlwwecognition. Theoretically, it
was not necessary to control for first language siheeeffects of vocabulary size should
be present in the pairing of any L1 and L2, and | was masiog on specific phonemes.

The effects of cognitive demand and noise on word recognition and word recall
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One potential explanation for the difficulty bilingualgperience listening to their
L2 speech is that speech processing demands greateoatiérgsources even for
proficient bilinguals than for monolinguals (Rogers et2006). These differences may
not be seen in quiet or undemanding conditions whentatibal resources are plentiful.
Investigation of the effects of bilingualism on the pericgpodf speech presented under a
range of listening conditions is important because tleeesffof bilingualism on listeners’
perception may combine with the effects of adverse emwviemtal listening factors in
ways different from those for monolinguals. Reseantisynthetic speech intelligibility
may offer insights to the experience of bilinguals becaysthesized speech, like native
speech for second-language learners or non-native sfogatdtive listeners (Imai,
Walley, & Flege, 2005), may not match a listener’s exqrages for all cues. Thus,
similarity effects may be in play during word recognitieading to similar perceptual
effects. Below, a brief discussion of studies otpption of synthetic speech is provided
in order to consider the potential processing paralleladtive speakers listening to
synthetic speech versus non-native persons listening tohsipeeir second language.

Pisoni and Koen (1981) found that monolingual listeners’ wecdgnition
performance on the Modified Rhyme Test (MRT) decrease@ maroise for synthetic
speech than for natural speech, even though performagogeinwas similar for both
synthetic and natural speech. Likewise, Koul and All&93) looked at the effects of
noise on the intelligibility of synthetic and naturpesch and found that decreasing
signal-to-noise ratios had more deleterious effectsyathetic speech, although the

patterns of errors were similar for both.
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Paris, Thomas, Gilson, and Kincaid (2000) found that wingyuistic cues (e.g.,
prosody, syntax, and semantic cues) were manipulatedronaled in sentences,
immediate recall of both synthetic and natural spelectined. Using the phonetically-
balanced Harvard sentences (sentences that avoid ldletability, too frequent use of
one word, and for which phoneme frequency matches thanglish), participants heard
four different kinds of utterances: normal (with prosaghd contextual cues), no
prosody (normal sentences with no prosody), no cogexbantically anomalous
sentences with prosody), and unstructured (unrelated wotlds@vprosody).

The semantically analogous sentences were creatediognging the words in
the sentence. Additionally, the sentences with séimeaontext were not highly
predictable and, in all speech modes, any within-wordxicdéprosody remained. To
create the “no prosody” and “unstructured” stimuli ia tratural speech condition,
individually recorded words were concatenated into strinBarticipants were then
required to immediately repeat what they heard. Ovenadilligibility and recall were
better for natural speech than synthetic speech anthfaral sentences with prosodic
cues than those without. Interestingly, removing tlesgady from the synthetic speech
did not cause a further decrement in immediate rdzatl tid the synthesis itself. Paris
et al. (2000) suggested that the prosodic cues present iesyspeech systems are not
helpful to the listener, so removing them causes no additdecrement in intelligibility.
The researchers argued that when these cues are not ancaiekrtly extra burden is
placed on working memory that can exceed its capatisteners’ attention, they
contend, is drawn towards more superficial acoustic irdibion and is directed away

from deeper linguistic analyses. They argued that aigrtéity decreases, context
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becomes increasingly important because listeners mpshden other sources of
information for accurate word recognition. Contexiyrba used as a “compensatory
mechanism” that listeners use when intelligibilitydegraded or poor, as with synthetic
speech, and by extension non-native speech. Thus, prssmaly helpful when the
overall intelligibility is relatively good, as in sgmetic speech or like non-native speakers
in the case of second language learning.

In investigating these issues, Paris, Gilson, Thoamas Silver (1995) also found
that performance on text comprehension tasks was fetteatural voices as contrasted
with synthetic and for easy than for hard passages: ditgried that stimulus encoding
and comprehension processes share a common pool ofaesolirlistening to synthetic
speech requires that a greater proportion of cognits@urees be allocated to analyzing
the initial-acoustic structure of the signal, the redeers assert, fewer resources are then
available for comprehending and processing the semantierton

One explanation of these findings is that decoding tbhestic and phonetic
characteristics of synthetic speech may require mogeitive effort than decoding
natural speech. This may be due to the relatively smaiber of acoustic cues present
in synthetic speech than in natural speech, whichdisn@ant and contains many cues
that may help to specify a particular phoneme. Véifis redundancy in the acoustic
signal, the listener has fewer converging sources of eegdsegarding the identity of the
phoneme or word in question and thus may have a moreudtitime differentiating the
target word from phonologically similar neighbors.islhypothesized that the reduction
in redundancy of acoustic cues in synthesized speechteause effortful processing

of the speech, which may go unnoticed in conditions @tgund when task demand is
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low (Logan et al., 1989). When noise masks portionseofttoustic cues or processing
demand is increased by other factors, however, thetefiéthe greater demand placed
on the system by the synthetic speech are seen.

Pisoni, Nusbaum, and Greene (1985) hypothesized that percepsgnthetic
speech requires more cognitive effort than perceptioatfral speech for both words
and non-words. This means not only that lexical reatighat is more difficult, but also
that the extra processing effort appears to be relatdetprocess of extracting the
acoustic-phonetic information from the signal. Thegsomed that synthetic speech
requires more short-term memory capacity and shouwddf@re with other cognitive
processes because it imposes greater capacity to procé&be iconsequences might
mean that listeners who are trying to encode an imsihest signal, such as that found in
synthetic speech, speech presented in noise, or nme-speech, could perform worse
on simultaneous or subsequent cognitive tasks. LikewisstdRaPisoni, Lively,
Greene, and Mullennix (1991) found that on-line processingssessed by word
monitoring and sentence-by-sentence listening was worsieasles with synthetic
speech than for natural speech. In line with the reagmffered by Pisoni et al. (1985),
these authors suggested that poorer comprehension is duetmtbargreater encoding
demands required for the perception of synthetic speech.

In addition to the difficulties encountered in the pptman of synthetic speech
relative to natural speech, there seem to be evea dadeterious effects found when the
listener’s task requires increased capacity demandsex@ample, Luce, Feustel, and
Pisoni (1983) compared recall for synthetic speech and hapgech using a memory

pre-load paradigm: subjects were visually presented with #aree, or six digits and
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then heard a list of words in either synthetic ouratspeech. Subjects were instructed
to recall the digits in the exact order and then tesamany of the words as they could.
Results showed that fewer listeners were able tdl teeadigits accurately when they
were followed by synthetic speech than by natural spgecticipants also showed
poorer free recall and poorer ordered recall for digitbvaords in the synthetic speech
condition. Luce et al. (1983) argued that these diffeemcescall performance between
synthetic and natural speech occur because synthetichspae fewer redundant acoustic
cues than natural speech, leading to impoverished représestia short-term memory.
These impoverished representations mean that shortstemory has to work harder to
maintain the signals in memory. Additionally, rehahaod the digits in short-term
memory may be interrupted by the greater encoding efea¢ssary for synthetic speech
than for natural speech. The researchers argued thaddegnput may require spare
capacity in short-term memory, thus supporting the propbaaldecrements in recall for
degraded stimuli are the result of both encoding difiesiand short-term memory
limitations.

If the difficulty encountered in processing synthefieech results from
differences between listeners’ expectations of acmages and the acoustic cues
encoded in the signal, then it seems reasonable to @ashahthe same type of difficulty
may arise for bilingual listeners, who may not have aeduall of the cues used by
native listeners or who may weight these cues diftgrérom native listeners (Flege,
1995; Imai, Walley, & Flege, 2005). That is, if the percepteficits encountered by
non-native listeners are due to encoding difficultiesaaly processing stages, then there

should be measurable increases in the demands placeel @solirces available in short-
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term memory for the non-native listeners, relatv@ative listeners. Another factor that
may contribute to increased processing demand for bilingu#te ineed to suppress the
non-active language during processing of the active languaiyeen to decrease
interference (Grosjean, 1997). Taken together, theaatoifs of mismatch between
phonetic expectations and input and the need to suppress theth@language may
result in substantially greater processing demands fogbdl listeners. Another goal of
the study is to directly investigate the effects of cognitmael (noise and memory load)
on speech processing by bilinguals to help confirm or discortfiese hypotheses and, if
they are found to be true, allow for some estimatb@®imagnitude and conditions of the
increase in processing demand for bilinguals relative to hmguals.
Semantic Characteristics

In addition to considering the phonological neighborhcloaracteristics,
semantic network characteristics of words may altectithe access one has to words in
recognition tasks. No previous studies of the effects afi@lbgical word characteristics
on word recognition have taken into account the potegitiatts of these characteristics.
Whereas phonological neighborhood characteristicsiggamformation about the
relationships among words based on their sound patternmgnse network
characteristics provide information about the relatiggshimong words based on their
meanings (Nelson, McEvoy, & Schreiber, 1998). Three @xlwere considered: cue set
size, connectivity, and concreteness. The first irabasidered, cue set size, refers to the
number of different cued associates for a particuladwdiris calculated by presenting
individuals with a word and then counting the number déckiht responses or targets

given by two or more participants in a given sample gdigl McEvoy, & Schreiber,
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1998). Cue set size provides a relative index of the sebsa&earget word by giving a
reliable measure of how many strong associates it Insthie words used for this study,
this index did not differ between easy and hard word I&sinectivity is an index of the
average associate-to-associate connectivity amonastuoeiates of the cue and of the
target. In other words, it indicates the density and lef'eemantic association within
cues and targets. This measure differed between theerddard words in this study,
with the hard words being less connected than theveaigis. These findings appear to
be contrary to the Neighborhood Activation Model (Luc®i&oni, 1998). The
phonologically hard words are less semantically connextddhus, more easily
accessed due to less competition relative to the easiswad hus, an effect in which the
hard words are more difficult to recognize cannot bébattable to the difference in
semantic connectivity. Alternatively, perhaps having & liggree of connectivity does
not have the same consequences for word recognitidoesshaving a large number of
phonologically similar neighbors. Having lots of neighgboray make recognition for a
specific word relatively difficult compared to a word lwiew neighbors because the
neighbors compete with each other based on the wgysthend to a listener. On the
other hand, having a high degree of semantic connectivitg eaaik to support the
activation of a particular word because the semalftiaakociated words work to prime
the target word for recognition. The final semantdex considered, concreteness,
which is a measure of the ease with which a word eamhgined as measured on a
scale from 1-7, did differ between easy and hard worsl [ishis effect also seems to go
against the predictions of the Neighborhood Activation Mfdece & Pisoni, 1998)

because the phonologically hard words are more conemedepresumably more easily
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accessed than the easy words. Therefore, an effedtich the hard words are more
difficult to recognize relative to the easy words coulti@easily attributable to the
difference in concreteness. It should be noted thatea limitation of this study is that
not all the words had data points for each of the simeatures, especially the hard
words. For example, only 62 of the easy words had viduennnectivity, while the
hard words only had 34. Therefore, it is difficult to spaion what any findings
regarding the effects of semantic characteristic&@nl recognition accuracy might
mean, as they should be interpreted with caution. Wasspurely an exploratory
analysis and provides direction for future study.

Based on these issues, the first goal of the presaaty is to compare the size of
the easy hard word effect in recognition of spoken wbydree groups of listeners:
monolingual English speakers, high-proficiency bilinguals, amdgroficiency
bilinguals.

The second goal of this study is to determine the eftdatereasing cognitive
demand (in this case increasing number of digits to ¢zdleel) on speech recognition
and working memory during speech perception tasks to detewhietier the effect was
greater for non-native than for native listeners nated earlier, in their study on recall
of synthetic versus natural words, Luce et al. (1983) fouaidthie pre-load memory
technique placed increased demands on the encoding ariarsa processes in short-
term memory when the participants were simultaneougjg@ed in another task that
also required short-term memory capacity. This decremegrgrformance was worse for
synthetic speech than for natural speech. Furthestitneli in the present study

consisted of the easy and hard words used by Bradlow aodi1999). In their study,
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easy words had higher intelligibility than hard words, #mslwas especially true for the
non-native listeners. They argued that the ability éxerthe fine acoustic-phonetic
distinctions required to discriminate the hard wordsskiththat develops with
knowledge of the sound-based system of the language.

The findings of this study should have important implaagifor the teaching and
assessment of non-native speakers. Specifically, worgimgtease the vocabulary level
of second-language learners may indirectly help improve riognition and
subsequent comprehension of spoken material. As their ¢2bwtary grows, bilinguals’
ability to make fine phonetic distinctions also appeagetdoetter. Typically,
classrooms are noisy and distraction-filled environmearid the task of comprehending
a lecture is made more difficult when the subject madtadvanced. That holds true
when all individuals are native speakers, but may beconmggersaed when non-native
listeners are involved. Clearly, we need more studieducidate the factors that have
the greatest impact on intelligibility, especially foon-native talkers and listeners.

The specific research objectives were (1) to compareftbet of phonological
neighborhood characteristics on word recognition betwetive listeners and non-
native listeners, (2) to examine the effect of nonvedisteners’ age of immersion and
vocabulary level on recognition of words and recatfigits in noise and in quiet, (3) to
compare the effects of increasing number of digit®talf on the recognition of easy and
hard words for native and non-native listeners intgamel noise, and (4) to explore the
effects of semantic characteristics of words orr ttegognition.

It was predicted that the easy/hard word effect ongeition would be greater

for non-natives, especially under conditions of incedatigits to recall. More
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specifically, since it is argued that the ability to disanate and subsequently encode
hard words is a skill that develops with knowledge oflimguage (i.e., vocabulary
level), | predicted that the early learners (EL) l&tes in this study would have better
recognition of the hard words compared to the later ézarfiL) listeners. Finally, the
effects of vocabulary level and noise were predictethiee an effect on the recall of
digits such that the LL group would experience more debete effects of noise on their
ability to recall the digits than would the EL grouphis would result from the additional
short term memory capacity needed to recollect thésgdiyhich would subsequently
leave less capacity for the encoding of words in thegeition task. There are no
predictions regarding the effects of the semantic ciamatics of the words on word
recognition since | did not have data for all the wordsdbi control for the factors.
Instead, the analyses were exploratory in nature math-priori expectations.

It was hypothesized that vocabulary level would predatd recognition, which
supports the premise that increasing vocabulary levelresat in greater attention to
fine phonetic detail. The more words one has in hieovocabulary, the more
necessary it becomes to be able pay attention tgffiogetic detail in order to make
distinctions among them. It was further hypothesizetigbsitive correlations between
the vocabulary level of the non-native listenerd #reir word recognition scores would
suggest that lexical development precedes and influenceslpgmal knowledge of the
L2 or a bi-directional or interactionist theory in whilower-level, phonological

knowledge and higher level, lexical knowledge influence on¢hen.
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Method

Design

The experimental design is a mixed model with thre& cbgall conditions (0O, 3
or 6 digits), two types of words to be recognized (eassugehard), and noise (quiet
versus noise) as within subjects variables. Profigi€monolingual, earlier-learner non-
native, later-learner non-native) varied between sthj@he dependent variables were
number of words correctly recognized and the numbergatsatorrectly recalled.
Participants

Two groups of listeners participated in this experimentrtyHsix monolingual
English speakers (MO) born in the United States congptlse first group. According to
self-report, they did not have spoken or written flyewith any language besides
English (see Appendix A). The listeners in the otfreup consisted of sixty non-native
speakers whose second language is English. This grougivaded into 36 earlier and
24 later age-of-immersion (AOI) categories (see Tablegl2abased on the
participants’ age of immersion in an English-speaking enmrent and other information
gathered via the language-background questionnaire (see Ap@@ndikheoretically, it
was not necessary to control for first language (lebabise the effects of vocabulary
size, noise, and number of digits to be recalled shoeildresent in the pairings of any L1
with any L2. Listeners were between the ages of 18 ayg&®. Fifty years was
chosen as the upper limit in age because, beyond this pgeirelated hearing loss and

age-related decreases in cognitive processing abilitien@e likely to occur. The
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listeners included both males and females (M=15, F=81¢y Were recruited from the
University of South Florida Departments of Psychology @ommunication Sciences
and Disorders and the English Language Institute. Raatits were compensated with
extra credit points or were paid for their participatetter with cash or gift certificates.
Listeners were screened to exclude those with a hisfapeech, language, or hearing
disorders. Potential participants were also requiredgs @gure tone hearing screening
prior to their participation. Native listeners did not éavstrong regional accent as
judged by the investigator, a native English speaker.

The earlier learners (EL) were those who were inseetin an English-speaking
environment at age 10 or earlier, rated themselvesas/edy balanced in proficiency in
their L1 and L2 in a variety of contexts, and, according screening by the
experimenter had at most a mild foreign accent. @tex learners (LL) were those who
were immersed in an English-speaking environment at age later, rated themselves
as dominant in their L1 in a variety of contexts, aad & moderate to strong degree of
foreign accent in the experimenter’s judgment. Tuteotf ages for the EL and LL
groups, although relatively arbitrary, were selected mthey provide a good
separation between the groups in terms of age of imomersithe L2. As shown in
Table 3, the EL and LL groups differed significantly in taparted percent of time spent
speaking English at home and the reported amount of tieve speaking their L1 with
others. They also differed in how they rated theifipiency in their L1 and L2. The EL
bilinguals gave themselves significantly higher ratings thariLL bilinguals in the areas
of comprehension, fluency, vocabulary, and pronunciatidinglish. On the other hand,

the LL bilinguals gave themselves significantly higher ggithan the EL bilinguals in
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the areas of comprehension, fluency, vocabulary, pation, and grammar in their L1.

The groups rated themselves similarly in grammar inigingl

Table 1. Demographic information of individual earlier-tearbilingual participants.

Age | AOI | L1 Country of | LOR | Age | AOI | L1 Country of | LOR
Origin Origin
20 2 | German Germany 02| 21 7 | Spanish | US 21
18 5 | Tagalog Philippines | 13.5| 19 5| Spanish | US 19
24| 10| Arabic Egypt 14.2| 19 5| Gujarati | US 19
20 5 | Viethamese US 20| 18 6 | Creole | US 18
Puerto Dominican
22 7 | Spanish Rico 17| 20 4 | Spanish | Republic 16
French
20 3 | Creole Canada 16.5| 18| 10| Spanish | Cuba 7.5
18 4 | Viethnameseg US 18] 19 5| Spanish | US 19
18 9 | Hindi India 9.5| 18 5| Urdu Pakistan 13
20 5 | Spanish Mexico 19| 24 1| Spanish | US 24
18 2 | Spanish Cuba 15| 19 7 | Spanish | US 10.8
30 1| Greek us 30| 20 4 | Spanish | US 19
19 8 | Urdu Pakistan 115 19 6 | Creole | US 5
20 5 | Spanish us 20| 19 6 | Tagalog | Philippines 3
20 5 | Spanish us 20| 20 8 | Spanish | US 19
19 6 | Spanish us 19| 23 4 | Creole | US 23
21 2 | Creole us 21| 19 4 | Spanish | US 19
20 4 | Spanish us 20| 22 9 | Spanish | Puerto Rico 10
20 5 | Serbian Serbia 12.3| 27 5| Spanish | US 7.3
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Table 2. Demographic information of individual later-leadmiéngual participants.

Age | AOI L1 Country of Origin LOR
25 21 | Japanese Japan 4.3
25 20 | Japanese Japan 5
19 18 | Spanish Colombia 1
20 19 | Portuguese Angola 1
18 17 | Spanish Colombia 0.75
23 15 | Creole Haiti 9.25
18 14 | Russian Russia 5.5
22 14 | Serbian Bosnia 10.5
20 15 | Spanish Peru 4.75
38 28 | Spanish Colombia 10
29 20 | Spanish Nicaragua 10
22 17 | Creole Haiti 4.25
21 14 | Spanish Colombia 9
34 19 | Spanish Puerto Rico 14.3
20 19 | Polish Poland 1.25
22 14 | Spanish Peru 12
23 16 | Spanish Colombia 7
22 14 | Spanish Colombia 8.6
23 16 | Albanian Albania 7.5
49 14 | Bulgarian Bulgaria 13
23 14 | Spanish Cuba 9.3
21 14 | Spanish Colombia 7
27 18 | Serbo-Croatian Serbia 9.6
22 14 | Japanese Japan 8
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Table 3. Demographic information for the EL and LL bilinggiaups. Means are
presented with standard deviations and ranges in parentRatigys are based on a scale
from 1-5 from 1 (not proficient) to 5 (very proficient).

Earlier Learners

Later Learners

Chronological Age

20.28 (2.59; 18-30)

24.42 (7.04; 18-49)

Age of Immersion **

5.25 (2.29; 0-10)

16.83 (3.36; 14-28)

Length of Residense **

15.81 (6.21; 0-24)

7.2 (3.84; 1-14.3)

% of time spent speaking
English at home *

55.36 (30.88; 0-100)

36.63 (38.42; 0-100)

% of time spent speaking
English at work

82.60 (33.44; 0-100)

72.95 (36.37; 0-100)

% of time spent speaking
English in all other situations

70.15 (31.68; 0-50)

65 (30.32; 10-100)

% of time spent with speaker
of their L1 *

S40.19 (27.43; 0-90)

59.5 (32.29; 0-100)

Comprehension in English **  4.58 (.65; 3-5) 3.88 (.68; 3-5)
Comprehension in L1 ** 4.35 (.61; 3-5) 4.83 (.48; 3-5)
Fluency in English ** 4.61 (.64; 3-5) 3.71 (.64; 3-5)
Fluency in L1 ** 4 (.93; 2-5) 4.88 (.45; 3-5)
Vocabulary in English ** 4.28 (.74; 2-5) 3.63 (.65; 3-5)
Vocabulary in L1 ** 3.75 (.87; 2-5) 4.58 (.72; 3-5)
Pronunciation in English ** 4.44 (.81; 2-5) 3.25 (.85; 1-4)
Pronunciation in L1 ** 4.06 (.95; 2-5) 4.92 (.28; 4-5)
Grammar in English 4.25 (.87; 2-5) 3.96 (.75; 3-5)
Grammar in L1 ** 3.47 (1.18; 1-5) 4.54 (.78; 3-5)

*= significant difference between groupspat 05
*= significant difference between groupspat 005
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Simuli
Speakers. Two monolingual speakers of English recorded lists atiao The

speakers were 24- and 26-year-old women who were recrwtedifie University of
South Florida and were judged to have no strong regiaslelctl by the experimenter.
Word lists. In the main production task, the speakers read aloud 144 fwonas
a list provided by the investigator. All the words came fthenstimuli used by Bradlow
and Pisoni (1999) as described previously with a few modiieati Bradlow and
Pisoni’s (1999) easy and hard word sets consist of 75 easy dnadd/&ords each, but,
the present study used only 72 words (see Appendix C andrD@e#ioh list for two
reasons. First, a multiple of 12 words was needed tioefitlesign of the study. Second,
the word lists used by Bradlow and Pisoni (1999) overlapped tiree lexical
characteristics. By omitting three words from theydas (“fool”, “wash”, and “was”)
and three from the hard list (“main”, “wrong” and “whitethere was a more defined
separation between the lists. For example, “fond &vash" have quite low target
frequencies. Easy words should have lower neighborfreqdency, but “wash” is about
one standard deviation above the mean for the easylisbréEasy words should also
have lower neighborhood density, yet “fool” was albmng standard deviation above the
mean for the easy words on this meastiMas” is an outlier for frequency, even though
in the expected direction, and also has an extremelyné&@ghborhood densityf-or the
hard words, “main”, “wrong” and “white” are all relatiyehigh in target frequency and
are the only words to overlap in target frequency wighftbquency of the "easy" words.
Additionally, “wrong" is actually on both lists which wan admitted mistake on
Bradlow and Pisoni's (1999) part. It also better fits titerea for the easy words. For

"white" the neighborhood density is actually lower tiiag mean for the easy words
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(hard words should have higher density); for "main" thgmaarhood frequency is
substantially below average for the hard words. In samnthe easy words are those
that occur frequently in the language and have few photigtstmilar neighbors that are
mostly low-frequency. The hard words, on the other haod,r less frequently in the
language and have many similar neighbors that are mogtiyimhifrequency.

In addition to considering the phonological neighborhcloaracteristics,
semantic network characteristics of the easy andward lists were examined. It
should be noted that data on these variables was ntaldedor many of the words.

The first index, cue set size, refers to the numbeiftefrent cued associates for a
particular word (Nelson, McEvoy, & Schreiber, 1998). ‘€asy and hard word lists did
not differ significantly on this characteristic (sepp®ndix D). Connectivity is an index

of the average associate-to-associate connectivity g@mhe@nassociates of the cue and of
the target (Nelson, McEvoy, & Schreiber, 1998) (see Appeldili This measure

differed between the easy and hard words, with the hardsAaeing less connected than
the easy words. The final semantic index consideretreteness, which is a measure of
the ease with which a word can be imagined as measaoradcale from 1-7, did differ
between easy and hard word lists (see see Appendix D ).

Recording procedures. The stimuli were recorded in a sound-attenuated booth in
the Department of Communication Sciences and Disoedére University of South
Florida. The speakers were given the stimulus wordsaad over to allow for
familiarization and to ensure fluent speech during reagrdirhese words were provided
on a sheet of paper, and the speakers were instructembttheewords at a normal

conversational pace and to leave about two seconds betwoeds. The speakers were
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instructed to repeat a word when they made any type ofkmjstach as a hesitation,
mispronunciation, or dysfluency. To avoid ambiguity &xperimenter demonstrated an
acceptable pace by reading a list of practice, non-stimududs to the speaker. Once
the speakers demonstrated understanding of the task andhibariteed themselves

with the stimuli, recording began. The experimenteteeixihe booth and returned to the
recording equipment to monitor the recording levels whidespeakers read the words
she instructed the speakers to repeat any target itemedéche During recording, the
speakers first read a practice list. The practicedstained 10 items and familiarized
the speakers with the task and allowed the experimnteonitor and adjust the
recording level (see Appendix E). Finally, the speaken® recorded reading the main
word list. Distracter (non-target) words were addeth@tbieginning of the list, the end of
the list, and at the end of each column in order tadgmmsodic differences in
pronunciation due to list beginning and end effects (see App&nd After reading all

150 words (6 distracter words and 144 stimuli words) onceydheipants had
completed the speaking task. This procedure took approxingtehinutes to complete.

Ten practice words were recorded by an additional fematese English speaker
in the same manner as described above. These woresigest in the practice tasks for
the listeners prior to the main experiment.

The speakers were recorded digitally at a samplingofatd.1 kHz, with 16-bit
amplitude resolution, using a digital audio workstationl§Ro VS890HD) and a high-
quality microphone (Audio-Techinica, AT4033). The words produmethe speakers
were saved to the workstation and transferred digitalsomputer for subsequent digital

editing. Each target word was edited from the lishgisicoustic editing software, saved

38



to a separate file, and then peak normalized to a prefisgeRMS level (approximately
20 dB less than the system maximum amplitude).

Noise mixing. Pilot testing was conducted in order to determine the exst at
which a relatively equal challenge would be present fon e&the listening groups in the
main experiment. This was done by looking at the pexaamnéct responses for each
listener group in the pilot study at various signal-tcsagatios (SNR) and estimating the
SNR at which there was a 25% reduction in performanceanad to the quiet
condition. It was predicted that the LL group would need f®ise to achieve the same
decrement in performance relative to the EL and mogodl groups.

As with the main experiment, two groups of listenersigpated in the pilot
study: one group of monolingual English speakers (n = 12)vemdtoups of bilinguals
(n = 12) who differed according to age of immersion in agliEh-speaking
environment. The stimuli included the words used in the mgperiment, divided into
six lists of 24 words. The words were spoken by a femadeolingual speaker of
English.

The noise used consisted of multi-talker babble fronSiheech Perception in
Noise (SPIN) sentences (Bilger, Neutzel, RabinowitR#&czkowski, 1984). To avoid
any potential learning effects that might result fronmgishe same segment of noise for
all the words, a two-minute segment was selected fhen$PIN sentences babble which
had relatively stable levels of noise throughout. Ttieenwas then mixed with each
target word by using a computer program that first randeihge a section of the two-
minute babble that was equal to the duration of the target plus 1000ms (500 ms lead

and 500 ms lag). The program then scaled the noise to atheedesired SNR, based
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on peak amplitude of the two items (word and noise), ntixedhoise and word, and then
rescaled the combined file to the original RMS amplitude.

During pilot testing, each listener heard one list ofds at a time presented
either in quiet or mixed with noise at several SNR tleereased from 18dB to 2dB in
four dB steps (e.g., 18dB, 14dB, 10dB, 6dB, and 2dB). The SNR needbthin 75%
of performance in quiet was calculated for each grouge SNRs chosen for the groups
to be used in the main experiment were as follows: nmogadls had +6 dB SNR, EL
had +5 dB SNR, and the LL group had +13 dB SNR.

Materials

Receptive vocabulary size was measured using the PeRlmidse Vocabulary
Test —Third Edition (PPVT-R; Dunn & Dunn, 1997). The PPVa& mmeasure of
receptive vocabulary of English as well as a screeteisigof verbal ability for
individuals aged 2-90+ years. For each target word, spok#relgst administrator, the
participant must select from among four black and white ithgsv It took approximately
ten to 15 minutes to administer. The PPVT correlatdisnvité other measures of
receptive language, including an average correlation of .60the Oral and Written
Language Scale Listening Comprehension subtest. Addigondias even higher
correlations with some measures of verbal ability $bheAVISC-I11 VIQ (.91) and the
KBIT (.81) (Dunn & Dunn, 1997).

In addition, receptive language was assessed for altiparits using the
Listening Comprehension subtest of the Oral and Writeerglage Scale (OWLS;
Carrow-Woolfolk, 1995). For this test, the examiner reatinaulus sentence to the

participant who then indicated the correct picture feonong four choices that
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corresponded to the stimulus. It is designed for individagdsl three through 21 years.
Items probe lexical knowledge, understanding of syntaotistcuctions such as
embedded sentences and subordination, knowledge of soguéstic structures such as
figurative language, and other higher-order thinking skillee OWLS correlates well
with other measures of language including the CELF-R Ooatprehension subtest
(.91). The OWLS Listening Comprehension subtest als@ledes well with cognitive
measures that assess both verbal (WISC-IIl Verbal1@Q K-BIT Vocabulary subtest,
.76) and non-verbal ability (WISC-IIl Performance 1Q, .KOBIT Matrices subtest, .59).
Its correlations with global measures of cognitive gbdre .76 for th&VvISC-III Full
Scale 1Q and .72 for the K-BIT Composite (Carrow-Wodlfdl995). These language
tests were administered to examine the relationship betwesabulary and word
recognition skills and more general linguistic competendglinguals and monolinguals.

A detailed language background questionnaire was provided torheative
participants for collection of data on age of acquisijtianguage dominance, language
usage, and history of speech and hearing impairmentmiasbut less detailed
language background questionnaire was provided to the native speakesure that
they were indeed monolingual and did not have a histosp@éch or hearing impairment
(see Appendices A and B).
Procedure

Participants in the listening task were tested indiviguailin groups of up to four
in a speech perception lab in the Department of ComratioicSciences and Disorders.
Upon arrival in the lab, they were greeted, told abloetiature of the study, and given

informed consent material®articipants completed all consent forms, language
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background questionnaires, and a basic hearing screening gherrt@in experimental
task. After all consent forms, hearing screenings |lamgliage measures were
completed, participants were directed to have a seednhdf one of the computers.
Each session began with one practice list of ten wevitls (o memory pre-load)
consisting of non-target words (i.e., not from the ey hard lists) spoken by the same
speaker as for the main test stimuli.

For the main experimental task, participants heard wspdken by one of the
native-English speaking females, in sets of 24, 12 aa$\l 2 hard in each set.
Following the procedure used in Luce et al. (1983), prior tptésentation of each word
sub-list, the participants saw either zero, thresjpodigits displayed visually, one at a
time, on a computer screen positioned directly in fofthem at a distance that allowed
for easy viewing. The participants were instructed tceralyer the digits (if any) in the
same order as they were presented. Each digit, saml@ut replacement from the
digits one through nine, remained on the screen fosegonds. The interval between
the presentations of each digit was one second.t, Nexwords in the sub-list were
presented and participants typed in what they recognizedesith word. The six sets of
24 words were counterbalanced across listening conditiodig i conditions and 2 noise
conditions) using a Latin Square design with six conditiolRor example, a listener
might have the quiet condition first and start witrethdigits, so that their order of
presentation would be: three digits quiet, three digpise, zero digits quiet, zero digits
noise, six digits quiet, and six digits noise. Akeéns were presented over headphones
for each listener at approximately 65 dB SPL. Each gaatit heard all the words with

none repeated. The subsets of 24 words and noise cosditeva counterbalanced
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across listeners within each group so that each subsdieaad under each digit
condition and each noise condition an equal numbemek within each group,
according to the Latin square design. At the end ofubdist presentation, the
participants typed in the digits they remembered seélihg. procedure continued in this
manner until the six 24-item sub-lists were completed.

The words were automatically scored by a customized c@mptagram . The
misspelling of a word did not necessitate its being coumsadcorrect. Rather, after all
words were scored automatically by the computer progitaemexperimenter went
through the responses and counted correct any word thatbwiasisly misspelled or that
was an obvious typo based on the position of the leitette keyboard.

Data for the receptive vocabulary measure were c¢etleafter the main
experimental task. For the PPVT, an answer book we thait had four pictures per
page, with one that corresponded to the target word. Thetigator said a word and the
participant was instructed to say the number or poitfi¢@icture that corresponded to
the word. Next, the OWLS was administered. This tisst @ased an answer book that
had four pictures per page, with one corresponding toditeat answer. For this test,
however, a short sentence or paragraph was readciants were instructed to point to
the picture or say the number of the picture that cporaded to the situation described.

Following the language testing, the 144 words presented maire
experimental task were presented again in random ordeheadphones along with the
written counterparts in the same order. In this pcdi-listeners rated each word for
familiarity on a scale from 1 (not known) to 9 (véayniliar). After rating all 144 words

for familiarity, the participants were compensatedf@ir participation and dismissed.
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Results

The specific research objectives for this study weré¢o(tpmpare the effect of
phonological neighborhood characteristics on word recogrtetween native-speaking
listeners and non-native listeners, (2) to examine fleetedf non-native listeners’ age of
immersion and vocabulary level on recognition of wadd recall of digits in noise and
in quiet, (3) to compare the effects of increasing nurabdigits to recall on the
recognition of easy and hard words for native and noneasiteners in both quiet and
noise, and (4) to explore the effects of semantic cheniatics of words on their
recognition.

It was predicted that the easy/hard word effect ongieition would be greater for
non-natives, especially in noise and with increasedber of digits to recall. It was also
predicted that vocabulary level would be the bestipr@dof hard word recognition
compared to age-of-immersion and length-of-residenceratgositive correlations
would exist between the receptive vocabulary level eftbn-native listeners and their
word recognition scores. The effects of age of immearand noise were also predicted
to have an effect on word recognition and the recallgifsdsuch that the later-learning
(LL) group would experience more deleterious effects edfenon their ability to
recognize the words and recall the digits than woule#dny-learning (EL) group. The
possible effects of the semantic characteristich@fstords on word recognition was

explored.
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In order to answer some of these questions, a four-nayss of variance was
conducted to analyze the percent-correct scores for woodméion task. The dependent
variables were percent of words recognized correctlgteher group (three levels: native
(MO), EL non-native, and LL non-native) was the betw-subjects variable; digit recall
condition (three levels: 0, 3 or 6 digits), word type (fexels: easy and hard), and noise
condition (quiet and noise) were the within-subjectsatdes. Data were converted to
Rationalized Arcsine Units (RAU) (Studebaker, 1985). Daimgdr tests on
proportional data can be difficult since the distribos of these values are not strictly
Gaussian, especially when the proportions are neaf 0 ®he Rationalized Arcsine
Transform linearizes the proportions and converts thematimnal arcsine units so that
linear tests can be performed on the RAU values. Aedsansformations have been
used in researdb transform proportions to make them more appropfoatstatistical
analysis, but the arcsines did not always show a oetionship to the original
proportions, making them difficuio interpret. The RAU Transform, on the other hand,
producewalues that are numerically close to the originatpetageralues over most of
the range while retaining a@f the desirable statistical properties of the arcseesform.
Word Recognition

There were significant main effects of group, noise tmg and word type but
not digit condition, see Table 4 and 5 for means. TRedvbup correctly recognized
more words than did the EL group and the EL group correstiygnized more words

than did the LL groupK (2, 93) =32.603[;)<.000,r]p2 =.412). Further, all groups

performed better in quiet than in noisg,({, 93) = 888.16p< .OOO,r]p2= .905). Finally,
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all groups had better word recognition for easy words thiahard wordsK (1,93) =

299.23,p <.000,n,° = .763).

Table 4. Means of Word Recognition for Easy and Hard Woydsstener Group.

Monolingual Early Learners Later-Learners

Easy | Easy | Hard | Hard | Easy | Easy Hard | Hard | Easy Easy Hard Hard Ns

Qt Ns Qt Ns Qt Ns Qt Ns Qt Ns Qt
Means| 97.4 74.5 92.1 62.0 94.9 73.1 88.7 58.1 843 73.0 55.0 455
SEM 2.65 8.95 5.48| 9.32| 4.58 8.96 7.97 1329 11.p1 13.10 28.25 21482
SD 44 1.49 91 1.55 .76 1.48 1.38 2.21 2.25 2.67 4.75 4.4%

Table 5. Means of Digit Recall by Listener Group.

Monolingual Early Learners Later-Learners

3Qt [3Ns | 60Qt] 6Ns| 3Qt| 3Ns 6Qf 6Ns 30t 3'Ns 6 Qf 6 Nis
Means| 2.81 2.78 481 4.61 2.81 2.72 497 4p1 @ 2.78 2.46 4.5 4.69
SEM .10 A1 .25 .29 .13 A2 .21 .30 .08 .23 .40 .34
SD .62 .64 147 1.74 .76 .70 1.25 1.77 41 11 1.7 1.66

The interactions addressed the research questions omcthe effect of age of

immersion of the non-native listeners on recognitbwords in quiet and noise and the

effect of phonological neighborhood characteristicsvord recognition for listeners in

quiet and noise. The analysis showed differences agmanugps as a function of the

noise conditionk = (2, 93) =48.73p < .OOO,r]p2 =.512), see Figures 1 and 2. The post

hoc Bonferroni analysis revealed that the MO did ndedifrom the EL group. However,

they both recognized more words than did LL and theserdiites were greater in quiet

than noise. There was also an interaction of viygpd by groupRk (2, 93) = 31.37p <

.OOO,r]p2 = .403) such that the LL recognized fewer words than theaki®Dthe EL and
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this difference was greater for the hard words thath®reasy words.
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Figure 1. Percent correct word recognition for easy andvisards for all listener groups
in quiet. (Error bars represent one standard erroreofidan).
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Figure 2. Percent correct word recognition for easy andvisards for all listener groups
in noise. (Error bars represent one standard errtneafiean).
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Another objective of the present study was to determitiere was an easy-hard
word effect that differed by group and whether this effeect moderated by the addition
of noise. It was predicted that there would be an intieraof age of immersion with
word difficulty such that the LL group would show an evesater easy/hard word effect
than EL group, especially in conditions of noise. Theotlgesis was confirmed by a
significant three-way interaction of noise, word typed groupk (2, 93) = 3.32p <
.04O,r]|o2 =.07). An examination of the paired contrasts showedrHhzoth quiet and
noise, all three listener groups had better word recogribioeasy words than for hard
words. However, the difference between the easy ardivilord recognition accuracy
was most pronounced for the LL group. In other wordsl.thgroup showed a greater
easy-hard word effect compared to the MO or EL group®rdstingly, the difference
between easy and hard word recognition scores amongatipsgessened in the noise
condition (see Figures 1 and 2).

To further explore the question regarding the effectghohological
neighborhood on word recognition, analyses were conductéetérmine the frequency
with which participants chose a neighbor versus a naghher when they incorrectly
identified the target word. The motivation for thesalyses was the need to gain some
insight into the phonological neighborhoods of nonvealisteners compared to native
listeners. The Neighborhood Activation Model (Luce &dni, 1998) predicts that low-
frequency words with many and more frequent neighborswithore difficult to
recognize because of competition from the neighbors.shipposes that, when in error, a
listener is likely to choose a neighbor, especiallytiierhard words. | wanted to know

whether this was as true for non-native listeneisiador native listeners, and to see to
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what extent vocabulary level moderates this process. Sets of analyses were
conducted: one compared the groups in the rates at whiatigents chose neighbors,
and the other compared the word type with regard to theatasich a neighbor was
chosen. For the first, a one-way analysis of vadgandth listener group (three levels:
MO, EL, and LL) the between-subjects variable, wasgoeréd on the percent of
neighbors chosen when a target was not accurately reedgfiNeighbor” was
operationalized as a word that differed from the targetr®yphoneme, such as “rat” for
“cat.” Non-word neighbors, such as “dat” for “cat,exm not counted as neighbors.
There was a significant difference among the groupsermpercentage of neighbors
chosen for the easy words (2, 93) = 6.693p < .002) and the hard words (2.93) =
12.30,p <.000). Tukey Honestly Significant Difference (HSD) plost analysis
revealed that, for the easy words, the MO and the Bugg did not differ from each
other, but they both chose more neighbors than nayitbers relative to the LL group,
see Table 6 for means. For the hard words, the MO ctegkbors significantly more
than did the EL group, who chose more neighbors thathdidL group.

Table 6. Mean percentage of times groups chose a neiglieoriwerror during word
recognition task.

Monolingual Early Learners Later-Learners

Easy Hard Easy Hard Easy Hard
Means 57.89 84.82 57.02 78.91 44.19 71.48
SEM 2.62 1.52 2.40 1.80 3.35 2.23
SD 15.73 9.13 14.40 10.78 16.39 10.90

A paired samples t-test was conducted to determine wheithéference existed
in the rate at which a neighbor versus a non-neighbsrcivasen between the easy and
hard words for each of the groups overall. It was fohadt participants were more likely
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to choose a neighbor in the hard condition than thg eandition. This makes sense
considering that there are fewer neighbors from whiathtmse for the easy words, and
the target tends to be more frequent than those neighlvocentrast, the hard-word
neighborhoods have many more neighbors from which toseh@nd those neighbors
tend to be more frequent. Finally, an analysis wadwtted to determine whether the
difference in likelihood to choose a neighbor betweeretisy and hard words varied
among groups. This was done by calculating the differentteeipercentage of times a
neighbor was chosen when in error between the eakiiard words and then comparing
this difference among the groups using a one-way analsariance. This difference
was not significant. Anecdotally, the LL group was obsd to choose neighbors that
are not English words (and possibly non-words in theialsd), something that the MO
and EL groups did not do.
Vocabulary, Language Scores, and Familiarity Ratings

It is argued that the ability to discriminate and subsequenttode hard words is
a skill that develops with knowledge of the language (i@cabulary level), so, it was
predicted that the EL listeners in this study would haatéebrecognition of the words
than the LL listeners. It was further hypothesized Woagbulary level would be the best
predictor of hard word recognition. To investigate theafbf vocabulary level on
recognition of words, a set of one-way analyses aamae was conducted comparing the
groups’ vocabulary scores, language scores, and fanyiliatings. All three groups
differed significantly from each other in their voaédry scores, with the MO group
scoring the highest, followed by the EL bilinguals, and then_LL bilinguals F (2, 93)

=26.54,p<.000), as shown in Figure 3. The groups also differedfgigntly from one
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another in their listening comprehension scores, agaimtive MO group scoring the

highest, followed by the EL bilinguals and the LL bilingu&g2,93) = 21.87p=.0001).
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Figure 3. PPVT and OWLS standardized scores for alhkstgroups.

A familiarity rating of 5.5 or higher on the nine-point gcalas given by the MO
group for 143 of the 144 words, 138 of the words by the EL growp] 88 of the words
by the LL group. All but two of the lower-rated items whezd words. A one-way
analysis of variance was conducted to determine wheiffiereshces existed among the
groups in how they rated the words for familiarity. Wb all groups rated the easy
words as more familiar than the hard words, there weyap differences in how they
rated these words for familiarity- (2, 93) = 4.304p = .016) (see Table 7 for means).
Post hoc LSD tests revealed that the MO and the Elypgrdid not differ significantly
from one another in how they rated the easy words.edewy the LL group rated the easy

words as significantly less familiar than both the lsi@ EL groups. For the hard words,
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the same pattern of results was found. That is, thealt©OEL groups did not differ from

each other in how the rated the hard words for fantiligbut both groups differed

significantly from the LL E (2,93) = 29.56p <.001).

Table 7. Vocabulary and Language Tests, Familiarityrigatiand Demographic

Variables

Monolingual Early Learners Later-Learners

PPVT | OWLS | FE*| FH**| PPVT | OWLS FE* FH**| PPVT OWLS FE* FH**
Means| 99.22| 10244 8.80 8.21 89.94 93.94 885 7|87 7817 78.58 8.64 5.31
SEM 2.07 2.35 .05 161 1.82 2.45 .02 .12 1.73 2.34 .06 .26
SD 12.43 | 14.07 .33 .97 10.9d 14.70 .13 70 8.46 11.47 .32 1|27
Range| 55 51 1.22 440 48 52 A7) 2.18 36 48 1.35 5.15
Min 72 77 7.78| 4.6 72 73 853 6.14 60 53 7.65 3.39
Max 127 128 9 9 120 125 9 8.97 96 101 9 8.54

*FE= average familiarity rating for the easy words
**FH= average familiarity rating for the hard words

Correlational Analyses. In order to further explore the relationship between the

word recognition scores and various demographic factocgpugary, and language

skills, a series of correlational analyses (Peassgmwas performed. It was predicted

that vocabulary level would be the best predictor ofl awrd recognition and that

positive correlations would exist between the vocabu&argl of the non-native listeners

and their word recognition scores. Thus, it was necgssdook at the correlations of

age-of-immersion (AOI), length-of-residence (LOR), &bglary level, and receptive

language scores with word recognition in order to deternomestrongly correlated each

of these variables was with word recognition accuradyen] regression analyses were

conducted to find which variables predicted word recognition acgur
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In each case, a correlation was run with all the gréagsther and in some cases,
separate correlations were run for each group. Thelatons among the different
variables for all groups considered together can be semmnibe seen in Table 4.

Table 8. Correlations among overall word recognition, batzay level (PPVT),

receptive language scores (OWLS), and demographic vari#idsafd LOR) for all
listeners.

Average PPVT OWLS AOI LOR
Word
Recognition
Average .601* 572* -.702* A478*
Word
Recognition
PPVT .548* -.526* .396*
OWLS -.460* n.s.
AOI -.656*
LOR

*p < .005, (2-tailed)

As shown in Table 8, AOI was significantly negativedyrelated with overall
word recognition scores (collapsed across easy andimads in both quiet and noise) (
=-.702,p < .001) for the non-native groups (note that the MO gbdmot have values
for AOI, as with LOR, so this statistic reflects tlséthe non-native groups only). PPVT
scores were also significantly correlated with ovevakd recognition for the samples as
awhole { = .601,p <.001). Receptive language scores, as measured by th& OW
were also significantly correlated with overall woetognition scores & .572,p <
.001). Finally, LOR was significantly correlated witheo&ll word recognition scores for

the bilingual groupsr(=.478,p < 001).
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Tables 9 and 10 show the correlations among the woodmé&mon scores in the

various conditions (easy, hard, quiet, and noise) vattabulary level, receptive

language scores, and familiarity ratings for the norvaaroups. Word recognition

scores were not significantly correlated with any vaeslibr the MO group.

Table 9. Correlations among spoken word recognition, voaahuistening
comprehension scores, word familiarity, and demographiablas for EL group

Easy Word Hard Word Word Word
Recognition Recognition Recognitionin  recognition in
Quiet Noise
PPVT A25%* .339* S572%* n.s.
OWLS n.s. A12%* A52%* n.s.
Familiarity n.s. n.s. n.s.
Easy Words
Familiarity n.s. .324* n.s.
Hard Words
AOI -.335* -.281* n.s. -.320*
LOR .352* n.s. n.s. n.s.

* p <.05 (2-tailed) **p<.005

Table 10. Correlations among spoken word recognition, vdéaghuistening
comprehension scores, word familiarity, and demographiablas for LL group

Easy Word Hard Word Word Word
Recognition Recognition Recognitionin  recognition in
Quiet Noise
PPVT A99** .606** .565** S579**
OWLS 485** A464* 527 A24*
Familiarity 559** A23** .659**
Easy Words
Familiarity 411~ .391* .355*
Hard Words
AOI -.531** -.661** -.582** -.658**
LOR n.s. n.s. n.s. n.s.

* p<.05 (2-tailed)
** p<.005
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Word recognition scores for the two non-native groups.gvew were
significantly correlated with many of these variabl€sr the EL, vocabulary scores,
LOR, and AOI were moderately correlated with easy-weabgnition. The same was
true for the LL group, except that their easy-word redagnscores were also correlated
with their familiarity ratings of the easy words arat with LOR.

For the hard words, the EL and the LL groups’ vocabu&argl, receptive
language skills, and AOI were moderately correlated wald recognition. However,
for the LL group, familiarity ratings were also coated with hard-word recognition.

In looking at all the words in the quiet condition, Eleand LL groups’
vocabulary level, receptive language scores, and hardfamitiarity ratings were
significantly correlated with word recognition. The gkoup’s word recognition in quiet
was also significantly correlated with easy-word faemitly ratings and AOI.

In the noise condition, AOI was significantly coatad with word recognition for
the EL group. However, the LL group’s word recognition ilsaavas significantly
correlated with AOI, vocabulary and receptive languageesc@nd familiarity ratings.

Next, a correlation was conducted that investigated theaeship among the
size of the easy-hard word effect (calculated as therdifte between the easy and the
hard word scores) and vocabulary level, receptive lareguaagl demographic variables.
As noted, the size of the easy-hard word effect waisddo be greatest for the LL group
relative to the NS and EL groups. Vocabulary and langsegees as well as the
demographic variables were all significantly correlatedh whe size of the easy-hard
word effect for all groups: PPVT € -.464,p <.001), AOI ( =.690,p<.001), LOR( =

-.373,p =.003), and OWLSr€ -.496,p < .001). In other words, as vocabulary level,
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receptive language skills, and length of residence iner¢s size of the easy-hard word
effect decreases. However, as age-of-immersion isesedl.e., the later listeners were
immersed in an English-speaking environment) the sizeeoéasy-hard word effect gets
larger.

Regression Analyses. It was expected that vocabulary level of the nativaea
speakers would predict their word recognition accuracgrdier to confirm this
prediction, stepwise multiple regression analyses weneucted in order to find the
variables most predictive of performance on the wordgmition task. An analysis was
first performed which collapsed across group, word type phars® condition. In other
words, it looked for the predictive variable for the @heword recognition scores for all
listeners. The independent variables were PPVT s¢eoeabulary), OWLS scores
(receptive language), and word familiarity ratingstfe easy and hard words. For this
analysis, the variables AOI and LOR could not be edtent® the equation because the
NS group did not have values for them. PPVT accounted fo?#36t%he variancef=
.601,p <.001), with OWLS [§ = .347,p <.001) contributing an additional 8.4% of the
variance, and easy-word familiarity ratings<.262,p = .001) contributing an additional
6.3%.

The next set of analyses considered the non-ngieaker group only. Again,
four stepwise multiple regression analyses were peddmwith word recognition in
quiet, noise, easy words, or hard words as the dependetlilea, as described below.
The independent variables were PPVT scores (vocablelael), OWLS scores
(receptive language), age-of-immersion, length of reselesned word familiarity. For

the EL group, PPVT was found to be a significant predtevord recognition for the
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easy wordsfi= .425,p=.010) contributing 15.6% of the variance, with LR (363p=
.017) contributing an additional 13.2% of the variance. tkeiL group, word
familiarity was found to be a significant predictor o$gavord recognitionfi= .559,p=
.005) contributing 28.1% of the variance.

For the hard words, the EL group’s OWLS scores were foabe a significant
predictor of hard word recognitiof<£ .412,p =.013),contributing 14.5% of the
variance. For the LL group, AOB£ -.504,p = .003)contributed 41.2% of the variance
and, PPVT score$€ .416,p = .012)contributed an additional 14.8% of the variance.

In looking at all the words in the quiet condition, Ele group’s PPVT score$€
.572,p < .001)accounted for 30.7% of the variance, with receptive laggx .323,p
= .024)accounting for an additional 9.7% of the variance. RerHL group, 50.2% of
the variance was accounted for by their familiarityhvitie easy word$€ .583,p =
.001),and their AOI accounted for an additional 9.7% of theéavee (= -.342,p =
.013).

For the noise condition, the EL group’s vocabulary ll@eeounted for 10.6% of
the variance in the word recognition scoffés .362,p = .030). For the LL group, two
variables were found to be significant predictors of @asyl recognition, familiarity =
468,p = .005)and AOI @=-.465,p = .005), accounting for 40.9% and 17.9% of the
variance, respectively.

Digit Recall

Another set of research questions concerned the effeatge-of-immersion,

word-type, and noise on the recall of digits using #raesmemory-preload technique as

Luce and Pisoni (1983). This task consisted of presentingitiecss with a list of digits
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that they were to rehearse throughout the primary weecdgnition task. It was predicted
that the LL group would experience more deleterious effethoise on their ability to
recall the digits than would the EL group. A three-waglysis of variance was
conducted to analyze the number of digits correctlylietand the percent correct
words recognized in the various digit conditions. The deetnvariables were the
number of digits recalled correctly and the percentdgeoads accurately recognized.
Listener group (three levels: MO, EL, and LL) was aween-subjects variable. Noise
condition (two levels: quiet and noise) and digit recahdition (three levels: 0, 3, or 6
digits) were within-subjects variables. The predicticas not supported because there
were no significant effects found for the recall ofitdign this study.
Semantic Features

There were no predictions regarding the effects osémeantic characteristics of
the words on word recognition because | did not havefdatll the words nor did |
control for the factors. Instead, the analyses \e&pdoratory in nature with no a-priori
expectations. Correlational analyses were conducterdlar to investigate the
relationship between the semantic features of the wamrdshe accuracy with which they
were recognized. There were no significant correlationnd between the word
recognition scores and any of the semantic charaatsrist the subset of stimuli for

which semantic characteristics could be calculated.
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Discussion

This study assessed the contributions of phonologidghberhood
characteristics and memory load on spoken word recogitutianonolingual English
listeners and two groups of non-native bilingual listendrs differed in their age of
immersion in an English-speaking environment. The ptiedithat the easy/hard word
effect on recognition would be greater for non-nativas supported. The prediction that
earlier-learning listeners would have better recogniticth@words compared to the
later-learning listeners was confirmed and supports the hgpistthat the ability to
discriminate hard words is a skill that develops withvikiealge of the language. Further,
the prediction that vocabulary level would correlatehwwrord recognition accuracy such
that those with lower vocabulary scores would alsandoe poorly on the word
recognition task was also supported. The predictions regattte effects of the recall of
digits on word recognition and the effects of phonaabneighborhood, noise, and age-
of-immersion (AOI) on the recall of digits were rsatpported, which may have been due
to a failure to manipulate memory load adequately. Finaliigpugh the semantic
characteristics of the word were not controlled amgbredictions regarding their effects
were made, they were nevertheless explored. No isignifeffects of the semantic
characteristics of the words on the accuracy with iwthey were recognized were

found.
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Phonological Neighborhood

The stimuli in this study consisted of the easy amd hards used by Bradlow
and Pisoni (1999). In their study, easy words had highelfigibility than hard words,
and this was especially true for the non-native lisen@hey argued that the ability to
make the fine acoustic-phonetic distinctions requiregigoriminate the hard words is a
skill that develops with knowledge of the sound-basedesysif the language. They
found that all listeners identified words that were measily discriminated from other
words in their neighborhoods compared to words with manias sounding neighbors,
and this easy/ hard word effect was greatest for thgbél listeners.

In the present study, a substantial easy-hard word effesbtained only for the
earlier-learner listeners. Furthermore, oral vocatyusize was significantly correlated
with performance for the non-native listener groups ofityis, the greater easy-hard
effect for non-native listeners can be explainedraesfi@ct of both phonetic proficiency
and vocabulary size on the structure of lexical neigitads, and it seems that these
skills are integrated.

Garlock et al. (2001) noted that high-frequency words are fitely to overlap
with many other words on a segmental basis, and thhéswaith which they overlap also
tend to be high in frequency. The implications for ghigly are that the non-natives,
especially the later-learners, may have differergim@arhoods than the monolinguals, so
that the words in their neighborhoods would overlap (less they have fewer English
words in their neighborhoods, so less overlap is likelesult). However, these same
English words might also overlap with words in thetivelanguage, causing greater

difficulty with word recognition tasks. Later-learnensy be likened to language-
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learning children. Garlock et al. (2001) argued that childrew shemaller competition
effect than adults because they do not know as many wswrdkere are fewer
competitors in their neighborhoods. They maintained ¢hildren’s representations may
not be as differentiated as adults’, so words from deagghborhoods are not as
impeded relative to words from sparse neighborhoods.

Alternatively, because children’s representations adengoing significant
change, the recognition of hard words might be espeddiflgult and the recognition
should be best for words that are most familiar &yl to be more stable and robust.
This hypothesis could be extended to non-native speakpesialy for later-learners
with relatively small vocabulary sizes. It seemasonable to assume that, like children
learning a first language, later-learners’ representatiomsiso undergoing significant
change. Following this argument, their representafimneasy words might be more
established than those of the hard words. If this werease, performance would be
expected to be more similar between the earlier-4garand later-learners for the easy
words compared to the hard words. The later-learnerstraigo have less competition
for accurate word recognition because they do not hewweaay words in their
neighborhoods. As Marian and Blumfield (2006) explained, niative language, word
recognition tends to be better for words that are uded.oin a non-native language,
however, a L2 learner may have more limited exposuaadouse of particular high-
frequency words. This might give those words the saatassas low-frequency words,
effectively making the neighborhood effects more prooedrnn the L2.

If later-learners have sparser neighborhoods ovénalh the density of their

neighborhoods might be expected to increase as thein¢#bularies increase. The
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increased vocabulary (and by extension, proficiencien_2 would then allow greater
ability to make fine-grained phonological distinctionswstn neighbors (Imai et al.,
2005). As evidenced by their lower PPVT scores, the nomenigteners in this study
had smaller L2 vocabularies, and thus, target wordshaag had fewer competitors.
The results of this study support this line of reasoningedlsy-hard word effect was
larger for the later-learner group compared to theezddarner and monolingual groups.
Luce and Pisoni (1998) argued that the relatively sparse pigioall
neighborhoods of children cannot be explained by smalleaibtdaries alone. They
suggest that, because of the small size of their neigbbds, children may use
recognition strategies that are more holistic ratihen segmental. This is because the
fine-grained phonetic discrimination strategies adultsl @se not necessary given that
children’s neighborhoods are not as densely populated. Bhept®n of the
developmental path of phonological neighborhood effeatdd shed light on the
processes involved in word recognition for non-nativeen-Natives, especially those
who are later learners, certainly have smaller L2 voleaies than native speakers.
However, their neighborhoods may include words from thkjinwhich could compete
with L2 words. The degree of phonological overlap betwbe first and second
language may impact bilingual word recognition in the L2fath, Boukrina and Marian
(2006) manipulated cross-linguistic phonological overlap betiRessian and English in
a lexical decision task and found that, as phonologigallap increased, so did the speed
and accuracy of responses in the L2, but not the L1. Singyested that facilitation of L2
lexical decisions occurred because of co-activation of widgrshonetic categories with

similar L1 sounds.
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The degree of activation of the target (in this casgligh) versus the non-target
language (the listeners’ various L1s) could vary withl¢kel of proficiency of the
individual. This was evident in the present study by theatatéhich the groups chose
neighbors versus non-neighbors when they incorreatiytiied the target word. All
three groups were more likely to choose a neighbor @h#énd words than the easy
words. This supports the findings of Roodenrys et al. (2002)fedhad that neighbors
were more likely to be chosen if the target was fiexgient and had many high-
frequency neighbors. However, non-natives, especladyater-learner group, were
more likely to choose a non-neighbor when they had iecbword recognition. For the
easy words, when in error, the monolingual and ead&@mker group chose a neighbor
57% of the time, while the later-learner group choseghber 44% of the time. For the
hard words, the monolingual group chose a neighbor 84% afibaerhen in error, the
earlier-learner group chose a neighbor 78% of the tingk{lze later-learner group chose
a neighbor 71% of the time.

Support for the Neighborhood Activation Model (Luce & Risd998) comes
from the finding that neighbors were more likely to besan over non-neighbors for the
hard words relative to the easy words. Easy words feawer neighbors competing
during recognition tasks, whereas hard words have many ra@iebors from which to
choose that are higher in frequency compared to thettaord. What is interesting is
that the earlier-learner group chose neighbors at rougdlgame rate as the
monolinguals for the easy words, and the later-learmarpchose significantly fewer
neighbors than the other groups. For the hard words, leonée later-learner group

chose significantly fewer neighbors compared to theraghoups and the earlier-learner
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group chose neighbors at a rate somewhat in betweeoftiet native speakers and the
later-learner group. So, the rate at which one chooseghabor when in error seems to
increase with vocabulary size in the L2, especialiytiie easy words. The fact that the
later-learner group chose more non-word neighbors tieother groups is also
interesting. Perhaps this group was less aware tha gbtheir responses were non-
words.

It has been suggested that the degree of confusabiligiven words conveys
information about the listener’s internal lexicon ahe telative accessibility of its
component words (Goldinger et al., 1991). For this reasgaptive vocabulary size and
listening comprehension scores were gathered to providghinsto their internal
lexicons.

Proficiency and Vocabulary Level

Proficiency level of non-native speakers has not beasidered in studies that
have investigated the easy/ hard word effect and cogditreand using the digit recall
technique. Spoken word recognition by non-native speakersatefagely on
vocabulary development in the target language. Althoughest exist that have
considered vocabulary level of children and adults irdwecognition tasks (Garlock et
al., 2001), no studies have considered vocabulary lexael aslex of L2 proficiency for
non-natives in word-recognition tasks between easyhargiwords. Imai et al. (2005)
correlated proficiency (defined as the degree of accentedféise non-native speakers
as measured by native listeners) with number of yddEsglish-language study and
word recognition accuracy. Likewise, Bradlow and Pis&88@) performed

correlational analyses of factors such as age ofifngludy onset, number of years of
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English study, and number of years in an English-spgasmvironment, but neither
study directly measured the vocabulary level of their-native participants.

The current study used several measures to classify nive-participants as
higher or lower-proficiency. The PPVT was used to obéa objective measure of
participants’ vocabulary level in English, the OWLS@an index of their oral language
comprehension, and the language background questionnaire provatedaitndn
regarding their language use and dominance. Whereastie Baglish speakers
scored higher than the non-natives on all language ne=asbe earlier-learners scored
higher on the PPVT and the OWLS and reported more fréquisernand better command
of English than did the later-learners. It was pitedi¢hat the vocabulary level of the
bilinguals would influence their word recognition, with tleler-learners identifying
more words correctly than the later-learners. Resudhfirmed this prediction:
monolinguals recognized more words than both bilingual groupgharehrlier-learners
recognized more words than the later-learners. Thismfinechoes the results of
previous studies that demonstrated that later-lear@ees iore difficulty in English-
word recognition tasks than do later-learners (Imal.e2@05; Rogers et al., 2004).

The non-native groups in this study differed in the ex@nvhich their
vocabulary levels were predictive of their word rectigniscores. The PPVT was the
best predictor of easy word recognition for the earbartier group but familiarity with
the easy words was the best predictor for the latendée group. The OWLS, which is a
measure of receptive language skills, was the best pwedichard word recognition for
the earlier-learners and age-of-immersion was thegsedictor for the later-learners

(though their vocabulary level accounted for additiomaiance for the latter group).
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Moreover, vocabulary was strongly correlated witbye@and hard-word recognition for
the earlier-learners, compared to age-of-immersionngtiteof-residence. For the later-
learner group, vocabulary and age-of-immersion sharetasicorrelations with word
recognition for the hard words. For the easy words,ckgmmersion and vocabulary
level were similarly correlated with word recognitiecores for this group. One
explanation for these findings is that the earliamters all had very low ages-of-
immersion with a relatively restricted range compacethé later-learners, suggesting
that if age-of-immersion is held comparatively constirig, vocabulary that
differentiates performance on word recognition tasks.

Marian and Blumenfeld (2006) also used the PPVT as a meafdargguage
proficiency in their study exploring the role of phonatad density in lexical access in
native and non-native languages. They found it to betarl@edictor of naming
accuracy than age of acquisition and suggested that bilingaaisnprove L2
performance with increased proficiency, regardless obagequisition. Their findings
and those of the present study support the argument thedsinog vocabulary level may
result in greater attention to fine phonetic detailsiff@ correlations were found
between vocabulary level and word recognition scotggyesting that lexical
development influences phonological knowledge of the tdagguage or, at least, that
lower-level, phonological knowledge and higher lewvetjdal knowledge influence one
another.

The relationship between vocabulary level and word retiograccuracy for the
bilingual groups can be better understood when one consi@eliethture on children’s

spoken word recognition abilities. Garlock et al. (20019reffl two proposals regarding
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the neighborhood competition effects for children as théte to vocabulary level. On
the one hand, the effects of competition might bellsmaecause they do not know as
many words as adults; therefore, the recognition of dgrasd) words relative to sparse
(easy) words might not be as difficult for them congplaio adults. On the other hand,
when their phonological representations are undergagmfisant change, children

might experience greater effects from competition, intaithe hard words effectively
harder. The authors argued that, in order to distingunstng increasing numbers of
items in the mental lexicon, spoken word representatiorg become more segmentally
structured. Thus, it is vocabulary growth that driviesnges in the lexical representation
of words.

The applicability of Garlock et al.’s (2001) hypothesis ¢o-mative speakers is
apparent. The authors state that words that arerdastt and stable in terms of their
familiarity and neighborhood status should undergo the egedevelopmental change in
spoken word recognition. Hard words require fine-grained reptasons for accurate
recognition. If differences in vocabulary developmemte differences in performance
between children and adults, then by extension, difte®m L2 proficiency may drive
differences in word recognition accuracy among non-ngeéakers. As with children
and adults, non-native speakers who differ in L2 profeyeshould demonstrate more
similar word recognition for easy words because tlagyle recognized on a more
segmental basis due to their more robust representatgbtess need for fine-grained
distinctions. The segmental recognition of easy wartisss hampered than that of hard

words because they contrast with fewer words on despigoneme basis.
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Noise
In this study, listeners identified English words spokeiway native English

speakers and later rated the words for their familiaritlye word lists were presented in
either quiet or in noise as it is expected that noiseldvmake phonetic discrimination
harder. The level of noise added to the stimuli wastszlebased on pilot testing and
designed to cause relatively equal decrements to woodmémon. Specifically, the noise
level was intended to bring word recognition scores davwapproximately 70% and
75% of the word recognition scores in quiet. This wastipdrue for all groups: the
groups’ easy word scores in noise averaged between 77% anoff 8286 in quiet and
the hard word scores in noise averaged between 67% andfZB& in quiet. Thus, the
same level of noise had a different impact on thg aad hard words for all groups such
that the hard words were more deleteriously affectessiply because accurate
recognition of hard words requires the ability to make finenghic distinctions among
phonetic cues, some of which might be masked in noise.
Digit Recall

It was predicted that the later-learners would expeeiencre deleterious effects
of noise on their ability to recall digits than therleer-learners because of the additional
short term memory capacity needed to rehearse the, digiiish would subsequently
leave less capacity for the encoding of words in thegeition task. Groups showed no
effect on the number of digits recalled under any ¢@ms. That is, presumably
increasing the cognitive demand through the manipulationisénaord type, or number
of digits to recall did not affect recall of the dgyi This may have been because the

manipulation of memory load failed. Anecdotally, thetipgrants in this study seemed
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to not pay much attention to the digits during their priediem and were guessing during
the recall task. It is, therefore hard to say whetiogmnitive demand was actually
manipulated.

Luce and Pisoni (1983) were looking at the recall of syrtivetisus natural words
when using the memory preload technique. In other wordsugexla memory task to
interfere with a subsequent memory task. It was ustdsrstudy to increase cognitive
demand in a recognition task. Further, they did not fiffdr@intial effects of digit
preload across the natural and synthetic lists. Ludd@oni (1983) did find that the
number of subjects who recalled all the digits acelyatecreased in the synthetic
condition compared to the natural condition, especfaliyhe six-digit condition relative
to the three-digit condition. By extension, it wapested in this study that in the noise
condition, subjects would recall fewer digits. Thaswat the case.

The reasons for the null findings for digit recall migketome clearer when
considering the model of memory by Baddeley and Hitch (198B4jldeley and Hitch
(1974) proposed the idea that memory is composed of thagecmmponents: the central
executive which controls the flow of information to anain its slave systems: the
phonological loop, and the visuo-spatial sketch pad. Tter lavo systems are short-
term storage systems for the verbal and visuo-spatiahithemespectively. In 2000,
Baddeley added a fourth system to his model, the episatfer bwhich links
information across domains with time sequencing and lsas@asions with long-term
memory and semantic meaning. The phonological loop dé#lsound or phonological
information and consists of two parts: the short-tphonological store which rapidly

decays and an articulatory rehearsal component that kee=psemory traces active.
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Auditory information is thought to enter into the phagital store, whereas visually
presented speech is transformed into a phonologicallposiéent articulation and
thereby is encoded into the phonological store. The gbgital store remembers speech
sounds in their temporal order, while the articulatoheegsal component repeats the
series of words to prevent them from decaying. Furthere seems to be an effect of
phonological similarity such that lists of words tha¢ similar in sound are harder to
remember than words that do not sound alike. In consastantic similarity does not
seem to have an effect on memory, supporting the asgumtpat verbal information is
coded phonologically in working memory.

Baddeley and Hitch (1974) found that performance of two saneus tasks
which used two separate perceptual domains (e.g., a verbahasuhl task) is nearly as
efficient as performance of the tasks individually.cémtrast, performance of two
simultaneous tasks requiring use of the same perceptualrd@nhess efficient than
when performing the tasks individually. Thus, theress laterference between visual
and verbal tasks than between two visual tasks or twaaleasks. The present study
required participants to remember a visually presentedfldigib's shown before each of
the word lists was presented auditorally. Perhapskartaghich the to-be-remembered
material was an auditorally presented list of simslawnding words would have yielded
an effect for the cognitive demand condition. It wousbde of use to look at the
reaction time data to determine if differences existadray the groups in the time it took
to record the words and the digits under the variousitonsl According to the model
presented by Baddeley and Hitch (1974), the presentationtefiaidhrough an auditory

mode would have interfered more with the recognitiothefauditorally presented words
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because both tasks require use of the same perceptual dofoaieiterate, however, the
manipulation of cognitive load most probably failed in gtisdy.
Semantic Characteristics

The null findings for semantic characteristics coulegxglained by the fact that
many of the words did not have values and these chastictewere not manipulated in
this study. Semantic network characteristics provideméation about the relationships
among words based on their meanings. While some oéthargic network
characteristics differed between the word lists, aencontrolled manipulation of these
indices might reveal that the way words are semahtioaganized in the mental lexicon
does influence their recognition. Future word recognitiadiss should be conducted
with words in which semantic and neighborhood chareties are varied orthogonally
in order to tease apart the contributions of eactim®ation of this study is that not all
the words had data points for each of the semantioriegtespecially the hard words.
For example, only 62 of the easy words had values faremiivity, while the hard words
only had 34. It should be noted that the semantic chasdiemay have an effect on
word recognition accuracy, but because they were nétadlea in this study, it is
difficult to speculate.
Future Directions

This study provided valuable information about differencesden native and
non-native listeners in their recognition of Enghgbrds and the contributions of
proficiency level, neighborhood characteristics, and ¢mgnilemand. However, future
work is needed in order to more fully understand tkofa that affect L2 word

recognition. First, consider the stimuli. The tarfgetjuency of the words was based on
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the frequency counts from the Brown Corpus of printed {@&dcera & Frances, 1967).
Though these norms are somewhat old, their use refleetsotable absence of more
recent frequency counts and the relative lack of spoked wequency counts. The
implications of using frequency counts based on writtgts tie that the lists are very
sensitive to the corpora from which they are drawn, 4ily to the style, language,
and content of the corpora. For example, a list geadrfrom six million words of
newspaper articles is likely to be significantly diffet from a list generated from six
million words of internet postings or magazines. réhs a newly created list of spoken
word frequency counts available containing 1.6 million AcwnEnglish words
(Pastizzo & Carbone, 2007). This list was derived fromMiehigan Corpus of
Academic Spoken English (MICASE) which includes 152 trapgons of lectures,
meetings, advisement sessions, public addresses, and othatiadlconversations
spoken by students, faculty, and other staff members andded at the University of
Michigan. The authors found a moderately strong, pesdorrelation between log
written frequency and log spoken frequency and suggested\tindtean measure can be
replaced with spoken counts. Future work in second-langp&gels perception should,
therefore, consider using spoken frequency counts.

Further consideration of the stimuli for future resbarould involve investigating
the contributions of the semantic characteristiosafds to their recognition especially
for bilingual populations. Although this study attemptedxXplare the effects of the
semantic characteristics of the stimuli, they weremanipulated or controlled in any

manner. A future study could manipulate both phonologicalacteristics and semantic
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characteristics (set size, connectivity, and conoestg) to determine if these variables
affect the recognition of words.

Second, consider the types of errors that monolinggassis bilinguals are
making, specifically as they relate to neighborhoods badhanges associated with
increasing proficiency level. Considering the degree ohplogical and semantic (in
terms of cognates) overlap between the target langunagéhat of the non-native
participants may also shed light on how different languzarkgrounds may affect the
recognition of L2 words.

Finally, investigating the contribution of probabilistic jpladactics would provide
information about how non-native listeners’ mengxid¢on is organized compared to that
of native listeners. Phonotactics refers to aesysdf rules or constraints that dictate the
permissibility of the occurrence of segments withinatyts and words of a language
(Auer & Luce, 2003). For example, in English, /la/ magdlly occur at the beginning of
a syllable, whereas /l[da/ may not. Further, these gsiioieé segments and their
sequences occur more or less frequently in a language/ff@/goccurs frequently in
English, whereas /kwa/ occurs less frequently). Praibabiphonotactics refers to the
relative frequencies of segments occurring in a listet@nguage (Auer & Luce, 2003).

Vitevitch et al. (1998) explained that the neighborhooditdeaffects have a
lexical focus, whereas probabilistic phonotactics ¢ffbave a sub-lexical focus. The
facilitative effects of probabilistic phonotactics fawn-words occur because non-words
fail to activate competing lexical representations. rétoge, the processing of high-
probability non-words benefits from the absence of ldxioanpetition in the presence of

high frequency segments. The easy-hard word effect Geutdinimized or reversed in
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favor of probabilistic phonotactics by controlling thegidorhood density of the words
while varying their phonotactic probability. For examptonsider a word that is so
unfamiliar to an individual with very low proficiency ingdi.2 that the word is
effectively a non-word to the listener. Would recognitadrihe word be facilitated from
its probabilistic phonotactics in ways that would not ieaenative listener because of
the native listener’s lexical focus? Or would the mahive require greater proficiency in
the L2 before probabilistic phonotactics shows itdifative effects?

Answers to these questions would have important implicatior the teaching
and assessment of non-native speakers and for themvaysch teachers can improve
non-native speakers’ comprehension of spoken materihgal listeners have greater
difficulty perceiving speech in their L2 than do nativgdners, especially under adverse
listening conditions and under conditions of increased degridad, such as noise.
Thus, the findings of this study for second language pedage@paarent. Classrooms
can be quite noisy, and the task of comprehending adeistumade more difficult when
the subject matter is advanced, especially for secomraye learners.

Some specific recommendations for Speech-language Pgidtsland teachers of
second-language learners may prove helpful. It is impbfba those working with non-
native speakers to consider the mode through which lectumek assignments are
delivered. Increasing second-language learners’ vocabulagrefawith their second
language speech perception to the extent that a largabwacy may enhance phonetic
discrimination skills. In other words, the more words @as in his or her vocabulary,
the more necessary it becomes to be able to makaméhpHonetic distinctions needed to

discriminate among similar sounding words. But the volzalp instruction ideally
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should be done orally rather than through written &ext via multiple exemplars of the
same word. Relying exclusively on written work deprivesstcond-language learner
the opportunities to hear correct pronunciation of targetisvand how the word
contrasts with similar sounding words. Oral presemiadind practice during vocabulary
instruction should also involve immediate feedback ighten the learner’'s awareness
of correct pronunciation and their own mispronunciation

This study and others like it should be of intereshtsé who wish to promote
intelligibility and comprehensibility in the classroom ibgorporating communication
strategies that offset the effects of noise whenagpdemand is high. Clearly, we need
more studies to elucidate the factors that have theegtaenpact on intelligibility and

comprehensibility for non-native speakers and listeners.
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Appendix A: Monolingual Language Background Questionnaire

Participant Background Questionnaire

Name: Age: Address (town & state):

1.

5.

6.

Is English your first (native) language? Circle:ores No

la. If you answered “No” to (1) above, list your fiestguage here.

. Did you speak any languages other than English while growingtber(than

classroom instruction)? Circle one: Yes No
2a. If you answered “Yes” to (2) above, list those langsi&gee
List any languages you speak other than English and ratelgguee of proficiency

on a scale from “1” to “5” for each (1=beginner, cardivé a conversation; 5=like a
native speaker):

Have you ever been diagnosed with a speech or heasmigldr or had speech or
hearing difficulties? Circle one: Yes No

a. If you answered “yes” to (4), above, please explainensitace provided
below (or on back if you need more room):

How long have you lived in Florida (or current state)?

What state were you born in and how long did you l\ezdf

(don't answer #'s 7 or 8 if you've lived all your life inslate)

7.

What state have you lived the longest in?

a. How many years did you live there?

List any other states that you've lived in for overary(if more than 3, list top

three):
On a scale from “1” to “7,” rate your experience wistdning to speakers with a

foreign accent (1=little or no experience; 7=every adiayery frequent):
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Appendix B: Bilingual Language Background Questionnaire

Participant Background Questionnaire

Name: Age: Address (town & state):

1.
2.

How many years have you lived in your current area (tovatage)?

Have you ever been diagnosed with a speech or heasmgler or had speech or
hearing difficulties? Circle one: Yes No

a. If you answered “yes” to (2), above, please expraihe space provided below
(or on back if you need more room):

What language(s) did your parents speak with you?
a. If you answered with more than one language in (1), ghekieh language(s)
did each parent speak with you?

Where were you born (give city, state, country)

a. How many years did you live there?

b. List other cities or regions you’ve lived in for morenhane year and note
number of years you lived there for each.

c. What city and country are your parents from?

Mother: Father:

How old were you when you began learning English?

a. Why did you begin learning English?

If you moved to the United States from another country, imuch did you speak
English before moving here (describe years of stugguflearned English in a
classroom & percent of time speaking English)?
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Appendix B: (Continued)
7. If you moved to the United States from another country; lomg have you lived

here? years, months.

8. On a typical day, what percent of your time do you speedlang English at

work? % At home? % Other (shopping, etc.)?
%

9. On atypical day, what percent of your time do you spend
speaking a language other than English at work? % Ahom %

Other (shopping, etc.)? % (if more than one, ansvi@wlder each language)

10.What percent of your day do you spend with people with peoiptespeak both (or
more) languages that you do? %

11.What language are you most comfortable speaking?
a. How much more comfortable are you in speaking that langoagescale of 1 to
5? (1=equal or nearly equal comfort; 5=much more comf@}tabl

12. What language are you most comfortable listening in?
a. How much more comfortable are you in listening in thagjleage on a scale of 1
to 5? (1=equal or nearly equal comfort; 5=much more coatita}

13. What language are you most comfortable reading in?
a. How much more comfortable are you reading in that languageszale of 1 to
5? (1=equal or nearly equal comfort; 5=much more comf@}tabl

14. What language are you most comfortable writing in?
a. How much more comfortable are you writing in that languaga scale of 1 to
5? (1=equal or nearly equal comfort; 5=much more comf@}tabl

15. Do you think your ability in the language you are lessfoomable in is still
improving for any of the skills in questions 9-12? Ciwhe: yes no

a. If you answered yes in 13 above, indicate which abiltasbelieve are still

improving.
Circle any that apply: speaking listening readingwriting
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Appendix B: (Continued)
16. What academic degrees have you earned? (list langledecation for each)
17. For all languagédbat you speak, rate your level of ability on a scalé wf 5 (1=not
proficient, like a child or beginner; 5=very proficienkel a well-educated native

speaker) for each of the following areas:

b. Comprehension

c. Fluency (ease of expression)

d. Vocabulary:

e. Pronunciation:

f. Grammar:
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Easy Words

fig live dog
down move vote
work food league
long size thick
both cause page
does chief join
put faith shop
give pool roof
young deep leg
thing firm lose
peace serve theme
god reach soil
five  mouth pull
gave teeth chain
death gas curve
shall jack path
real check dirt
south king vice
job  shape rough
love learn balm
full  ship noise
wife neck thought
voice watch

girl  judge

wrong hung

Appendix C: Easy and Hard Word Lists

Hard Words

ban rum pawn
bead sane bun
bean soak gut
bug suck lice
bum tan mid
cheer weed hurl
comb whore moat
cot wick teat
den con hash
dune doom hid
fade hick hoot
fin rut mace
goat toot wad
knob wade moan
lad bud mum
mall dame rim
mat lace rout
mitt  lame wall
mole pad hum
pat chore sill
pet cod beak
pup hack hag

rat kin
rhyme kit
chat wed
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Appendix D: Target Words Phonological Neighborhood and &goéeatures Data

Neighborhood| Neighborhood
Easy Word | Frequency | Density Frequency Connectivity Set Size Concreteness
balm 36 13 17.71 4.59 17 5.91
both 730 13 22.38
cause 130 1( 33.8 4.86 19 2.9
chain 50 19 39.42 3.3p 14 5.85
check 88 15 15.98 4.28 13 4.38
chief 119 12 10.42 2.26 10 4.82
curve 45 13 15.23 4.1 20 414
death 277 1( 30.Y 4.53 15 3.86
deep 109 18 36.1} 46 13 3.96
dirt 43 15 23.4 7.52 18 5.51
does 485 16 30.5
dog 75 8 11.874 3.56 5 5.715
down 895 20 38.7 3.78 10 3.23
faith 111 11 50.09 4.29 1P 2.11
fig 72 16 44.4375 3.96 1P 6.248
firm 109 13 13.69 6.6% 20 3.96
five 286 12 46.5 3.34 14 3.53
food 147 11 24.91 5.31 18 5.84
full 230 15 59.53 3.52 11 3.74
gas 98 19 25.68 4.29 10 5.34
gave 285 18 47.6Y
girl 220 16 6.69 4.13 3 6.83
give 391 7 70.4286 5.9 13 3.18
god 318 19 77.32 7.0 23 3.61
hung 65 18 30.56 2.8p 19 3.88
jack 92 17 74.41 17 5.p
job 238 19 5.32 5.4% i 4.11
join 65 8 27 4.49 2( 2.88
judge 77 6 2.33 4.77 17 6.25
king 88 17 36.12 4.9 B 5.54
league 69 19 24.4y7 4.75 13
learn 84 16 51 7.46 19 3.66
leg 58 15 79.67 5.06 10 6.04
live 177 15 61.07 6.2 18 4.32
long 755 13 75.84 3.94 13 3.68
lose 58 17, 65.76
love 232 11 42.45 6.45 18 3.51
mouth 103 7 41.86 7.34 19 5.47
move 171 8 16.38 10.19 a7 3.81
neck 81 13 15.9231 4.4 19 5.83
noise 37 4 43.5 5.8 14 5.29
page 66 16 52.94 4.07 10 5.85
path 44 14 16.5714 4.17 12 4.93
path 327 19 18.16 3.19 19 2.98
peace 111 18 25.28 3.64 13 6.29
pool 51 16 64.81 4.61 10 34
pull 437 14 20 5.4] 16 2.717
put 106 20 77.44 3.66 16 3.55
reach 260 16 23.44 14 3.77
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Appendix D (continued)

real 59 13 49.69 4.38 e) 5.2
roof 41 20 19.5 5.39 1y 4.48
rough 107 14 24.79
serve 267 13 3.8b
shall 85 16 19.31 5.4 18 4.22
shape 83 19 18.2105 5.%56 9 6.25
ship 63 16 40.3§ 5.04 14 5
shop 138 12 71.92 5.41 11 3.5
size 54 13 28.38 2.78 6 5.69
soil 240 5 22.2 2.74 ¥ 3.39
south 103 12 19.33 6.35 16 6.14
teeth 55 8 45.375 5.01 42 3.82
theme 67 13 78.46 2.79 8 3.77
thick 333 11 72 2( 3.46
thing 515 11 36.55 3.78 e 1.28
thought 42 16 31.13 13 4.09
vice 226 7 29 5.95 16 5.03
voice 75 15 29.6 6.69 211 3.85
vote 81 5 60.6 6.74 14 4.63
watch 228 15 72.98 3.96 8 5/8
wife 760 20 47 6.17 19 3.88
work 129 13 74.85 3.36 6 216
Hard words| Frequency NeighborhopdNeighborhood

Density Frequency Connectivity Set Size Concreteness
ban 1 26 299.19 4.8 20 5.61
bead 1 28 298.21
beak 5 25 396.36 19 6
bean 9 23 216.48 3.23 10 491
bud 4 26 190.5§ 6.38 16 6|4
bug 7 24 287.3¢ 21 6.08
bum 1 28 410.535] 4.46 12 5.77
bun 5 22 743.36
chat 8 27 87.22 3.57 21
cheer 7 21 879.]
chore 6 27 91.7 3.39 11 6.13
cod 6 24 92.97 4.46 13
comb 9 21 104.809 33 5.61
con 1 35 180.37 3.4b 11 5.93
cot 7 23 117.52 18 2.38
dame 2 33 130.64
den 3 23 95.44§
doom 1 27 120.3]
dune 2 22 115.2 5.6R 43 2.53
fade 3 30 825.3] 5.08 12
goat 1 24 253.96
gut 3 30 438.8
hack 1 25 479.16
hag 1 22 544.36
hash 1 25 439.76
hick 6 25 711.44
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Appendix D (continued)

hid 9 23 146.09 5.09 18

hoot 5 25 232.52 4.6 11 hoot
hum 3 22 199.18 hum
hurl 2 33 796.27 5.37 12 hurl
kin 2 35 281.86 19 kin

kit 2 21 236.67 2.14 6 kit
knob 7 29 92.34 4.18 24  knob
lace 6 34 187.38 lace
lad 2 28 89.29 lad
lame 2 26 138.31 3.6 9 lame
lice 1 29 175.14 lice
mace 3 24 192.18 4.05 8 mace
mall 8 30 636.03 3.32 12 mall
mat 2 26 113.73 mat
mid 1 33 321.18 mid
mitt 1 26 233.96 mitt
moan 1 31 161.39 4.98 15 moan
moat 4 33 97.39 moat
mole 1 23 144.74 mole
mum 8 26 225.17 5.06 13 mum
pad 35 39 444,72 4.65 19 pad
pawn 2 21 366.9% 3.0b 11 pawn
pet 8 30 96.63 4.21 11 pet
pup 2 21 98.48§ pup

rat 6 37 480.27 4.56 19 rat
rhyme 4 25 121.56 4.14 17 rhyme
rim 5 26 129.31 5.04 20 rim
rout 1 21 164.48 rout
rum 3 29 256.28 6.1 10 rum
rut 1 28 221.21 rut
sane 8 33 90.38 sane
sill 4 35 116.71 2.87 4 sill
soak 7 23 108.91 7.41 16 soak
suck 5 25 142.96 21l  suck
tan 9 25 379.29 3.49 13 4.18
teat 1 31 302.74

toot 3 27 1066.59

wad 1 22 163.14

wade 2 24 248.38

walil 3 32 153.78

wed 2 25 295.04 3.96 11 3.43
weed 1 24 287 5.0p 14 5.96
whore 2 30 689.1

wick 4 26 432.69 2.26 B 5.45
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Appendix E: Practice Words

could
pond
ten
frog
mop
dime
beach
ran
gild
train
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more

call

take

from

band

grass

Appendix F: Distracter Words
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Endnote
1 Although it is recognized that the frequency norms by Kaieed Francis (1967) are
rather old, they are used in the proposed study for deeasons. First, studies which
have considered word- frequency use these norms (BraiBisoni, 1999; Imai et al.,
2005; Lewellen et al., 1993; Nelson et al., 1998; Roodenrys @082; Vitevich, 2002).
In order to allow for comparison of results betwdsn proposed study and past studies
which have considered word frequency, it was deemed basetthe same norms.

Further, | know of no more recent word-frequency nornaslalive.
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