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During the past few decades, the United States health care market has expe-

rienced dramatic changes. One feature of the health care market that has stayed

constant is the persistently large number of Americans who lack health insurance

coverage. To date, research has primarily focused on how lack of insurance affects an

individual’s own health outcomes, health care utilization and economic well-being.

Little is known about how the uninsured affect the provision of care to insured

patients. In this dissertation, I aim to increase our understanding of the commu-

nity effects of uninsurance in two distinct but closely related areas: patient health

outcomes and hospital treatment patterns.

In the first essay, I examine the impact of uninsured patients on the health

of the insured, focusing on one health outcome — the in-hospital mortality rate of

insured heart attack patients. Overall, my results indicate that uninsured patients

have an economically significant effect that increases the mortality rate of insured

heart attack patients. I show that these results are not driven by unobserved char-



acteristics of insured heart attack patients or hospitals and that they are robust to

a host of specification checks.

In the second essay, I examine the impact of the uninsurance rate in the health

care market of a hospital on its uncompensated care burden and on the provision of

care to heart attack patients. My analysis suggests that the defaulted payments by

uninsured patients impose a large fiscal burden on hospitals. I also find that hospitals

make changes to their provision of care to heart attack patients when faced with

higher uninsurance rates. In particular, my results suggest that hospitals are more

likely to use intensive procedures and less likely to conduct these procedures in an

inpatient setting when market uninsurance rates increase.
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Chapter 1

Introduction

During the past few decades, the United States health care market has expe-

rienced dramatic changes. One feature of the health care market that has stayed

constant is the persistently large number of Americans who lack health insurance

coverage. Consequently, the problem of the uninsured has had a long-standing

center stage place in the public policy debates. The 17 percent of the nonelderly

population still without coverage (Frostin, 2007) led President Barack Obama to

recently declare health care reform and coverage expansion — one of the three main

principles of this reform — his top priority in domestic policy.

While there is an extensive body of research on how lack of insurance affects an

individual’s own health outcomes, health care utilization and economic well-being,1

the parallel question of how the uninsured affect the provision of care to insured

patients has been largely unexplored. Uninsured people can have significant adverse

effects on the financial stability of health care providers. Uninsured people tend

to come from low-income families with nearly two thirds of them living in families

with incomes less than twice the poverty line (Gruber, 2008). In addition, they

have considerable health care costs because they tend to forgo care until it becomes

an emergency (Institute of Medicine, 2003). Given their limited income, a signifi-

cant portion of these costs are born by third parties in the form of uncompensated

1See Institute of Medicine (2002) and Finkelstein and Mcknight (2008).
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care. In 2005, such costs were close to $30 billion (Gruber and Rodriguez, 2007),

accounting for nearly two percent of the total health care spending in the US.2 In

an era described by declining third-party reimbursement rates and rapid manage

care growth where health care providers are no longer able to shift the costs of the

uninsured to insured patients (Morrisey, 1996), understanding how hospitals may

respond to high uninsurance rates to recover their losses becomes even more im-

portant. In the chapters that follow, I aim to increase our understanding of these

spillover effects in two distinct but closely related areas: patient health outcomes

and hospital treatment patterns.

In the second chapter, I examine the impact of uninsured patients on the

health outcomes of the insured focusing on one health outcome - the in-hospital

mortality rate of insured heart attack (Acute Myocardial Infarction, AMI) patients.

I implement panel data models using patient discharge data from California hospitals

for the period 1999–2006. Overall, my results indicate that uninsured patients have

an economically significant negative effect on the health outcomes of insured heart

attack patients. I find that eliminating uninsurance would reduce the annual number

of insured heart attack deaths to those who are currently insured by 3-5%. I show

that these results are not driven by unobserved characteristics of insured heart attack

patients or hospitals and that they are robust to a host of specification checks.

In the third chapter, I attempt to examine the mechanisms leading to the ob-

served spillovers on insured patient outcomes. I employ long-difference models using

2In 2005, total health care spending in the US was $1,987.7 billion (Centers for Medicare and
Medicaid Services).

2



financial disclosure and patient discharge data from California hospitals for the pe-

riod 1999–2006. My analysis suggests that the primary channel through which the

uninsured affect insured AMI health outcomes is increases in hospital uncompen-

sated care costs. I find that a one percentage point increase in market uninsurance

rate increases the bad debt in the hospital by $10.2–32.4 million (in 1999), depend-

ing on the definition of the hospital market that I use. Examining how heart attack

treatment patterns change as a results of this increased financial burden is more

challenging because of data limitations. I examine the impact of the uninsured on

a set variables pertaining to the provision of heart attack care for which reliable

information is available. The outcome variables can be classified in two groups: use

of intensive treatment options and cardiac staff. Although I do not find effects on

the skill composition of the cardiologists or their number per insured AMI patient,

my results suggest that hospitals are more likely to use intensive procedures and less

likely to conduct these procedures in an inpatient setting when market uninsurance

rates are higher.

Both essays of my dissertation focus on heart attack patients using data from

California. I focus my attention on the case of heart attacks for several reasons.

First, heart attack is a common and severe form of heart disease, the leading cause

of death for both men and women in the US. Second, it is a health condition for

which evidence suggests that high mortality may be associated with insufficient

quality of care. Third, it is a health condition for which treatment is expensive.

Fourth, a significant fraction of the heart attack patients are above 65 and so are

covered by Medicare. Thus, heart attack is a condition where treatment changes
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are more likely to represent true spillover effects from uninsured patients to insured

patients. Finally and above all, focusing on heart attack patients ameliorates a

potential bias arising from endogenous choice and location of hospitals. I discuss

these reasons in more detail in section 2.3.1.

California is an appropriate setting to study these questions for a number of

reasons. It is the most populous state in the US, accounting for 12 percent of the

total population in 2000. It is also a high uninsurance state: between 2004 and 2006,

over 20 percent of its residents were uninsured compared to a national uninsurance

rate of 17 percent. Because of its size, it has the largest number of uninsured,

close to 7 million during 2004–2006.3 In addition, it is a state where uninsurance

was identified as a major policy issue. In recent years, policy makers in California

made deliberate attempts to reform the health care system and bring the state

to universal coverage. Finally, California Office of Statewide Health Planning and

Development collects several datasets that provide detailed information on hospital

finances, health care utilization and patients which, when combined, allow to capture

many dimensions of provision of care. In the rest of the present chapter, I present

a background on the financing and delivery of care to indigent people in California

and a literature review that describes where the current work fits.

3All the statistics are provided by California Healthcare Foundation (2007).
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1.1 Institutional Background

According to the California Welfare and Institutions Code (1933), counties

have a statutory obligation to provide care to the medically indigent.4 The cur-

rent organization of the county medically indigent programs emerged in the early

1980s when the state legislature eliminated medically indigent individuals from Cal-

ifornia’s Medicaid program, Medi-Cal, and transferred responsibility for them to

counties.5 Since then the 24 largest counties manage their own distinct Medically

Indigent Service Programs (MISP) and the 34 smaller rural counties participate

in the centralized County Medical Services Program (CMSP) (see Table 1.1). Al-

though there is a lot of variation in the funding levels, eligibility requirements and

benefit levels of the MISP (see Table 1.2), these programs can be broadly classified

into three categories: provider counties that have their own hospitals and clinics;

payer counties that contract with private hospitals and clinics; and hybrid counties

that contract with private hospitals for inpatient care but operate their own clinics.

CMSP, on the other hand, is administered centrally by an independent governing

board composed of representatives from the member counties.6 Like Medi-Cal, it is

organized as a traditional fee-for-service program but has fewer benefits.

Despite their historical role as provider of last resort of health care services,

4“Every county and every city and county shall relieve and support all incompetent, poor,
indigent persons, and those incapacitated by age, disease, or accident, lawfully resident therein,
when such persons are not supported and relieved by their relatives or friends, by their own means,
or by state hospitals or other state or private institutions.” (California Welfare and Institutions
Code, Division 9, Part 5, Chapter 1, Section 17000)

5For more detail on the institutional background, see Kelch (2004, 2005); Insure the Uninsured
Project (2007).

6When it was founded in 1983, CMSP was under the administration of the State Department
of Health. It was transferred to the Governing Board in 1995.
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medically indigent programs cover only a third of the uninsured population in Cal-

ifornia (Insure the Uninsured Project, 1998). During the period 1999–2006, county

indigent patients also represent around 30 percent of the uninsured discharges in Cal-

ifornia. The lack of reliable data makes it difficult to analyze how reimbursements

by county indigent programs fare relative to the cost of the care provided to indigent

individuals.7 However, health care providers frequently argue that reimbursement

for indigent care is far less than its cost. During the 2002–2003 fiscal year, MISP

counties reported reimbursing hospitals around $703 million for 70,040 inpatient dis-

charges.8 During the 2003 calendar year, urban California hospitals which reported

financial data had 63,366 county indigent discharges with an estimated cost of over

$661 million.9 Similarly, according to the CMSP governing board, the rural indi-

gent programs spent close to $117 million on 11,907 inpatient discharges during the

2004–2005 fiscal year.10 Rural California hospitals with available financial data, on

the other hand, reported providing care to 6,443 county indigent discharges in 2005

7Counties receive funds from two major sources to finance the medically indigent programs: (1)
state health and welfare realignment program funds which are composed of dedicated sales and
motor vehicle license fees (2) county general revenues, the majority of which comes from property
taxes. In addition to these two major sources, counties are eligible to receive funds from the
Tobacco Tax and Health Protection Act (Proposition 99). However, in return for receiving these
additional funds, they are required to submit data on their indigent care programs and provide
follow-up treatment as indicated by the Child Health and Disability Prevention Program. Most of
the available data on urban indigent program claims and costs come from the Medically Indigent
Care Reporting System (MIRS) as all urban counties chose to participate in Proposition 99 funds.
Data on CMSP counties, on the other hand, are available from the CMSP Governing Board as
only a few of these counties receive Proposition 99 funds.

8MIRS data available at http://www.dhs.ca.gov/ochs/micrs/county_data.htm, accessed on
March 2, 2008.

9California inpatient discharge data provides the total charges corresponding to every discharge.
I multiply these charges with the hospital’s cost-to-charge ratio using data from the California
Annual Hospital Financial Disclosures. Some hospitals do not report financial information. Hence,
the calculated figure reflects only those hospitals that disclosed financial data. The total number
of urban county indigent discharges in the inpatient data during 2003 was 65,044.

10Available at http://www.cmspcounties.org/data/county_specific.html, accessed on
March 2, 2008.
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with a total cost of over $74 million. Simple calculations for both urban and rural

areas suggest that the cost of indigent patients outweighs reimbursements provided

by the county indigent programs.

The responsibility of the remaining two thirds of the uninsured mainly falls on

the hospitals. The Emergency Medical Treatment and Active Labor Act (EMTALA,

1986) requires hospitals participating in Medicare to provide medical screening to

all patients seeking emergency care. If a patient is determined to have an emergency

condition,11 the hospital is then expected to stabilize the person, regardless of income

or insurance status. Some hospitals have additional mandates to provide care to

uninsured patients. These include Hill-Burton Act (1946) participants that received

loans and grants for construction projects in return for their agreement to provide

care to those who are unable to pay and not-for-profit hospitals that must provide

community benefits in exchange for their tax-exempt status.

The costs of care to these individuals are born mutually by the patients as

out-of-pocket payments and the hospitals as uncompensated care. Hospitals receive

partial reimbursement for their uncompensated care costs through various federal

and state supplemental payments. In California, the majority of the funds come from

the Medicaid Disproportionate Share Hospital Payment Program (SB 855, here on

11EMTALA describes an emergency medical condition as “(A) one that manifests itself by acute
symptoms of sufficient severity (including severe pain) such that the absence of immediate medical
attention could reasonably be expected to result in (1) placing the health of the individual (or, with
respect to a pregnant woman, the health of the woman or her unborn child) in serious jeopardy,
(2) serious impairment to bodily functions, or (3) serious dysfunction of any bodily organ or part;
(B) with respect to a pregnant woman who is having contractions (1) that there is inadequate time
to effect a safe transfer to another hospital before delivery, or (2) that transfer may pose a threat
to the health or safety of the woman or the unborn child.” (United States Code, Title 42, Chapter
7, Subchapter 18, Part E, Section 1395)
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DSHP). A program jointly administered by the federal and state governments, DHSP

aims to help hospitals that serve a disproportionately high number of Medi-Cal and

uninsured patients.12 Public entities are required to transfer funds to the state,

which are then matched by the federal government at California’s federal Medicaid

matching rate. The state keeps part of the combined fund as an administrative

fee and redistributes the remaining part as supplemental payments to both private

and public hospitals based on the indigent care they provided in the previous year.

However, because DSHP has a structure that makes Medicaid patients financially

more attractive than the uninsured13, some believe that the “DSH mechanism places

the need for appropriate and efficient care to Medi-Cal recipients at odds with the

desire to supplement the cost of care for the indigent” (Huen, 1999, p. 8) and that

only a small fraction of these supplemental payments are actually used to cover the

uncompensated care costs to uninsured patients.14

Other funds related to the uninsured come from the Emergency Services and

Supplemental Payments Program (SB 1255), the Small and Rural Hospital Supple-

mental Payments Program (AB 761), and the Tobacco Tax and Health Protection

Act (Proposition 99). SB 1255 is a DSH-type program that allows qualified hospi-

tals to negotiate with California Medical Assistance Commission (CMAC) to receive

12A hospital qualifies for DSHP if (1) the number of its Medicaid inpatient days is at least
one standard deviation above the statewide mean, or (2) its revenues from low-income utilization
exceed 25 percent of its total revenues.

13Qualified hospitals receive a per diem rate for all of their Medi-Cal patient days. Although
uninsured patients can affect the per diem rate the hospital receives, they do not contribute to the
number of days used in the calculation of the DSHP reimbursement.

14Using data on the Medicaid Disproportionate Share program, Baicker and Staiger (2005) also
found that some states divert these funds and public hospitals located in these states do not receive
any DSH payments.
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additional payments. Under SB 1255, public entities provide voluntary funds to

CMAC, which uses them to obtain matching federal funds and then redistributes

the total to both private and public hospitals via negotiations. Founded in 1999, AB

761 provides supplemental funds to rural hospitals with standby emergency rooms

that are not eligible for SB 1255. Finally, Proposition 99 allocates 35 percent of

the generated revenues to hospitals and physicians to reduce uncompensated care

costs. These programs and their associated funds, however, are much smaller when

compared to the reimbursements under DSHP.15

Hospitals’ financial health is also affected by legislative and economic changes

that are not directly related to the provision of care to the uninsured. For exam-

ple, reductions in Medicaid and Medicare payments passed by the Balanced Budget

Act (1997), the mandates relating to nurse-to-patient ratios (AB 394) and hospital

seismic regulations (SB 1953) are all believed to contribute to the existing financial

difficulties of California hospitals (Price Waterhouse Coopers, 2007). These addi-

tional financial pressures may provide added incentives for hospitals to take action

to dissipate the uncompensated care costs of the uninsured.

1.2 Previous Literature

This dissertation is at the intersection of several strands of economic literature.

It is related to a line of research that links economic incentives and hospital behavior.

It is also linked with, and in part motivated by, studies on cost-shifting. Finally,

15For example, in 2004, gross DSHP revenues were around $2.5 billion, whereas SB 1255, AB 761
and Proposition 99 funds amounted to $1.7 billion (2003–2004), $75,000 (2003–2004) and $57,813
(2002–2003), respectively (Insure the Uninsured Project, 2007).
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and most relevantly, it adds to a small but growing literature on how market level

uninsurance rate affects the availability and quality of health care services.

There is a substantial body of literature that examines how hospitals respond

to changes in their economic environment. The findings of this literature suggest

that hospitals act strategically to increase their profits or recover their costs, and

that hospital strategic response takes on many forms including changes to patient

composition (Duggan, 2000), staff levels (Lindrooth et al., 2006), provision of un-

compensated care (Gruber, 1994; Currie and Fahr, 2004; Bazzoli et al., 2006) and

classification of diagnosis codes Dafny (2005). Hospitals could respond in similar

ways to recover the uncompensated care costs generated by uninsured patients.

One particular mechanism through which hospitals could try to recover these

costs is by shifting them to insured patients.16 Although the findings of the cost-

shifting literature for the early 1980s are mixed, more recent evidence from the

mid 1990’s suggest that cost-shifting is no longer an issue: “[c]ost shifting is dead,

apparently killed off by price competition, sensitive employers, aggressive insurers,

and excess capacity in the hospital industry.” (Morrisey, 1996, pp. 3-4) This re-

sult motivates examining the effects of the uninsured on other margins such as the

availability and quality of health care services.

To the best of my knowledge, the first study to attempt to examine the commu-

nity effects of uninsurance is Institute of Medicine (2003). In addition to qualitative

discussions on a broad range of health care issues, this project uses GLS strategies

16For a review of the cost-shifting literature, see Clement (1997-1998); Morrisey (1993) and
Morrisey (1996).
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to bring some quantitative evidence on the effects of uninsured populations in ur-

ban (Gaskin and Needleman, 2003) and rural areas (Needleman and Gaskin, 2003)

on hospital finances and services.17 In both cases, the authors merge information

from American Hospital Association annual surveys and Medicare Cost Reports to

measure outcomes but they use different data sources to measure the uninsurance

rate and they have slightly different analysis periods. Gaskin and Needleman (2003)

focus on the 85 largest SMSAs during a 4 non-consecutive year period that spans

the 1990s. Using March CPS to measure uninsurance, they find that SMSA level

uninsurance is negatively related to the availability of most hospital services but it

has no relation to hospital margins. Needleman and Gaskin (2003) concentrate on

the experiences of 168 rural counties in seven states during 3 years from the early

1990s. They use hospital discharge data to calculate the uninsurance rate and con-

clude that county level uninsurance reduces hospital margins but has no effect on

the provision of hospital services.

More recently, a series of studies employ the household and physician surveys

from the Community Tracking Study to examine the effects of community unin-

surance rates on self-reported health care access and quality measures (Pagán and

Pauly, 2006; Pauly and Pagán, 2007; Pagán et al., 2007). Using multilevel logistic

17The outcome variables are classified in four categories: financial status, services to vulnera-
ble populations, community services and high-tech services. Financial status: hospital margins.
Capacity: total beds, medical/surgical beds, psychiatric beds, ICU beds, beds for patients diag-
nosed with alcoholism, drug abuse and chemical dependency. Services to vulnerable populations:
psychiatric outpatient and ER services, outpatient and rehab services for patients diagnosed with
alcoholism, drug abuse and chemical dependency, services for HIV patients. Community services:
community outreach centers, transportation services, meals on wheels. High-tech services that
require bed, equipment and personnel: trauma center, neonatal ICU, transplant services, burn
units. High-tech services that only require equipment and personnel: MRI, radiation therapy,
angioplasty, SPECT, ESWL.
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regression models and data from a single year, they find that insured people residing

in high uninsurance areas are more likely to have unmet medical needs and less likely

to be satisfied with the quality of health care than those residing in low uninsurance

areas. Similarly, they find a negative relationship between community uninsurance

and the ability of primary care physicians to get referrals for their patients.

Finally, the current work is also related to a large body of research that exam-

ines heart attack care and heart attack patient outcomes. The previous work in this

area has studied the impact of financial pressure, most notably managed care, on the

use of AMI treatment options as well as AMI patient health outcomes.18 However,

no study has yet explored the effects of uninsured patients on insured AMI patients.

This dissertation contributes to the current literature in several ways. First,

as described above, virtually all of the existing literature on the community effects

of uninsurance has focused on how the uninsured affect insured individuals’ access

to health care. I add to our understanding of these spillover effects by being the

first to investigate whether the uninsured affect insured treatment patterns and

health outcomes. Second, in contrast to the existing literature, I employ panel data

models to ameliorate a potential bias arising from endogenous choice and location of

hospitals. I also provide an extensive set of specification checks that bring suggestive

evidence on the possibility of a bias arising from time varying unobservable factors.

Finally, I use data from a much more recent period than the previous studies.

18See Cutler (1995); Cutler et al. (2000); Heidenreich et al. (2002); Shen (2003); Baker et al.
(2004); Bundorf (2004); Propper et al. (2004); Volpp et al. (2005).
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Table 1.1: California Counties
Rural CMSP Counties Urban MISP Counties

Alpine Mendocino Alameda Santa Barbara
Amador Modoc Contra Costa Santa Clara
Butte Mono Fresno Santa Cruz
Calaveras Napa Kern Stanislaus
Colusa Nevada Los Angeles Tulare
Del Norte Plumas Merced Ventura
El Dorado San Benito Monterey Yolo
Glenn Shasta Orange
Humboldt Sierra Placer
Imperial Siskiyou Riverside
Inyo Solano Sacramento
Kings Sonoma San Bernardino
Lake Sutter San Diego
Lassen Tehama San Francisco
Madera Trinity San Joaquin
Marin Tuolumne San Luis Obispo

Mariposa Yuba San Mateo
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Table 1.2: California County Medical Indigent Programs
CMSP MISP CMSP MISP

Age Requirement Acute inpatient hospital care
None 0 9 Yes 34 11
21 to 64 years 34 13 Yes (limited) 0 12
18 to 64 years 0 1 No 0 0
Max income threshold Emergency room care
Below 200% of FPL 0 11 Yes 34 11
Up to 200% of FPL 34 6 Yes (limited) 0 12
Above 200% of FPL 0 6 No 0 0
Can qualify with share of cost Emergency ambulance
Yes 0 19 Yes 34 7
No 34 4 Yes (limited) 0 10
Residency requirement No 0 6
County resident (ILL receive ER) 34 2 Hospital outpatient services
County resident (ILL may qualify) 0 10 Yes 34 11
County resident (ILL not covered) 0 11 Yes (limited) 0 12
Medical need required to participate No 0 0
Yes 0 16
No 34 7
Prior authorization for services
Yes 34 21
No 0 2

Notes: CMSP=County Medical Service Program; MISP=Medically Indigent Service Program; FPL=Federal

Poverty Line; ILL=Illegal Immigrants. Adapted from California Health Care Foundation (2006). Each entry

represents the number of counties that have the corresponding eligibility requirement.
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Chapter 2

Does Uninsurance Affect the Health Outcomes of the Insured?

Evidence from Heart Attack Patients in California

2.1 Introduction

In this chapter, I examine the effects of the uninsured on the health outcomes of

insured heart attack patients using patient discharge data from California hospitals

(1999–2006) merged with spatial geocode information. In the empirical analysis, I

employ panel data models to address the potentially endogenous choice and location

of hospitals. My baseline empirical specification estimates the impact of the fraction

of uninsured patients in a hospital’s health care market on the in-hospital mortal-

ity rate of insured heart attack patients, controlling for hospital and year effects.

My preferred measure of uninsurance is calculated at the health care market level

because the choice of a health care market is presumably exogenous, compared to

the choice of a hospital (Doyle, 2008).1 I define health care markets in several ways

to check the sensitivity of the results. Under the geopolitical boundaries approach,

the market is defined as the county in which the hospital is located. Under the

distance based approach, the market is defined as a fixed mile radius area around

each hospital.

Overall, my results indicate that uninsured patients have statistically and

1However, I also provide results using the fraction of uninsured patients in the hospital.
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economically significant negative effects on the health outcomes of insured heart

attack patients. I find that eliminating uninsurance would reduce the average annual

number of insured heart attack deaths to those who are currently insured by 3–5%

depending on the market definition. The use of fixed effects methods alleviates

concerns about time invariant factors biasing my estimates, but it does not eliminate

the possibility of a bias arising from time varying unobservable characteristics of

hospitals and insured heart attack patients. While I cannot eliminate all sources of

endogeneity, I provide evidence suggesting that the results are unlikely to be biased

under a broad set of scenarios where the violation of the fixed effects assumptions

might be of concern.

First, I examine whether temporarily low quality hospitals become magnets

to uninsured patients over time using the method developed by Duggan (2000).

Although there is some evidence of reallocation of uninsured patients across health

care markets, the evolution of the market uninsurance rates of hospitals classified as

low and medium quality in the baseline period is not statistically different than that

of high quality ones. If anything, the evidence suggests that the uninsured leave low

quality hospitals for high quality ones.

Second, I analyze whether time-varying unobserved characteristics of insured

heart attack patients could be biasing the results. I check whether insured patients

reallocate across hospitals over the sample period as we may be concerned about

healthy insured patients leaving high uninsurance areas. I do not find evidence

of such reallocation for either insured heart attack patients or insured patients in

general. Next, I examine whether the observed health status of insured heart attack
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patients in hospitals located in high and medium uninsurance areas in the base year

deteriorates relative to hospitals located in low uninsurance areas, and I do not find

any evidence in support of such deterioration. Finally, I estimate a sorting model à

la Murphy and Topel (1990) to check whether patients who are more likely to die

in the event of a heart attack sort into high uninsurance markets and I do not find

evidence for that.

Third, I examine whether the results may be driven by local shocks that affect

both heart attack survival risk and the market uninsurance rate. The results are

robust to adding county specific time trends to the baseline empirical specification.

A specific example of a local shock is the addition of sicker but still insured individ-

uals to the market, due to events such as the development of low income housing

around a high quality hospital. To address this concern, I check how the observable

health characteristics of insured heart attack patients change over the sample period

separately for hospitals in different terciles of the distribution of heart attack mor-

tality in the base year. The results do not suggest any differences between hospitals

located at different points in the distribution of heart attack mortality.

Fourth, I analyze whether the results may be biased due to sample selection. If

hospitals located in low uninsurance areas discharge patients faster over the period

of analysis, my results will be upward biased. I check the evolution of average length

of stay in hospitals located in high and medium uninsurance areas in 1999 relative to

hospitals in low uninsurance areas in 1999 and the results do not show a systematic

correlation with market uninsurance.

Finally, using the informal framework suggested by Altonji et al. (2005), I
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estimate the extent of selection based on unobservables relative to selection based

on observables needed to wipe out the effects of uninsurance. Although the esti-

mated ratios are relatively small in absolute value, the estimated bias is negative

for spatially narrow market definitions indicating that the fixed effect results are, if

anything, downward biased.

I supplement these analyses with further robustness checks. While none of

these tests are individually sufficient to claim that the main results are not driven

by the unobserved characteristics of hospitals or insured heart attack patients in

high uninsurance markets, taken together they provide compelling evidence that

such a bias is unlikely.

The remainder of the chapter is organized as follows. Section 2.2 outlines the

empirical framework, while section 2.3 introduces the data and provides descrip-

tive statistics. The results are presented in section 2.4 along with a discussion on

robustness checks and heterogeneous effects. Section 2.5 concludes.

2.2 Empirical Strategy

A social experiment aimed at estimating the causal effect of uninsurance on

insured health outcomes would randomly assign uninsured patients to hospitals.

However, in reality patients often choose which hospital to go to. Finding an ex-

ogenous source of variation that affects the uninsurance rate but not the health

outcomes of insured patients is also difficult. Macroeconomic conditions that affect

uninsurance rates likely have direct effects on the health outcomes of the overall
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population, including insured individuals. Similarly, characteristics of hospitals lo-

cated in high uninsurance areas, such as list prices and managerial policies are likely

to be related to the quality of care.

In order to account for potential endogeneity arising from choice and location

of hospitals, I identify the effects of uninsurance on insured patients using panel

data models. The key equation of interest can be described as:

Yjt = α + βUNINSjt + δXjt + cj + νt + εjt (2.1)

where the unit of observation is hospital j in year t. Y is the health outcome of

interest aggregated over the sample of insured patients in the hospital, UNINS is a

measure of uninsurance, X includes demographic and clinical characteristics of the

insured patient population studied as well as observable hospital characteristics, c

is a hospital fixed effect that corrects for selection into hospitals based on perma-

nent unobserved characteristics, ν is a set of year dummies that controls for overall

changes in the health outcome over time and ε is the idiosyncratic error.

In the baseline model, I assume that:

E(Yjt|Zj1, Zj2, ..., ZjT , cj) = E(Yjt|Zjt, cj) (2.2a)

E(εjt|Zj1, Zj2, ..., ZjT , cj) = 0, t = 1, 2, ...T (2.2b)

where Zjt = [UNINSjt, Xjt]. Under this strict exogeneity assumption, β represents

the causal effect of uninsurance on the insured health outcome. This assumption,
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while commonly made in panel data applications, is non-trivial as it states that

the explanatory variables are uncorrelated with the disturbance term in any period.

There are many potential scenarios under which the strict exogeneity assumption

might fail and I investigate them further in the results section.

As discussed in more detail in the data section, the main health outcome of

interest is the in-hospital mortality rate of insured heart attack patients. Given

that the outcome variable is by nature restricted to the unit interval, one might be

concerned that a linear model might be a poor approximation. In order to address

this issue, I also estimate non-linear models. First, I estimate a grouped logit model.

Under the assumption that the probability of death of an insured AMI patient is

described by a logistic distribution, one can show that the log–odds ratio of the

insured AMI mortality rate, i.e. Ln
(

Yjt

1−Yjt

)
, is linearly related to the explanatory

variables.2 One drawback of the grouped logit model is that it is not applicable

when the outcome variable takes on the boundary values. For that reason, I also

provide estimates from a fixed-effects fractional logit model. This model assumes

that the fraction of insured heart attack patients who die at the hospital, i.e. Y

itself, has a logistic distribution.3 The marginal effects provided by these models are

2To be precise, a grouped logit estimator is given by the weighted least squares regression of the
log–odds ratio on the explanatory variables. The weights are given by

(
n ∗ Ŷ ∗ (1− Ŷ )

)
where n

is the number of insured AMI discharges at the hospital and predicted probabilities are obtained
from a first stage unweighted regression of the log–odds ratio of Y on explanatory variables. In
this model, β represents the change in the log–odds of an insured AMI patient dying when the
uninsurance rate increases by one percentage point and the marginal effect of uninsurance on Y
can be calculated as

(
β ∗ Y ∗ (1− Y )

)
. For more details on grouped logit models, see Maddala

(1983) and chapter 21 in Greene (2003).
3The panel data application of the fractional logit model is somewhat different than the linear

probability model and the grouped logit model. In this case, hospital fixed effects are accounted
for by including the averages over time of explanatory variables for each hospital. Hence, the
coefficients on level variables capture the deviations from the means. The marginal effects are
calculated in the same way as in the case of a binary logit model. For more details, see Papke and
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qualitatively similar and quantitatively close to those provided by the fixed-effects

specification. They are provided with the baseline regressions results in section

2.4.1.

2.3 Data

To assess the effects of uninsurance on insured heart attack patients, I com-

bine information on California hospitals from three different sources for the period

1999–2006. The main source, California Public Inpatient Hospital Discharge Data

(PDD), is an annual individual level dataset on every discharge from non-federal CA

hospitals (approximately 3.8 million discharges per year). It includes information

on basic demographic characteristics of patients including age, sex, race, ethnicity

and residential zip code. More importantly, the dataset provides extremely detailed

clinical information. For every discharge, I have information on the five-digit ICD-9

codes4 of the principal and up to 24 secondary diagnosis and procedures and the

DRG code5 of the case file, as well as the admission quarter, source of admission

and type of discharge location. This allows me to precisely measure the outcomes

of heart attack patients while effectively controlling for their underlying health con-

ditions that might predispose them to adverse outcomes. Finally, the PDD also

includes information on the primary expected source of payer which I employ to

Wooldridge (2007).
4The International Classification of Diseases (ICD) is published by the World Health Orga-

nization and is used to assign codes to diagnoses and procedures associated with inpatient and
outpatient utilization.

5Diagnosis-related group (DRG) is a system that classifies patients with similar hospital re-
source use (based on their diagnostic, therapeutic and demographic characteristics) into groups
for reimbursement purposes.
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measure uninsurance.6

In addition to the rich information available on individuals, patient discharge

data also has the advantage of including elderly Medicare HMO patients and younger

patients as opposed to Medicare administrative data (Doyle, 2008). However, this

dataset also presents several limitations. Two concerns are worth noting. First,

since the data includes only patients who are admitted to the hospital, we may be

concerned about a sample selection bias if admission and discharge policies of hospi-

tals change over the sample period in a way correlated with uninsurance. Second, if

uninsured patients in outpatient and emergency care settings affect the quality of in-

patient care, the fact that the data includes only admitted uninsured patients would

produce measurement error in the main independent variable. This measurement

error may be non-classical in nature. I will return to these issues later.

The second source of data is the California Annual Hospital Utilization Files.

This yearly hospital level dataset provides information on each hospital’s license

type, location (address, city, zip code), health service area, teaching status and

ownership type. The last source of information comes from spatial Geocode data

(latitude and longitude) that I constructed using the address information in the

Annual Hospital Utilization Files.

In the empirical analysis, I focus on general acute care hospitals operating from

1999 through 2006 that provided care to insured heart attack patients at any time

6To ensure patient confidentiality, some variables in the PDD are masked for certain obser-
vations. Masked variables include, in the order of masking: age in years, ethnicity, race, sex,
categorical age variables, residential county code, admission quarter and patient zip code. In my
empirical analysis, I include indicators for whether the observation had masked information on any
of the variables. Note that expected primary payer and clinical variables are never masked.
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during the sample period. Table 2.1 summarizes the construction of the analysis

sample. First, I restrict the sample to general acute care hospitals using the license

type information from the utilization data. Second, I exclude hospitals that exit or

enter the sample. Third, I drop individuals with missing or misclassified primary

expected payer as I use this variable to define the insurance status of patients. I also

drop individuals who were admitted to the hospital more than a year before the year

of their discharge. For example, for 1999 data, I drop individuals with an admission

year before 1998. This ensures that my results are not driven by a selected sample of

very sick patients. The final restriction is that the hospital provided care to insured

heart attack patients. This leaves me with 2,685 hospital-year observations on 352

hospitals that provided care to 426,459 adult insured heart attack patients.

2.3.1 The Outcome Variable

The outcome variable is the in-hospital heart attack mortality rate of insured

patients aged 18 and above whose discharge information is not missing.7 Examining

the impact of uninsured patients on the heart attack mortality of insured patients is

interesting for several reasons. A heart attack is an acute event that occurs when the

heart gets an insufficient supply of blood due to blockage in the coronary arteries.

Unless immediate care is provided, part of the heart muscle dies within hours. It is

a common and severe form of heart disease with 668,447 reported hospitalizations in

7I define the outcome variable using all insured heart attack patients in the data, including
those who transferred out to another hospital and those who transferred in from another hospital.
However, I check the sensitivity of my results to excluding transfers. These additional measures
correspond to the inpatient quality indicators (IQI) developed by Agency for Health Research and
Quality (2007): IQI15 excludes from the sample those patients who are transferred to another
hospital, whereas IQI32 further excludes those who were transferred from another hospital.
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20068 and over 900,000 incidences across the nation every year (Spertus et al., 2003).

It is also a health event for which the cost of treatment has increased substantially

over time (McClellan et al., 2002). Hence, heart attacks are widely studied in the

medical literature and to a smaller extent in economics.9 However, no study has yet

explored the effects of uninsured patients on the health outcomes of insured heart

attack patients.

AMI is also a health condition for which evidence suggests that high mortality

may be associated with insufficient quality of care. In their examination of the

appropriateness of in-hospital mortality rates as quality indicators for ten diagnostic

groups, Thomas et al. (1993) found that cardiac diseases have the strongest evidence

of validity based on peer reviews. Similarly, McClellan and Staiger (1999) found that

heart attack mortality correlates well with other quality indicators. Some researchers

also argue that the wide treatment options for heart attack patients make it possible

for health care providers to vary the quality of care (Farsi, 2004). In all, while it

is not a perfect measure, heart attack mortality is among the best available quality

indicators and it has thus far been used by many policy makers (e.g., the Texas

Department of State Health Services and the Centers for Medicare and Medicaid

Services) and researchers (e.g., Ho and Hamilton (2000); Gowrisankaran and Town

(2003); Shen (2003); Farsi (2004); Burgess et al. (2004); Propper et al. (2007)).

A third advantage of heart attack mortality as an outcome variable is that

8Calculated from the HCUP data, available at http://hcupnet.ahrq.gov/, accessed on Au-
gust 16, 2008.

9One line of research in economics examines the effects of technological changes on medical
outcomes and productivity. Part of this research focused on heart attacks. See, for example,
Cutler et al. (1999); Cutler and Berndt (2001); McClellan and Kessler (2002); Murphy and Topel
(2003).
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it is superior to other adverse outcomes in a measurement sense. Heart attack, as

a diagnosis, is less likely to be affected by coding differences across hospitals. In

addition, the timing of death is unambiguous, whereas diagnosis of other adverse

outcomes such as infections conveys less information about the timing of the event.

For example, the patient could have had an infection before being admitted to the

hospital but access to care for some other diagnosis could have made the detection

of the infection possible.

Finally, because a heart attack is a severe medical condition that requires

urgent care, the endogenous selection of heart attack patients into hospitals based on

health status or other unobservable characteristics is less of a concern. In addition,

in the case of heart attacks, hospitals may not be able to select patients based

on their survival risk as the Emergency Medical Treatment and Active Labor Act

(1986) requires that they stabilize every patient with an emergency condition. The

fact that use of heart attack patients minimize selection bias has led several other

researchers to focus on this sample in other contexts.10

Several limitations of using in-hospital heart attack mortality as an outcome

should be noted, however. To begin with, since heart attack mortality rates are

published and made available to patients and insurers, hospitals may avoid reducing

the quality of care for these patients but choose to reduce the quality of services

for which public information is not available. Similarly, hospitals may reduce the

quality of services typically used by uninsured patients rather than reducing the

10Cutler et al. (2000) examine the effects of managed care on medical productivity, Shen (2002)
studies the impact of hospital ownership choices on patient health outcomes, and Hall et al. (2008)
examine whether the regulation of nurse wages affects the quality of hospital care in the UK.
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overall quality of care. In this case, care to heart attack patients would not be

affected as only a very small fraction of uninsured patients have heart attacks and

uninsured heart attack patients constitute a small fraction of overall heart attack

patients. To the extent that this type of behavior is present, my results, which are

positive and statistically significant at conventional levels, should be taken as lower

bounds of the spillovers from the uninsured to insured AMI patients.

Another problem with using annual inpatient AMI mortality is that it is not

reliable when hospitals treat relatively few patients. This “small denominators”

problem leads to misclassification of the quality of hospitals (McClellan and Staiger,

1999) which amounts to measurement error in the outcome variable, reducing the

precision of the estimates. In order to check the noisiness of this measure, I first

investigate the persistence in the classification of hospitals. In particular, I divide

the hospitals into deciles based on their 1999 insured heart attack mortality rates

and check how the ranking of the hospitals in the best decile changes over the

sample period. I also check the average difference in the insured AMI mortality

between this group of hospitals and the rest of the hospitals in each year. There

were 59 hospitals in the best decile of heart attack mortality distribution in 1999.

Of these hospitals, 22 and 21 were still ranked in the best decile in 2002 and 2006,

respectively. On the other hand, 10 (11) of these hospitals were located in the

worst decile of the distribution in 2002 (2006). This suggests that hospitals that

were classified as best quality in 1999 were still more likely to be classified like

that during the rest of the sample period. Comparing the average insured heart

attack mortality in these 59 hospitals to the average of the rest of the hospitals in
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2002 and 2006, I find that the average insured AMI mortality is significantly lower

among these hospitals throughout the period.11 Overall, this indicates that the small

denominators problem is unlikely to affect my findings. Still, in the results section I

will check the robustness of the estimates to various sample selection criteria. I will

also estimate long difference models using 3-year weighted averages to alleviate the

potential measurement error in the outcome variable.

Finally, using inpatient mortality rates may lead to biased estimates if hospi-

tals change their admission or discharge policies over the sample period in a way

correlated with uninsurance. For example, hospitals characterized by high uninsur-

ance may reduce their admission rates, resulting in a sicker patient mix and higher

mortality rates over time. Similarly, if the floor-to-door care (care provided be-

tween the time of the heart attack and hospital arrival) in high uninsurance areas

gets better over time, more patients may survive the trip to the hospital only to

die post-admission leading to a spurious correlation between uninsurance and the

outcome variable. These issues are common in all studies using heart attack mortal-

ity and they are difficult to address directly due to data limitations. However, the

richness of the data allows me to bring suggestive evidence on the extent of these

problems and I will return to them in section 2.4.

Regarding the changes in discharge policies, the effects of uninsurance may be

upward biased if hospitals classified as low uninsurance discharge patients faster over

time. Many studies use the 30-day, 90-day or 1-year window following a coronary

attack to assess the effectiveness of medical treatment. As such, they capture post-

11The difference is equal to −0.028 (SE 0.006) in 2002 and −0.018 (SE 0.006) in 2006.
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discharge deaths as well as inpatient deaths. Since such a strategy is not feasible

with my dataset, I will instead provide evidence that the average length of stay for

an insured AMI patient does not change systematically with the uninsurance rate.

2.3.2 Measures of Uninsurance

The main explanatory variable of interest measures the exposure of insured

patients in each hospital to uninsurance. My ideal measure would be given by the

fraction of the health care market population without insurance coverage. Given lack

of data, I use the fraction of uninsured discharges as a proxy for uninsured people

in the population. My preferred measure is the fraction of uninsured discharges in

the health care market of a hospital because the choice of a health care market is

presumably exogenous, compared to the choice of a hospital (Doyle, 2008). However,

I also provide results using the fraction of uninsured discharges in the hospital itself.

Measuring the fraction of uninsured discharges in a health care market requires

defining the uninsurance status of a patient as well as the appropriate empirical

health care market for a hospital. I classify a patient as uninsured if the primary

expected payer is one of the following: County Indigent Program, Other Indigent

program, self-pay, or other. I include patients covered by indigent programs in the

definition because, as shown in section 1.1, hospitals incur a net loss for providing

care to these individuals.12 Following Garnick et al. (1987) and Gruber (1994), I

define the health care market in two ways: a geopolitical boundaries approach, and

12This way of defining the uninsurance status is also common in the literature. See, for example,
Currie and Fahr (2004).
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a fixed-radius approach.

As the name suggests, the geopolitical boundaries approach defines health care

markets using political boundaries (e.g.; Gaskin and Needleman (2003); Needleman

and Gaskin (2003)). Under this approach, the main independent variable is given

by the fraction of uninsured discharges in the county. However, it is likely that

hospitals located close to county borders attract patients located in neighboring

counties, whereas hospitals located in really large counties such as Los Angeles do

not attract all the patients in their county.

Motivated by this idea, the fixed-radius approach defines health care markets

as a fixed mile radius area around each hospital. I use a 5-mile, 10-mile and a 15-mile

radius to define the health care market of each hospital and calculate the fraction

of the uninsured discharges among all the hospitals located within that area.

Finally, since appropriate measures of radius for urban and rural hospitals

might not be the same, I supplement these market definitions with a third one

where I define the market radius depending on hospital location. In particular, I

define the market of rural hospitals to lie within a 10 mile longer radius than urban

hospitals, using a 10 (15) mile radius for urban hospitals while using 20 (25) miles

for rural ones.

2.3.3 Control Variables

In the empirical analysis, I control for a large set of observable variables.

Exclusion of these variables could lead to omitted variable bias as they are likely to
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be correlated with both AMI mortality and the fraction of uninsured discharges in

the hospital’s health care market.

The first set of variables controls for the observable characteristics of insured

heart attack patients. These include basic demographic information such as the dis-

tribution of age (3 categories), race and ethnicity (4 categories) and gender. Most

importantly, they include a comprehensive set of 30 comorbidy measures that the

medical literature found to be important predictors of in-hospital mortality (Elix-

hauser et al., 1998). These comorbidy measures are conditions that are not directly

related to the principal reason for hospitalization and provide information about the

patient’s underlying health status. They are defined using certain exclusion criteria

on the secondary diagnosis variables and the DRG code of the case file in the data.

To illustrate, a patient is recorded to have uncomplicated diabetes as comorbidity if

any of the secondary diagnosis codes include the ICD-9 codes of diabetes (250.00–

250.33) and the DRG code of the case is not diabetes (294–295). Finally, clinical

control variables also include indicators for complications and surgeries the patient

had during their stay in the hospital. The indicator for complications is based on a

set of diagnosis codes that refer to adverse events resulting from medical treatment,

while the surgical indicator is defined using the set of surgical DRG codes (De-

sHarnais et al., 1990; Elixhauser et al., 1998). One point worth mentioning about

these comorbidity variables is that they may reflect the differences in the intensity

of screening across hospitals. Since I control for hospital fixed effects, time-invariant

differences in screening is not a concern. However, if hospitals change their intensity

of screening over time in a way correlated with uninsurance then the FE estimates
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will be inconsistent. I investigate this issue later.

The second set of variables consists of observable hospital characteristics.

Among these, I include the demographic and clinical characteristics of all the pa-

tients in the hospital as they might provide information about the quality of care

provided.13 Other variables include type of ownership (3 categories), type of location

(rural/urban), teaching status, total discharges, the total number of hospitals in the

health care market, for each definition of the market (to control for competition),

and the fraction of Medi-Cal patients in the hospital. Naturally, the time-invariant

characteristics are dropped once hospital fixed effects are added to the specification.

Finally, I also include variables to control for the fraction of unknown/not reported

variables as non-reporting might convey information about hospital behavior.

2.3.4 Descriptive Statistics

Table 2.2 provides descriptive statistics for insured AMI patients. All val-

ues are weighted by the number of insured heart attack patient discharges at the

hospital. The mean in-hospital mortality rate is 8.2 percent which is higher than

the national average of 7.62 percent for the same period.14 Not surprisingly, the

elderly constitute a large majority of these patients (65.4%) while females represent

a much smaller share (36.3%). The largest ethnic group in the sample are non-

Hispanic whites (57.9%) and the most common comorbidities include uncomplicated

diabetes (26.2%), chronic pulmonary disease (18.4%) and fluid and electrolyte dis-

13In this case, there are 5 age categories and the clinical variables also include the distribution
of major diagnostic categories.

14Calculated from HCUP, available at http://hcupnet.ahrq.gov/, accessed on August 18,2006.
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orders (14.7%). While complications are not uncommon, they are not widespread

(4.4%).

As previously stated, the analysis sample consists of hospital-year observa-

tions for which the hospitals have positive insured AMI discharges. One might be

concerned that the results are not generalizable to hospitals that do not treat heart

attack patients. Table 2.3 thus provides summary statistics separately for hospital-

year observations included and excluded from the analysis. Panel A provides in-

formation on market level uninsurance rates and basic demographic information on

hospitals. These statistics are unweighted. Panel B summarizes observable demo-

graphic characteristics of all patients at the hospitals. These values are weighted

with the total number of discharges at the hospital.

Columns 1-3 provide descriptive statistics for the analysis sample. The average

market-level uninsurance rate is around 6 percent, regardless of the definition of the

market, but there is much more variation under the distance based approach than

the geopolitical one. Around 82 percent of hospital-year observations belong to

an urban hospital. Not-for-profit, for-profit and public hospitals constitute about

57.5, 23.6 and 18.9 percent of observations, respectively. The mean hospital size is

over 10,000 discharges and non-reporting (not included in the table) by hospitals

does not seem to be a problem. The age distribution among patients is skewed

to the right with patients who are above 35 comprising almost 63 percent of all

discharges. Female discharges are also represented more (around 60%) and the

majority of observations belong to non-Hispanic white individuals. Following them

are Hispanic patients with 28 percent of discharges.
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Descriptive statistics on hospitals that were in operation from 1999 through

2006 but did not have AMI discharges among insured patients are provided in

columns 4-6. Market measures of uninsurance among these hospitals are compa-

rable to those in the analysis sample but the excluded hospitals have significantly

less in-hospital uninsurance rates. Although around 83 percent of the observations

on these hospitals also come from urban areas, not-for-profit hospitals represent a

much smaller fraction of the observations. The mean number of discharges is around

2,600 and the patient profile is also different with patients aged 17 and below rep-

resenting 63 percent of all discharges. Although the shares of non-Hispanic black

patients are similar, the excluded hospitals serve relatively more Hispanic and male

patients.

Figure 2.1 compares the distribution of clinical variables (the 25 major diag-

nostic categories and the 30 Elixhauser comorbidities) among all hospital patients.

The values correspond to sample means weighted by total discharges. The solid line

represents the observations included in the analysis while the dashed line represents

excluded ones. As seen in figure 2.1(a), patients in included and excluded hospitals

have very similar distributions along major diagnostic categories. One notable dif-

ference, as expected, is that excluded hospitals have fewer patients diagnosed with

circulatory system problems. In contrast, a relatively higher fraction of their patients

are categorized as mentally ill (MDC 19). Figure 2.1(b) provides a similar analysis

for Elixhauser comorbidities. Although the general patterns of the fraction of pa-

tients with comorbidities are similar across included and excluded samples, the solid

line generally lies above the dashed one indicating that the included observations
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have relatively higher fractions of patients with comorbidities. This might partly be

due to the fact that these conditions are common among heart attack patients but

nonetheless it should be kept in mind when considering the generalizability of the

key findings to all hospitals.

Figure 2.2 presents the variation in the outcome variable and the uninsurance

rate. In figure 2.2(a), I plot the evolution of selected percentiles (10th, 25th, 50th,

75th and 90th) of the insured AMI mortality distribution between 1999 and 2006.

The figure confirms the well-documented cross sectional variation in insured heart

attack mortality at any given point in time. For example, in 1999, the mortality rate

in the 10th percentile is around 5 percent whereas it is over 12 percent at the 90th

percentile. Looking at the evolution of the distribution, the mortality gap between

the percentiles roughly stays constant over the sample period but there is a general

decline in all deciles consistent with the long-run downward trend in heart attack

mortality. Similarly, figures 2.2(b)-2.2(d) present the variation in uninsurance for

both geopolitical and distance-based market definitions as well as at the hospital

level. For presentational clarity, I only provide the variation in the 10/20 mile

distance based market definition but other distance based market measures follow

a similar pattern. These figures show that the uninsurance rate varies substantially

across hospitals. The dispersion is much larger at the hospital level than at the

market level. For example, in 1999, the disparity between the 90th percentile and

the 10th percentile of the hospital level distribution is close to 13 percentage points

where as it is around 7 percentage points for the 10/20 mile market definition and 3.5

percentage points for the county market definition. The evolution of the distribution
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shows some convergence in uninsurance rates in recent years regardless of the level

of aggregation.

Finally, table 2.4 and figures 2.3 and 2.4 compare hospitals in high and low

uninsurance areas by splitting the sample using the median uninsurance rate in each

year. Columns 1–2 are based on the uninsurance rate in the county while columns

3–4 are disaggregated using the 10/20 miles market uninsurance rate. Comparisons

based on other distance based market measures yield qualitatively similar results.

Each cell represents the mean of the variable in that sample. The first row presents

the mean uninsurance to get a sense of the extent of the differences in the two split

samples. The second row shows that insured AMI patients in high uninsurance

areas have similar or slightly higher mortality rates, foreshadowing a small positive

relationship in the OLS estimates.

The next panel of rows compare the observable characteristics of insured heart

attack patients. Both sample splits suggest that while patients in high and low unin-

surance areas are similar in terms of gender composition, those in high uninsurance

areas are more likely to be non-Hispanic black or Hispanic. Although the elderly

constitute the majority of the insured heart attack patients in both high and low

uninsurance areas, the sample split based on county uninsurance points to a slightly

older population in high uninsurance areas. Figure 2.3 presents the prevalence of

comorbidities among insured AMI patients. The solid line corresponds to high unin-

surance areas while the dotted line represents low uninsurance areas. Both splits

suggest that the fraction of patients with a given comorbidity are very similar in

the two samples.
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The last panel of table 2.4 shows means of observable hospital variables, in-

cluding the characteristics of the overall patient population. Patients in high unin-

surance areas are more likely to be male, non-Hispanic black and Hispanic. High

and low uninsurance areas are more similar in terms of the age composition of over-

all patients when the split is based on county uninsurance. Figure 2.4 compares

the health status of patients in the two samples along dimensions of comorbidities

and major diagnostic categories. These figures show that patients characteristics in

these areas are very similar regardless of the basis of the split. Returning to hospi-

tal characteristics, both splits suggest that hospitals in high uninsurance areas have

more neighboring hospitals, are larger in size but have a slightly smaller heart attack

patient population. Not-for-profit hospitals comprise the largest share in both high

and low uninsurance areas. While both sample splits suggest that high uninsurance

areas are more likely to have for-profit hospitals and less likely to have not-for-profit

hospitals, the distance based split shows that high uninsurance areas are also more

likely to have public hospitals. According to columns 1–2 high uninsurance areas

are associated with significantly more urban locations, whereas columns 3–4 suggest

a similar urban/rural composition among the two samples.

To sum up, high and low uninsurance areas are similar along many dimen-

sions but the differences in other aspects suggest that patients are not randomly

distributed across health care markets. Given the disparities in the samples de-

pending on the basis of the split, the type and degree of selection may also differ

among alternative market definitions. I will devote most of the results section to

examining whether the results may be driven by selection.
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2.4 Econometric Results

2.4.1 Baseline Results

Table 2.5 presents the main results. Each row represents the estimated effect

of uninsurance on the in-hospital mortality rate of insured AMI patients using a

different aggregation level. In order to gauge the importance of controlling for time-

invariant unobserved hospital effects, I first present simple OLS estimates (column

1). Each specification includes demographic and clinical characteristics of insured

heart attack patients in the hospital, demographic and clinical characteristics of all

the patients in the hospital, basic hospital demographics and year effects. Regres-

sions are weighted by the number of insured heart attack discharges at the hospital

and standard errors are clustered at the county level.15 The coefficient estimate in

row 1 of column 1 (0.035, SE=0.016) implies that a one percentage point increase in

the fraction of uninsured patients at the hospital is associated with a 0.035 percent-

age point increase in the inpatient mortality rate of insured heart attack patients.

As previously discussed, hospital level uninsurance is potentially more endogenous

than uninsurance in the health care market. Thus, my discussion will focus on the

remaining rows, which provide results using the uninsurance rate in the health care

market as the independent variable. The findings in this case consistently point to

a statistically insignificant association between uninsurance and in-hospital insured

AMI mortality.

Column 2 adds hospital fixed effects to the simple OLS specification in col-

15The results are robust to clustering at the hospital level.
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umn 1. In contrast to simple OLS results findings from FE models support the

existence of negative spillovers from the uninsured to insured heart attack patients

in their health care markets. The effects are much larger (200–500 percent) than

those in column 1 and are statistically significant in all cases but the geopolitical

market definition. For example, the estimate based on the 10/20 mile market defi-

nition implies that a one percentage point increase in the uninsurance rate around

a 10(urban)/20(rural) mile radius of a hospital increases the mortality rate of its

insured heart attack patients by 0.068 percentage points. In 1999, a move from the

worst to the best decile of the uninsurance rate based on the 10/20 mile market def-

inition was about 3.63 percentage points. The same year the insured AMI mortality

spread between the worst and the best deciles was about 4.28 percentage points.

Thus, the estimated effect of uninsurance (0.25 percentage points) can explain 5.76

percent of this mortality spread.

The next two columns present evidence from non-linear models. Column 3

reports marginal effects from the grouped logit specification. The effects are in

general similar to those generated by the FE model. For example, the estimate in

row 4 implies that a one percentage point increase in the uninsurance rate around

a 10-mile radius of a hospital is associated with a 0.07 percentage point increase in

insured AMI mortality rate, compared to 0.063 percentage points estimated by the

FE model. As previously discussed, the samples in grouped logit and FE models

are not directly comparable as the grouped logit model is not applicable when the

outcome variable takes on the boundary values.

For that reason, in column 4, I present estimates from a fixed-effects fractional

38



logit model. The results are qualitatively similar and quantitatively very close to

the FE estimates. For example, the fractional logit estimates suggest that as the

uninsurance rate within a 15-mile radius of a hospital goes up by one percentage

point, the heart attack mortality rate of its insured patients increases by 0.053

percentage points (row 5 column 4). The marginal effect suggested by the FE

model corresponding to a 15-mile market definition is 0.054 percentage points.

Overall, the analysis in this section suggests that results from linear models

are reasonably similar to those provided by non-linear models. For the remainder of

the chapter, I therefore report results from linear models for the sake of brevity. In

addition, the qualitative implications of cross-sectional models are found to be very

different from those of panel data models. The direction of the bias between these

two models imply that uninsured patients are admitted to high quality hospitals.

This can be explained by the fact that high quality hospitals tend to be located in

central cities, areas characterized by relatively lower incomes and thus higher unin-

surance rates. However, we may still be concerned about a potential measurement

error bias that gets amplified in the FE model or the possibility of heterogeneous

treatment effects where a small group of hospitals drives the FE estimates.

To address this concern, I first conduct a Hausman test of the fixed effects and

the explanatory variables. This test maintains the assumption of zero correlation

between the explanatory variables and εjt under both the null and the alternative

hypothesis. It then compares the OLS and FE estimates of the coefficient of unin-

surance to test the orthogonality of the fixed effects to regressors. If OLS and FE

estimates differ statistically significantly, this suggests that either the orthogonality
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of fixed effects is violated or the zero correlation between the explanatory variables

and εjt is violated. As the p-values reported in column 5 of table 2.5 shows the null

hypothesis is rejected for all distance based market definitions.

Next, I investigate whether the Hausman test is rejected due to measurement

error in uninsurance. In column 6 of table 2.5 I estimate a long difference model

using 3 year weighted averages. In particular, I average observations for 1999–2001

and 2004–2006 and then estimate a difference model using these 3 year averages. In

the averaging scheme, insured AMI patient variables are weighted with insured AMI

discharges, variables pertaining to all patients are weighted using total discharges

and hospital level variables are unweighted. The regressions are weighted by the

average number of insured discharges seen at the hospital during these six years.

Averaging is a common noise reduction method and thus should help with a potential

measurement error in both the outcome variable and the measure of uninsurance.

The long difference model is similar to FE in that it eliminates the hospital fixed

effects but has the advantage of relying on variation between two farther years rather

than year-to-year variation which would be more noisy. The results, provided in

column 6, are imprecise but the estimated magnitudes are reasonably close to the

original FE estimates in column 2.

Finally, I check whether the differences between the OLS and FE estimates may

be due to heterogeneous treatment effects. In particular, FE estimates utilize only

within hospital variation, so hospitals with little variation in uninusrance across time

contribute very little in the FE estimates. The last two columns of the table present

OLS and FE estimates from a sample where hospital observations in the lowest
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quartile of the distribution of the variance over time of uninsurance are dropped.

The general implications from the previous analysis are confirmed: OLS estimates

are small and insignificant and FE estimates are generally larger and statistically

significant.

The evidence provided so far does not support the claim that OLS and FE

results differ due to a measurement error bias that gets amplified in a within hos-

pital analysis framework or heterogeneous treatment effects. In the next section, I

investigate other scenarios under which the strict exogeneity assumption might fail.

2.4.2 Potential Biases

Hospital Characteristics

One of the key impediments to interpreting the FE results as causal is the

possibility of a bias due to time-varying unobservable characteristics of hospitals. If

temporarily low quality hospitals have certain unobserved characteristics that make

them attractive to uninsured patients over time, they may drive up the market level

uninsurance rate and lead to an upward bias in FE estimates. If certain hospitals

become magnets to uninsured patients, then we would expect uninsured patients

to be reallocated across markets and hospitals. Hence, I start by studying the

possibility of reallocation of uninsured patients. Following a strategy similar to

Duggan (2000), I estimate the predicted number of uninsured patients in hospital j
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at year t as:

PredUninsuredjt =
Z∑

z=1

(
njz99∑J
j=1 njz99

J∑
j=1

njzt

)

=
Z∑

z=1

njz99

nz99

nzt

where njzt is the number of uninsured patients from zip code z that go to hospital j in

year t. I use the predicted number of uninsured patients in hospitals to construct the

predicted number of uninsured patients in the health care markets. Given that the

main explanatory variable of interest is the fraction of uninsured patients, I construct

a similar measure to predict the fraction of uninsured patients. I then estimate the

relationship between the observed and predicted values. Since reallocation might not

be instantaneous, I estimate specifications regressing the actual change from 1999

to 2006 on the predicted change during the same period.16 In this specification, the

coefficient on the predicted change tells us the units of actual change corresponding

to a unit predicted change. If there is no reallocation of uninsured patients, then

the estimated coefficients should be equal to 1.

The results are provided in table 2.6. The first panel includes hospitals in

the analysis sample. The outcome variable in the first row is the actual change in

the number of uninsured patients, whereas in the second row I focus on the actual

change in the fraction of uninsured patients. The columns describe the geographic

aggregation and F–statistics from a Wald test that the estimated coefficient is equal

to 1 are provided in brackets. The results suggest that there has been some re-

16Results from specifications using levels rather than changes are similar.
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allocation of uninsured patients during 1999–2006. The allocation seems to take

place mostly among the hospitals within a market rather than across markets. For

example, the coefficient estimate in row 1 and column 1 indicates that a hospital

that was predicted to have one more uninsured patient between 1999–2006 actually

had 1.301 more uninsured patients. The coefficient estimate in row 1 and column

5 suggests that a health care market where the number of uninsured patients was

predicted to increase by 1 individual actually had 1.161 more uninsured patients.

The story remains the same if the fraction of uninsured patients rather than the

levels is used as the outcome variable. However, note that the number of hospitals

used in these specifications is less than 352 as the regressions apply to hospitals that

provided care to insured AMI patients in both 1999 and 2006. In order to check the

robustness of these estimates, in the second panel, I conduct the same analysis using

all general acute care hospitals that were in operation from 1999 through 2006. The

estimates are both qualitatively and quantitatively similar.

The fact that the implied magnitude of reallocation across markets is less

than within markets suggests that using an aggregate measure of uninsurance does

alleviate the endogeneity problem associated with patients choosing their health

care providers and health care providers affecting their patient mix. However, the

estimated coefficients of the predicted market level variables are still statistically

different than one and thus we cannot rule out that reallocation of patients over

time is biasing the FE estimates. The previous analysis suggests that markets where

there were predicted increases in uninsurance experienced even larger increases. If

markets where uninsurance was predicted to increase also provide low quality health
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care, then the FE estimates will be upward biased. In order to address this issue,

I divide hospitals into terciles based on their in-hospital mortality rates of insured

AMI patients in 199917 and compare the mean predicted changes in uninsurance in

the markets of these hospitals between 1999 and 2006.

Table 2.7 provides the results. Each row in the first panel presents the mean

and standard deviation of the change in the predicted number of discharges in

the relevant market during 1999–2006. The mean number of uninsured discharges

in each market in 1999 is provided in brackets. The second panel provides the

same statistics for the fraction of uninsured discharges separately for each market.

Column 1 includes the full sample, while columns 2–4 provide results by the quality

of care provided in the hospital. High quality hospitals are those located in the

bottom tercile of the insured AMI mortality distribution in 1999, while low quality

hospitals are those in the top tercile. The results show that overall the number

of uninsured discharges in health care markets were predicted to decline over the

analysis sample. However, markets where low quality hospitals were located were

predicted to experience the largest declines. For example, the figure in row 1 and

column 2 indicates that on average low quality hospitals were predicted to have

2,052 fewer uninsured patients (7.1%) discharged from hospitals in their counties.

Medium and high quality hospitals on the other hand were predicted to experience

smaller declines in the number of uninsured discharges in their counties: 968 patients

(5.4%) in mid and 723 patients (4.1%) in top quality hospitals. This monotonic

17I weigh the mortality rates by the number of insured AMI discharges in the hospital. The
results using unweighted mortality rates are qualitatively similar.
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decline in the mean predicted changes (both in absolute terms and relative to the

baseline levels) across quality terciles holds among all market definitions and the

same patterns are observed in the second panel where the variable of interest is

the predicted changes in the fraction of uninsured. This suggests that uninsured

patients relocate from low quality to higher quality markets, and if anything, the

main results are downward biased.

I supplement the descriptive statistics provided so far with a simple specifica-

tion

UNINSjt = θ0 + θ1LowQ99 · t+ θ2MidQ99 · t+ θ3t+ θ4Xjt + cj + ujt

where I regress the actual uninsurance rate in the market on a time trend (t), its

interaction with low (LowQuality99 · t) and medium quality (MidQuality99 · t)

dummy variables and the control variables included in the baseline specification.

The coefficients on the interaction terms capture the average yearly increase in the

market uninsurance rates of low/medium quality hospitals relative to those in high

quality hospitals. The results, provided in table 2.8, suggest that low and medium

quality hospitals did not experience differential changes in their actual market level

uninsurance rates relative to those of high quality hospitals: the coefficients on the

interaction terms are all insignificant and very small in magnitude. This supports the

previous finding that a bias arising from low quality hospitals attracting uninsured

patients over time is unlikely.
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Insured AMI Patient Characteristics

Similar to the previous analysis, we may be concerned that insured heart attack

patients in high uninsurance markets may have unobservable characteristics that

make them more likely to die compared those in low uninsurance markets, leading

to a spurious positive correlation between uninsurance and the outcome variable. In

addition, if over my sample period healthier insured patients exit high uninsurance

areas leaving behind those who are more susceptible to die in the event of a heart

attack, then the strict exogeneity assumption fails and the FE estimates will be

inconsistent. These concerns are mitigated by the fact that my dataset includes

extensive information on the clinical characteristics of the patients and thus, I am

able to control for the true underlying health status of each patient. In what follows,

I investigate these issues further and provide suggestive evidence that they are not

driving the main results.

First, I examine whether hospitals that were located in high uninsurance mar-

kets in 1999 experience a deterioration in the health profiles of their insured heart

attack patients over time relative to those in low uninsurance markets. If healthy

patients exit high uninsurance markets, we would expect the profile of patients to

worsen in these areas. Similarly, to the extent that the observable characteristics of

patients convey information about their unobservable characteristics, a deteriora-

tion in the observed health status of patients would be compatible with the sorting

of patients across health care markets based on unobservable clinical characteristics.

In order to conduct this analysis, I classify each hospital as high, medium or low
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uninsurance based on the 1999 level of the uninsurance rate in their market. High

uninsurance hospitals are those located in the top tercile of the uninsurance distri-

bution, while low uninsurance hospitals are those in the bottom tercile. For a set of

observable comorbidities, I run individual regressions

COM i
jt = θ0 + θ1TopU99 · t+ θ2MidU99 · t+ θ3t+ θ4Xjt + cj + ujt

where the outcome variable, the fraction of insured heart attack patients with a given

comorbidity in hospital j at year t, is regressed on a time trend (t) and its interaction

with high and medium uninsurance dummy variables (TopU99 · t, MidU99 · t),

controlling for observable characteristics of insured AMI patients and hospitals. In

this specification, the coefficients on the interaction terms capture the average yearly

increase in the prevalence of a comorbidity in high/medium uninsurance hospitals

relative to those in low uninsurance hospitals.

Table 2.9 provides the results for the 10/20–mile market definition. The re-

sults for other market definitions are very similar and available upon request. Each

cell of the table represents the coefficient from a separate regression, so a total of

30 regressions are summarized. The results point to an impairment of health status

among insured AMI patients over time in every market: the coefficient on the trend

is positive and significant for most morbidity measures. However, I do not find

any evidence in this specification that the profiles of patients in high and medium

uninsurance hospitals got worse than those in low uninsurance markets as the ma-

jority of the interaction terms are insignificant and very small in magnitude. In
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cases where there are statistically significant differential changes, there is evidence

of both deterioration and progression of health among insured heart attack patients.

Hence, I find no evidence that the observable health status of insured AMI patients

in high and mid uninsurance markets got worse over time relative to those in low

uninsurance markets.18

In order to further probe the possibility of reallocation of insured patients, I

estimate the predicted number of insured discharges in each hospital and year using

the strategy described above. Since the population of interest in this chapter is the

insured heart attack patients, I construct a similar measure to predict the number of

insured AMI discharges. I then regress the actual change in the numbers of insured

and insured AMI discharges on the predicted changes during 1999–2006.

The results are provided in table 2.10. The first two columns use the analysis

sample. The outcome variable in column 1 is actual change in the number of all

insured patients, whereas column 2 focuses on the insured heart attack patient

discharges. As the F-statistics in the bottom panel of the table show, in both cases,

the coefficient estimates of the predicted variable are statistically indistinguishable

from 1. This suggests that insured patients remained at the same hospitals during

1999 to 2006. Conducting the same analysis using all general acute care hospitals

that were in operation from 1999 through 2006 confirms the initial finding that there

is no evidence of reallocation of insured patients among hospitals (columns 3 and

4).

18As discussed in section 2.3.3, one concern with the use of comorbidity measures is if hospitals
change their intensity of screening over time in a way correlated with uninsurance rate. The
results provided in table 2.9 suggest that changes in screening of comorbidities is unlikely to be
systematically related to uninusrance rates.
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Finally, I investigate the issue of sorting of patients based on unobservable

characteristics in more detail by estimating a sorting model à la Murphy and Topel

(1990):

Yjt = αMT1 +XjtδMT1 + cj + νt + υ1jt (2.3a)

β̂UNINSjt = αMT2 +XjtδMT2 + cj + νt + υ2jt (2.3b)

where β̂ is the FE estimate of the market level uninsurance coefficient from equation

(2.1). In this model, the vector of parameters δMT1 in equation (2.3a) gives the per-

centage point change in the insured heart attack mortality rate in the hospital asso-

ciated with a percentage point change in Xjt, all else equal. The outcome variable in

equation (2.3b) can be thought of as the “estimated heart attack mortality premium

due to uninsurance”. Thus, the coefficient on Xjt indicates that when Xjt increases

by one percentage point, the hospital “moves” to a market with δMT2 percentage

points higher insured AMI mortality. It then follows that in the case of positive se-

lection, i.e. when patients who are more likely to die in the event of a heart attack go

to hospitals in high uninsurance areas, we would expect sign(δMT1) = sign(δMT2),

and in the case of negative selection sign(δMT1) 6= sign(δMT2).

Given the vast number of explanatory variables included in the regressions, in-

stead of providing point estimates, I summarize the findings from the sorting model

in table 2.11. Across the rows of the table, I report the number of all explanatory

variables, the number of variables pertaining to insured AMI patients, the number of

clinical variables pertaining to insured AMI patients, and the percent of these vari-
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ables that have the same signs in equations (2.3a) and (2.3b). For example, rows

1 and 2 of column 3 indicate that of the 125 explanatory variables included in the

model, only 50% had the same sign in the two equations. This is still true among

the subset of variables pertaining to the characteristics of insured AMI patients.

Furthermore, the relative magnitudes of the coefficient estimates considerably differ

between the two equations (results not shown). Overall, the results do not sup-

port the hypothesis that patients with worse outcomes significantly sort into high

uninsurance markets.

Local Shocks

In this section, I examine whether the results may be driven by local shocks

that affect both heart attack survival risk and the market uninsurance rate. For

example, some counties might increase their public reach and education programs

over time. This could reduce the incidence of hospitalizations among uninsured

populations and the likelihood of death among heart attack patients at the same time

through increased preventive care and lead to an upward bias in the FE estimates.

Similarly, changes in the economic environment, such as the closing of a factory,

could lead to violations of strict exogeneity assumptions. In order to address this

issue, I add county-specific year dummies to the baseline empirical specification

and check the sensitivity of the results. The estimates under this specification are

slightly smaller in magnitude but the qualitative implications are the same as the

original FE estimates with uninsurance leading to statistically significant increases
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in insured AMI mortality.19

One specific example of a local shock that frequently came up in discussions

when presenting this work was the possibility of relocation of sick insured patients

to areas with high quality hospitals due to development of low income housing

around those locations. Since my previous analysis indicates that insured patients

tend to stay in the same hospitals, such a scenario is unlikely to bias my estimates.

However, in order to further probe this possibility, I divide hospitals into three

terciles based on the distribution of the insured AMI mortality in 1999 and check

whether the prevalence of comorbidities evolve differentially in low and medium

quality hospitals relative to that of high quality hospitals. In particular, for a set of

observable comorbidities, I regress the the fraction of insured heart attack patients

with a given comorbidity in hospital j at year t, on a time trend (t) and its interaction

with low and medium quality dummy variables (LowQ99 · t, MidQ99 · t), controlling

for observable characteristics of insured AMI patients and hospitals.

COM i
jt = θ0 + θ1LowQ99 · t+ θ2MidQ99 · t+ θ3t+ θ4Xjt + cj + ujt

Table 2.12 provides the results. Each cell of the table represents the coefficient

from a separate regression, so a total of 30 regressions are summarized. The results

do not suggest that the profiles of patients in low and medium quality hospitals

got better than those in high quality hospitals as the majority of the interaction

19The estimates for each measure of uninsurance are as follows: hospital = 0.054∗∗ (SE 0.024);
county = 0.003 (SE 0.037); 5 miles = 0.034 (SE 0.024); 10 miles = 0.049∗∗ (SE 0.019); 15 miles =
0.042∗∗ (SE 0.019); 10/20 miles = 0.053∗∗∗ (SE 0.020); 15/25 miles = 0.045∗∗ (SE 0.019).
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terms are insignificant and very small in magnitude. Hence, I find no evidence that

high quality hospitals got sicker patients over time due to local shocks, such as

development of a low income housing around them.

Sample Selection

As I previously discussed, using inpatient mortality rates may lead to biased

estimates if hospitals change their admission or discharge policies over the sample

period in a way that is correlated with uninsurance. It is difficult to address changes

in admission policies directly due to data limitations on deaths occurring outside

the hospitals or on provision of floor-to-door health care services. However, to the

extent that these changes lead to the admission of sicker patients over time, we

should observe a deterioration in the health status of insured AMI patients in high

uninsurance areas. The results provided in table 2.9 suggest that this is unlikely.

Previous studies that focus on heart attack patients generally use longer term

mortality rates to take into account potential changes in discharge policies. Since

such a strategy is not feasible with my data, I check whether hospitals in low uninsur-

ance areas discharge patients faster over time by examining the changes in average

length of stay in these hospitals relative that of high and medium uninsurance hos-

pitals. If low uninsurance hospitals indeed discharge patients faster, then the FE

will be upward biased. The estimating equation is as follows:

ALOSjt = θ0 + θ1TopU99 · t+ θ2MidU · t+ θ3t+ θ4Xjt + cj + ujt
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where the outcome, the average length of stay of for insured heart attack patients

in hospital j in year t, is regressed on a time trend (t) and its interaction with

high and medium uninsurance dummy variables (TopU99 · t, MidU99 · t) defined

according the distribution of the uninsurance rate in the base year, and control

variables for observable characteristics of insured AMI patients and hospitals. In

this specification, the coefficients on the interaction terms capture the average yearly

increase in the length of stay in high/medium uninsurance hospitals relative to those

in low uninsurance hospitals.

The results, provided in table 2.13, suggest that over the sample period the

average length of stay decreased in all types of hospitals: the coefficient of the time

trend is negative and significant for all market definitions. It also provides some

evidence of a differential evolution of the average length of stay in high and medium

uninsurance areas relative to the low uninsurance ones. However, the results indicate

that the duration of stay for insured heart attack patients actually decreased in high

and medium uninsurance areas relative to low uninsurance areas. Thus, changes in

discharge policies are unlikely to lead to an upward bias in my estimates.

Selection on Observed and Unobserved Variables

In this section, I apply the informal framework suggested by Altonji et al.

(2005) to estimate the extent of selection based on unobservables relative to selec-

tion based on observables needed to wipe out the effects of uninsurance. The results

are provided in table 2.14. Intuitively, the model starts by assuming that selection
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on unobservables is the same as selection on observables. Under this assumption if

uninsurance has no effect on the health outcomes of insured heart attack patients,

one can derive the bias in the estimated coefficient of uninsurance using only infor-

mation on observables (column 1).20 In an unrestricted model where uninsurance is

allowed to have an effect on the insured, I obtain the coefficients listed in column 2.

In order for these estimates to be entirely driven by selection on unobservables, the

amount of that selection relative to selection on observables should be equal to the

ratio of the coefficient to the estimated bias. This bias factor is reported in column

3.

The first panel of table 2.14 applies the framework under a simple OLS spec-

ification while the second panel presents results when the empirical specification

includes hospital fixed effects. There are two things worth mentioning. First, the

results in the first panel suggest that a small amount of selection on unobservables

relative to selection on observables can account for the estimated effects of uninsur-

ance in the simple OLS framework. Second, although the estimated bias factors in

the second panel are relatively small in absolute value, the estimated bias is negative

for spatially narrow market definitions indicating that the fixed effect results are, if

anything, downward biased.

To summarize, in section 2.4.2 I examined a broad set of scenarios where vi-

olations of fixed effects assumptions may be of concern and provided evidence that

these scenarios are unlikely to bias my estimates. While none of these tests are

individually sufficient to claim that the main results are not driven by time vary-

20For more details see Altonji et al. (2002) and Altonji et al. (2005).
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ing unobserved variables or selection bias, taken together they provide compelling

evidence that such a bias is unlikely.

2.4.3 Robustness Checks

In this section, I perform several checks to confirm the robustness of the main

findings. The results are provided in table 2.15. Each column presents the effects

of uninsurance on the in-hospital mortality rate of insured AMI patients using a

different market definition. Row 1 reproduces the original FE estimates for reference.

In rows 2–4, I check the sensitivity of the results to various sample selec-

tion criteria. Following the guidelines of Agency for Health Research and Quality

(2007), row 2 restricts the sample to hospitals with at least 30 heart attack patient

discharges. Row 3 further restricts the sample to hospitals with at least 150 heart

attack patients, while row 4 provides results based on a balanced sample of hospitals

which provided care to insured AMI patients in every year.21 The results are quali-

tatively the same and quantitatively close to the original FE estimates reported in

row 1.

In rows 5–6 I examine the sensitivity of the results to including transfer pa-

tients. The problem is two-fold. First, a heart attack patient who gets transferred to

another facility is (naturally) recorded as being alive and so hospitals that transfer

out a lot of patients mechanically have lower mortality rates. Second, we may be

concerned that transfer patients are different than non-transfer patients in terms of

21The results are robust to other selection criteria, such restricting the sample to balanced panels
with at least 30/150 insured or total AMI discharges every year.
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unobservable characteristics which make them more or less likely to die. If where

patients get transferred is further correlated with the uninsurance rate, then the

fixed effects estimates will be biased. In particular, the concern is if patients who

are more likely to die get transferred to hospitals in high uninsurance markets, lead-

ing to an upward bias in my initial estimates. In row 4, I exclude patients who are

transferred to another facility, while in row 5, I further exclude patients who are

transferred from another facility.22 Restricting the sample to non-transfer patients

does not change the qualitative results, but the magnitude of the effect is now larger.

In rows 7–9, I examine the robustness of the results to using alternative mea-

sures of uninsurance. The measure of uninsurance used under the distance based

market definitions assigns equal weights to all hospitals in the sample regardless of

their relative distance to each other. However, a hospital’s behavior may be more

responsive to other hospitals that are closer to it even within a given radius. In

row 7, I use an alternative measure of distance based uninsurance rate where the

hospital itself is assigned a weight of 1 and the neighboring hospitals are assigned

weights inversely proportional to their distances from that hospital. The results are

robust to using this alternative measure of uninsurance.

In row 8, I examine the effects of uninsured patients who are admitted to

the hospital through hospital ER. This is an arguably more exogenous measure of

22These two measures of AMI mortality, respectively, correspond to Inpatient Quality Indicators
#15 and #32, developed by Agency for Health Research and Quality (2007). A discharge is
classified as a transfer out of the hospital if the patient’s disposition is any of “another acute care
hospital, other care or skilled nursing/intermediate care”. A patient is classified to be transferred
from another facility if the site of his/her source of admission is one of “another acute inpatient
hospital care, other inpatient hospital care or skilled nursing/intermediate care” and the licensure
of the site is “another hospital”.
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uninsurance since hospitals may have less discretion over who they admit through the

ER. Although the precision of the estimates is somewhat reduced, the magnitudes

of the estimated effects are much larger and generally statistically significant.

Another issue regarding the measure of uninsurance is related to the diagnostic

characteristics of uninsured patients. When calculating the fraction of uninsured,

I include all uninsured patients regardless of their diagnosis. If uninsured heart

attack patients crowd out resources available to other cardiac patients, then the

estimated effects of uninsurance may be representing resource constraints faced by

hospitals rather than true changes in the quality of care provided to insured patients.

However, the policy implications under this scenario would be different. In row 9,

I provide results from regressions that estimate the impact of uninsured patients

who are not diagnosed with AMI and thus do not directly compete for resources

with insured AMI patients. The results are qualitatively the same and very close in

magnitudes to those using all uninsured patients.23

In row 10, I construct measures of market level Medicaid rates and examine

its effects on insured AMI mortality. Hospitals often argue that the reimbursement

rates for Medi-Cal patients fall short of their costs. Since hospitals presumably

receive higher reimbursements for their care to Medicaid patients than to uninsured

patients, we may expect Medicaid patients to have similar negative effects but in

smaller magnitudes. The effects are estimated imprecisely due to the low time series

23I also ran regressions that separately estimate the effects of uninsured patients with and without
AMI. The precision of estimates is reduced but point estimates confirm prior expectations that the
effects of uninsured AMI patients would be larger and the effects of uninsured non–AMI patients
would be close to the original FE estimates. For example, the coefficient estimates for the 10/20–
mile market definition are: uninsured AMI=0.552 (SE 1.217) uninsured non–AMI=0.055 (SE
0.048). Results for other market definitions are qualitatively similar and available upon request.
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variation in Medi-Cal rates but the effects are generally positive and as predicted

much smaller than those of the uninsured.

In rows 11–12, I check the robustness of the effects across different diagnoses.

I consider stroke and congested heart failure (CHF) mortality because they are two

common reasons for admissions through ER, and like AMI mortality, they are in-

cluded in the inpatient quality indicators developed by Agency for Health Research

and Quality (2007). Although the results for CHF mortality are generally insignifi-

cant, estimated effects are positive for both health outcomes. This suggests that the

spillover effects of the uninsured are not particular to heart attack patients. Overall,

the analyses in the section show that the effects of the uninsured are robust to a

wide range of robustness checks.

2.4.4 Heterogeneous Effects Across Ownership and Location

The main results of this chapter suggest that uninsured patients have signif-

icant negative effects on the health outcomes of insured patients. However, these

results do not provide information on how the impact differs across different types

of health care providers. Although all types of health care providers render care to

uninsured patients to some extent, the burden of uncompensated care is not evenly

distributed. For example, Cunningham and Tu (1997) and Mann et al. (1997) report

that urban public hospitals account for a third of all uncompensated care provided

in the US while their market share is only about 15%. Similarly, Norton and Staiger

(1994) find that for-profit hospitals locate in low-uninsurance areas to avoid provid-
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ing charity care. Thus, in this section I estimate the effects of market uninsurance

by hospital ownership and location.

The results are provided in table 2.16. Each row of the table presents the ef-

fects of uninsurance on the in-hospital mortality rate of insured AMI patients using

a different market definition. Means of uninsurance rates by type of health care

provider and market are shown in brackets below coefficient estimates. Column 1

reproduces the results for the full sample for reference. Columns 2–4 show the effects

separately by hospital ownership. First, notice that public hospitals are located in

areas with the highest uninsurance rates and not-for-profit hospitals are located in

markets with the lowest uninsurance rates. The in-hospital mortality of insured

heart attack patients are similar among public and for-profit hospitals while it is

smaller among not-for-profit hospitals. Yet, the results suggest that market uninsur-

ance affects public and not-for-profit hospitals while for-profit hospitals do not seem

to be affected by it. The point estimates are positive and statistically significant in

distance-based market measures for both public and not-for-profits hospitals. The

magnitudes of the estimates in the not-for-profit sample are close to those in the full

sample but the estimates in the public sample are much larger: a percentage point

increase in the fraction of uninsured patients around a 10–mile radius of a hospi-

tal is found to increase the in-hospital AMI mortality among insured patients by

0.149 percentage points for public hospitals as opposed to 0.064 percentage points

for not-for-profit hospitals (see row 43 of columns 2 and 3). The results regarding

for-profit hospitals are qualitatively different with negative estimates, though they

are less precise and always insignificant.
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Columns 5–6 compare the effects of uninsured patients by hospital location.

Notice that in this case the 10/20 and 15/25 mile market definitions only apply to

rural hospitals as the radius of the market for urban hospitals in these markets are

again given by 10 and 15 miles. The results in the urban sample are qualitatively

similar to those in the full sample but the estimated effects are somewhat larger.

For rural hospitals, the results suggest statistically insignificant and quantitatively

small effects in 5, 10 and 15 mile market definitions. The point estimates are much

larger when the market is defined to be geographically more spacious but they are

imprecise.

2.5 Conclusion

In this chapter, I examine the effects of uninsured patients on the health out-

comes of the insured. I focus on one measure of health outcome, the in-hospital

mortality rate of insured heart attack patients, and implement panel data models

using patient discharge data from California hospitals for the period 1999–2006.

Overall, my results indicate that uninsured patients have substantial negative im-

pacts on the health outcomes of insured heart attack patients. I find that eliminating

uninsurance would reduce the average annual number of insured heart attack deaths

by 3–5% depending on the market definition. I supplement these results with several

pieces of evidence suggesting that the estimated effects are not driven by unobserved

characteristics of insured heart attack patients or hospitals and that they are robust

to a host of specification checks. While this chapter provides robust evidence on the
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presence of negative spillovers from the uninsured to the insured, the mechanisms

through which this is happening are unclear. I try to address this issue in the next

chapter.

61



0.000

0.020

0.040

0.060

0.080

0.100

0.120

0.140

0.160

0.180

M
D

C
1

M
D

C
2

M
D

C
3

M
D

C
4

M
D

C
5

M
D

C
6

M
D

C
7

M
D

C
8

M
D

C
9

M
D

C
10

M
D

C
11

M
D

C
12

M
D

C
13

M
D

C
14

M
D

C
15

M
D

C
16

M
D

C
17

M
D

C
18

M
D

C
19

M
D

C
20

M
D

C
21

M
D

C
22

M
D

C
23

M
D

C
24

M
D

C
25

Included Excluded

MDC5=Circulatory
System Diseases

MDC19=Mental Diseases

(a) Major Diagnostic Categories

0.000

0.020

0.040

0.060

0.080

0.100

0.120

0.140

0.160

0.180

0.200

C
O

M
1

C
O

M
2

C
O

M
3

C
O

M
4

C
O

M
5

C
O

M
6

C
O

M
7

C
O

M
8

C
O

M
9

C
O

M
10

C
O

M
11

C
O

M
12

C
O

M
13

C
O

M
14

C
O

M
15

C
O

M
16

C
O

M
17

C
O

M
18

C
O

M
19

C
O

M
20

C
O

M
21

C
O

M
22

C
O

M
23

C
O

M
24

C
O

M
25

C
O

M
26

C
O

M
27

C
O

M
28

C
O

M
29

C
O

M
30

C
O

M
31

Included Excluded

(b) Elixhauser Comorbidities

Figure 2.1: Distribution of Clinical Variables in Included and Excluded Hospitals

62



.04

.06

.08

.1

.12

.14

In
su

re
d 

A
M

I M
or

ta
lit

y

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

Year

10−th percentile

25−th percentile

50−th percentile

75−th percentile

90−th percentile

(a) Insured AMI mortality

0

.05

.1

.15

M
ar

ke
t U

ni
ns

ur
an

ce
 R

at
e

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

Year

10−th percentile

25−th percentile

50−th percentile

75−th percentile

90−th percentile

(b) UNINS: Hospital

Figure 2.2: Variation in Insured AMI Mortality and Uninsurance Rate

63



.03

.04

.05

.06

.07

.08

M
ar

ke
t U

ni
ns

ur
an

ce
 R

at
e

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

Year

10−th percentile

25−th percentile

50−th percentile

75−th percentile

90−th percentile

(c) UNINS: County

.02

.04

.06

.08

.1

M
ar

ke
t U

ni
ns

ur
an

ce
 R

at
e

19
99

20
00

20
01

20
02

20
03

20
04

20
05

20
06

Year

10−th percentile

25−th percentile

50−th percentile

75−th percentile

90−th percentile

(d) UNINS: 10/20 miles

Figure 2.2: Variation in Insured AMI Mortality and Uninsurance Rate (cont’d)

64



0.000

0.050

0.100

0.150

0.200

0.250

0.300

C
O

M
1

C
O

M
2

C
O

M
3

C
O

M
4

C
O

M
5

C
O

M
6

C
O

M
7

C
O

M
8

C
O

M
9

C
O

M
10

C
O

M
11

C
O

M
12

C
O

M
13

C
O

M
14

C
O

M
15

C
O

M
16

C
O

M
17

C
O

M
18

C
O

M
19

C
O

M
20

C
O

M
21

C
O

M
22

C
O

M
23

C
O

M
24

C
O

M
25

C
O

M
26

C
O

M
27

C
O

M
28

C
O

M
29

C
O

M
30

C
O

M
31

LUNINS HUNINS

(a) County

0.000

0.020

0.040

0.060

0.080

0.100

0.120

0.140

0.160

0.180

0.200

C
O

M
1

C
O

M
2

C
O

M
3

C
O

M
4

C
O

M
5

C
O

M
6

C
O

M
7

C
O

M
8

C
O

M
9

C
O

M
10

C
O

M
11

C
O

M
12

C
O

M
13

C
O

M
14

C
O

M
15

C
O

M
16

C
O

M
17

C
O

M
18

C
O

M
19

C
O

M
20

C
O

M
21

C
O

M
22

C
O

M
23

C
O

M
24

C
O

M
25

C
O

M
26

C
O

M
27

C
O

M
28

C
O

M
29

C
O

M
30

C
O

M
31

LUNINS HUNINS

(b) 10/20 miles

Figure 2.3: Comorbidities Among Insured AMI Patients in High and Low
Uninsurance Areas

65



0.000

0.020

0.040

0.060

0.080

0.100

0.120

0.140

0.160

0.180

0.200

C
O

M
1

C
O

M
2

C
O

M
3

C
O

M
4

C
O

M
5

C
O

M
6

C
O

M
7

C
O

M
8

C
O

M
9

C
O

M
10

C
O

M
11

C
O

M
12

C
O

M
13

C
O

M
14

C
O

M
15

C
O

M
16

C
O

M
17

C
O

M
18

C
O

M
19

C
O

M
20

C
O

M
21

C
O

M
22

C
O

M
23

C
O

M
24

C
O

M
25

C
O

M
26

C
O

M
27

C
O

M
28

C
O

M
29

C
O

M
30

C
O

M
31

LUNINS HUNINS

(a) Comorbidities: County

0.000

0.050

0.100

0.150

0.200

0.250

0.300

C
O

M
1

C
O

M
2

C
O

M
3

C
O

M
4

C
O

M
5

C
O

M
6

C
O

M
7

C
O

M
8

C
O

M
9

C
O

M
10

C
O

M
11

C
O

M
12

C
O

M
13

C
O

M
14

C
O

M
15

C
O

M
16

C
O

M
17

C
O

M
18

C
O

M
19

C
O

M
20

C
O

M
21

C
O

M
22

C
O

M
23

C
O

M
24

C
O

M
25

C
O

M
26

C
O

M
27

C
O

M
28

C
O

M
29

C
O

M
30

C
O

M
31

LUNINS HUNINS

(b) Comorbidities: 10/20 miles

Figure 2.4: Clinical Variables Among All Patients in High and Low Uninsurance
Areas

66



0.000

0.020

0.040

0.060

0.080

0.100

0.120

0.140

0.160

0.180

M
D

C
1

M
D

C
2

M
D

C
3

M
D

C
4

M
D

C
5

M
D

C
6

M
D

C
7

M
D

C
8

M
D

C
9

M
D

C
10

M
D

C
11

M
D

C
12

M
D

C
13

M
D

C
14

M
D

C
15

M
D

C
16

M
D

C
17

M
D

C
18

M
D

C
19

M
D

C
20

M
D

C
21

M
D

C
22

M
D

C
23

M
D

C
24

M
D

C
25

LOW HIGH

(c) MDCs: County

0.000

0.020

0.040

0.060

0.080

0.100

0.120

0.140

0.160

0.180

M
D

C
1

M
D

C
2

M
D

C
3

M
D

C
4

M
D

C
5

M
D

C
6

M
D

C
7

M
D

C
8

M
D

C
9

M
D

C
10

M
D

C
11

M
D

C
12

M
D

C
13

M
D

C
14

M
D

C
15

M
D

C
16

M
D

C
17

M
D

C
18

M
D

C
19

M
D

C
20

M
D

C
21

M
D

C
22

M
D

C
23

M
D

C
24

M
D

C
25

LOW HIGH

(d) MDCs: 10/20 miles
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Table 2.3: Observable Characteristics of Included and Excluded Hospitals

Included Hospital-Year Excluded Hospital-Year
Observations Observations

OBS Mean Sd OBS Mean Sd

PANEL A
Fr(Uninsured): county 2,685 0.058 0.020 387 0.056 0.016
Fr(Uninsured): 5 miles 2,685 0.059 0.055 387 0.052 0.033
Fr(Uninsured): 10 miles 2,685 0.061 0.045 387 0.055 0.025
Fr(Uninsured): 15 miles 2,685 0.059 0.036 387 0.057 0.023
Fr(Uninsured): 10/20 miles 2,685 0.060 0.042 387 0.055 0.024
Fr(Uninsured): 15/25 miles 2,685 0.059 0.035 387 0.057 0.022
Fr(Uninsured): hospital 2,685 0.060 0.069 387 0.042 0.082
Fr(Medi-Cal): hospital 2,685 0.235 0.183 387 0.217 0.202
No. hospitals: county 2,685 34.388 38.853 387 30.646 34.493
No. hospitals: 5 miles 2,685 3.405 3.188 387 4.695 3.797
No. hospitals: 10 miles 2,685 7.896 7.827 387 9.514 8.452
No. hospitals: 15 miles 2,685 14.044 14.670 387 14.969 14.005
No. hospitals: 10/20 miles 2,685 8.167 7.715 387 9.654 8.407
No. hospitals: 15/25 miles 2,685 14.528 14.439 387 15.147 13.903
Public 2,685 0.189 0.391 387 0.178 0.383
Not-for-profit 2,685 0.575 0.494 387 0.411 0.493
For-profit 2,685 0.236 0.425 387 0.411 0.493
Urban 2,685 0.819 0.385 387 0.827 0.379
Rural 2,685 0.181 0.385 387 0.173 0.379
Total discharges 2,685 10656 8271 387 2641 4302

PANEL B
Less than 1 year 2,685 0.155 0.073 385 0.257 0.174
1–17 years old 2,685 0.038 0.033 385 0.375 0.312
18–34 years old 2,685 0.183 0.061 385 0.129 0.141
35–64 years old 2,685 0.299 0.081 385 0.142 0.201
65 and above 2,685 0.324 0.130 385 0.096 0.235
Female 2,685 0.605 0.052 383 0.539 0.141
Non-Hispanic White 2,685 0.567 0.260 381 0.471 0.243
Non-Hispanic Black 2,685 0.076 0.108 381 0.080 0.110
Hispanic 2,685 0.279 0.225 381 0.357 0.218

Notes: Values in Panel A are unweighted while values in Panel B are weighted by total
discharges at the hospital.
* The number of observations vary when hospitals have all of their observations masked.
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Table 2.4: Observable Characteristics of High and Low Uninsurance Hospitals

County 10/20 miles

Low High Low High
(1) (2) (3) (4)

Uninsurance 0.046 0.069 0.038 0.083
AMI mortality 0.079 0.085 0.082 0.082

Insured AMI Patients
35–64 years old 0.354 0.328 0.336 0.347
65 and above 0.640 0.666 0.659 0.647
Female 0.360 0.365 0.367 0.357
White 0.624 0.535 0.656 0.490
Black 0.030 0.051 0.030 0.053
Hispanic 0.064 0.112 0.066 0.114

All Patients
Less than 1 0.162 0.150 0.155 0.156
1–17 years old 0.037 0.039 0.034 0.042
18–34 years old 0.186 0.180 0.176 0.190
35–64 years old 0.295 0.303 0.291 0.308
65 and above 0.320 0.327 0.345 0.305
Female 0.612 0.599 0.611 0.599
White 0.634 0.512 0.671 0.468
Black 0.057 0.091 0.057 0.093
Hispanic 0.224 0.325 0.209 0.346

No. hospitals 11 56 6 10
Fr(Uninsured): hospital 0.050 0.070 0.043 0.077
Public 0.197 0.181 0.167 0.210
Not-for-profit 0.645 0.511 0.639 0.512
For-profit 0.158 0.307 0.194 0.278
Urban 0.761 0.873 0.827 0.811
Total discharges 10118 11150 10466 10845
AMI discharges 171 165 178 158

OBS 1285 1400 1338 1347

Notes: The sample is split into two using the median market uninsurance rate in each
year. Columns 1–2 are based on the county market measure while columns 3–4 use
the 10/20 mile market uninsurance. Each cell represents the mean of the variable
in that sample. AMI mortality and characteristics of insured AMI patients are
weighted by insured AMI discharges, characteristics of overall patients are weighted
by total discharges and hospital characteristics are unweighted.
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Table 2.6: Changes in Uninsurance in Hospitals and Health Care Markets:
1999–2006

Hospital County 5 10 15 10/20 15/25
miles miles miles miles miles

(1) (2) (3) (4) (5) (6) (7)

Sample Hospitals

∆Pred 1.301∗∗∗ 0.922∗∗∗ 1.088∗∗∗ 1.143∗∗∗ 1.161∗∗∗ 1.141∗∗∗ 1.157∗∗∗

Uninsured (0.060) (0.008) (0.031) (0.032) (0.025) (0.032) (0.024)
[24.79] [88.55] [8.121] [19.968] [41.829] [19.846] [41.032]

∆PredFr 1.591∗∗∗ 1.048∗∗∗ 1.291∗∗∗ 1.311∗∗∗ 1.316∗∗∗ 1.310∗∗∗ 1.324∗∗∗

Uninsured (0.066) (0.020) (0.044) (0.034) (0.025) (0.033) (0.024)
[78.94] [5.95] [43.87] [85.08] [161.60] [86.90] [178.91]

OBS 327 327 327 327 327 327 327

All Hospitals

∆Pred 1.300∗∗∗ 0.923∗∗∗ 1.072∗∗∗ 1.137∗∗∗ 1.149∗∗∗ 1.133∗∗∗ 1.146∗∗∗

Uninsured (0.056) (0.008) (0.030) (0.029) (0.023) (0.028) (0.022)
[28.26] [99.33] [5.83] [22.92] [43.69] [22.28] [43.01]

∆PredFr 1.415∗∗∗ 1.042∗∗∗ 1.253∗∗∗ 1.261∗∗∗ 1.265∗∗∗ 1.265∗∗∗ 1.278∗∗∗

Uninsured (0.072) (0.018) (0.045) (0.039) (0.034) (0.037) (0.033)
[33.38] [5.67] [31.45] [45.75] [59.48] [50.96] [71.47]

OBS 384 384 384 384 384 384 384
Notes: The first panel includes the 327 of 352 hospitals in the analysis sample that provided
care to insured AMI patients in both 1999 and 2006. The second panel includes all general
acute care hospitals operating from 1999 through 2006. In all specifications the outcome
variable represents the actual change between 1999 and 2006 and the predicted change
in the outcome during the same period is used to explain the actual change. F–statistics
from a Wald test that the estimated coefficient is equal to 1 is provided in brackets.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 2.7: Changes in Predicted Uninsurance by Quality of Care: 1999–2006
All Low Quality Mid Quality Top Quality
(1) (2) (3) (4)

∆PredUninsured (county) −1331.51 −2052.38 −967.85 −723.33
(3216.06) (3432.83) (2962.53) (2974.13)

[22332.14] [28837.00] [17781.98] [17842.44]

∆PredUninsured (5 miles) −97.40 −132.74 −125.63 −31.35
(715.84) (689.16) (825.64) (655.09)

[2103.74] [2301.37] [2171.99] [1804.82]

∆PredUninsured (10 miles) −174.97 −262.47 −179.34 −62.96
(1065.51) (1117.68) (1001.43) (1047.23)
[4851.03] [6078.98] [3728.44] [4210.99]

∆PredUninsured (15 miles) −380.09 −563.17 −309.10 −208.81
(1561.77) (1634.51) (1480.59) (1521.18)
[8648.85] [10853.21] [7260.42] [7006.55]

∆PredUninsured (10/20 miles) −188.07 −274.14 −176.34 −90.51
(1085.77) (1133.26) (1003.14) (1089.24)
[4948.21] [6162.91] [3743.54] [4389.19]

∆PredUninsured (15/25 miles) −382.83 −569.94 −304.12 −212.64
(1581.88) (1655.26) (1483.32) (1553.39)
[8786.86] [11004.43] [7281.13] [7220.51]

∆PredFr(Uninsured) (county) −0.003 −0.004 −0.005 −0.002
(0.02) (0.02) (0.02) (0.02)
[0.057] [0.058] [0.057] [0.057]

∆PredFr(Uninsured) (5 miles) −0.004 −0.005 −0.004 −0.003
(0.03) (0.03) (0.02) (0.02)
[0.060] [0.061] [0.064] [0.057]

∆PredFr(Uninsured) (10 miles) −0.004 −0.005 −0.004 −0.002
(0.02) (0.03) (0.02) (0.02)
[0.060] [0.064] [0.057] [0.058]

∆PredFr(Uninsured) (15 miles) −0.004 −0.004 −0.004 −0.002
(0.02) (0.03) (0.02) (0.02)
[0.058] [0.059] [0.057] [0.058]

∆PredFr(Uninsured) (10/20 miles) −0.004 −0.006 −0.004 −0.003
(0.02) (0.03) (0.02) (0.02)
[0.060] [0.064] [0.057] [0.058]

∆PredFr(Uninsured) (15/25 miles) −0.003 −0.005 −0.004 −0.002
(0.02) (0.03) (0.02) (0.02)
[0.058] [0.059] [0.057] [0.058]

OBS 327 134 85 108

Notes: Each row in the first panel presents the mean and standard deviation of the change in the predicted number

of patients in the market. The mean number of uninsured patients in each market in 1999 is provided in brackets.

The second panel provides the same statistics for the change in the fraction of uninsured patients. Columns provide

descriptive statistics separately by quality of care provided in the hospital. High quality hospitals are those located

in the bottom tercile of the insured AMI mortality distribution in 1999, while low uninsurance hospitals are those

in the top tercile.
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Table 2.10: Changes in Hospitals’ Insured and Insured AMI Admissions:
1999–2006

Sample Hospitals All Hospitals

∆Insured ∆AMI insured ∆Insured ∆AMI insured
(1) (2) (3) (4)

∆Predicted 0.894∗∗∗ 1.054∗∗∗ 0.913∗∗∗ 1.038∗∗∗

(0.107) (0.108) (0.097) (0.096)

OBS 327 327 384 384
p-value (coef=1) 0.321 0.617 0.370 0.695
F-stat (coef=1) 0.987 0.251 0.806 0.154

Notes: The first two specifications include the 327 of 352 hospitals in the analysis sample
that provided care to insured AMI patients in both 1999 and 2006. The last two specifi-
cations include all general acute care hospitals operating from 1999 through 2006. In all
specifications the outcome variable represents the actual change between 1999 and 2006
and the predicted change in the outcome during the same period is used to explain the
actual change. The bottom panel includes the p–values and F–statistics from a Wald test
that the estimated coefficient is equal to 1.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 2.14: Selection on Observed and Unobserved Variables
Estimated Bias Coefficient of UNINS Bias Factor

(1) (2) (3)

OLS Model

Hospital 0.332 0.035 0.107
County 0.188 0.046 0.244
5 miles 0.171 0.009 0.052
10 miles 0.122 0.017 0.14
15 miles 0.087 0.021 0.243
10/20 miles 0.096 0.012 0.129
15/25 miles 0.091 0.027 0.296

FE Model

Hospital -0.156 0.061 -0.389
County 0.053 0.042 0.782
5 miles -0.124 0.047 -0.377
10 miles -0.096 0.063 -0.654
15 miles 0.107 0.054 0.507
10/20 miles -0.097 0.068 -0.696
15/25 miles 0.107 0.06 0.563

Notes: The results are based on the framework developed by Altonji et al. (2005) model.
The first panel conducts the analysis within the simple OLS framework, while the second
panel is based on the FE models. Each row represents a separate market definition. For
description of the columns see section 2.4.2.
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Table 2.16: Heterogeneous Effects of Uninsurance by Hospital Ownership and
Location

Ownership Location

All Public Not for For Urban Rural
Profit Profit

(1) (2) (3) (4) (5) (6)

UNINS 0.061∗∗ 0.183∗∗∗ 0.028 0.138∗∗∗ 0.067∗∗ −0.110
(hospital) (0.026) (0.048) (0.025) (0.042) (0.026) (0.163)

[0.060] [0.104] [0.047] [0.057] [0.060] [0.062]

UNINS 0.042 0.206 0.021 0.020 0.049 0.186
(county) (0.045) (0.233) (0.034) (0.207) (0.053) (0.198)

[0.058] [0.061] [0.056] [0.059] [0.058] [0.057]

UNINS 0.047∗ 0.155∗∗ 0.046∗ 0.025 0.054∗ −0.085
(5 miles) (0.027) (0.066) (0.025) (0.082) (0.027) (0.200)

[0.059] [0.089] [0.051] [0.057] [0.059] [0.061]

UNINS 0.063∗∗ 0.149∗∗ 0.064∗∗∗ −0.015 0.072∗∗ −0.068
(10 miles) (0v.025) (0.064) (0.023) (0.100) (0.026) (0.196)

[0.061] [0.071] [0.055] [0.062] [0.060] [0.061]

UNINS 0.054∗∗ 0.185∗∗ 0.055∗∗ −0.045 0.063∗∗ −0.060
(15 miles) (0.026) (0.071) (0.023) (0.112) (0.028) (0.150)

[0.059] [0.063] [0.058] [0.058] [0.058] [0.061]

UNINS 0.068∗∗∗ 0.164∗∗ 0.068∗∗∗ −0.011 0.277
(10/20 miles) (0.025) (0.069) (0.024) (0.104) (0.187)

[0.060] [0.071] [0.056] [0.060] [0.060]

UNINS 0.060∗∗ 0.212∗∗ 0.060∗∗ −0.044 0.118
(15/25 miles) (0.026) (0.086) (0.023) (0.112) (0.233)

[0.059] [0.063] [0.057] [0.058] [0.060]

AMI mortality 0.082 0.091 0.079 0.090 0.082 0.079

OBS 2685 507 1545 633 2200 485
Notes: Each row presents the effects of uninsurance on the in-hospital mortality rate of insured
AMI patients using a different market definition. Column 1 provides estimates for the full sample.
Columns 2–4 show the effects separately by hospital ownership whereas columns 5–6 show them by
location. Each regression includes demographic and clinical characteristics of insured heart attack
patients in the hospital, demographic and clinical characteristics of all the patients in the hospital,
basic hospital demographics, year and hospital fixed effects. Robust standard errors clustered at
the county level are shown in parenthesis below coefficients. Means of uninsurance rates by type
of health care provider and market are shown in brackets below coefficient estimates. Regressions
are weighted by the number of insured AMI discharges at the hospital.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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Chapter 3

Uninsurance and the Provision of Care to Heart Attack Patients: A

Preliminary Analysis

3.1 Introduction

In this chapter, I examine the impact of the uninsurance rate in the health

care market of a hospital on its provision of care to heart attack patients using

data from California hospitals for the period 1999–2006. I focus on heart attack

treatment primarily because this analysis may inform us about some of the plausi-

ble mechanisms leading to the results obtained in the previous chapter. That said,

examining the impact of the uninsured on treatment patterns would be interesting

even in the absence of effects on health outcomes because changes in treatments are

likely to affect health care expenditures and overall economic well-being. Heart at-

tack treatment constitutes an ideal case study because most treatment changes take

place at the hospital level and focusing on an almost universally insured population

ensures that these treatment changes capture spillover effects. The relatively higher

reimbursement rates associated with this condition may also give hospitals added

incentives to change its treatment in an effort to recover their losses from the unin-

sured. Finally, since heart attack treatment is expensive,1 the welfare implications

1The average annual per patient cost of hospital care during the year following a heart attack
was over $14,000 in 1994 and this cost has been increasing at an annual rate of 4 percent in real
terms (Cutler, 1998).
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of these spillovers may be substantial.

In the empirical analysis, I first document the financial burden of uninsured

patients on hospitals as described by the uncompensated care costs. I then turn to

how uninsurance may affect a range of outcome variables pertaining to heart attack

care. My baseline empirical specification is a long difference model that relates the

change in the fraction of uninsured patients in a hospital’s health care market to

changes in the outcome variable, controlling for observable characteristics of insured

heart attack patients, all patients and hospitals. The outcome variables can be

broadly classified into two categories: use of intensive surgeries and cardiac staff.

Similar to the previous chapter, uninsurance is calculated at the health care market

level using both a geopolitical boundaries approach and a distance based approach.

My analysis indicates that the defaulted payments by uninsured patients im-

pose a large fiscal burden on hospitals. I find that a one percentage point increase in

market uninsurance rate increases the bad debt in the hospital by $10.2–32.4 million

(in 1999), depending on the health care market definition. I also find that hospitals

make changes to their provision of care to heart attack patients when faced with

higher uninsurance rates. In particular, my results suggest that hospitals are more

likely to use intensive procedures and less likely to conduct these procedures in an

inpatient setting when market uninsurance rates increase.

The remainder of the chapter is organized as follows. Section 3.2 presents a

background on the provision of care to heart attack patients. Section 3.3 outlines

the empirical framework, while section 3.4 introduces the data and provides descrip-

tive statistics. The results are presented in section 3.5. Section 3.6 concludes the
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chapter.

3.2 Treatment of Heart Attack Patients

Treatment options for heart attack patients can be broadly classified into two

categories.2 Medical management relies on drug therapies and nonsurgical inter-

ventions. Commonly employed medical management methods include the use of

thrombolytic drugs to dissolve the clot that caused the heart attack and the admin-

istration of aspirin to prevent further clotting.

Invasive treatments include catheterization and revascularization procedures.

Catheterization is an intensive diagnostic procedure that checks the blood flow to

the heart. A catheter is inserted and guided through the large arteries of the body

and an X-ray dye is injected through the catheter making the blood flow visible. If

significant blockage is detected, the patient may receive a revascularization proce-

dure. The most common revascularization procedures are bypass surgery (coronary

artery bypass graft, CABG) and angioplasty (percutaneous transluminal coronary

angioplasty, PTCA). Bypass is a major open heart surgery that involves using a

segment of a healthy blood vessel from another part of the body to reroute blood

flow around the blocked part of the coronary artery. Angioplasty is a less invasive

procedure where blood flow is restored by inflating a catheter balloon in and around

the blockage. This procedure has become increasingly popular with the introduction

2For more detail on heart attack treatment options, see Cutler et al. (1998, 2000). For a
description of changes in heart attack treatment during the last century, see McClellan and Kessler
(1999); Heidenreich and McClellan (2001); Technological Change in Health Care (TECH) Research
Network (2001).
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of coronary stents, small wire tubes that keep the arteries open, in the mid-1990s.

Although the treatment options described above provide the main skeleton of

heart attack care, the full course of treatment includes many other components: the

quality of floor-to-door care, the duration to vital treatments, the quality of cardiac

care equipments, the availability of monitoring technologies, the expertise and the

skill of the physicians caring for the patients, the degree of specialization of cardiac

nurses etc. It is the combination of all these factors that produce the health outcome

of the heart attack patient.

Uninsurance could influence the provision of both intensive and non-intensive

heart attack care. Intensive treatment options have high fixed costs for adoption and

high variable costs per use. Hospitals that bear high uncompensated care costs due

to the uninsured may find it difficult to adopt these high-tech services or they may

have to provide lower quality intensive care treatment to reduce their costs. Simi-

larly, hospitals could reduce the amount of care provided by specialized personnel

since skilled workers have higher labor costs. Such a strategy could lead to delays

in the provision of crucial procedures or detections of complications. Uninsurance

could also affect the provision of medical management. For example, hospitals may

hire lower quality physicians or reduce their overall staff to reduce their costs which

may lead to delays in the administration of drug therapies. In this chapter, I focus

on a large set of variables that captures various aspects of AMI care. I turn to their

description in section 3.4.
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3.3 Empirical Strategy

I am interested in estimating the impact of uninsurance on uncompensated care

costs and provision of care to (insured) heart attack patients. The key estimating

equation can be written as:

∆Yj = β∆UNINSj + γ∆Xj + ∆εj (3.1)

where ∆ denotes changes in value between 1999–2006, Y the outcome of interest,

UNINS the measure of uninsurance, and X the observable characteristics of pa-

tients and hospitals. The outcome variables examined in the chapter can be broadly

classified into three categories: hospital uncompensated care, use of intensive surg-

eries and cardiac staff. Measures of uninsurance are defined using geopolitical and

distance based health care market definitions. The construction of all the variables

is described in detail in section 3.4.

The choice of a long-difference specification has two motivations. First, small

adjustments to most outcome variables employed in this chapter are either infeasible

or undesirable. For example, as described in section 3.2, intensive treatment options

have high fixed and variable costs. For that reason, adjustments to their use are

likely to be made over longer periods of time. Similarly, cardiac staff includes high

skilled workers and thus may be less sensitive to changes in hospitals’ financial

health in the short-run.3 Second, like fixed effects, long difference models difference

3One might argue that hospital uncompensated care is more sensitive to yearly fluctuations in
uninsurance than the rest of the outcome variables. For that reason, I estimate both fixed effects
and long difference models for this set of outcomes.
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out factors that are time invariant or that change slowly over time. However, this

model has the advantage of producing more precise estimates as it relies on variation

between two farther periods rather than year-to-year variation.

In order to reduce potential measurement errors in the outcome variable and

measures of uninsurance, equation (3.1) is estimated using differences between vari-

ables averaged over two years. In particular, I average observations from 1999–2000

and 2005–2006 and then take the difference between the two. The regressions are

weighted by the average number of insured heart attack patients during these four

years to account for heterogeneity based on sample size and to mitigate the effect

of small numbers of observations. The standard errors are clustered at the county

level.

3.4 Data

In order to assess the effects of uninsurance on the provision of care to heart

attack patients, I use data from California for the period 1999–2006. In this chapter,

in addition to the three datasets described in Chapter 2 (see section 2.3), I use Hos-

pital Financial Disclosure Data. This is a hospital level dataset reported on a fiscal

year basis and includes detailed balance sheet information as well as information on

hospital services and staff. In some cases, disaggregate data by type of daily hospital

services is available. The richness of the data allows me to examine the effects of

uninsurance on a wide range of variables while the disaggregated information makes

it possible to examine the impacts specific to cardiac patients rather than the overall
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patient population.

The analysis sample in this chapter differs from the sample in Chapter 2 be-

cause some hospitals do not disclose financial information. The sample in the current

analysis is constructed as follows. First, I focus on general acute care hospitals that

were in operation from 1999 through 2006: 384 hospitals producing an initial sam-

ple of 3,072 hospital-year observations. Second, I restrict the sample to hospitals

that provided financial data. Of the initial 384 hospitals 6 never reported financial

data and 24 did not report financial data for some years, leaving 378 hospitals and

2,984 hospital-years in the data. Third, I drop hospital-year observations where no

heart attack care was provided. This produces an unbalanced panel on 349 hospitals

corresponding to 2,631 hospital-year observations. Finally, as explained in section

3.3, I focus on the balanced panel of 303 hospitals that submitted financial data and

provided AMI care during 1999–2000 and 2005–2006.

3.4.1 Variables

In the empirical analysis, I focus on a wide range of outcome variables that

capture the effects of the uninsured on hospital finances and various aspects of AMI

care. An ideal measure of the financial burden of uninsured patients on hospitals

would be given by the uncompensated part of their hospital charges. In the ab-

sence of this information, I assess the effects of uninsurance on hospital finances by

examining its relationship with the total amount of uncompensated care provided

by the hospital. I also examine the impact of uninsurance on each component of
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uncompensated care: bad debt and charity care. Bad debt represents the portion of

hospital charges that can no longer be collected, while charity care is the amount of

free care provided to indigent patients. All of these financial variables are converted

to 1999$ using the Consumer Price Index for the West.

Next, I analyze the effects of uninsurance on the use of high-tech AMI care

services. In particular, I examine the effects on the fraction of insured heart attack

patients who receive PTCA or CABG. This variable constitutes a natural starting

point when studying the effects of uninsurance on the provision of AMI care for

several reasons. First, as described in section 3.2, PTCA and CABG are high cost

treatment options. For that reason their availability might be more sensitive to the

financial health of the hospital than cheaper treatment options. Second, previous

studies have shown that there is significant cross-sectional and time-series variation

in the use of these procedures (Skinner et al., 2006), implying that their availability

may be an indicator of the effects of uninsurance on hospital finances. Finally, these

procedures are among the most reliably reported treatment options.

Next, I analyze whether hospitals are more likely to shift care to outpatient

settings when faced with increased uninsurance rates. Intensive procedures are often

performed on an outpatient basis for less severe and uncomplicated cases (Cutler

et al., 2000). If, conditional on disease severity, hospitals facing higher uninsurance

rates shift AMI procedures to outpatient settings, this may have negative conse-

quences on the outcomes of heart attack patients.

Finally, I study the effects of uninsurance on cardiologists. I focus on this

group of workers because the care provided by these individuals has a significant
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direct impact on heart attack patient outcomes. In addition, these workers generate

high labor costs so hospitals may change their number or composition to reduce

their expenses. The two outcomes I examine include: the fraction of board-certified

cardiologists and the number of cardiologists per insured AMI discharges. To the

extent that board certification can be used as a proxy for quality, the first variable

captures the changes in the skill composition of the cardiologists. The second vari-

able is proxy for the quality of care provided to patients as the number of partients

per cardiologist goes up, the amount of time dedicated to each patient goes down.

The measures of uninsurance and control variables are constructed in the same

way as in Chapter 2 and their descriptions are detailed in sections 2.3.2 and 2.3.3.

3.4.2 Descriptive Statistics

Table 3.1 provides descriptive statistics for the main variables separately for

1999–2000 and 2005–2006. Panel A provides summary statistics for the outcome

variables. Columns 2 and 4 present unweighted means except for Fr(PTCA or

CABG), the fraction of insured heart attack patients who received angioplasty or

bypass, which is weighted by the number of insured AMI discharges at the hospital to

reflect population means. The substantial standard deviation seen in Columns 3 and

5 indicates significant variation among hospitals in the provision of uncompensated

care and AMI treatments. The first row shows that the real value of uncompensated

care more than doubled, on average, between 1999–2006. During this period, the

share of charity care in overall uncompensated care grew from 38% to 45%. The
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fraction of insured AMI patients who received intensive surgeries also grew during

this period by almost 10 percentage points, a 30% increase from its baseline value in

1999. However, the fraction of intensive procedures (catheterizations and cardiac)

that were conducted in an inpatient setting declined, on average, by roughly 2%.

The last three rows of the panel describe changes in cardiologists. While the fraction

of board certified cardiologists increased on average by a modest 4%, the number

of cardiologists per insured heart attack discharge grew by almost 71%. Panel B

provides information on measures of uninsurance. These statistics are unweighted.

While the average market uninsurance rate is similar across market definitions, there

is much more variation under the distance-based measures than the county measure.

Over the sample period, there is a slight decline in uninsurance rates.

Table 3.2 and Figures 3.1 and 3.2 provide summary statistics for observable

characteristics of insured AMI patients, all patients and hospitals separately for

1999–2000 and 2005–2006. Panel A of Table 3.2 describes the demographic charac-

teristics of insured AMI patients. All values are weighted by the number of insured

AMI discharges at the hospital. A comparison of Columns 2 and 4 suggests that

the age and gender distribution of these patients have been fairly stable during the

analysis period. There are significant differences in the ethnicity/race distribution

but part of this discrepancy may be due to changes in the fraction of masked ob-

servations.4 Figure 3.1 compares the prevalence of comorbidities among insured

AMI patients. The values correspond the sample means weighted by insured AMI

4In 1999, close to 13% of the ethnicity/race information among insured heart attack patients
was masked. This figure increased to 28% by 2006.
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discharges. The solid line represents 2005–2006 while the dashed line represents

1999–2000. Although the general patterns of the fraction of patients with comor-

bidities are similar across time, the solid line generally lies above the dashed one

indicating an increase in disease severity during 1999–2006.

Panel B of Table 3.2 provides descriptive statistics for all patients at the hos-

pital. Values are weighted by total hospital discharges. These figures suggest that

the observable demographic characteristics of the overall patient population stayed

roughly the same during 1999–2006. Figures 3.2(a) and 3.2(b) show, for each year,

the fraction of patients in a given diagnostic category or comorbidity, respectively.

The patterns in Figure 3.2(a) indicate that there were no major changes in the dis-

tribution of the general diagnostic categories. However, there is again evidence of

an increase in disease severity in the overall population (see Figure 3.2(b)).

Finally, Panel C of Table 3.2 presents hospital characteristics. Not-for-profit

and for-profit hospitals account for 59% and 23%, respectively, of all hospitals in

the sample. The majority of hospitals are located in urban areas. While there is a

slight decline in average AMI discharges (from 183 to 162), there is an increase in

average hospital size as described by total discharges. Hospitals face a fair amount of

competition: the average number of competitors range from 4 hospitals in a 5-mile

radius to 35 hospitals in a county.
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3.5 Econometric Results

Hospital Uncompensated Care

Table 3.3 provides the estimated effects of uninsurance on hospital uncom-

pensated care and its components (bad debt and charity care). Each cell reports

the long difference estimates of the coefficient of ∆UNINS from equation (3.1), so

a total of 18 regressions are summarized in this table. Each specification includes

controls for changes in observable characteristics of insured heart attack patients,

all patients and hospitals as described in section 2.3.3. The rows correspond to

different health care market definitions described in section 2.3.2.

Column 1 provides the results for hospital uncompensated care. The coef-

ficient estimate in column 1 row 5 (21.219) implies that a one percentage point

increase in uninsurance around the 10/20 mile radius of a hospital increases the

hospital uncompensated care by $21.2 million, or more than 300 percent from its

baseline average. The estimated effects are consistently large across market defini-

tions, ranging from a low of $6.8 millions for the 5 mile market definition to a high

of $62.8 millions for the geopolitical market definition. However, they are impre-

cisely estimated. One might argue that a fixed effects specification that relies on

year-to-year variations may be more appropriate when establishing the impact of

the uninsured on hospital uncompensated care. The fixed-effects estimates of the

coefficient of market uninsurance are generally reasonably close to long difference

estimates and they are statistically significant for all market definitions.5

5The estimates are as follows (N=2631): county=36.323 (SE=18.688); 5-miles=15.863
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The remaining columns of the table report estimates for the two components

of uncompensated care. Column 2 provides results for bad debt, while column 3

provides results for charity care. The coefficient estimates in column 2 point to

a large and generally statistically significant effect of uninsurance on bad debt,

where a one percentage point increase in market uninsurance leads to a $10.2–32.4

millions (243–772%) increase in the outcome variable. The results on charity care,

on the other hand, generally indicate that a rise in uninsurance results in reduced

provision of charity care. While the estimated effects are large (292–396%), they

are imprecisely estimated.

Overall, the results in this section provide evidence on the financial burden

of uninsured patients. My analysis also suggests that the primary channel through

which the uninsured affect hospital finances is changes in bad debt.

Intensive Treatment Options

Table 3.4 provides the estimated effects of uninsurance on the provision of

intensive treatment options. The table construction is similar to Table 3.3. The first

column reports the effects of uninsurance on the fraction of insured AMI patients

who receive angioplasty or bypass surgery. The remaining columns provide results on

the fraction of intensive procedures (catheterization or cardiac) that are conducted

in an inpatient setting.

The coefficient estimates reported in column 1 indicate that an increase in

(SE=7.731); 10-miles=23.395 (SE=10.524); 15-miles=24.330 (SE=10.958); 10/20-miles=23.226
(SE=10.445); 15/25-miles=23.787 (SE=11.076).
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market uninsurance results in a small but statistically significant increase in the use

intensive surgeries when treating insured AMI patients. For example, the coefficient

estimate reported in column 1 row 4 (0.295) suggests that a one percentage point

increase in uninsurance around the 15 mile radius of a hospital increases the frac-

tion of insured AMI patients who receive angioplasty or bypass surgery by 0.295

percentage points, or just under 1 percent from the baseline average.

The results in the remaining columns indicate that hospitals are also more

likely to conduct intensive procedures in an outpatient setting when they are faced

with increased uninsurance rates. The estimates provided in column 2 show that

when market uninsurance goes up the fraction of catheterization procedures that

are conducted in an inpatient setting declines for all market definitions except the

county one. However, these results are small implying reductions of less than 1% and

in general statistically insignificant. The impact of uninsurance on the fraction of

inpatient cardiac procedures, on the other hand, are larger and always statistically

significant. The estimated effects imply that a one percentage point increase in

uninsurance reduces the fraction of cardiac procedures that are conducted in an

inpatient setting by roughly 2 percentage points, or 3.4%.

To sum up, this analysis suggests that, conditional on the prevalence of disease

severity at a hospital, an increase in market uninsurance leads to an expansion in

intensive treatment procedures and a reduction in the share of these procedures that

are conducted in an inpatient setting. Given the relatively higher reimbursement

rates associated with intensive surgeries and the relatively lower costs of conducting a

procedure in an outpatient setting, both of these results are consistent with strategic
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hospital behavior aimed at dissipating the negative financial effects of uninsurance

through changes in treatment.

Cardiac Staff

The results describing the impact of uninsurance on cardiac staff are provided

in Table 3.5. Similar to the previous tables, rows provide estimates for separate

market definitions and columns correspond to different outcome variables. In this

section, I examine effects on the number and composition of cardiologists.

Column 1 estimates the impact of uninsurance on the fraction of cardiolo-

gists who are board certified. The point estimates indicate a small increase in the

fraction of board certified cardiologists resulting from an increase in market unin-

surance. However, the results are statistically insignificant for all distance based

market definitions and they are very small in magnitude: in almost all specifica-

tions, a one percentage point in uninsurance is found to lead to an increase in the

outcome variable by 0.3 percentage points, or less than 0.5%.

The last column of the table analyzes whether higher uninsurance rates induce

hospitals to change their number of cardiologists. The largest estimate in row 3

(0.178) indicates that a one percentage point increase around the 5 mile radius of a

hospital leads to a less than 1.5% increase in the number of cardiologists per insured

AMI patient, a statistically insignificant effect. This finding is also observed across

all market definitions: the estimates are generally positive, very small in magnitude

and always statistically insignificant.
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The evidence provided in Table 3.5 suggests that market uninsurance rates do

not seem to affect the composition or number of cardiologists.

3.6 Conclusion

In this chapter, I examine the impact of the uninsurance rate in the health

care market of a hospital on its uncompensated care burden and provision of care to

(insured) heart attack patients. My analysis suggests that the defaulted payments

by uninsured patients impose a large fiscal burden on hospitals. I find that a one

percentage point increase in market uninsurance rate increases the bad debt in

the hospital by $10.2–32.4 million (in 1999), depending on the market definition.

Although I do not find effects on the skill composition of the cardiologists or their

number per insured AMI patient, my results suggest that hospitals are more likely to

use intensive procedures and less likely to conduct these procedures in an inpatient

setting when market uninsurance rates are higher. The analysis conducted in this

chapter is preliminary in that heart attack care has many dimensions and involves

inputs from a variety of sources but data on many of these variables are not available.

Future research examining other plausible channels and better data are needed to

fully understand the mechanisms leading to the negative impacts of the uninsured

on insured AMI health outcomes.
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Figure 3.1: Distribution of Comorbidities Among Insured AMI Patients
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Figure 3.2: Distribution of Clinical Variables Among All Patients
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Table 3.1: Descriptive Statistics for Main Variables

1999–2000 2005–2006

OBS Mean Sd Mean Sd

PANEL A
Uncompensated care (millions 1999$) 303 6.845 8.674 14.205 16.691
Bad debt (millions 1999$) 303 4.214 5.369 7.838 8.663
Charity care (millions 1999$) 303 2.631 5.513 6.367 11.160
Fr(PTCA or CABG) 303 0.320 0.268 0.414 0.297
Fr(Inpatient cath procedures) 139 0.687 0.136 0.675 0.144
Fr(Inpatient cardiac procedures) 240 0.595 0.175 0.582 0.183
Fr(Board certified cardiologists) 242 0.876 0.178 0.912 0.136
Cardiologists/insured AMI 242 0.131 0.213 0.224 0.639

PANEL B
UNINS (county) 303 0.059 0.018 0.057 0.013
UNINS (5 miles) 303 0.060 0.058 0.057 0.042
UNINS (10 miles) 303 0.062 0.048 0.059 0.032
UNINS (15 miles) 303 0.060 0.037 0.058 0.020
UNINS (10/20 miles) 303 0.061 0.045 0.059 0.028
UNINS (15/25 miles) 303 0.060 0.037 0.058 0.020

Notes: Values represent unweighted means except for Fr(PTCA or CABG), which is
weighted by the number of insured AMI discharges at the hospital.
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Table 3.2: Descriptive Statistics for Control Variables

1999–2000 2005–2006

OBS Mean Sd Mean Sd

PANEL A
18–34 years old 303 0.005 0.005 0.005 0.005
35–64 years old 303 0.333 0.083 0.356 0.089
65 and above 303 0.663 0.085 0.639 0.090
Non-Hispanic white 303 0.649 0.195 0.529 0.216
Non-Hispanic black 303 0.048 0.083 0.040 0.069
Hispanic 303 0.097 0.102 0.088 0.106
Female 303 0.376 0.058 0.352 0.080

PANEL B
Less than 1 year old 303 0.158 0.067 0.157 0.074
1–17 years old 303 0.048 0.033 0.032 0.030
18–34 years old 303 0.179 0.052 0.184 0.063
35–64 years old 303 0.285 0.076 0.308 0.079
65 and above 303 0.330 0.123 0.319 0.126
Non-Hispanic white 303 0.577 0.245 0.547 0.262
Non-Hispanic black 303 0.081 0.108 0.074 0.108
Hispanic 303 0.263 0.204 0.295 0.233
Female 303 0.603 0.049 0.605 0.050

PANEL C
For-profit 303 0.231 0.422 0.231 0.422
Not-for-profit 303 0.591 0.493 0.591 0.493
Public 303 0.178 0.383 0.178 0.383
Rural 303 0.172 0.378 0.172 0.378
Urban 303 0.828 0.378 0.828 0.378
AMI discharges 303 183 153 162 164
Total discharges 303 10724 8035 11632 8415
No. hospitals: county 303 35.347 39.309 35.347 39.309
No. hospitals: 5 miles 303 3.531 3.281 3.281 3.067
No. hospitals: 10 miles 303 8.261 8.082 7.629 7.565
No. hospitals: 15 miles 303 14.924 15.288 13.716 14.170
No. hospitals: 10/20 miles 303 8.541 7.964 7.863 7.459
No. hospitals: 15/25 miles 303 15.401 15.050 14.153 13.947

Notes: Values in Panel A are weighted by the number of insured AMI discharges at the
hospital. Values in Panel B are weighted by total discharges at the hospital. Values in
Panel C are unweighted.
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Table 3.3: The Effects of Uninsurance on Hospital Uncompensated Care

Uncompensated Care Bad Debt Charity Care
(1) (2) (3)

County 62.765 10.235 52.530
(46.866) (24.645) (48.312)

5 miles 6.799 14.695 −7.895
(13.090) (16.315) (11.624)

10 miles 22.363 32.441∗∗ −10.078
(15.371) (12.747) (15.033)

15 miles 19.179 26.839∗∗ −7.660
(16.565) (10.984) (16.864)

10/20 miles 21.219 31.629∗∗ −10.411
(15.033) (12.584) (15.354)

15/25 miles 15.954 26.112∗∗ −10.157
(16.072) (11.312) (16.454)

OBS 303 303 303

Notes: Each column represents a different outcome variable. Each row represents
the effects of uninsurance on the outcome variable using a different market definition.
Each regression controls for changes in the demographic and clinical characteristics
of insured heart attack patients in the hospital, demographic and clinical character-
istics of all the patients in the hospital, and basic hospital demographics (see section
2.3.3). Robust standard errors clustered at the county level are shown in parenthesis
below coefficients. Regressions are weighted by the average number of insured AMI
discharges at the hospital during 1999–2000 and 2005–2006.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 3.4: The Effects of Uninsurance on Intensive Treatment Options

Fr(PTCA or CABG) Fr(Inpatient Fr(Inpatient
cath procedures) cardiac procedures)

(1) (2) (3)

County 1.333∗∗∗ 1.110∗ −1.483∗∗

(0.350) (0.549) (0.568)

5 miles 0.097 −0.361 0.101
(0.124) (0.241) (0.327)

10 miles 0.289∗ −0.387 −1.932∗∗∗

(0.159) (0.244) (0.389)

15 miles 0.295∗ −0.359 −1.778∗∗∗

(0.164) (0.232) (0.446)

10/20 miles 0.288∗ −0.402 −2.117∗∗∗

(0.160) (0.250) (0.401)

15/25 miles 0.300∗ −0.359 −1.860∗∗∗

(0.168) (0.234) (0.469)

OBS 303 139 240

Notes: Each column represents a different outcome variable. Each row represents
the effects of uninsurance on the outcome variable using a different market definition.
Each regression controls for changes in the demographic and clinical characteristics
of insured heart attack patients in the hospital, demographic and clinical character-
istics of all the patients in the hospital, and basic hospital demographics (see section
2.3.3). Robust standard errors clustered at the county level are shown in parenthesis
below coefficients. Regressions are weighted by the average number of insured AMI
discharges at the hospital during 1999–2000 and 2005–2006.
* p < 0.10, ** p < 0.05, *** p < 0.01.
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Table 3.5: The Effects of Uninsurance on Cardiac Staff

Fr(Board certified cardiologist) Cardiologists/insured AMI
(1) (2)

County 1.551∗∗∗ −0.586
(0.516) (0.452)

5 miles 0.028 0.157
(0.218) (0.154)

10 miles 0.325 0.178
(0.218) (0.167)

15 miles 0.418 0.102
(0.253) (0.149)

10/20 miles 0.348 0.154
(0.224) (0.172)

15/25 miles 0.364 0.093
(0.246) (0.152)

OBS 242 242

Notes: Each column represents a different outcome variable. Each row represents
the effects of uninsurance on the outcome variable using a different market definition.
Each regression controls for changes in the demographic and clinical characteristics
of insured heart attack patients in the hospital, demographic and clinical character-
istics of all the patients in the hospital, and basic hospital demographics (see section
2.3.3). Robust standard errors clustered at the county level are shown in parenthesis
below coefficients. Regressions are weighted by the average number of insured AMI
discharges at the hospital during 1999–2000 and 2005–2006.
* p < 0.10, ** p < 0.05, *** p < 0.01.

106



Chapter 4

Conclusion

One of the major challenges confronting U.S. policy makers today is the per-

sistently high uninsurance rate. Any attempt to take on the issue of uninsurance

requires a solid understanding of its effects on society. Most research to date has

focused on those without health insurance coverage and examined how lack of in-

surance affects their own health outcomes, health care utilization and economic

well-being. The overall effect of uninsurance, however, also depends on how the

uninsured affect the provision of care to the insured people in their communities.

In this dissertation, I aim to increase our understanding of the community effects of

uninsurance in two important but unexplored areas: patient health outcomes and

hospital treatment patterns.

In the first essay, I focus on the in-hospital mortality rate of insured heart

attack patients and show that uninsured patients have an economically significant

negative effect on the health outcomes of these individuals. In particular, my results

suggest that eliminating uninsurance would reduce the annual number of insured

heart attack deaths by 3-5%. I show that these results are not driven by unobserved

characteristics of insured heart attack patients or hospitals and that they are robust

to a host of specification checks. While this essay provides compelling evidence on

the presence of negative spillovers from the uninsured to insured AMI patient health
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outcomes, it does not examine the mechanisms through which this is happening.

In the second essay, I aim to shed some light on the mechanisms leading to the

observed spillovers on insured patient outcomes. My preliminary analysis suggests

that the primary channel through which the uninsured affect insured AMI health

outcomes is increases in hospital uncompensated care costs. Examining how heart

attack treatment patterns change as a results of this increased financial burden is

more challenging because of data limitations. Heart attack care has many dimen-

sions and involves inputs from many sources. These include the provision of main

treatment options (medical management and invasive procedures) as well as the

quality of the treatment. The latter depends on factors such as duration to vital

treatments, quality of cardiac care equipments, availability of monitoring technolo-

gies, expertise and the skill of the physicians caring for the patients, and degree of

specialization of cardiac nurses. Changes to these factors all constitute plausible

channels through which uninsurance affects insured AMI mortality. Unfortunately

data is not collected on most of these variables.

In the remainder of the second essay, I examine the impact of the uninsured

on a set variables pertaining to the provision of heart attack care for which reliable

information is available. The outcome variables can be classified in two groups: use

of intensive treatment options and cardiac staff. Although I do not find effects on

the skill composition of the cardiologists (as proxied by board certification) or their

number per insured AMI patient, my results suggest that hospitals are more likely

to use intensive procedures and less likely to conduct these procedures in an inpa-

tient setting when market uninsurance rates are higher. These results are consistent
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with strategic hospital behavior aimed at dissipating the negative financial effects

of uninsurance through changes in the provision of care. In addition, the finding

that hospitals, conditional on disease severity, shift cardiac procedures to an out-

patient setting could explain part of the negative association between uninsurance

and insured AMI mortality.

As high managed care penetration rates persist, third party reimbursement

rates decline and hospitals are no longer able to shift the financial costs of the

uninsured to insured patients in the form of increased premiums (Morrisey, 1996),

understanding how hospitals may respond to high uninsurance rates to recover their

losses becomes even more important. This dissertation takes a step forward in our

understanding of the community effects of uninsurance, but there is much more work

to be done to draw a complete picture.
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