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ABSTRACT

The objective of this thesis is to develop alternative forms of Dynamic Stochas-

tic General Equilibrium (DSGE) models for forecasting the South African econ-

omy and, in turn, compare them with the forecasts generated by the Classical

and Bayesian variants of the Vector Autoregression Models (VARs). Such a com-

parative analysis is aimed at developing a small-scale micro-founded framework

that will help in forecasting the key macroeconomic variables of the economy.

The thesis consists of three independent papers. The first paper develops a

small-scale DSGE model based on Hansen’s (1985) indivisible labor Real Business

Cycle (RBC) model. The results suggest that, compared to the VARs and the

Bayesian VARs, the DSGE model produces large out-of-sample forecast errors.

In the basic RBC framework, business cycle fluctuations are purely driven

by real technology shocks. This one-shock assumption makes the RBC models

stochastically singular. In order to overcome the singularity problem in the RBC

model developed in the first paper, the second paper develops a hybrid model

(DSGE-VAR), in which the theoretical model is augmented with unobservable
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errors having a VAR representation. The model is estimated via maximum likeli-

hood technique. The results suggest DSGE-VAR model outperforms the Classical

VAR, but not the Bayesian VARs. However, it does indicate that the forecast

accuracy can be improved alarmingly by using the estimated version of the DSGE

model.

The third paper develops a micro-founded New-Keynesian DSGE (NKDSGE)

model. The model consists of three equations, an expectational IS curve, a

forward-looking version of the Phillips curve, and a Taylor-type monetary policy

rule. The results indicate that, besides the usual usage for policy analysis, a

small-scale NKDSGE model has a future for forecasting. The NKDSGE model

outperforms both the Classical and Bayesian variants of the VARs in forecasting

inflation, but not for output growth and the nominal short-term interest rate.

However, the differences of the forecast errors are minor. The indicated success

of the NKDSGE model for predicting inflation is important, especially in the

context of South Africa — an economy targeting inflation.
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Chapter 1

Introduction

Generally, economy-wide forecasting models, at business cycle frequencies, are

in the form of simultaneous-equations structural models. However, two problems

often encountered with such models are as follows: (i) the correct number of

variables needs to be excluded, for proper identification of individual equations

in the system which are, however, often based on little theoretical justification

(Cooley and LeRoy, 1985); and (ii) given that projected future values are required

for the exogenous variables in the system, structural models are poorly suited to

forecasting.

The Vector Autoregression (VAR) model, though ’atheoretical’ is particularly

useful for forecasting purposes. Moreover, as shown by Zellner (1979) and Zellner

and Palm (1974) any structural linear model can be expressed as a VAR mov-

ing average (VARMA) model, with the coefficients of the VARMA model being

combinations of the structural coefficients. Under certain conditions, a VARMA

1
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model can be expressed as a VAR and a VMA model. Thus, a VAR model can

be visualized as an approximation of the reduced-form simultaneous equation

structural model.

Though, both the large-scale econometric models and the VARs perform rea-

sonably well as long as as there are no structural changes whether in or out of

the sample. Specifically, Lucas (1976) indicates that estimated functional forms

obtained for macroeconomic models in the Keynesian tradition, as well as VARs,

are not “deep” because these models do not correctly account for the depen-

dence of private agents’ behavior on anticipated government policy rules, used

for generating current and future values for government policy variables. Under

such circumstances, while such models may be useful for forecasting future states

of the economy conditional on a given government policy rule, they are fatally

flawed when there are changes to government policy rules. Econometrically, this

means that in a later time period, T + t, this problem would show up as an oc-

currence of a “structural break” in the estimate for the parameters of the model

at T. In other words, if the sampling period were broken up into two subsamples,

one spanning periods prior to T, and one spanning periods after T, it would be

seen that the “best-fit” estimates for the parameters of the model, over these two

subsamples,are statistically different from each other.

Furthermore, the standard econometric models, as well as the VARs, are

linear and hence fail to take account of the nonlinearities in the economy. One

and perhaps the best response to these objections has been the development of

2
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micro-founded DSGE models that are capable of handling both the possibilities

of structural changes and the issues of nonlinearities, since DSGE models are

able to identify that the actions of rational agents are not only dependent on

government policy variables, but also on government policy rules.

Since Kydland and Prescott (1982), a vast literature has evolved attempt-

ing to model the business cycle, as an equilibrium outcome of the representative

agents’ response to a productivity shock ( Hansen,1985; Hansen and Sargent,

1988; Christiano and Eichenbaum, 1992; King et al, 1988). Hansen and Prescott

(1993) suggest the 1990-91 recession in the U.S. economy can be explained by a

real business cycle model with technology shocks. However, the weakness of their

analysis, with regard to forecasting, is that it cannot actually forecast the reces-

sion since the measurements of technology shocks are ex post. Ingram and White-

man (1994) show that forecasting with BVAR models, in which priors are gener-

ated by real business cycle models, outperforms the one based on standard VAR

models. Recently, based on the work done by Christiano, et al. (2003), Smets

and Wouters (2003, 2004) develop micro-founded DSGE models with sticky prices

and wages for the European economy. By employing the Baysian techniques, the

authors investigate the relative importance of the various frictions and shocks

in explaining the European business cycle as well as its prediction performance.

They find that the estimated DSGE model is able to outperform the unrestricted

VAR and BVAR models in out-of-sample predictions. This result clearly suggests

3
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that the micro-founded DSGE models can be used as forecasting tools by central

banks.

The objectives of the thesis are twofold, with the primary objective being

to develop alternative DSGE models for forecasting South African economy. It

is worth noting that all the DSGE models used for forecasting discussed above

suggest that productivity shock plays a leading role in all the models. This re-

search starts off with a Real Business Cycle model but extends it to account for

nominal shocks. This is extremely important in the case of the South African

economy, given the structure and policy changes over time. Both calibrated and

estimated versions of Real Business Cycle (RBC) and New Keynesian Macroeco-

nomic (NKM) DSGE models have been employed to forecast the South African

economy.

The second objective is to evaluate the forecasting performances of the alter-

native DSGE models by comparing them with both the Classical and Bayesian

variants of VARs. This comparison study allows us to analyze the forecasting

abilities of alternative models, and in turn help us to select a suitable model for

predicting the economy.

The thesis consists of three independent papers. The first paper develops a

small-scale DSGE model based on Hansen’s (1985) indivisible labor RBC model.

The calibrated model is used to forecast output and its main components, and a

measure of the short-term interest rate (91 days Treasury Bill rate). The results

suggest that, compared to the VARs and the BVARs, the DSGE model produces

4
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large out-of-sample forecast errors. In the basic RBC framework, business cycle

fluctuations are purely driven by real technology shocks (Kydland and Prescott,

1982). This one-shock assumption makes the RBC models stochastically singular.

As indicated by Rotemberg and Woodford (1995), output is unforecastable with

only one state variable.

In order to overcome the singularity problem in the RBC model developed in

the first paper, the second paper develops a hybrid model (DSGE-VAR) model.

In the hybrid model, the theoretical model is augmented with unobservable er-

rors having a VAR representation. This allows one to combine the theoretical

rigor of a micro-founded DSGE model with the flexibility of an atheoretical VAR

model in the hybrid model. The model is estimated via maximum likelihood

technique. The results suggest that the estimated hybrid DSGE (DSGE-VAR)

model outperforms the Classical VAR, but not the Bayesian VARs. However, it

does indicate that the forecast accuracy can be improved alarmingly by using the

estimated version of the DSGE model.

The third paper develops a micro-founded New-Keynesian DSGE (NKDSGE)

model. The model consists of three equations, an expectational IS curve, a

forward-looking version of the Phillips curve, and a Taylor-type monetary policy

rule. Furthermore, the model is characterized by four shocks: a preference shock;

a technology shock; a cost-push shock; and a monetary policy shock. Essentially,

by incorporating four shocks, that generally tends to affect a macroeconomy, the

5
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paper attempts to model the empirical stochastics and dynamics in the data bet-

ter, and hence, improve the predictions. The results indicate that, besides the

usual usage for policy analysis, a small-scale NKDSGE model has a future for

forecasting. The NKDSGE model outperforms both the Classical and Bayesian

variants of the VARs in forecasting inflation, but not for output growth and the

nominal short-term interest rate. However, the differences of the forecasts errors

are minor. The indicated success of the NKDSGE model for predicting inflation

is important, especially in the context of South Africa — an economy targeting

inflation.

The main contribution of the thesis lies in its ability to show that economet-

rically estimated models which have strong theoretical foundations can be used

for forecasting key macroeconomic variables. Moreover, a theoretically sound

framework, well-suited for forecasting, has the simultaneous advantage of being

used for policy analysis at business cycle frequencies. This thesis, using South

Africa as a case study, hence, attempts to bridge the gap between Econometri-

cians and the Business Cycle Theorists. The thesis shows that, when compared

with the atheoretical econometric models, the theoretically well equipped models

have worthwhile future in carrying out economy-wide predictions.

6

 
 
 



Chapter 2

A Small-Scale DSGE Model for Forecasting

the South African Economy

2.1 Introduction

This paper develops a small-scale Real Business Cycle Dynamic Stochastic

General Equilibrium (DSGE) model for the South African economy, and forecasts

real Gross National Product (GNP), consumption, investment, employment, and

a measure of short-term interest rate (91 days Treasury Bill rate), over the pe-

riod of 1970Q1-2000Q4. The out-of-sample forecasts from the DSGE model is

then compared with the forecasts based on an unrestricted Vector Autoregression

(VAR) and Bayesian VAR (BVAR) models for the period 2001Q1-2005Q4.

Generally, economy-wide forecasting models, at business cycle frequencies, are

in the form of simultaneous-equations structural models. However, two problems

often encountered with such models are as follows: (i) the correct number of

7
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variables needs to be excludes, for proper identification of individual equations

in the system which are, however, often based on little theoretical justification

(Cooley and LeRoy, 1985); and (ii) given that projected future values are required

for the exogenous variables in the system, structural models are poorly suited to

forecasting.

The Vector Autoregression (VAR) model, though ’atheoretical’ is particularly

useful for forecasting purposes. Moreover, as shown by Zellner (1979) and Zellner

and Palm (1974) any structural linear model can be expressed as a VAR mov-

ing average (VARMA) model, with the coefficients of the VARMA model being

combinations of the structural coefficients. Under certain conditions, a VARMA

model can be expressed as a VAR and a VMA model. Thus, a VAR model can

be visualized as an approximation of the reduced-form simultaneous equation

structural model.

Though, both the large-scale econometric models and the VARs perform rea-

sonably well as long as as there are no structural changes whether in or out of

the sample. Specifically, Lucas (1976) indicates that estimated functional forms

obtained for macroeconomic models in the Keynesian tradition, as well as VARs,

are not “deep” because these models do not correctly account for the depen-

dence of private agents’ behavior on anticipated government policy rules, used

for generating current and future values for government policy variables. Under

such circumstances, while such models may be useful for forecasting future states

of the economy conditional on a given government policy rule, they are fatally

8
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flawed when there are changes to government policy rules. Econometrically, this

means that in a later time period, T + t, this problem would show up as an oc-

currence of a “structural break” in the estimate for the parameters of the model

at T. In other words, if the sampling period were broken up into two subsamples,

one spanning periods prior to T, and one spanning periods after T, it would be

seen that the “best-fit” estimates for the parameters of the model, over these two

subsamples,are statistically different from each other.1

Furthermore, the standard econometric models, as well as the VARs, are

linear and hence fail to take account of the nonlinearities in the economy. One

and perhaps the best response to these objections has been the development of

micro-founded DSGE models that are capable of handling both the possibilities

of structural changes and the issues of nonlinearities, since DSGE models are

able to identify that the actions of rational agents are not only dependent on

government policy variables, but also on government policy rules.

Since Kydland and Prescott (1982), a vast literature has evolved attempting to

model the business cycle, as an equilibrium outcome of the representative agents’

response to a productivity shock ( Hansen,1985; Hansen and Sargent, 1988; Chris-

tiano and Eichenbaum, 1992; King et al, 1988)2 . Hansen and Prescott (1993)

1Even though we do not explicitly incorporate the role of government policy in the DSGE
model, but given that the model is micro-founded, the set-up would have been immune to the
“Lucas Critique”, if a government policy was in fact present. See section 2 for further details.

2For an exceptional source of research along this line, see Journal of Monetary Economics,
1988, vol. 21 (March/May).

9
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suggest the 1990-91 recession in the U.S. economy can be explained by a real busi-

ness cycle model with technology shocks. However, the weakness of their analysis,

with regard to forecasting, is that it cannot actually forecast the recession since

the measurements of technology shocks are ex post. Ingram and Whiteman (1994)

show that forecasting with BVAR models, in which priors are generated by real

business cycle models, outperforms the one based on standard VAR models. Re-

cently, based on the work done by Christiano, et al. (2003), Smets and Wouters

(2003, 2004) develop micro-founded DSGE models with sticky prices and wages

for the European economy. By employing the Baysian techniques, the authors

investigate the relative importance of the various frictions and shocks in explain-

ing the European business cycle as well as its prediction performance. They find

that the estimated DSGE model is able to outperform the unrestricted VAR and

BVAR models in out-of-sample predictions. This result clearly suggests that the

micro-founded DSGE models can be used as forecasting tools by central banks.

Besides the introduction and conclusion, the paper is organized as follows:

section 2 lays out the theoretical model, while section 3 presents the calibration

of the model economy; section 4 discusses the performance of the DSGE model in

terms of explaining the business cycle properties of South African economy and

evaluating the accuracy of forecasts relative to the VARs.

10
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2.2 The Model Economy

The model economy, here, is based on the benchmark real business cycle

model developed by Hansen (1985). Equilibrium models have been criticized for

depending heavily on individuals’ substitution of leisure and work responding to

the change in interest rate or wage. Hansen (1985) argues that in the real economy

labor is indivisible. Individuals either work full time or not at all. Other features

of Hansen’s indivisible labor are exactly the same as standard real business model,

such as Kydland and Prescott (1982). The economic environment is described

below.

The model economy is populated by infinitely-lived households. The pref-

erences of households are assumed to be identical. Households maximize the

expected utility over life time:

U(Ct, Nt) = Et

∞∑
t=0

βt

(
C1−η

t − 1

1− η
− ANt

)
, 0 < β < 1 η > 0 (1)

where Ct and Nt are consumption and labor respectively, β is the discount factor

that households apply to future consumption, and η is the coefficient of relative

risk aversion.

The technology is defined as a standard Cobb-Douglas production function:

Yt = ZtK
ρ
t−1N

1−ρ
t (2)

11
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where ρ is the fraction of aggregate output that goes to the capital input and

1− ρ is the fraction that goes to the labor input. Zt is total factor productivity

(TFP) which is exogenously evolving according to the law of motion:

logZt = (1− ψ)logZ + ψlogZt−1 + εt, εt ∼ i.i.d.(0, σ2) (3)

where ψ and Z are parameters, and 0 < ψ < 1.

As in a neoclassical growth model, capital stock depreciates at the rate δ,

and households invest a fraction of income in capital stock in each period. This

amount of investment forms part of productive capital in current period. There-

fore the law of motion for aggregate capital stock is

Kt = (1− δ)Kt−1 + It, 0 < δ < 1 (4)

Although in this indivisible model households do not choose hours worked

in competitive equilibrium, the objective of the benevolent social planner is also

to maximize the utility of the households (1), subject to the aggregate resource

constraints

Yt = Ct + It (5)

Yt = ZtK
ρ
t−1N

1−ρ
t (6)

Kt = (1− δ)Kt−1 + It (7)

logZt = (1− ψ)logZ + ψlogZt−1 + εt, εt ∼ i.i.d.(0, σ2) (8)

12
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Uhlig (1995) illustrates the numerical solution methods for solving nonlinear

stochastic dynamic models. The following section describes how to calibrate the

model economy. Once all the parameters have been assigned, we can then log-

linearize the DSGE model 3 and numerically solve the dynamic problems by

employing the method of undetermined coefficients.

2.3 Calibration

This section follows the three-step process as outlined in Cooley and Prescott

(1995). This involves moving from the general framework described in the previ-

ous section to quantitative measurements of the variables of interest — output,

employment, investment, and so on. The first step is restricting the model to

display balanced growth, that is, in steady state capital, consumption and in-

vestment all grow at a constant rate. The second step is defining the consistent

measurements of the conceptual framework of the model economy and the real

data. The parameter values of the model economy are then assigned according

to the measured data during the sample period of 1970 to 2000.

The annual aggregate capital depreciation rate δ is obtained from annual

averaged values of I
Y

and K
Y

. This yields an annual depreciation rate of 0.076, or

a quarterly rate of 0.019.

The standard real business cycle literature suggests that capital and labor

shares of output have been approximately constant. The capital output share (ρ)

3The log-linearized equilibrium conditions are presented in Appendix A.

13
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is equal to 0.264 , obtained from the steady state equation, whereas the labor

output share (1− ρ) is 0.74.

The measurement of technology shock, also known as Solow residual in growth

accounting literature (Solow, 1957), is computed as follows:

logZt − logZt−1 = (logYt − logYt−1)− (1− ρ)(logNt − logNt−1) (9)

Omitting the capital part of the expression 5 is not a serious problem given

the fact that capital stock has very little contribution to the cyclical fluctuations

of output (Kydland and Prescott, 1982; Backus, at al, 1995).

The parameter Z̄, in the law of motion for TFP (3), is set equal to one.

Therefore (3) becomes a first-order linear Markov process:

logZt = ψlogZt−1 + εt, εt ∼ i.i.d.(0, σ2) (10)

The persistence parameter ψ is set equal to 0.95, which is consistent with the

literature (Hansen, 1985). From (4) we can compute a set of innovations of

technology εt. These innovations have a standard deviation of 0.0083.

The discount factor β is set equal to 0.99, as in Hansen (1985), which implies

an annual real interest rate of four percent in steady state. The coefficient of

relative risk aversion η, is set equal to one. The parameter A, in the utility

4The capital output share for the South African economy is 0.39 in Zimmermann (2001),
and 0.31 in Smit and Burrows (2002).

5There is no quarterly capital stock data available.
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Table 1: Parameters calibrated to the model economy

ρ 1− ρ A Z δ σε β ψ η
0.26 0.74 2.6712 1.00 0.019 0.0083 0.99 0.95 1.00

function (1), is equal to 2.6712, obtained from (A.7). As shown in Table 1, all

parameters of the model have now been assigned.

2.4 Empirical Performance of the Model

2.4.1 Data moments and cross-correlation

In this section, we compare the stylized facts of the actual data to those of

obtained from the baseline model. Table 2 reports a number of statistics for both

the baseline model and the actual data. All data are obtained from South African

Reserve Bank Quarterly Bulletin except employment and population (aged 15−

64) from the World Bank database.

The standard deviation of GNP is 2.18% in the baseline model, but 0.93% in

the actual data. In other words, the baseline model exaggerates the variability

of output. So does the investment (10.11% vs. 4.49%). Moreover, the baseline

model underestimates the variability of the short term real interest rate6 (0.06%

vs. 2.77%). But, in general, the baseline model mimics most of the stylized

facts of the business cycle. Employment is more or less as volatile as output

6The short term real interest rate, R, in actual data is 91 days Treasury Bill rate minus
GNP deflator, a risk-free bank rate, which is comparable with the interest rate in the baseline
model.
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(0.76% vs. 0.74%), while investment is much more volatile than output (4.46%

vs. 4.85%). Consumption is less volatile than output (0.29% vs. 0.86%). In order

to be consistent with the model, in which the durability is disregarded, we use

the measurement of non-durable goods consumption here. The measurement of

consumption, elsewhere in this paper, is total consumption. Total consumption is

more variable relative to output (1.07%) in actual data 7 . This scenario differs

from the empirical regularity. For instance, Backus et al. (1995) show that

output is more than 2-3 times variable relative to consumption in the economies

of Canada, Japan, United Kingdom, and United States. It indicates that South

African economy has a more volatile total consumption than other economies in

general.

In the baseline model, consumption, investment, and employment are highly

pro-cyclical, compared to those in actual data. Interest rate also has a high

correlation with output, 95%, whereas there is little correlation between short

term real interest rate and output in the actual data.

2.4.2 Impulse response analysis

This section analyzes the responses of aggregate variables with respect to

the productivity shock. As shown in Figure 1, the aggregates follow a hump-

shaped pattern in response to the shock. In other words, the productivity shock

7The standard deviation of total consumption is 0.99%, slightly greater than that of output,
0.93%. It results the ratio of standard deviation to that of output, 1.07%.
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Table 2: Statistical moments: Baselinemodel and RSA data

Baseline Model RSA data
Variable SD(%) SD ratio to GNP Corr. SD(%) SD ratio to GNP Corr.
GNP 2.18 1.00 1.00 0.93 1.00 1.00
CON 0.63 0.29 0.87 0.80 0.86 0.44
INV 10.11 4.64 0.99 4.49 4.85 0.65
EMP 1.66 0.76 0.98 0.69 0.74 0.45
R 0.06 0.03 0.95 2.77 2.97 0.11
Notes: Statistics are based on Hodrick-Prescott-filtered data.

has a transitory output effect, which dies out over time. The response of short

term interest rate is minimal, while investment responds the most among the five

aggregates. In fact, investment increases more than 10% in the period that the

positive shock occurs.

The scenarios in the actual data are more complicated. Figure 2 shows there

is no significant hump-shaped pattern associated with the shock. The short term

interest rate also responds little to the shock. The peak effect occurs with a longer

lag than that in the baseline model. For instance, the peak effect occurs in the

second period after the shock on consumption, third period on investment, and

fourth period on labor time 8 . However, in the baseline model, the peak effect

on all aggregates happens in the same period when the shock occurs. Investment

does not exhibit the most response to the shock. Instead, the shock has a negative

effect in the first period after the shock and a positive effect in the second period,

then negative effect again from the third period onwards. The most serious

8In order to compare with the baseline model, we generate labor time by dividing employ-
ment with population aged 15-64 (N/L in Figure 2).
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Figure 1: Impulse responses to technology shock(baseline model)
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Figure 2: Impulse responses to technology shock(actual data)
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problem is labor time, which exhibits a negative response to the shock. So is the

short term real interest rate.

2.4.3 Forecast accuracy

In this section, we compare the out-of-sample forecasting perform of the DSGE

model with the VARs in terms of the Mean Absolute Percentage Errors (MAPEs)9
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. Before this, however, it is important to lay out the basic structural difference

and, hence, the advantages of using BVARs over traditional VARs for forecasting.

2.4.3.1 Classical and Bayesian VARs

An unrestricted VAR model, as suggested by Sims (1980), can be written as

follows:

χt = C + λ(L)χt + εt (11)

where χ is a (n × 1) vector of variables being forecasted; λ(L) is a (n × n)

polynominal matrix in the backshift operator L with lag lenth p, i.e., λ(L) =

λ1L + λ2L
2 + ... + λpL

p; C is a (n × 1) vector of constant terms; and ε is a

(n × 1) vector of white-noise error terms. The VAR model, thus, posits a set of

relationships between the past lagged values of all variables and the current value

of each variable in the model.

A crucial drawback of the VAR forecasts is “overfitting” due to the inclusion

too many lags and too many variables, some of which may be insignificant. The

problem of “overfitting” results in multicollinearity and loss of degrees of freedom,

leads to inefficient estimates and large out-of-sample forecasting errors. Thus, it

9Whitley (1994: 187) argues that although the forecast accuracy can be evaluated by the
comparison of MAPEs from different forecast models, there is no absolute measure of forecast
performance against which to judge them.

MAPE = [ 1
n

∑n
t=1

|Ft−F̂t|
Ft

] × 100, where n is the number of observations, Ft is the actual
value of the specific variable for period t and F̂t is the forecast value for period t. The summation
is calculated as the following: for one period ahead forecast MAPE, the summation runs from
2001Q1 to 2005Q4; for two period ahead forecast MAPE, it runs from 2001Q2 to 2005Q4; and
so on.
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can be argued the performance of VAR forecasts will deteriorate rapidly as the

forecasting horizon becomes longer.

A forecaster can overcome this “overfitting” problem by using Bayesian tech-

niques. The motivation for the Bayesian analysis is based on the knowledge that

more recent values of a variable are more likely to contain useful information

about its future movements than older values. From a Beyesian perspective, the

exclusion restriction in the VAR is, on the other hand, an inclusion of a coefficient

without a prior probability distribution (Litterman, 1986a).

The Bayesian model proposed by Litterman (1981), Doan, et al. (1984), and

Litterman (1986b), imposes restrictions on those coefficients by assuming they

are more likely to be near zero. The restrictions are imposed by specifying normal

prior10 distributions with zero means and small standard deviations for all the

coefficients with standard deviation decreasing as lag increases. One exception is

that the mean of the first own lag of a variable is set equal to unity to reflect the

assumption that own lags account for most of the variation of the given variable.

To illustrate the Bayesian technique, suppose the “Minnesota prior” means and

variances take the following form:

βi ∼ N(1, σ2
βi

)

βj ∼ N(0, σ2
βj

)

(12)

10Note Litterman (1981) uses a diffuse prior for the constant, which is popularly referred to
as the “Minnesota prior” due to its development at the University of Minnesota and the Federal
Reserve bank at Minneapolis.
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where βi represents the coefficients associated with the lagged dependent variables

in each equation of the VAR, while βj represents coefficients other than βi. The

prior variances σ2
βi

and σ2
βj

, specify the uncertainty of the prior means, βi = 1

and βj = 0, respectively.

Doan et al. (1984) propose a formula to generate standard deviations as a

function of small number of hyperparameters11 : w, d, and a weighting matrix

f(i, j). This approach allows the forecaster to specify individual prior variances

for a large number of coefficients based on only a few hyperparameters. The

specification of standard deviation of the distribution of the prior imposed on

variable j in equation i at lag m, for all i, j and m, defined as S(i, j,m):

S(i, j, m) = [w × g(m)× f(i, j)]
σ̂i

σ̂j

(13)

where:

f(i, j) =





1 if i = j

kij otherwise, 0 ≤ kij ≤ 1

g(m) = m−d, d > 0

The term w is the measurement of standard deviation on the first own lag, which

indicates the overall tightness. A decrease in the value of w results a tighter

prior. The parameter g(m) measures the tightness on lag m relative to lag 1,

11The name of hyperparameter is to distinguish it from the estimated coefficients , the pa-
rameters of the model itself.
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and is assumed to have a harmonic shape with a decay of d. An increasing

in d, tightens the prior as lag increases. The parameter f(i, j) represents the

tightness of variable j in equation i relative to variable i. Reducing the interaction

parameter kij tightens the prior. σ̂i and σ̂j are the estimated standard errors of

the univariate autoregression for variable i and j respectively. In the case of

i 6= j, the standard deviations of the coefficients on lags are not scale invariant

(Litterman, 1986b: 30). The ratio, σ̂i

σ̂j
in (13), scales the variables so as to account

for differences in the units of magnitudes of the variables.

The BVAR model is estimated using Theil’s (1971) mixed estimation tech-

nique, which involves supplementing the data with prior information on the dis-

tribution of the coefficients. For each restriction imposed on the parameter esti-

mated, the number of observations and degrees of freedom are increased by one

in an artificial way. Therefore, the loss of degrees of freedom associated with the

unrestricted VAR is not a concern in the BVAR.

2.4.3.2 DSGE vs. VARs

The BVAR model is estimated in levels12 with four lags for the period of

1970Q1 to 2000Q4. Consumption, investment and GNP are seasonally adjusted

in order to address the fact that as pointed out by Hamilton (1994: 362), the

Minnesota prior is not well suited for seasonal data. All variables except for the

12Sims et al. (1990) indicate that with the Bayesian approach entirely based on the likelihood
function, the associated inference does not need to take special account of non-stationarity,
since the likelihood function has the same Gaussian shape regardless of the presence of non-
stationarity.
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interest rate are measured in logarithms. We then perform the one- to eight-

period-ahead forecasts for the period of 2001Q1 to 2005Q4. Following Dua et al.

(1999), the overall tightness parameter (w) is set equal to 0.1 and 0.2, 1 and 2

for the harmonic lag decay parameter (d). Moreover, as in Dua and Ray (1995),

we also report the results for a combination of w = 0.3 and d = 0.5.

Table 3 to 7 summarizes the MAPEs of DSGE model and the VARs. In gen-

eral, for all the five variables the DSGE model performs the worst. This is not

a surprising result since the DSGE model is based on only two state variables,

the previous capital stock and the productivity shock. The model is, thus, not

rich enough to capture most of the movements of the real data. In addition, the-

oretically speaking, the methodology applied in this paper, involving calibration

and forecasting based on simulated data, is not a preferable option in terms of

forecasting. Ideally, these models need to be estimated using the real data.

Regarding forecasting performances of the VARs, the BVARs outperform the

unrestricted VAR for predicting output, employment, and the short term real

interest rate. In the cases of consumption and investment, the unrestricted VAR

does a better job than the BVARs. As far as the BVAR itself is concerned, it

is unclear whether a BVAR with a relatively loose or tight prior produces lower

out-of-sample forecast errors. Our results indicate that for consumption and

investment, a BVAR with the most loose prior (w = 0.3, d = 0.5) performs the

best, whereas for employment and the short term real interest rate, a BVAR with

the most tight prior (w = 0.1, d = 2) produces the best predictions. Whereas
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Table 3: MAPE (2001:1-2005:4): Real GNP in logs

BVARs
QA VAR DSGE (w=0.3,d=0.5) (w=0.2,d=1) (w=0.2,d=2) (w=0.1,d=1) (w=0.1,d=2)
1 0.0003 7.2790 0.0003 0.0003 0.0003 0.0001 0.0005
2 0.0035 7.2678 0.0035 0.0036 0.0045 0.0039 0.0050
3 0.0057 6.8978 0.0058 0.0060 0.0074 0.0065 0.0077
4 0.0009 7.2569 0.0009 0.0012 0.0029 0.0018 0.0033
5 0.0041 7.2468 0.0040 0.0037 0.0016 0.0029 0.0011
6 0.0023 7.2267 0.0023 0.0019 0.0003 0.0011 0.0009
7 0.0079 7.2110 0.0078 0.0074 0.0051 0.0066 0.0046
8 0.0067 7.1908 0.0066 0.0062 0.0038 0.0054 0.0032

AVE 0.0039 7.1971 0.0039 0.0038 0.0032 0.0035 0.0033
MAPE: mean absolute percentage error; QA: quarter ahead.

Table 4: MAPE (2001:1-2005:4): Final consumption expenditure by
households in logs

BVARs
QA VAR DSGE (w=0.3,d=0.5) (w=0.2,d=1) (w=0.2,d=2) (w=0.1,d=1) (w=0.1,d=2)
1 0.0030 5.0167 0.0030 0.0029 0.0029 0.0028 0.0026
2 0.0047 5.1038 0.0047 0.0048 0.0053 0.0050 0.0051
3 0.0064 5.1879 0.0064 0.0066 0.0076 0.0070 0.0074
4 0.0074 5.2687 0.0074 0.0077 0.0090 0.0081 0.0089
5 0.0096 5.3435 0.0097 0.0100 0.0116 0.0105 0.0116
6 0.0117 5.4093 0.0117 0.0121 0.0139 0.0127 0.0138
7 0.0141 5.4715 0.0141 0.0145 0.0165 0.0152 0.0163
8 0.0170 5.5248 0.0171 0.0175 0.0197 0.0183 0.0195

AVE 0.0092 5.2908 0.0093 0.0095 0.0108 0.0099 0.0107
MAPE: mean absolute percentage error; QA: quarter ahead.

for output, a BVAR with an average prior (w = 0.2, d = 2) generates the best

forecasts.
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Table 5: MAPE (2001:1-2005:4): Investment expenditure in logs

BVARs
QA VAR DSGE (w=0.3,d=0.5) (w=0.2,d=1) (w=0.2,d=2) (w=0.1,d=1) (w=0.1,d=2)
1 0.0338 31.6635 0.0338 0.0338 0.0355 0.0339 0.0353
2 0.0438 31.0647 0.0439 0.0447 0.0498 0.0466 0.0519
3 0.0376 30.5257 0.0378 0.0396 0.0489 0.0432 0.0513
4 0.0385 30.0584 0.0388 0.0410 0.0536 0.0459 0.0582
5 0.0377 29.5514 0.0380 0.0406 0.0540 0.0457 0.0576
6 0.0652 28.9947 0.0656 0.0683 0.0828 0.0739 0.0871
7 0.0442 28.4545 0.0446 0.0479 0.0639 0.0541 0.0678
8 0.0377 27.9088 0.0382 0.0415 0.0587 0.0482 0.0629

AVE 0.0423 29.7777 0.0426 0.0447 0.0559 0.0489 0.0590
MAPE: mean absolute percentage error; QA: quarter ahead.

Table 6: MAPE (2001:1-2005:4): Employment in logs

BVARs
QA VAR DSGE (w=0.3,d=0.5) (w=0.2,d=1) (w=0.2,d=2) (w=0.1,d=1) (w=0.1,d=2)
1 0.0130 38.9136 0.0131 0.0133 0.0149 0.0140 0.0162
2 0.0081 37.8742 0.0082 0.0086 0.0120 0.0096 0.0147
3 0.0084 36.9046 0.0082 0.0069 0.0022 0.0039 0.0088
4 0.0216 35.9728 0.0215 0.0205 0.0107 0.0176 0.0030
5 0.0270 34.9687 0.0268 0.0252 0.0130 0.0212 0.0040
6 0.0521 33.8304 0.0519 0.0502 0.0371 0.0461 0.0273
7 0.0944 32.7531 0.0941 0.0918 0.0760 0.0867 0.0646
8 0.1301 31.6181 0.1297 0.1274 0.1099 0.1219 0.0971

AVE 0.0443 35.3545 0.0442 0.0430 0.0345 0.0401 0.0295
MAPE: mean absolute percentage error; QA: quarter ahead.

Table 7: MAPE (2001:1-2005:4): Real treasury bill rate (91 days)

BVARs
QA VAR DSGE (w=0.3,d=0.5) (w=0.2,d=1) (w=0.2,d=2) (w=0.1,d=1) (w=0.1,d=2)
1 0.1187 44.3911 0.1183 0.1200 0.1434 0.1218 0.1492
2 0.2318 46.1530 0.2326 0.2401 0.2621 0.2430 0.2398
3 0.0962 46.9272 0.0975 0.1012 0.1158 0.1187 0.1537
4 0.6453 46.0619 0.6486 0.6623 0.7351 0.7070 0.8118
5 0.4334 47.3252 0.4381 0.4609 0.5757 0.5215 0.6753
6 0.2345 47.3953 0.2291 0.2002 0.0395 0.1235 0.0803
7 0.4965 48.6340 0.4906 0.4569 0.2691 0.3729 0.1379
8 0.8325 50.4094 0.8265 0.7906 0.5865 0.7029 0.4500

AVE 0.3861 47.1621 0.3852 0.3790 0.3409 0.3639 0.3372
MAPE: mean absolute percentage error; QA: quarter ahead.
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2.5 Conclusion

This paper is the first attempt in using a DSGE model for forecasting the

South African economy. However, compared to the VARs and the BVARs, the

DSGE model produces large out-of-sample forecast errors.

But one must realize that there are some inherent problems with the BVAR

models, which the forecaster should keep in mind: firstly, the forecast accuracy

depends critically on the specification of the prior, and secondly, the selection of

the prior based on some objective function for the out-of-sample forecasts may not

be “optimal” for the time period beyond the period chosen to produce the out-

of-sample forecasts. Moreover, the choice of the variables, to be forecasted, using

the BVAR models can also affect the tightness, and hence, the optimal prior. In

a recent study, Gupta and Sichei (2006) while trying to forecast consumption,

investment, GDP, CPI and short- and long-term interest rates for the South

African economy, over the same period as in this study, finds the most tightest

prior to be optimal.

As indicated by Rotemberg and Woodford (1995), output is unforecastable

with only one state variable. The small-scale DSGE model, developed in this

paper, should, thus, be extended to a more elaborate model that includes a wider

set of state variables. In addition, others have found the estimated DSGE models

to empirically outperform other econometric models in terms of forecasting, inter

alia, Christiano, et al. (2005), Smets and Wouters (2004) hence, an estimated

27

 
 
 



Guangling “Dave” Liu – University of Pretoria, 2008

version of the current DSGE model should be developed for forecasting the South

African economy.

A. The Log-linearized DSGE Model

This section presents the log-linearized DSGE model. The principle of log-

linearization is to replace all equations by Taylor approximation around the

steady state, which are linear functions in the log-deviations of the variables

(Uhlig, 1995:4). Suppose Xt be the vector of variables, X their steady state, and

xt the vector of log-deviations:

xt = logXt − logX (A.1)

in other words, xt denote the percentage deviations from their steady state levels.

(A.1) can be written alternatively:

Xt = Xext ≈ X(1 + xt) (A.2)

In order to derive the log-linearized DSGE model, we need to use (A.2) to

rewrite all the equations of the model and then take logarithms13 .

The complete model economy:

13For details of log-linearization, see Uhlig (1995).
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Yt = Ct + It (A.3)

Yt = ZtK
ρ
t−1N

1−ρ
t (A.4)

Kt = (1− δ)Kt−1 + It (A.5)

1 = βEt[
( Ct

Ct+1

)η
Rt+1] (A.6)

A = C−η
t (1− ρ)

Yt

Nt

(A.7)

Rt = ρ
Yt

Kt−1

+ (1− δ) (A.8)

logZt = (1− ψ)logZ + ψlogZt−1 + εt, εt ∼ i.i.d.(0, σ2) (A.9)

In steady state, we have:

Y = C + I (A.10)

Y = Z̄K̄ρN̄1−ρ (A.11)

K =

(
ρZ

R− 1 + δ

) 1
1−ρ

N (A.12)

I = δK (A.13)

A =
1

N
(1− ρ)

Y

C
η (A.14)

R =
1

β
(A.15)

The log-linearized equations:
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Y yt = Cct + Iit (A.16)

yt = zt + ρkt−1 + (1− ρ)nt (A.17)

Kkt = Iit + (1− δ)Kkt−1 (A.18)

0 = Et[η(ct − ct+1) + rt+1] (A.19)

0 = −ηct + yt − nt (A.20)

Rrt = ρ
Y

K
(yt − kt−1) (A.21)

zt = ψzt−1 + εt, εt ∼ i.i.d.(0, σ2) (A.22)

B. The Recursive Law of Motion

The principle of undetermined coefficients method is to write all variables as

linear functions of a vector of endogenous variables xt−1 and exogenous variables

zt. These variables are also called predetermined variables in the sense that they

cannot be changed at date t (Uhlig, 1995). In our simple real business cycle

model, the endogenous variable is capital, kt−1, and exogenous variable is the

productivity shock, zt. We further define a list of other endogenous variables yt,

which includes output Y , consumption C, investment I, employment N , and the

short term interest rate R. The equilibrium relationships between vectors xt−1,

yt, and zt are:
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0 = Axt + Bxt−1 + Cyt + Dzt (B.1)

0 = Et[Fxt+1 + Gxt + Hxt−1 + Jyt+1 + Kyt + Lzt+1 + Mzt] (B.2)

zt = Nzt−1 + εt, εt ∼ i.i.d.(0, σ2) (B.3)

The recursive law of motion is derived using Uhlig’s MATLAB program:14

yt = Pxt−1 + Qzt (B.4)

where yt here is a vector of all endogenous variables in log-deviations:




kt

yt

ct

it

nt

rt




=




0.9256 0.1993

−0.1602 2.2625

0.4142 0.5493

−2.9183 10.4897

−0.5743 1.7132

−0.033 0.0650




×




kt−1

zt




14See Uhlig (1995) for details of solving recursive stochastic linear systems with the method
of undetermined coefficients.
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Chapter 3

Forecasting the South African Economy:

A DSGE-VAR Approach

3.1 Introduction

The controversy about methods for evaluating the empirical relevance of eco-

nomic models is not new. However, two distinct approaches has emerged since

the early 1980s. First, the standard econometric approach in which an economic

model should be embedded within a complete probability model and analyzed

using statistical methods (Watson, 1993). For instance, Vector Autoregression

(VAR) models introduced by Sims (1980), which can be taken directly to the

data to perform statistical hypothesis. VAR models also became popular in the

forecasting literature pioneered by Litterman (1986b). Although VAR models
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have been proved to be reliable tools in terms of data description and forecast-

ing, they are subject to Lucas critique (Lucas, 1976) and also fail to take account

of nonlinearities in the economy.

The second approach, pioneered by Kydland and Prescott (1982) and Long

and Plosser (1983), has become increasingly popular for evaluating dynamic

macroeconomic models. Dynamic stochastic general equilibrium (DSGE) models

are explicitly derived from the first principles. DSGE models describe the gen-

eral equilibrium of a model economy in which agents like consumers and firms

maximize their objectives subject to budget and resource constraints (Del Negro

and Schorfheide, 2003). Therefore, the DSGE structural (or ’deep’) parameters,

in principle, do not vary with the policy regime. However, the calibrated DSGE

models are typically too stylized to be taken directly to the data and often yield

fragile results (Stock and Watson, 2001; Ireland, 2004).

In this paper, we develop an estimated DSGE model for forecasting the Gross

National Product (GNP), consumption, investment and hours worked for South

African economy. Our proposed hybrid DSGE-VAR model combines a micro-

founded DSGE model with the flexibility of a VAR framework. The model is

estimated using maximum likelihood technique based on quarterly data obtained

from the South African Reserve Bank over the period of 1970:1-2000:4. Based

on a recursive estimation using the Kalman filter algorithm, the out-of-sample

forecasts from the hybrid model are then compared with the forecasts generated
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from the Classical and Bayesian variants of the VAR for the period 2001:1-2005:4.

The remainder of the paper is organized as follows. Section 2 lays out the the-

oretical model, while Section 3 describes the hybrid model. Results are presented

in Section 4 and Section 5 concludes.

3.2 The Model Economy

The model economy, here, is based on the benchmark real business cycle

model developed by Hansen (1985). Equilibrium models have been criticized for

depending heavily on individuals’ substitution of leisure and work responding to

the change in interest rate or wage. Hansen (1985) and Rogerson (1988) argue

that in the real economy labor is indivisible. Individuals either work full time or

not at all. Other features of Hansen’s indivisible labor are exactly the same as

standard real business cycle models, such as Kydland and Prescott (1982). The

economic environment is described below.

The model economy is populated by infinitely-lived households. The prefer-

ences of households are assumed to be identical. Households maximize expected

life-time utility:

U(Ct, Ht) = Et

∞∑
t=0

βt(lnCt − γHt), 0 < β < 1 γ > 0 (1)

where Ct and Ht are consumption and hours worked respectively, β is the discount

factor that households apply to future utility.
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The technology is defined as a standard Cobb-Douglas production function

with constant-returns-to-scale:

Yt = ZtK
ρ
t−1(η

tHt)
1−ρ, 0 < ρ < 1 η > 1 (2)

where ρ is the fraction of household’s income that goes to the capital input and

1 − ρ is the fraction that goes to the labor input. η measures the gross rate

of labor-augmenting technological process. Zt is the technology shock, which is

exogenously evolving according to the law of motion:

logZt = (1− ψ)logZ + ψlogZt−1 + εt, εt ∼ i.i.d.(0, σ2) (3)

where ψ and Z are parameters, and 0 < ψ < 1. The innovation εt is normally

distributed.

As in a neoclassical growth model, capital stock depreciates at a constant rate

of δ, and households invest a fraction of income in capital stock in each period.

This amount of investment forms part of productive capital in current period.

Therefore the law of motion for aggregate capital stock is

Kt+1 = (1− δ)Kt + It, 0 < δ < 1 (4)

The model economy is a closed economy, where Yt = Ct + It. In equilibrium

the representative consumer maximizes his or her utility function (1) subject to

the aggregate constraints
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Yt = Ct + It

Yt = ZtK
ρ
t−1(η

tHt)
1−ρ

Kt+1 = (1− δ)Kt + It

logZt = (1− ψ)logZ + ψlogZt−1 + εt, εt ∼ i.i.d.(0, σ2
ε )

3.3 The Hybrid Model: A DSGE-VAR Approach

Kydland and Prescott (1982) argue that in the basic RBC framework, the U.S.

business cycle fluctuations are purely driven by real technology shocks. This one-

shock assumption makes real business cycle models stochastically singular. Using

a version of the King et al. (1988) model, Ingram et al. (1994) point out that it

is impossible to derive the realizations of the productivity shocks using a singular

model if the variance-covariance matrix of the observable variables is actually

nonsingular. In order to overcome this singularity problem, Ingram et al. (1994),

DeJong et al. (2000a, b), Ireland (2001 and 2002), and Kim (2000) elaborate the

DSGE model to a more elaborate model by including as many shocks as there

are endogenous variables in the model. This approach, in addition, can be served

to identify sources of output variation1 .

Recently, Ingram and Whiteman (1994), DeJong et al. (2000a, b), and

Schorfheide (2000) have used a Bayesian framework to estimate and evaluate

1The literature suggest that the technology shocks are primarily responsible for the postwar
U.S. business cycle fluctuations.
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DSGE models. The principle underling a Bayesian analysis of DSGE models is

to combine prior and likelihood functions in order to obtain posterior distribu-

tions of the variables interest. However, different methods have been applied to

this kind of research. Ingram and Whiteman (1994) use the King et al. (1988)

real business cycle model as a source of priors in Bayesian VAR (BVAR) fore-

casting exercises, whereas, the method pursued by DeJong et al. (2000a, b) and

Schorfheide (2000) lies between calibration and maximum likelihood estimation

exclusively within the DSGE model. Moreover, there is a significant progress in

the development of DSGE models that deliver acceptable forecasts (Smets and

Wouters, 2003a, b, 2004; Del Negro and Schorfheide, 2004, Del Negro et al.,

2005). The authors use prior information derived from DSGE models in the es-

timation of the VARs. The hybrid models are then used to perform forecasting

exercises. The empirical results suggest that the out-of-sample forecasts from

the estimated DSGE models outperform the VARs estimated with simple least

squares methods.

The approach proposed in this paper is based on Ireland (2004), which is

different from the ones discussed above. We augment the linearized solution of the

model with unobservable errors that have a VAR representation. This approach

was developed originally by Sargent (1989) and pursued by Altug (1989), Watson

(1993), Hall (1996), and McGrattan et al. (1997). The hybrid DSGE-VAR model

is constructed as follows.
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The approximated solution is applied to the log-linearized model2 , where a

serially correlated residual is augmented to each equation as in (5)

π̂t = Ax̂t + µt (5)

and

x̂t = Bx̂t−1 + Cεt (6)

µt = Dµt−1 + ξt ξt ∼ i.i.d.(0, σ2
ξ ) (7)

where π̂t is the vector of all de-trended endogenous variables in log-deviations,

π̂t = [ŷt ĉt ît ĥt]
′
, and x̂t is the vector of de-trended state variables in log-

deviations, x̂t = [k̂t ẑt]
′
. The matrix D is governing the persistence of the

VAR residuals. The covariance matrix of the residuals in (7), Eξtξ
′
t = V , is

uncorrelated with the innovation to technology, εt. The covariance matrix V is

also constrained to be positive definite (Hamilton, 1994: 147).

Sargent (1989) assumes the measurement errors are uncorrelated with the

data generated from the model by restricting D and V matrices as diagonal. In

this paper, however, we estimate the DSGE model both with and without the

restrictions on D and V matrices. The advantage of imposing no restrictions on D

and V matrices is that the residuals in µt can capture not only the measurement

errors, but also the movements and co-movements in the data that the stylized

real business cycle model cannot explain (Ireland, 2004: 1210). Furthermore, in

2Appendix B describes the steady state of the model as well as the the log-linearized model
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order to guarantee the residuals in µt are stationary, the eignvalues of the matrix

D, which govern the persistence of the VAR residuals, are constrained to be less

than one.

The hybrid model is estimated based on quarterly data on real Gross Na-

tional Product (GNP), consumption, investment and hours worked, for the South

African economy, over the period of 1970:1-2000:4. The model economy is a closed

economy (i.e. Yt = Ct + It), where Ct and It are defined as final consumption

expenditure by households and gross investment respectively3 . The series are

then converted into per-capita form by dividing them with the population aged

by 15-64. Since there is no data for hours worked, we generate the series as fol-

lows. We assume employees work 40 hours per week and multiply it by the ratio

of employment to the labor force.4

The hybrid model consisting of (5), (6), and (7) is in state-space form and

can be estimated via a maximum likelihood approach. In our real business cycle

model, output, consumption, and investment grow at the same rate of η in steady

state. Before estimation, the series for output, consumption, and investment are

de-trended by dividing with η. In addition, series for It is redundant in estimation

since the resource constraint holds by construction in the data. Therefore, π̂t, µt,

and ξt is reduced to 3× 1 vector:

3Data are obtained from South African Reserve Bank Quarterly Bulletin, seasonally adjusted
at constant price (2000 = 100).

4Data for employment is obtained from Statistics South Africa. Population aged 15-64
obtained from World Bank database is used as the proxy of labor force.
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π̂t = [ŷt ĉt ĥt]
′

µt = [µyt µct µht]
′

ξt = [ξyt ξct ξht]
′

and for all t = 1, 2, 3, ..., the matrices D and V are:

D =




dyy dyc dyh

dcy dcc dch

dhy dhc dhh




; V =




v2
y vyc vyh

vcy v2
c vch

vhy vhc v2
h




The structural parameters, β, ρ, η, δ, and ψ, are constrained to satisfy the

theoretical restrictions discussed in Section 2. The discount factor β and capital

depreciation rate δ are fixed in the estimation. The discount factor β is set

equal to 0.99, as in Hansen (1985), which implies an annual real interest rate

of four percent in steady state. The annual aggregate capital depreciation rate

δ is obtained from annual averaged values of I
Y

and K
Y

. This yields an annual

depreciation rate of 0.076, or a quarterly rate of 0.019. The fixed β and δ together

with the estimated ρ, η, γ, and z help match the steady state values of y, c, h in the

model with those in the data, whereas ψ and σ only affect the model’s dynamics.
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3.4 Results

In this section, we compare the out-of-sample forecasting performance of the

hybrid DSGE-VAR model with the VARs, both Classical and Bayesian, in terms

of the Root Mean Squared Errors (RMSEs). At this stage, a few words need

to be said regarding the choice of the evaluation criterion for the out-of-sample

forecasts generated from Bayesian models. As Zellner (1986: 494) points out “the

optimal Bayesian forecasts will differ depending upon the loss function employed

and the form of predictive probability density function”. In other words, Bayesian

forecasts are sensitive to the choice of the measure used to evaluate the out-of-

sample forecast errors. This fact was also observed in a recent study by Gupta

(2006). However, Zellner (1986) points out that the use of the mean of the

predictive probability density function for a series, is optimal relative to a squared

error loss function and the Mean Squared Error (MSE), and, hence, the RMSE

is an appropriate measure to evaluate performance of forecasts, when the mean

of the predictive probability density function is used. This is exactly what we do

below in Tables 8 through 11, when we use the average RMSEs over the one- to

four-quarter-ahead forecasting horizon.

But, before we proceed to the discussion of the forecasting performance of the

alternative models, it is important to lay out the basic structural differences and

advantages of using BVARs over traditional VARs for forecasting.
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3.4.1 Classical and Bayesian VARs

An unrestricted VAR model, as suggested by Sims (1980), can be written as

follows:

χt = C + λ(L)χt + εt (8)

where χ is a (n × 1) vector of variables being forecasted; λ(L) is a (n × n)

polynominal matrix in the backshift operator L with lag lenth p, i.e., λ(L) =

λ1L + λ2L
2 + ... + λpL

p; C is a (n × 1) vector of constant terms; and ε is a

(n × 1) vector of white-noise error terms. The VAR model, thus, posits a set of

relationships between the past lagged values of all variables and the current value

of each variable in the model.

A crucial drawback of the VAR forecasts is “overfitting” due to the inclusion

too many lags and too many variables, some of which may be insignificant. The

problem of “overfitting” results in multicollinearity and loss of degrees of freedom,

leads to inefficient estimates and large out-of-sample forecasting errors. Thus, it

can be argued the performance of VAR forecasts will deteriorate rapidly as the

forecasting horizon becomes longer.

A forecaster can overcome this “overfitting” problem by using Bayesian tech-

niques. The motivation for the Bayesian analysis is based on the knowledge that

more recent values of a variable are more likely to contain useful information

about its future movements than older values. From a Beyesian perspective, the
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exclusion restriction in the VAR is an inclusion of a coefficient without a prior

probability distribution (Litterman, 1986a).

The Bayesian model proposed by Litterman (1981), Doan, et al. (1984), and

Litterman (1986b), imposes restrictions on those coefficients by assuming they

are more likely to be near zero. The restrictions are imposed by specifying normal

prior5 distributions with zero means and small standard deviations for all the

coefficients with standard deviation decreasing as lag increases. One exception is

that the mean of the first own lag of a variable is set equal to unity to reflect the

assumption that own lags account for most of the variation of the given variable.

To illustrate the Bayesian technique, suppose the “Minnesota prior” means and

variances take the following form:

βi ∼ N(1, σ2
βi

)

βj ∼ N(0, σ2
βj

)

(9)

where βi represents the coefficients associated with the lagged dependent variables

in each equation of the VAR, while βj represents coefficients other than βi. The

prior variances σ2
βi

and σ2
βj

, specify the uncertainty of the prior means, βi = 1

and βj = 0, respectively.

5Note Litterman (1981) uses a diffuse prior for the constant, which is popularly referred to
as the “Minnesota prior” due to its development at the University of Minnesota and the Federal
Reserve bank at Minneapolis.
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Doan et al. (1984) propose a formula to generate standard deviations as a

function of a small number of hyperparameters6 : w, d, and a weighting matrix

f(i, j). This approach allows the forecaster to specify individual prior variances

for a large number of coefficients based on only a few hyperparameters. The

specification of the standard deviation of the distribution of the prior imposed

on variable j in equation i at lag m, for all i, j and m, defined as S(i, j, m):

S(i, j, m) = [w × g(m)× f(i, j)]
σ̂i

σ̂j

(10)

where:

f(i, j) =





1 if i = j

kij otherwise, 0 ≤ kij ≤ 1

g(m) = m−d, d > 0

The term w is the measurement of standard deviation on the first own lag, which

indicates the overall tightness. A decrease in the value of w results a tighter prior.

The parameter g(m) measures the tightness on lag m relative to lag 1, and is

assumed to have a harmonic shape with a decay of d. An increasing in d, tightens

the prior as lag increases. 7 The parameter f(i, j) represents the tightness of

variable j in equation i relative to variable i. Reducing the interaction parameter

6The name of hyperparameter is to distinguish it from the estimated coefficients , the pa-
rameters of the model itself.

7In this paper, we set the overall tightness parameter (w) equal to 0.3, 0.2, and 0.1, and the
harmonic lag decay parameter (d) equal to 0.5, 1, and 2. These parameter values are chosen so
that they are consistent with the ones that used by Liu and Gupta (2007).
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kij tightens the prior. σ̂i and σ̂j are the estimated standard errors of the univariate

autoregression for variable i and j respectively. In the case of i 6= j, the standard

deviations of the coefficients on lags are not scale invariant (Litterman, 1986b:

30). The ratio, σ̂i

σ̂j
in (10), scales the variables so as to account for differences in

the units of magnitudes of the variables.

The BVAR model is estimated using Theil’s (1971) mixed estimation tech-

nique, which involves supplementing the data with prior information on the dis-

tribution of the coefficients. For each restriction imposed on the parameter esti-

mated, the number of observations and degrees of freedom are increased by one

in an artificial way. Therefore, the loss of degrees of freedom associated with the

unrestricted VAR is not a concern in the BVAR.

3.4.2 Forecast accuracy

Table 8 to 11 report the RMSEs from the hybrid DSGE-VAR model along

with the VARs. The hybrid model does better job in predicting output and its

components than it does in predicting hours worked.8 To be more precise, for

output and consumption the unconstrained hybrid model does better than the

constrained hybrid model and the unrestricted VAR. However, for hours worked

8The hybrid model has 21 parameters, the six structural parameters γ, ρ, η, z, ψ, and σ from
the real business cycle model, the fifteen elements from matrix D and V governing the the
behavior of the VAR residuals. For the constrained hybrid model, the number of parameters is
reduced to 12. The VAR(1) model that we use to judge the hybrid model’s out-of-sample fore-
casting performance also has 21 parameters, output, consumption, and hours worked together
with a constant and a linear time trend.
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Table 8: RMSE (2001Q1-2005Q4): Output

QA 1 2 3 4 AVE
DSGE-VAR (Uncon) 1.2432 1.7841 1.8214 1.7765 1.6563
DSGE-VAR (Con) 1.3671 2.0595 2.4382 2.8072 2.1680
VAR (1) 1.4611 2.3092 2.8747 3.4087 2.5134
BVAR (w=.3, d=.5) 0.6698 1.0454 1.3164 1.5712 1.1507

QA: quarter ahead; RMSE: root mean squared error (%).

the constrained hybrid model outperforms the unconstrained one but not the un-

restricted VAR. The scenario for investment is a bit different. The unconstrained

hybrid model does better than the constrained one for only the one-quarter and

two-quarters ahead out-of-sample forecasts, whereas for the three-quarters and

four-quarters ahead forecasts the constrained hybrid model outperforms the un-

constrained one.

As far as the forecasting performances of the BVARs are concerned, it is clear

that the BVARs improve the out-of-sample forecast performance significantly.

The RMSEs 9 generated from the BVARs are much smaller than those generated

from both the hybrid model and the unrestricted VARs. In addition, the result

suggests that a BVAR with a relatively loose prior produces smaller forecast

errors. For all variables, output, consumption, investment and hours worked, a

BVAR with the most loose prior (w = 0.3, d = 0.5) performs the best.

9Here we only report the BVAR with the prior that does the best in terms of the out-of-
sample forecasting performance.
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Table 9: RMSE (2001Q1-2005Q4): Consumption

QA 1 2 3 4 AVE
DSGE-VAR (Uncon) 1.2001 1.7884 2.1229 2.2967 1.8520
DSGE-VAR (Con) 1.2287 1.9548 2.5158 3.0207 2.1800
VAR (1) 1.2029 1.7833 2.181 2.4643 1.9079
BVAR (w=.3, d=.5) 0.5215 0.7080 0.8293 0.8570 0.7290

QA: quarter ahead; RMSE: root mean squared error (%).

Table 10: RMSE (2001Q1-2005Q4): Investment

QA 1 2 3 4 AVE
DSGE-VAR (Uncon) 2.8404 3.5985 4.1179 4.1522 3.6773
DSGE-VAR (Con) 2.9518 3.6293 3.9484 4.0228 3.6381
VAR (1) 3.0437 4.3241 5.5072 6.4486 4.8309
BVAR (w=.3, d=5) 1.1230 1.4757 1.8097 2.0608 1.6173

QA: quarter ahead; RMSE: root mean squared error (%).

Table 11: RMSE (2001Q1-2005Q4): Hours worked

QA 1 2 3 4 AVE
DSGE-VAR (Uncon) 2.5066 3.3475 4.0577 4.5857 3.6244
DSGE-VAR (Con) 2.4477 2.9966 3.5075 3.7018 3.1634
VAR (1) 2.3913 2.941 3.2884 3.2920 2.9782
BVAR5 (w=.3, d=.5) 1.2420 1.6435 1.8927 1.9342 1.6781

QA: quarter ahead; RMSE: root mean squared error (%).
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In order to evaluate the models’ forecast accuracy, we perform the across-

model test between the hybrid model and the VAR(1), as well as the BVAR

model. The across-model test is based on the statistic proposed by Diebold and

Mariano (1995).10 The across-model test results are reported in Table 12. The

results indicate that, in general, the hybrid models outperform the unrestricted

VAR(1) model for forecasting output and its components. One exception is con-

sumption, the constrained hybrid model does not outperform the unrestricted

VAR(1) model. However, most of these test statistics are not significant at 5%

level. As far as the forecasting performance of the BVAR is concerned, the BVAR

with the most loose prior (w = 0.3, d = 0.5) outperforms the hybrid models and

the unrestricted VAR(1) model. In addition, most of these test statistics are sig-

nificant either at 5% or 10% level. Finally, for hours worked, both constrained and

unconstrained hybrid model do not outperform either the unrestricted VAR(1)

model or the BVAR model, although few of the statistics are significant at 10%

level.

10The test statistic is defined as the following. For instance, let {ev
t }T

t=1 denote the associated
forecast errors from the unrestricted VAR(1) model and {eh

t }T
t=1 denote the forecast errors from

the hybrid model. The test statistic is then defined as s = l
σl

, where l is the sample mean of
the “loss differentials”, {lt}T

t=1, using lt = (ev
t )2 − (eh

t )2 for all t = 1, 2, 3, ..., T , and where σl

is the standard error of l. The s statistic is asymptotically distributed as a standard normal
random variable and can be estimated under the null hypothesis of equal forecast accuracy, i.e.
l = 0. Therefore, in this case, a positive value of s suggests that the hybrid model outperforms
the unrestricted VAR(1) model in terms of out-of-sample forecasting.
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Table 12: Across-Model Test Statistics

Quarters Ahead 1 2 3 4
(A) Output
DSGE-VAR (Uncon) vs. VAR(1) 1.898∗ 1.823∗ 1.848∗ 1.616
DSGE-VAR (Con) vs. VAR(1) 0.888 1.718 1.592 1.576
DSGE-VAR (Uncon) vs. BVAR −2.579∗∗ −2.287∗∗ −1.819∗ -1.501
DSGE-VAR (Con) vs. BVAR −2.740∗∗ −2.310∗∗ −1.916∗ -1.598
VAR(1) vs. BVAR −2.566∗∗ −2.222∗∗ −1.907∗ -1.657

(B) Consuption
DSGE-VAR (Uncon) vs. VAR(1) 0.126 -0.103 0.581 0.762
DSGE-VAR (Con) vs. VAR(1) -0.418 -0.842 -1.055 -1.149
DSGE-VAR (Uncon) vs. BVAR −3.267∗∗ −1.935∗ -1.643 -1.408
DSGE-VAR (Con) vs. BVAR −3.760∗∗ −2.035∗∗ −1.859∗ -1.499
VAR(1) vs. BVAR −3.324∗∗ −1.765∗ -1.472 -1.197

(C) Investment
DSGE-VAR (Uncon) vs. VAR(1) 0.604 0.985 1.093 1.166
DSGE-VAR (Con) vs. VAR(1) 0.329 1.568 1.633 1.466
DSGE-VAR (Uncon) vs. BVAR −2.716∗∗ −2.035∗∗ -1.404 -1.148
DSGE-VAR (Con) vs. BVAR −2.762∗∗ −2.444∗∗ −1.733∗ -1.283
VAR(1) vs. BVAR −2.394∗∗ −2.086∗∗ -1.605 -1.383

(D) Hours Worked
DSGE-VAR (Uncon) vs. VAR(1) -0.522 -0.915 -1.014 -0.976
DSGE-VAR (Con) vs. VAR(1) -1.117 -0.717 -1.024 -1.208
DSGE-VAR (Uncon) vs. BVAR −1.933∗ -1.535 -1.321 -1.132
DSGE-VAR (Con) vs. BVAR −1.947∗ -1.686 -1.461 -1.345
VAR(1) vs. BVAR −1.968∗ −1.727∗ -1.490 -1.329

Note: ∗ and ∗∗ indicate 10% and 5% significant respectively. BVAR is the
optimal one with w = 0.3 and d = 0.5.
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3.5 Conclusion

In this paper, we develop an estimable DSGE model, in which we augment the

linearized equations with a vector of residuals that follow a AR(1) process. The

hybrid model, thus, combines the micro-founded DSGE model with the flexibility

of the atheoretical VAR model, and hence, the name — DSGE-VAR. We then

employ the hybrid model to measure the out-of-sample forecasting performance

for output, consumption, investment, and hours worked for the South African

economy over 2001:1-2005:4. The results indicate that, in general, the estimated

hybrid DSGE model outperforms the Classical VAR, but not the Bayesian VARs.

Moreover, the results suggest that a BVAR with a relatively loose prior produces

smaller out-of-sample forecast errors.

The Hansen’s (1985) version real business cycle model used in this paper is

singular in the sense that the technology shock is the only shock to the system.

Therefore, it is necessary to study the importance of various shocks in accounting

for the dynamic behaviour of output and it main components. In this regard,

future research aims to estimate a New Keynesian DSGE model, which will allow

us to incorporate nominal shocks. Further, we also aim to estimate the current

model using Bayesian techniques. The ultimate goal of all these future extensions

will be to analyze whether the DSGE model can outperform the BVARs, as far

as forecasting is concerned.
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A. Optimization

In our model economy, the representative consumer problem is to maximize

the utility function (1) by choosing {Ct, Ht, Kt+1}∞t=0

U(Ct, Ht) = Et

∞∑
t=0

βt(lnCt − γHt), 0 < β < 1 γ > 0

subject to the resource constraint:

ZtK
ρ
t (ηtHt)

1−ρ ≥ Ct + Kt+1 − (1− δ)Kt (A.1)

From the (A.1), we have:

Ct = ZtK
ρ
t (ηtHt)

1−ρ + (1− δ)Kt −Kt+1 (A.2)

The Bellman equation for this problem:

V (Kt, Zt) = max
Ht,Kt+1

{ln[ZtK
ρ
t (ηtHt)

1−ρ+(1−δ)Kt−Kt+1]−γHt}+βEtV (Kt+1, Zt+1)

(A.3)

The first order condition (FOC) for hours worked:

∂V (Kt, Zt)

∂Ht

= 0 (A.4)

1

Ct

(1− ρ)ZtK
ρ
t ηt(1−ρ)H−ρ

t − γ = 0 (A.5)

γ =
Yt

Ct

(1− ρ)
1

Ht

(A.6)

and the FOC for capital stock:
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∂V (Kt, Zt)

∂Kt+1

= 0 (A.7)

1

Ct

(−1) + βEtV (Kt+1, Zt+1) = 0 (A.8)

The envelope condition is:

∂V (Kt, Zt)

∂Kt

=
1

Ct

ZtρKρ−1
t (ηtHt)

1−ρ + (1− δ) (A.9)

Updating (A.9) and combining with (A.8) yields the Euler equation for capital

stock:

1

Ct

= βEt[
1

Ct+1

Zt+1ρKρ−1
t+1 (ηtHt+1)

1−ρ + (1− δ)] (A.10)

1

Ct

= βEt{ 1

Ct+1

[
Yt+1

Kt+1

ρ + (1− δ)]} (A.11)

B. The steady state and log-linearization

B.1 The steady state

The complete model economy:
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Yt = Ct + It (B.1)

Yt = ZtK
ρ
t (ηtHt)

1−ρ (B.2)

Kt+1 = (1− δ)Kt + It (B.3)

γ =
Yt

Ct

(1− ρ)
1

Ht

(B.4)

1

Ct

= βEt{ 1

Ct+1

[
( Yt+1

Kt+1

)
ρ + (1− δ)]} (B.5)

logZt = (1− ψ)logZ + ψlogZt−1 + εt, εt ∼ i.i.d.(0, σ2
ε ) (B.6)

In equilibrium,yt = Yt/η
t, ct = Ct/η

t, it = It/η
t, ht = Ht, kt = Kt/η

t, andzt =

Zt, therefore we can rewrite the model as:

yt = ct + it

yt = ztk
ρ
t h

1−ρ
t

ηkt+1 = (1− δ)kt + it

γ =
yt

ct

(1− ρ)
1

ht

η

ct

= βEt{ 1

ct+1

[
(yt+1

kt+1

)
ρ + (1− δ)]}

logzt = (1− ψ)logZ + ψlogzt−1 + εt, εt ∼ i.i.d.(0, σ2
ε )

In steady state we have yt = y, ct = c, it = i, ht = h, kt = k, and zt = z for

all t = 0, 1, 2, ... Solving for the steady state values of the six variables:
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a = A (B.7)

k =
( ρ

η/β − 1 + δ

)
y (B.8)

i =
[ρ(η − 1 + δ)

η/β − 1 + δ

]
y (B.9)

c =
{

1−
[ρ(η − 1 + δ)

η/β − 1 + δ

]}
y (B.10)

h =
(1− ρ

γ

){
1−

[ρ(η − 1 + δ)

η/β − 1 + δ

]}−1

(B.11)

y = z1/(1−ρ)
( ρ

η/β − 1 + δ

)ρ/(1−ρ)(1− ρ

γ

){
1−

[ρ(η − 1 + δ)

η/β − 1 + δ

]}−1

(B.12)

B.2 Log-linearization

This section presents the log-linearized DSGE model. The principle of log-

linearization is to replace all equations by Taylor approximation around the

steady state, which are linear functions in the log-deviations of the variables

(Uhlig, 1995:4). Suppose Πt be the vector of variables, π their steady state, and

π̂t the vector of log-deviations:

π̂t = logΠt − logπ (B.13)

in other words, π̂t denote the percentage deviations from their steady state levels.

Using first-order Taylor approximations to rewrite all the equations of the model:
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ŷt = ẑt + ρk̂t + (1− ρ)ĥt (B.14)

ẑt = ψẑt−1 + εt (B.15)

(
η

β
− 1 + δ)ŷt = [(

η

β
− 1 + δ)− ρ(η − 1 + δ)]ĉt + ρ(η − 1 + δ)̂it (B.16)

ηk̂t+1 = (1− δ)k̂t + (η − 1 + δ)̂it (B.17)

ĉt + ĥt = ŷt (B.18)

0 =
η

β
ĉt − η

β
Etĉt+1 + (

η

β
− 1 + δ)Etŷt+1

−(
η

β
− 1 + δ)k̂t+1 (B.19)
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Chapter 4

A New-Keynesian DSGE Model for Forecasting

the South African Economy

4.1 Introduction

The objective of this paper is to develop a New-Keynesian Dynamic Stochastic

General Equilibrium (NKDSGE) Model for forecasting growth rate of output,

inflation, and a measure of nominal short-term interest rate, in our case the 91-

days Treasury Bills rate, for South African economy. The model is estimated

via maximum likelihood technique for quarterly data over the period of 1970:1-

2000:4. Based on a recursive estimation using the Kalman filter algorithm, the

out-of-sample forecasts from the NKDSGE model are then compared with the

same generated from the Classical and Bayesian variants of the VAR models for

the period 2001:1-2006:4.
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During the last three decades, lot of work has gone into developing well-

structured New-Keynesian-Macroeconomic (NKM) models in response to crit-

icisms on the traditional, once-dominant, IS-LM framework of macroeconomic

analysis. The NKM models incorporate the nominal (price and/or wage) rigidi-

ties into the traditional IS-LM framework to capture the time series properties

of the data. More recently, the so called new generation NKM models (Good-

friend and King, 1997; Rotemberg and Woodford, 1997; McCallum and Nelson,

1999, Smets and Wouters, 2003) that are built on a dynamic stochastic general

equilibrium framework, based on optimizing behavior of agents, has also gained

tremendous prominence. However, this type of micro-founded NKM models have

generally been used for policy analysis, few being used for forecasting purposes.

One exception in this regard is the study by Smets and Wouters (2004). The au-

thors develop and estimate a micro-founded NKM model with sticky prices and

wages for the Euro area. The results indicate that the forecasting performance

of NKM model is reasonably well comparable to the atheoretical VAR.

In a recent paper, Liu et al. (2007) develop and estimate a Hansen(1985)–type

hybrid model for forecasting the South African economy. The hybrid model is

based on a real business cycle (RBC) framework. Kydland and Prescott (1982)

argue that in the basic RBC framework, the U.S. business cycle fluctuations are

purely driven by real technology shocks. This one-shock assumption makes RBC

models stochastically singular. In order to overcome this singularity problem,

the authors augment the theoretical model with unobservable errors having a
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VAR representation. This allows one to combine the theoretical rigor of a DSGE

model with the flexibility of an atheoretical VAR model. The results indicate

that the estimated hybrid DSGE model outperforms the Classical VAR, but not

the Bayesian VARs in terms of out-of-sample forecasting performances. Having

resorbed to a RBC framework, prevents Liu et al. (2007) from analyzing the role

of nominal shocks. This is, in our opinion, inappropriate for the South African

economy, since South African economy, just as other developing economies, is

subject to nominal shocks.

In this paper, following Rotemberg and Woodford (1997) and Ireland (2004),

we develop and estimate a NKDSGE model with sticky prices. The model con-

sists of three equations, an expectational IS curve, a forward-looking version of

the Phillips curve, and a Taylor-type monetary policy rule. Furthermore, the

model is characterized by four shocks: a preference shock; a technology shock; a

cost-push shock; and a monetary policy shock. Essentially, by incorporating four

shocks, that generally tends to affect a macroeconomy, we attempt to model the

empirical stochastics and dynamics in the data better, and hence, improve the

predictions. In addition, using a NKDSGE model, allows us to model product

market rigidities, which is also an important feature of the South African econ-

omy. Further allowing for explicit interest rate rules also helps in modelling the

inflation targeting frame regime of the South African economy, understanding

better in comparison to the RBC model for obvious reason.
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The rest of the paper is structured as follows. Section 2 lays out the theoretical

model, while Section 3 shows the solution of the model. Results are presented in

Section 4 and Section 5 concludes.

4.2 The Model

4.2.1 The Representative Household

The economy consists of a continuum of infinitely-lived households. In each

period t = 0, 1, 2, ..., a representative household makes a sequence of decisions to

maximize the expected utility over a composite consumption good Ct, real money

balance Mt/Pt, and leisure 1− ht:

E

∞∑
t=0

βt
[
atlog(Ct) + log

(Mt

Pt

)− (1

η

)
hη

t

]
, 0 < β < 1, η ≥ 1, (1)

where β is the subjective discount factor and at is the preference shock which

follows an AR(1) process as in Ireland (2004):

log(at) = ρalog(at−1) + εat, 0 ≤ ρa < 1, εat ∼ i.i.d.(0, σ2
a), (2)

The representative household carries money Mt−1 and bonds Bt−1 from the

previous period into the current period t. In time period t, the household receives

a lump-sum transfer Tt from the monetary authority and the nominal profit or

dividend payment Dt from the intermediate good firms. In addition, the house-

hold also receives its usual labor income Wtht, where Wt denotes the nominal
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wage. Therefore, in each time period the representative household maximizes its

expected utility (1) by choosing consumption, labor supply, money and bond,

subject to the following budget constraint:

Ct +
Bt

rtPt

=
Wt

Pt

ht +
Bt−1

Pt

+ Dt + Tt − Mt −Mt−1

Pt

(3)

where rt denotes the gross nominal interest rate and Pt denotes the nominal price.

In this version of NKDSGE model, capital accumulation decision is ignored.

Christiano et al. (2005) assume that the household owns capital stock and makes

capital accumulation and utilization decisions in each time period1 . However,

as noted that there exists little relationship between capital stock and output

at business cycle frequencies (McCallum and Nelson, 1999; Cogley and Nason,

1995), the role of capital has been ignored here.

Given (1) and (2), the representative household’s first order conditions are as

follows:

Wt

Pt

= a−1
t Cth

η−1
t (4)

at

Ct

= rtβEt

[
at+1

( 1

Ct+1

)( Pt

Pt+1

)]
(5)

Mt

Pt

= a−1
t Ct[rt/(rt − 1)] (6)

1For further details on capital accumulation and utilization in NKDSGE models see Dostey
and King (2001), and Smets and Wouters (2003) .
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where (4) is the intratemporal optimality condition, capturing the consumption

and leisure trade-off, i.e. the marginal rate of substitution between consumption

and leisure equals to the real wage. Equation (5) represents the intertemporal

allocation of consumption, whereas (6) is the money demand equation. It shows

that the optimal condition of money holding requires that the marginal rate of

substitution between money and consumption must equalize with the opportunity

cost of holding money.

4.2.2 Final-Goods Production

In the final-goods sector, a representative firm produces the final good Yt

according to a constant elasticity of substitution (CES) production function as

suggested by Dixit and Stiglitz (1977):

Yt =

(∫ 1

0

Y
θt−1

θt
jt dj

) θt
θt−1

, θt > 1, (7)

where Yjt denotes the output of intermediate good j which the representative

final-goods firm uses as input to produce Yt units of final goods.

Given the intermediate-goods price Pjt,
2 firm maximizes its profits:

max
Yjt

{
Yt − 1

Pt

∫ 1

0

PjtYjt

}
(8)

Solving the firm’s profits maximization problem (8), yields:

2As explained in section 2.3, the representative intermediate-goods firm is assumed to sell
its output in a monopolistically competitive market.
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Yjt =
(Pjt

Pt

)−θt

Yt (9)

Since the final-goods firms operate in a perfectly competition, in equilibrium

the representative firm’s profit should equal to zero. Hence, the equilibrium

market price for final good is given as follows:

Pt =
(∫ 1

0

P 1−θt
jt dj

) 1
1−θt (10)

It is important to point out that the production function (7) implies a constant

elasticity of substitution between intermediate goods. θt is a stochastic parameter

determining the time-varying mark-up in the goods market (Smets and Wouters,

2003; Ireland, 2004). This is a convenient way to introduce the so called mark-

up or cost-push shocks into the NKDSGE model as proposed by Clarida et al.

(1999). The cost-push shock follows the following autoregressive process:

logθt = (1−ρθ)logθ+ρθlogθt−1+εθt, 0 ≤ ρθ < 1, εθt ∼ i.i.d.(0, σ2
θ), (11)

where the serially uncorrelated innovation εθt is normally distributed.
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4.2.3 Intermediate-Goods Production

In the intermediate-goods sector, firms are monopolistically competitive and

face a quadratic cost of price adjustment. In each time period, the representa-

tive intermediate-goods firm hires hjt units of labor and produces Yjt units of

intermediate good j, according to the following technology:

Yjt = Zthjt (12)

This is a standard constant-return-to-scale production function, but without

capital. Zt is the aggregate technology shock, which is assumed follow a random

walk with a positive drift:

logZt = logZ̄ + logZt−1 + εzt, εzt ∼ i.i.d.(0, σ2
z), (13)

where Z̄ > 1 and the serially uncorrelated innovation εzt is normally distributed.

In equilibrium, this supply-side disturbance acts as a shock to the Phillips curve

in the NKDSGE model (Ireland, 2001).

As stated above, the representative intermediate-goods firm faces a quadratic

cost of nominal price adjustment along the line of Rotemberg (1982). Mathemat-

ically, we have:

φ

2

[ Pjt

πPjt−1

]2

Yt, φ > 0, π > 1, (14)
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where φ is the parameter that governs the magnitude of the cost of price adjust-

ment and π is the steady-state gross rate of inflation.

Since the representative intermediate-goods firm operates in a monopolisti-

cally competitive market, it chooses its own sale price Pjt taking as given a

downward sloping demand curve in order to maximize its market value:

E

∞∑
t=0

βt(at/Ct)
{[Pjt

Pt

]1−θ

Yt −
[Pjt

Pt

]−θ(Wt

Pt

)(Yt

Zt

)
− φ

2

[ Pjt

πPjt−1

]2

Yt

}
(15)

where βt(at/Ct) measures the representative household’s marginal utility of an

additional unit of real profit generated in time period t. The first order condition

is:

(θt − 1)
(Pjt

Pt

)−θt
(Yt

Pt

)
= βφEt

[(at+1

at

)( Ct

Ct+1

)(Pjt+1

πPjt

− 1
)(Yt+1

Pjt

)(Pjt+1

πPjt

)]

+
[
θt

(Pjt

Pt

)−θt−1(Wt

Pt

)(Yt

Zt

)( 1

Pt

)]
−

[
φ
( Pjt

πPjt−1

− 1
)( Yt

πPjt−1

)]
(16)

The representative intermediate-goods firm sets its markup price Pjt in such a

way that the actual markup price will differ from, but tend to gravitate towards,

the desired markup overtime (Ireland, 2004: 9).

4.2.4 The Monetary Authority

The model is closed by assuming that the monetary authority follows a mod-

ified Taylor (1993) rule. That is, the monetary authority adjusts its instrument,

the nominal short-term interest rate, in response to deviations of inflation and
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output from their steady-state levels, as well as lagged deviations of interest rate

and deviations of current growth rate.

r̂t = ρrr̂t−1 + ρππ̂t + ρgĝt + ρxx̂t + εrt, εrt ∼ i.i.d.(0, σ2
r), (17)

rt is the nominal short-term interest rate, gt output growth, and xt output gap3

. The εrt’s represent exogenous monetary policy shocks, which are assumed to

be serially uncorrelated.

Monetary policy rules are often preferred over discretionary decisions. A

formal rule is the desire for governance“by laws, not by means”, as well as,

the way to overcome“dynamic inconsistency” (Barro and Gordon, 1983; Rogoff,

1985). From a monetary transmission mechanism point of view, monetary policy

affects the target variable(s) and the economy mainly through the private-sector

expectations of the future interest rates, inflation, and output. Since growth rate

of output is public knowledge, besides output gap, we include output growth in

our interest rate rule as well. Moreover, output growth can be one of the most

important and observable indicator, as apposed to the more elaborated output

gap, that the monetary authority responds to.

The measure of output gap associated with NKM model differs from the

empirical (statistical) approach. The empirical approach essentially involves de-

trending output from its smooth trend. It requires using either a univariate tech-

nique like the Hodrick-Prescott filter or a multivariate technique like adapted

3A letter with a hat above indicates its deviation.
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multivariate filter to determine the smooth trend – potential output 4 . How-

ever, the main properties of the resulting series, the potential output, do not

seem to hinge critically on the exact techniques used. Moreover, the use of de-

trended output as a proxy for the output gap has been criticized due to the lack

of theoretical justification (Gali, 2002). Using a simple estimated linear model,

Smets (1998) shows that output gap uncertainty can have a significant effect on

the efficient response coefficients in Taylor-type rules for the US economy.

We define the output gap in the following way as proposed by Ireland (2004).

Under the structure of our model, suppose there is a benevolent government that

seeks to maximize the representative household’s welfare:

E

∞∑
t=0

βt
[
atlogYt − 1

η

(∫ 1

0

Njtdj
)η]

(18)

that is, in each time period Njt units of labor are allocated to the representative

intermediate firm to produce Yjt units of intermediate good j, which will then be

used as input goods to produce Yt units of final goods.

This optimization problem is subject to the following economy-wide con-

straint:

Yt = Zt

(∫ 1

0

N
θt−1

θt
jt dj

) θt
θt−1

(19)

4For detailed discussion of different techniques for computing potential output, see Nelson
and Plosser (1972), Hodrick and Prescott (1997), Laxton and Tetlow (1992).
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The first order condition implies that the optimal level of output in the final-

goods sector is given by5 :

Yt = a
1
η

t Zt (20)

The model’s output gap xt is then defined by dividing the actual output by

the optimal level of output:

xt =
( 1

at

) 1
η Yt

Zt

(21)

4.3 Solution of the Model

In equilibrium, markets must clear. A symmetric equilibrium is characterized

by the following conditions: Yjt = Yt, Pjt = Pt, hjt = ht, for all j ∈ [0, 1] and

t = 0, 1, 2, .... In addition, market clearing conditions require Mt = Mt−1 + Tt,

Bt = Bt−1 = 0.

These market clearing conditions imply that Yt = Ct; households are homoge-

neous with respect to consumption and bond holdings (Woodford, 1996; Erceg et

al., 2000); intermediate-goods firms are identical with respect to price and pro-

duction decisions, and; money and asset markets are clearing for all t = 0, 1, 2, ....

5It is clear that the optimal level of output responds positively to the preference shock at

and the technology shock Zt.
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We then log-linearize the model around its steady-state. The log-linearized

model contains two main equations of our NKDSGE model, the expectational IS

curve (B.12) and the New Keynesian Phillips curve (B.13): 6

x̂t = Etx̂t+1 − (r̂t − Etπ̂t+1) +
(
1− 1

η

)
(1− ρa)ât ((B.12))

π̂ = βEtπ̂t+1 + ψx̂t − θ̂t/φ ((B.13))

These two main equations (B.12) and (B.13) imply that in a NKDSGE model

the presence of nominal rigidities (the cost-push shock θ̂t/φ here) is a potential

source of nontrivial real effects of monetary policy shocks (Gali, 2002). Without

the cost-push shock, the monetary authority can simply set the real interest rate

equal to its natural rate
(
1− 1

η

)
(1− ρa)ât in order to stabilize both the inflation

rate and the output gap.

To estimate the model, we apply the method proposed by Blanchard-Kahn

(1980) to the log-linearized model. Specifically:

ft = Ast (22)

and

st+1 = Bst + Cεt+1 (23)

6Appendix B describes the symmetric equilibrium and the log-linearization of the model.
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where

ft = [ĝt, π̂t, r̂t]
′

(24)

st = [ŷt−1, π̂t−1, r̂t−1, x̂t−1, ĝt−1, ât, êt, ẑt, ε̂rt]
′

(25)

εt+1 = [εat+1, εet+1, εzt+1, εrt+1]
′

(26)

The empirical model consisting of (22) and (23) has three observable vari-

ables, output growth, inflation, and the nominal short-term interest rate, and

two unobservable variables namely the de-trended output and the output gap.

The model also consists of four different shocks, the preference shock ât, the

cost-push shock7 êt, the technology shock ẑt, and the monetary policy shock

εrt. All the shocks are assumed to be serially uncorrelated. In other words, the

covariance matrix of εt+1 is diagonal:

Eεt+1ε
′
t+1 =




σa 0 0 0

0 σe 0 0

0 0 σz 0

0 0 0 σr




(27)

The empirical model is in state-pace form and can be estimated via maximum

likelihood approach. The model is estimated based on quarterly data on real

Gross Domestic Product (GDP), GDP deflator, and 91-day Treasury Bills rate

(TBILL) as the nominal short-term interest rate over the period of 1970:1-2000:4.

7êt = θ̂t/φ is the transformed cost-push cost.
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Before calculating the output (GDP) growth, GDP is converted into per-capita

form by dividing it with the size of population aged between 15-64. The data

for seasonally adjusted real GDP, GDP defletor, and the 91-days TBILL rate are

obtained from the South African Reserve Bank Quarterly Bulletin. Note the base

year is the year of 2000. Series for population aged between 15-64 is obtained

from World Bank database.

4.4 Results

In this section, we compare the out-of-sample forecasting performance of the

NKDSGE model with the VARs, both Classical and Bayesian, in terms of the

Root Mean Squared Errors (RMSEs). At this stage, a few words need to be said

regarding the choice of the evaluation criterion for the out-of-sample forecasts

generated from Bayesian models. As Zellner (1986: 494) points out “the optimal

Bayesian forecasts will differ depending upon the loss function employed and

the form of predictive probability density function”. In other words, Bayesian

forecasts are sensitive to the choice of the measure used to evaluate the out-of-

sample forecast errors. This fact was also observed in a recent study by Gupta

(2006). However, Zellner (1986) points out that the use of the mean of the

predictive probability density function for a series, is optimal relative to a squared

error loss function and the Mean Squared Error (MSE), and, hence, the RMSE

is an appropriate measure to evaluate performance of forecasts, when the mean

of the predictive probability density function is used.
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But, before we proceed to the discussion of the forecasting performance of the

alternative models, it is important to lay out the basic structural differences and

advantages of using BVARs over traditional VARs for forecasting.

4.4.1 Classical and Bayesian VARs

An unrestricted VAR model, as suggested by Sims (1980), can be written as

follows:

χt = C + λ(L)χt + εt (28)

where χ is a (n × 1) vector of variables being forecasted; λ(L) is a (n × n)

polynominal matrix in the backshift operator L with lag lenth p, i.e., λ(L) =

λ1L + λ2L
2 + ... + λpL

p; C is a (n × 1) vector of constant terms; and ε is a

(n × 1) vector of white-noise error terms. The VAR model, thus, posits a set of

relationships between the past lagged values of all variables and the current value

of each variable in the model.

A crucial drawback of the VAR forecasts is “overfitting” due to the inclusion

too many lags and too many variables, some of which may be insignificant. The

problem of “overfitting” results in multicollinearity and loss of degrees of freedom,

leads to inefficient estimates and large out-of-sample forecasting errors. Thus, it

can be argued the performance of VAR forecasts will deteriorate rapidly as the

forecasting horizon becomes longer.
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A forecaster can overcome this “overfitting” problem by using Bayesian tech-

niques. The motivation for the Bayesian analysis is based on the knowledge that

more recent values of a variable are more likely to contain useful information

about its future movements than older values. From a Beyesian perspective, the

exclusion restriction in the VAR is an inclusion of a coefficient without a prior

probability distribution (Litterman, 1986a).

The Bayesian model proposed by Litterman (1981), Doan, et al. (1984), and

Litterman (1986b), imposes restrictions on those coefficients by assuming they

are more likely to be near zero. The restrictions are imposed by specifying normal

prior8 distributions with zero means and small standard deviations for all the

coefficients with standard deviation decreasing as lag increases. One exception is

that the mean of the first own lag of a variable is set equal to unity to reflect the

assumption that own lags account for most of the variation of the given variable.

To illustrate the Bayesian technique, suppose the “Minnesota prior” means and

variances take the following form:

βi ∼ N(1, σ2
βi

)

βj ∼ N(0, σ2
βj

)

(29)

where βi represents the coefficients associated with the lagged dependent variables

in each equation of the VAR, while βj represents coefficients other than βi. The

8Note Litterman (1981) uses a diffuse prior for the constant, which is popularly referred to
as the “Minnesota prior” due to its development at the University of Minnesota and the Federal
Reserve bank at Minneapolis.
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prior variances σ2
βi

and σ2
βj

, specify the uncertainty of the prior means, βi = 1

and βj = 0, respectively.

Doan et al. (1984) propose a formula to generate standard deviations as a

function of a small number of hyperparameters9 : w, d, and a weighting matrix

f(i, j). This approach allows the forecaster to specify individual prior variances

for a large number of coefficients based on only a few hyperparameters. The

specification of the standard deviation of the distribution of the prior imposed

on variable j in equation i at lag m, for all i, j and m, defined as S(i, j, m):

S(i, j, m) = [w × g(m)× f(i, j)]
σ̂i

σ̂j

(30)

where:

f(i, j) =





1 if i = j

kij otherwise, 0 ≤ kij ≤ 1

g(m) = m−d, d > 0

The term w is the measurement of standard deviation on the first own lag, which

indicates the overall tightness. A decrease in the value of w results a tighter prior.

The parameter g(m) measures the tightness on lag m relative to lag 1, and is

assumed to have a harmonic shape with a decay of d. An increasing in d, tightens

9The name of hyperparameter is to distinguish it from the estimated coefficients , the pa-
rameters of the model itself.
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the prior as lag increases. 10 The parameter f(i, j) represents the tightness of

variable j in equation i relative to variable i. Reducing the interaction parameter

kij tightens the prior. σ̂i and σ̂j are the estimated standard errors of the univariate

autoregression for variable i and j respectively. In the case of i 6= j, the standard

deviations of the coefficients on lags are not scale invariant (Litterman, 1986b:

30). The ratio, σ̂i

σ̂j
in (30), scales the variables so as to account for differences in

the units of magnitudes of the variables.

The BVAR model is estimated using Theil’s (1971) mixed estimation tech-

nique, which involves supplementing the data with prior information on the dis-

tribution of the coefficients. For each restriction imposed on the parameter esti-

mated, the number of observations and degrees of freedom are increased by one

in an artificial way. Therefore, the loss of degrees of freedom associated with the

unrestricted VAR is not a concern in the BVAR.

4.4.2 Forecast accuracy

Table 13 to 15 report the RMSEs from the NKDSGE model along with the

VARs. When compared to the VAR and BVAR, the NKDSGE model does a

better job in predicting inflation than it does in predicting output growth and

the nominal short-term interest rate (TBILL). To be more precise, for inflation,

the NKDSGE model outperforms both the unrestricted VAR and the optimal

10In this paper, we set the overall tightness parameter (w) equal to 0.3, 0.2, and 0.1, and the
harmonic lag decay parameter (d) equal to 0.5, 1, and 2. These parameter values are chosen
so that they are consistent with the ones that used by Liu and Gupta (2007), and Liu et al.
(2007).
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Table 13: RMSE (2001Q1-2006Q4): Output Growth

QA 1 2 3 4 AVE
NKDSGE 0.726 0.787 0.888 0.961 0.840
VAR (1) 0.756 0.700 0.797 0.851 0.776
BVAR (w=.1, d=1) 0.633 0.701 0.797 0.863 0.748

QA: quarter ahead; RMSE: root mean squared error (%).

BVAR 11 , while for output growth and TBILL the RMSEs generated from the

NKDSGE model are larger than those generated from the unrestricted VAR and

the BVAR.

As far as the forecasting performances of the BVARs are concerned, except

for inflation, the optimal BVAR outperforms both the NKDSGE model and the

unrestricted VAR. For inflation, the optimal BVAR only outperforms the unre-

stricted VAR. As shown in Table 13 to 15, for output growth and inflation a

BVAR with a relatively tighter prior (w = 0.1, d = 1) produces smaller fore-

cast errors, whereas for TBILL the opposite holds. Interestingly, this finding is

different from Liu et al. (2007), in which a BVAR with a relatively loose prior

produces smaller forecast errors. Specifically, Liu et al. show that for all four

variables forecasted, namely output, consumption, investment and hours worked,

a BVAR with the most loose prior (w = 0.3, d = 0.5) outperforms the estimated

Hansen(1985)–type DSGE model and a Classical VAR.

11Here we only report the RMSEs from the optimal BVAR, i.e. a BVAR with a specific set
of “hyperparameters” for which we obtain the lowest RMSEs for each quarter.
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Table 14: RMSE (2001Q1-2006Q4): Inflation

QA 1 2 3 4 AVE
NKDSGE 0.280 0.349 0.422 0.439 0.373
VAR (1) 0.364 0.409 0.462 0.519 0.439
BVAR (w=.1, d=1) 0.312 0.402 0.467 0.520 0.425

QA: quarter ahead; RMSE: root mean squared error (%).

Table 15: RMSE (2001Q1-2006Q4): TBILL

QA 1 2 3 4 AVE
NKDSGE 0.914 1.586 2.067 2.406 1.743
VAR (1) 0.813 1.464 1.962 2.334 1.643
BVAR (w=.3, d=.5) 0.688 1.365 1.901 2.306 1.565

QA: quarter ahead; RMSE: root mean squared error (%).

In order to evaluate the models’ forecast accuracy, we perform the across-

model test between the NKDSGE model and the VAR and BVAR models in pairs.

The across-model test is based on the statistic proposed by Diebold and Mariano

(1995). The test statistic is defined as the following. For instance, let {ev
t }T

t=1

denote the associated forecast errors from the unrestricted VAR(1) model and

{ek
t }T

t=1 denote the forecast errors from the NKDSGE model. The test statistic

is then defined as s = l
σl

, where l is the sample mean of the “loss differentials”

with {lt}T
t=1 obtained by using lt = (ev

t )
2−(ek

t )
2 for all t = 1, 2, 3, ..., T , and where

σl is the standard error of l. The s statistic is asymptotically distributed as a

standard normal random variable and can be estimated under the null hypothesis

of equal forecast accuracy, i.e. l = 0. Therefore, in this case, a positive value of

s would suggest that the NKDSGE model outperforms the unrestricted VAR(1)

model in terms of out-of-sample forecasting. Results are reported in Table 16. In
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Table 16: Across-Model Test Statistics

Quarters Ahead 1 2 3 4
(A) Output Growth
BVAR vs. NKDSGE -1.573 -1.271 -1.332 -1.257
BVAR vs. VAR(1) -0.913 3.143∗ 0.002 1.433
NKDSGE vs. VAR(1) 0.976 1.710 1.310 1.270

(B) Inflation
BVAR vs. NKDSGE 0.760 0.541 0.358 1.078
BVAR vs. VAR(1) -1.145 -0.533 0.052 0.747
NKDSGE vs. VAR(1) -0.889 -0.588 -0.355 -1.019

(C) TBILL
BVAR vs. NKDSGE −2.226∗ -1.542 -0.896 -0.547
BVAR vs. VAR(1) -1.377 -1.009 -0.769 -0.576
NKDSGE vs. VAR(1) 2.463∗ 1.010 0.577 0.371

Note:∗ indicates at the 5% level significant.

general, the NKDSGE model does a better job in predicting inflation than it does

in predicting output growth and the nominal short-term interest rate (TBILL).

The differences between RMSEs generated from the NKDSGE model and the

VARs are minor, since most of the test statistics are insignificant.

4.5 Conclusion

In this paper, we show that, besides its usual usage for policy analysis, a

small-scale NKDSGE model has a future for forecasting. We show that the

NKDSGE model outperforms both the Classical and Bayesian variants of the

VARs in forecasting inflation, but not for output growth and the nominal short-

term interest rate. However, the differences of the forecast errors are minor. The
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indicated success of the NKDSGE model for predicting inflation is important,

especially in the context of South Africa — an economy targeting inflation.

As suggested by Smets and Wouters (2004), a NKDSGE model estimated

by Bayesian techniques can become an useful tool in the forecasting kit for cen-

tral banks. In this backdrop, further research will concentrate on developing an

estimated NKDSGE model based on Bayesian techniques. In addition, future re-

search in this area will aim to extend the current framework into that of a small

open economy.
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Optimization

Household

In the NKDSGE model, the representative household chooses {Ct, ht,
Mt

Pt
, Bt

Pt
}

to maximize the utility function (1):

E

∞∑
t=0

βt
[
atlog(Ct) + log

(Mt

Pt

)− (1

η

)
hη

t

]
, 0 < β < 1, η ≥ 1, ((1))

subject to the budget constraint (3):

Ct +
Bt

rtPt

=
Wt

Pt

ht +
Bt−1

Pt

+ Dt + Tt − Mt −Mt−1

Pt

((3))

The resulting Bellman’s equation is as follows:

V (Mt−1, Bt−1, at, Zt, εrt) = max[atlog(Ct)+log(
Mt

Pt

)−(1

η

)
hη

t +βEtV (Mt, Bt, at+1, Zt+1, εrt+1)]

(A.1)

Substituting Ct from (3) into (A.1) and solving this problem yields the fol-

lowing first order condition (FOC) for hours worked:

∂V (Mt−1, Bt−1, at, Zt, εrt)

∂ht

= 0 (A.2)

at

Ct

Wt

Pt

− hη−1
t = 0 (A.3)

Wt

Pt

= a−1
t Cth

η−1
t (A.4)
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The FOC for bond holdings is given as follows:

∂V (Mt−1, Bt−1, at, Zt, εrt)

∂Bt

= 0 (A.5)

at

Ct

(− 1

rtPt

) +
∂βEtV (Mt, Bt, at+1, Zt+1, εrt+1)

∂Bt

= 0 (A.6)

The associated envelope condition is:

∂V (Mt−1, Bt−1, at, Zt, εrt)

∂Bt−1

=
at

Ct

1

Pt

(A.7)

Updating (A.7) and combining with (A.6) yields

at

Ct

= rtβEt

[
at+1

( 1

Ct+1

)( Pt

Pt+1

)]
(A.8)

FOC for money holdings can be derived as follows:

∂V (Mt−1, Bt−1, at, Zt, εrt)

∂Mt

= 0 (A.9)

at

Ct

(−1)
1

Pt

+
1

Mt

+
∂βEtV (Mt, Bt, at+1, Zt+1, εrt+1)

∂Mt

= 0 (A.10)

The associated envelope condition is:

∂V (Mt−1, Bt−1, at, Zt, εrt)

∂Mt−1

=
at

Ct

1

Pt

(A.11)

Updating (A.11) and combining with (A.10), we have:
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at

Ct

=
Pt

Mt

+ βEt(
at+1

Ct+1

Pt

Pt+1

) (A.12)

Pt

Mt

= βEt(
Pt

Pt+1

)− at

Ct

(A.13)

Using (A.8):

Mt

Pt

= a−1
t Ct[rt/(rt − 1)] (A.14)

Final goods firm

A representative firm produces the final good Yt using intermediate goods Yjt

according to the CES production function:

Yt =

(∫ 1

0

Y
θt−1

θt
jt dj

) θt
θt−1

(A.15)

The firm maximizes its profit:

max
Yjt

{
Yt − 1

Pt

∫ 1

0

PjtYjt

}
(A.16)

Alternatively, the firm minimizes its expenditure given the production con-

straint. The Lagrangean for the firm is given by the following expression:

L =

∫ 1

0

PjtYjtdj − Pt

[
Yt −

(∫ 1

0

Y
θt−1

θt
jt dj

) θt
θt−1 ]

(A.17)

Setting ∂L
∂Yjt

= 0, yields:
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Pjt = Pt
∂Yt

∂Yjt

(A.18)

where:

∂Yt

∂Yjt

=
θt

θt − 1

(∫ 1

0

Y
θt−1

θt
jt dj

) 1
θt−1 (θt − 1

θt

)
Y
−1/θt

jt (A.19)

=
( Yt

Yjt

)1/θt

(A.20)

Substituting (A.20) into (A.18), yields:

Yjt =
(Pjt

Pt

)−θt

Yt (A.21)

Here, given Euler’s theorem, profits in this sector must equal to zero in equi-

librium:

PtYt =

∫ 1

0

PjtYjtdj (A.22)

Solving for the optimal price of the final-goods Yt, yields:

Pt =
(∫ 1

0

P 1−θt
jt dj

) 1
1−θt (A.23)

Intermediate goods firm

A representative firm produces Yjt according to the following production func-

tion:
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Yjt = Zthjt (A.24)

given a quadratic cost of price adjustment:

φ

2

[ Pjt

πPjt−1

]2

Yt, φ > 0, π > 1, (A.25)

The firm maximizes its market value:

E

∞∑
t=0

βt(at/Ct)
{[Pjt

Pt

]1−θ

Yt −
[Pjt

Pt

]−θ(Wt

Pt

)(Yt

Zt

)
− φ

2

[ Pjt

πPjt−1

]2

Yt

}
(A.26)

The first order condition for this problem:

(θt − 1)
(Pjt

Pt

)−θt
(Yt

Pt

)
= βφEt

[(at+1

at

)( Ct

Ct+1

)(Pjt+1

πPjt

− 1
)(Yt+1

Pjt

)(Pjt+1

πPjt

)]

+
[
θt

(Pjt

Pt

)−θt−1(Wt

Pt

)(Yt

Zt

)( 1

Pt

)]
−

[
φ
( Pjt

πPjt−1

− 1
)( Yt

πPjt−1

)]
(A.27)

The Log-linear Equilibrium

Symmetric Equilibrium

In a symmetric equilibrium, the model can be summarized as follows:
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Yt = Ztht (B.1)

Wt

Pt

= a−1
t Cth

η−1
t (B.2)

at

Ct

= rtβEt

[
at+1

( 1

Ct+1

)( Pt

Pt+1

)]
(B.3)

Mt

Pt

= a−1
t Ct[rt/(rt − 1)] (B.4)

log(at) = ρalog(at−1) + εat (B.5)

logθt = (1− ρθ)logθ + ρθlogθt−1 + εθt (B.6)

logZt = logZ̄ + logZt−1 + εzt (B.7)

0 = (1− θt)
(Pjt

Pt

)−θt
(Yt

Pt

)
+ βφEt

[(at+1

at

)( Ct

Ct+1

)(Pjt+1

πPjt

− 1
)(Yt+1

Pjt

)(Pjt+1

πPjt

)]

+
[
θt

(Pjt

Pt

)−θt−1(Wt

Pt

)(Yt

Zt

)( 1

Pt

)]
−

[
φ
( Pjt

πPjt−1

− 1
)( Yt

πPjt−1

)]
(B.8)

Log-linearization

In our complete model, equations (B.1)-(B.8) together with the output gap

equation (21) describe the behavior of the endogenous variables Yt, Ct, πt, rt, and

xt, and the three exogenous shocks at, θt, and Zt. Yt, Ct, and Zt are stochastically

detrended so that yt = Yt/Zt, ct = Ct/Zt, and zt = Zt/Zt−1 are stationary.

In the absence of shocks, the economy converges to a steady-state growth

path, in which yt = y, ct = c, πt = π, rt = r, xt = x, gt = g, at = a, θt = θ, and

zt = z for all t = 0, 1, 2, .... Therefore, in steady-state we have:
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y =
[
a
(θ − 1

θ

)] 1
η

(B.9)

r =
( z

β

)
π (B.10)

x =
(θ − 1

θ

) 1
η

(B.11)

Using first-order Taylor approximation to rewrite all the equations of the

model, we have:

x̂t = Etx̂t+1 − (r̂t − Etπ̂t+1) +
(
1− 1

η

)
(1− ρa)ât (B.12)

π̂ = βEtπ̂t+1 + ψx̂t − θ̂t/φ, ψ = η
(θ − 1

φ

)
(B.13)

x̂t = ŷt − 1

η
ât (B.14)

ĝt = ŷt − ŷt−1 + ẑt (B.15)

ât = ρaât−1 + εat (B.16)

θ̂t = ρθθ̂t−1 + εθt (B.17)

ẑt = εzt (B.18)
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Chapter 5

Conclusions

The thesis is the first attempt in using alternative forms of Dynamic Stochastic

General Equilibrium (DSGE) models for forecasting the South African economy.

The out-of-sample forecast performances of these alternative forms of DSGE mod-

els are evaluated by comparing them with the same generated by the Classical

and Bayesian variants of the VARs.

Compared to the VARs and the BVARs, the calibrated Hansen (1985)–type

DSGE model produces large out-of-sample forecast errors. The results from the

second paper suggest that the estimated hybrid DSGE (DSGE-VAR) model out-

performs the Classical VAR, but not the Bayesian VARs. However, it does indi-

cate that the forecast accuracy can be improved alarmingly by using the estimated

version of the DSGE model. In the third paper, we show that, besides the usual

usage for policy analysis, a small-scale NKDSGE model has a future for forecast-

ing. The NKDSGE model outperforms both the Classical and Bayesian variants
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of the VARs in the case of forecasting inflation, but not for output growth and

the nominal short-term interest rate. However, the differences of the forecasts

errors are minor. The indicated success of the NKDSGE model for predicting

inflation is important, especially in the context of South Africa — an economy

targeting inflation.

As suggested by Smets and Wounters (2004), a NKDSGE model estimated

by Bayesian techniques can become an useful tool in the forecasting kit for cen-

tral banks. In this backdrop, further research will concentrate on developing an

estimated NKDSGE model based on Bayesian techniques. In addition, future

research in this area also will aim to extend the current framework into that of a

small open economy.
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