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ABSTRACT

Chapter 1 examines the log wage gap between male and femgéeand
salary earners in urban Turkey. Correcting for selectianusial in analyzing this
gender gap considering that Turkey has the lowest female lalbergdarticipation in
the OECD. Using quantile regression techniques and accountingefeekection of
women into work, | find that the impact of selection is initiallyipes and large,

decreases towards the end of the wage distribution and becomewenegtier



correcting for selection, | find a sticky floor phenomenon; thathis, gender log
wage gap is positive and very high at the bottom of the wagebdisbn and
decreases toward zero at the upper end. | find that most of the gapdesr due to

differences in observed characteristics.

Chapter 2, which is coauthored with Rita Almeida, examines hongstrt
employment protection affects firm size by looking at theoeement of advance
notice regulations. We exploit a large micro dataset acrossui@tries and explore
the within country variation in the enforcement of labor laws in castrith very
different advance notice procedures. The findings show that firnisgfatricter
enforcement of advance notice procedures tend to be smaller aadahaore
educated workforce. This suggests that strict employment pooteailes reduce
average employment and disproportionally affect the low skilled. eTtgerobust
evidence that effects are stronger for more labor intensive finnmanufacturing,
especially those operating in low technology sectors. Sensitin&jysis indicates

that these results do not hold in countries where the rule of law is weak.

Chapter 3 contributes to the literature by providing insights omtpadt of
exporting at different points of the productivity distribution. In patc, using
plant-level data on India, | test the “self-selection” and “leaynby exporting”
hypotheses with respect to labor productivity and wages. | fincepadrting firms
are more productive and pay higher wages than non-exporting firmgnhobn

average but also throughout the distribution. While the export premium on



productivity is slightly increasing, the impact on wages is hbugconstant
throughout the distribution. Although | find no evidence of self-selectial, find

some evidence suggesting post-entry improvements in productivity and wages.
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Introduction

Growing inequality between rich and poor countries has attractedh muc
attention of researchers and policymakers on labor markets in degetmpintries.
Among the most popular policy recommendations are job creation, expanding
employment as well as increasing openness and integratmgylioibal economy.
The following collection of essays empirically examines tldékerent but equally
important subjects on these issues in developing country labor markete three
essays apply different econometric methods using different datasets. Thedpter
studies the extent of and the underlying factors contributing toethéeg wage gap
in urban Turkey while the second one analyzes the impact of fieigiglations on
firm size and workforce composition in a sample of firms acressrgy countries.
The third chapter looks at the relationship between exporting and gadmuctivity

and wages in a panel of Indian firms.

Chapter one uses data from the Turkish Household Budget Survey ifyident
the magnitude of and underlying reasons for the gender wage gajpuniog for
the selection of women into work uncovers important patterns of thaldelabor
force participation in the Turkish labor market. Using countartdcanalysis and
taking into account selection of women into work, | find that diffeesria the labor
market characteristics between men and women give rise tadbeof the gender

wage gap.



Chapter two, which is coauthored with Rita Almeida, examines fangsnt
employment protection affects firm size and workforce compositipntalting
account of the variability of enforcement of regulations in devetpgountries. |
focus on the rigidities introduced by advance notice proceduregekiethat the
effects of the same labor regulations will differ acrossntries depending on the
strength of enforcement. | assume that firms facing atestrenforcement of the
labor code will be constrained to a larger extent in their eynpént decisions.
Using data from the World Bank Enterprise Surveys, | present suggestdence
that strict employment protection rules reduce average emplatynand
disproportionately affect the employment of lower skilled work@itsis effect is
stronger for manufacturing firms that operate in low-tech indissthat are mostly

labor-intensive.

Finally, the last chapter investigates the direction of observediveosi
relationship between exporting and labor productivity and wages usiagodat
Indian firms from the Enterprise Surveys. Exporting firms ameaverage more
productive and pay higher wages to their workers. There are two pbtentia
explanations for this: firms with superior characteristics becawporters or
exporting makes firms better by exposing them to internatioagkets. While both
of these hypotheses could simultaneously account for the superiornpeante of

exporters, empirical results provide weak evidence only for the latter.



Chapter 1: The Gender Wage Gap and Sample

Selection in the Turkish Labor Market

1. Introduction

The wage gap between men and women has been a widely investigated
subject among labor economists in the last decades. Althoughighemeextensive
literature on gender wage differentials in developed countries, Studies have
been quite rare for Turkey as for most developing countries.

This paper examines the gender wage gap in Turkey in 2004. This is
particularly interesting when one considers that Turkey, cordpar@ther OECD
countries, has the lowest female labor force participation rhtehwhas remained
quite steady contrary to what other OECD countries have been engieg’
Moreover, the Turkish labor market is among those in which the femalke wage

ratios are relatively high (Anker, 1999)n this respect, the low participation of

! See Jaumotte (2003)

2 Using 1990 data, Anker (1997) estimates averagealiemale (weekly) wage ratios several
countries. He finds the ratios in the world to beighly 70-75 percent based on daily and weekly
reference periods. Turkey, with 84.5, has one efr#tios together with Scandinavian countries, some

other OECD and developing countries.



females with a relatively low gender wage gap in the Turldbbr market fits well
with evidence from the US and several European countries that aiveegat
correlation between the gender wage gap and the employment gap &xi0ss
countries (Petrongolo and Olivetti, 2008). To the extent that lowcjmation rates
imply that only women with high-wage characteristics are ®oeseworking, the
observed gender wage gap would be smaller in countries where womeipgiartic
less.

The Turkish labor market is characterized by a steadily decreasingdater
participation rate from 67 percent in 1978 to 47 percent in 2004 (Dereli, 2006).
Since 2001, the female labor market participation rate has be@mda25-26 percent
while it has been around 72-73 percent for males. Participationar@es/en lower
in urban areas due to steady migration from rural drPasticipation rates are 19.9
and 70.8 percent in 2006 for urban women and men, respectively. Figure 1sexhibit
the labor force participation rates of urban men and women aged 15@ref ahe

labor force participation rate shows a declining pattern for both men and women.

3 These figures do not differentiate between genders

* This is because migrant women, who worked as dnfaanily workers on farms prior to migrating

to the cities, can no longer find a job given thew skills (llkkaracan, 1998).

® Note that the sample | use in this study is retgtd to men and women of ages between 25 and 55. |
generated Figure 1 based on a query on the wetfsB&S (vww.tuik.gov.t) which does not allow a
modifications on the age group. This was becaude geor to 2004 is not released to public

electronically.



The labor force participation rate also differs substantiallyedycational
attainment. Table 1 presents the labor force participation ohtesen and women
across different education groups. Although the participation rateoafen with
university education is significantly higher than that of wometh wigh school and
primary school education, men participate more at each educatategbry than
women.

Selection into the labor force should be taken into consideration when
studying the gender log wage gap in the Turkish labor markebfoparability with
the results from countries in which selection is not an issue. Betpadeven in
countries with similar labor force participation rates, diffeesnin patterns of labor
force participation may lead to different measured and potentaewgaps.
Therefore, | follow the approach developed by Albrecht, Van Vuuren aochah
(2009) and look at wage inequality at different points of the wagebdistm taking
into account the selection of women into the labor force. Afterdleetson effect is
accounted for, | decompose the wage gaps into two components, wsiMgahado-
Mata (MM hereafter)technique: differences due to differences in characteristics and
differences due to differences in the returns to those characteristics. In another

developing country context, Badel and Pefia (2007) applied this method to analyze

® Neal (2004) also highlights the importance of stb® correction in analyzing wage differentials
between black and white women in the US since diffees in patterns of labor force participation of

black and white women lead to very different resdkspite identical participation rates.



the gender log wage gap in the Colombian labor market, where tlieg fU-shaped
wage gap after controlling for selection of women.

To the best of my knowledge, the gender log wage gap in the Turkish labor
market has been studied in only a few other papers, which use datbe Using
data from the 1994 Household Expenditure Survey, Tansel (2005) finds ¢hat th
wages of men and women are almost at par in the public secterthidverage log
wage differential is 0.22 and 0.27 in the state-owned enterpriseforanal private
sector jobs, respectively. Tansel decomposes the gender log @&yeby
employment in public, private and state-owned enterprises in thac®®linder
fashion accounting for selection into a particular sector. Tansehgliishes also
between formal and informal private sector jobs. The wage ditiate by sector are
then decomposed into four components: pure rent (i.e., the part that iplaohed
by observables), differences due to differences in endowmentsrketeturns to
endowments and in selection. Tansel finds that around 44 percent of tkee wag
differential in the covered private sector is unexplained, i.e., due &rpat from
being in the private sector as well as due to differences ikemaaturns suggesting
a substantial degree of discrimination against women. While (Glzxaca
decomposition suggests that 64 percent of the earnings gap is nothecplai
educational attainment is found to be in favor of women.

Dayioglu and Tunali (2004) analyze the evolution of the gender |gg wap

in urban Turkey between 1988 and 1994. Using micro data from the 1988 and 1994



Household Labor Force Surveys, they find that the raw gender &g wap
widened from 2 percent in 1988 to 15 percent in 1994. They use the OaxzerBl
method to decompose the gender wage gap into parts due to differemetasns
and due to differences in endowments and correct for selection oféoders into
work. Their results suggest that differences in returns to observaite
unobservable traits account for a log wage gap of around 12-18 percEd8 to

22-33 percent in 1994. This implies that differences in returns accoumbferthan

the gender wage gap while differences in endowments (including woekplac

characteristics) act in favor of the women. Using a modificadfddeckman’s two-
step methodology, the authors identify a significant selectiootdtie both genders.
Further, by grouping individuals on the basis of education and yedpoteintial)

experience, they report that the evolution is different in the govemt and non-
government sectors such that while in the former women in all edoexperience
groups are adversely affected by the widening wage gap dimngeriod and a
glass ceiling phenomenon was observed, in the latter, wage gapsiglese and
women with college degree were observed having wages on pgameit. In an

earlier study, Dayioglu and Kasnakoglu (1997) report a raw (montidge gap

estimate of 51 percent using 1987 data from Household Income and Expenditur

Survey and support the view that the gender gap is more pronouncedselfthe

employed category than for wage earners.



Using matched employer-employee data from 1995, Ilkkaracan and Selim
(2007) find that the gender log wage gap remains even after contréding
workplace characteristics in addition to standard Mincerian wageation
covariates. llkkaracan and Selim report a raw gender gap of 34npeig
decomposing the wage gap using the Oaxaca-Blinder method, they cahetuthes
inclusion of workplace characteristics variables explains 78 pewfettis gap
through lower endowments of women. Tenure and experience, heavier catmentr
of men in workplaces covered by collective bargaining and finaliystrial and
occupational gender segregation are found to be the leading fiacexslaining the
gender gap.

The magnitude of the gender log wage gap varies greatly depending on the
study and the data. The magnitude of the gender gap in all abthee mentioned
papers is remarkably larger than the raw gap identified in ndystnost likely due
to the economic crisis of 1994 which may have resulted in wage @utgoimen.
Another source of this discrepancy may be that the datasetrudlklaracan and
Selim (2007) is a sample from formal sector manufacturingsfiwith at least 10
workers. One would suspect that given that their sample isctedtto formal sector
firms, the measured wage gap would understate the wagendgap entire labor
market. Restricting the 2004 sample used in my study to famaalfacturing firms
with more than 10 workers yields a gender gap at the mean of 20{petuke the

raw gender gap found using the entire sample is 7 percent. This, aga be



explained by two factors. First, the difference in surveysyead the fact that the
male unemployment rate did not fall while the female unemploymagatfell from

9.3 percent in 1993 to 8 percent following the economic recession in 1994, lends
support to the possibility that women may have suffered wage catstalthe
economic crisi$.Second, as stated in llkkaracan and Selim, the discrepancy might
also be due to the variation of the gender wage gap across sectdle dact that
public employment, which has been more egalitarian in pay schemdsss
prevalent in the manufacturing sector than in other sectors.

Since women select into the labor market in a nonrandom way, thergende
log wage gaps should be corrected to account for selection. As iacAtbiVan
Vuuren and Vroman (2009), | correct for selection bias in the caspianitile
regressions using the technique in Buchinsky (1998). The seledsan isfpositive
and large in magnitude at the lower end of the distribution and theeadesrand
turns negative. Ignoring the effect of selection would yield mishgpdesults for
women at different points of the wage distribution. In particular, rtteasured
gender log wage gap underestimates the true one for womerrehatively low
wages if selection of women into the labor force is not takencimgideration. The

selection effect is decomposed into two parts: due to observables arsenvables.

The wage cuts were most likely implemented as anmed recovering from the economic crisis
which is also reflected in the decline in unit lalsosts from 78.4 to 49.2. Base year of real dupu

2000. (Source OECD)



| find that sample selection based on observable charactenstidss to the
advantage of working women, simply because working women more drer hig
educated than non-working women. The part of the selection effédsttae to
unobservables is negative and increases in magnitude throughout thHmutitistri
This rather rare finding in the literature suggests that the enadide factors that
are affecting participation are negatively correlatedhwthe unobservables
determining the wage.

Finally, I construct a counterfactual to the selection-corregtades to
simulate the distribution of wages for women that we would expeabserve if all
women worked and had the male distribution of observed characteristies.
adjusting for selection and gender differences in the distribubiorobserved
characteristics, the gender log wage gap disappears at the faiveof the
distribution and then turns negative. This implies that women would eaar aith
men at the bottom of the wage distribution, after controlling for rdiffees in the
distribution of characteristics, and would receive substantiallizehigvages than

men in the rest of the distribution.

2. Data and Descriptive Statistics

The data used are drawn from the Turkish Household Budget Survey, 2004,
collected by the State Institute of Statistics. The samspdecross section of 35,388

individuals from 8,640 households in the urban and rural areas. Only the urban

10



subsample of the data is used since employment in rural ar@asdominantly in
agriculture, mostly in the form of unpaid family workers and selployment is also
prevalent in the agricultural sector The dataset includes richmatan including
household composition, household consumption expenditures and housing type as
well as labor market variables such as labor force statctpr of employment,
occupation and earnings. Two stage stratified clustered sampmgsed to collect

the data.

The focus of the analysis is on individuals who are either wagalarys
earners or casual workers, who are between ages 25 and 55, and wharaside
urban area. The urban areas are defined as those with populatitar gran 20,000.

Also excluded from the analysis were 491 individuals who work féfager 40 hours

per week and 13 observations whose weekly hours were top-£ddus.leaves
2,742 men and 549 women with a complete set of covariates. | also arseatidn

on 4,401 women who are not working and who are between 25 and 55 years old to
explain the participation decision of females.

The dataset provides information on the monthly earnings of individuals i
the month of the survey. | obtain the hourly wages by dividing the momitdyne

by the hours worked (assuming the individual works 4 weeks in a month).

8 The legal definition of full time work requires 4hd 45 hours per week in the public and private

sectors, respectively.
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Information on non-labor income, which includes real estate ancéstteicome, is
also provided in the dataset.

Table 2 provides the descriptive statistics for the key varidiolesnen,
working women and nonworking women. Women earn on average slightiyhéss t
men. Men are older than working women, however nonworking women are on
average the oldest. Men are more likely to be married than both woakidg
nonworking women. In terms of schooling attainment, nonworking women are th
least educated; 73 percent of nonworking women have either no diplomaloed
only elementary school. On average working women are more hightated than
men. The proportion of working women with at least a college degree is substantiall
higher than that of men. Twenty-four percent of working women l@veast a
college degree, while this is 12 percent for men. Higher educatiomodding
women relative to men is also observed by Tansel (2005) and iforme of
increased educational attainment of women between 1988 — 1994 by Danadglu
Tunali (2004).

Figure 2 shows the 95 percent confidence interval of the gender geay
along the wage distribution for the final sample used in thigysilite gender wage
gap is obtained by taking the difference of their respectiveilistins at each
percentile. The log wage gap displays the pattern of a sal ¢atieky floor”: it is
around 30 percent in the lower end of the distribution, decreases to around 10 percent

in the center of the distribution and finally decreases towards X*®hile glass

12



ceilings are more commonly observed in European countries (Albeeelht (2003)
and (2009), Arulampalam, Booth and Bryan (2004)), studies for developing
countries differ in their findings about the pattern of the gendgr across the
distribution. Chi and Li (2007) identify glass ceilings in China. Gargudl Terrell
(2005) point to the existence of glass ceilings in Ukraine, edpean the public
sector. De la Rica, Dolado and Llorens (2008) examine the gender ge@gin
Spain by different education groups. They find evidence of glassgsifor the
tertiary educated group and of sticky floors for the group with primary ahdary
education group. While these studies are informative about the magoitadd the
factors contributing to the gender gap in their respective countheg, @re not
useful benchmarks for cross-country comparisons of the gender wpgesigce not
at all of them take into consideration differing patterns of femabor force
participation.

To explain the incidence of work, information on home ownership, being
household head, log non-labor income and log other household income and two
dichotomous variables for whether there are 2 children younger than tt&
household and whether there are at least 3 children younger than 18 ausedold
are used in the selection equation. Homeownership is a dummy vahabkguals
one if the person lives in a house owned by a member of that householthbNon-
income is income not related to labor market activities suchtesest income, real

estate income and pensions. Other household income is obtained bgtsgotcdal
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individual income (including non-labor income) from total household income. In
terms of non-labor income, nonworking women fare slightly bettés.dtriking that
very few individuals report a nonzero amount of non-labor income. Only §&mger
of men, 52 percent of working women and 14 percent of nonworking women declare
positive non-labor income. Among the women who report positive amountmef
labor income, those who do not work have the lower levels of non-lalmnmenthan
working women on average. Working and nonworking women report almost the
same levels of other household income. As for household composition, working
women are the least likely to come from households with young ehildn
summary, working women are the youngest and most educated anikédggo be
a member of a household with young children.

In the selection analysis, | estimate the probability of beimgployed as a
function of age, age squared, marital status and education levelsgénghm of
other household income, logarithm of non-labor income, dummy variables f@ hom

ownership, household composition, and for being the head of household.

3. Methodology

3.1 The Machado Mata M ethod

The Machado-Mata (2005) decomposition technique can be viewed as a
generalization of the Oaxaca-Blinder decomposition (Oaxaca 19y3paRing use

of counterfactual analysis, the MM method decomposes the observedtgaerbe

14



the male and female wage distributions into two components: one duteterdies
in observed characteristics and the other due to differences netthras to those
characteristics.

Consider the two groups, men and women. The basic assumption of the MM
method is that for each group, tiod' quantile of the conditional (log) wage
distribution, Q(WI X), is characterized by the regression quantflé®: Qy(W
| X)=xp(6) wherep(0) is a vector of quantile regression coefficients 8rd0,1).

For a giver9<(0,1), B(0) can be estimated as in Koenker and Bassett, (1978). This
assumption can be used to simulate the counterfactual distributiog whges that

we would expect to observe if women were endowed with the laboketnar
characteristics of men but were paid like women. Comparingcthisiterfactual
distribution with the observed male wage distribution would then give the
component of the log wage gap that is due to differences in thegetn labor
market characteristics. By the same argument, the part obs8erved log wage gap
that can be attributed to differences in characteristics céoube by generating the
counterfactual wage distribution that would arise if women retathed: own
characteristics but received men’s returns to those characteristics.

To see this let j=F,M denote female and male groups. Consider the
counterfactual random variableWsuch that QW™ | XF=x"= x" pM(6) andee
(0,1). The MM method generates a sample from the unconditional digtnibit

W™ by first drawingd from the standard uniform distribution and then computing

15



ﬁ'\"(e). By sampling X from the empirical distribution of X for the F population
W™ = xFgM(9). By repeating this process N times, a sample of size Nbean
obtained. This random variable has the interpretation of the wage tfeahale
worker would earn were she to receive men’s returns to her af@stcs. It must

be noted that the sample generated in this way is not a truglesémom the
stochastic variable ¥ since they are based on estimates rather than the true
population parameters. Albrecht, Van Vuuren and Vroman (2009) (AVV hereaf
show that the sample quantiles of the counterfactual distributiorragedeby this
procedure yields consistent and asymptotically normal estiroati®e quantiles of

the counterfactual distribution that they are designed to simulate.

3.2 Sdection Correction

Since women select into the labor force in a nonrandom way, iealaift
women into the labor force must be accounted for in analyzing theeggag. To
the extent that women who have the highest earnings potentidica® who are
indeed working, the observed gender log wage gap underestimatésighgap.
AVV (2009) extend the Machado Mata decomposition to allow for a sample
selection correction. They start by definind 46 a counterfactual random variable
that denotes the log wage that a randomly selected woman waunlaveege she to
engage in market work and Xhe characteristics of that randomly selected woman

that determine her market wage. The quantiles dfcaMditional on vector xare

16



given by: QWF | X™=xH)= x" B(6), 6<(0,1) wheref(d) is the true parameter
correcting for selection. They follow estimation method given bghihsky (1998)
and estimate W" | X =x)=x" B(6)+ho(z"y), where z is a vector of characteristics
that affect the probability that a woman work¥he vector z may include the
variables that influence the wage but for identification z neostain at least one
variable that is not included in X and that is not correlatetl ti¢ log wage. The
novelty here is the termy(z"y), which corrects for selection at th® quantile and
may be considered equivalent to the Inverse Mill's ratio inHeekman (1979)
method. However, it should be noted thgzfy) is quantile specific and does not
make any distributional assumptions. As suggested by Buchinsky (48883\VV
(2009) a power series approximation of  o(zhy):
ho(zFy)=50(0)+81(B)M(Zy) +82(0)A%(Zy)+... whereA(.) is the Inverse Mill's Ratio,
although any function of the single index, as well as the intsetf could be used.
In their first step AVV (2009) estimate th&s by using the single-index method as
suggested by Ichimura (1993). The single-index model minimizessqoared
distance between the binary variable D that equals one if a wgnabserved
working and P(D=12=2)=G(Zy) by a kernel regression. Having computethe

next step is to estimate tfi¢0) using the Buchinsky technique. By samplifignom

°Note that this method is not free of criticismselM and Huber (2008) suggest that the Buchinsky
(1998) method is vulnerable to the violation of #ssumption of independence of the error terms and

the covariates in the wage equation.
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the empirical distribution they compuig= x"3(0) By repeating the above steps M

times a sample from the counterfactual distribution 'obfisize M can be generated.

4. Findings

4.1 Single Index Estimation and Quantile Regressions

| start the analysis by estimating the quantile wage ssgnes for men and
women separately. | regress log hourly wage on age, age squared adddaton
variables, with less than secondary school as the base categbly.3Treports the
guantile regressions for men and women without selectivity dmred he return to
age is quite large for both men and women relative to what is fountien studies
in the literature. The return to education is higher for women thamén for all
levels of educational attainment except at the first decileurReto high school and
college education are not strictly increasing along the waggeibution which is
contrary to the findings of Machado and Mata, (2001) and Martiaks Rereira,
(2004).

For a sound comparison of the male and female quantile regression
coefficients we need to account for the selection of women intik. wiable 4
displays the estimation results for the incidence of work forwitbenen in our

dataset. | report both the single index estimation results usingetmique of

18



Ichimura (1993) and probit estimat®dn addition to the control variables in the
wage regression, a dummy variable for homeownership, being the houkehd|d
and being a member of a household with two or with three or mddrerhiyounger
than 18 years old as well as logarithm of non-labor income and glagitton of
other household income are used. All variables except the log of lbanHecome
have the expected signs. The Hausman test rejects the null lsypath@ormally
distributed errord® This further justifies the use of semiparametric method$en t
analysis.

Table 5 reports the quantile wage regressions adjusted fotiaelesing the
Buchinsky method. The results are presented using a lineari@electrection
function of the following form: &(zFy)= 60(0)+51(0)A(zFy). A couple of patterns
emerge. First, the return to age switches sign and becomegsifinant when

selection into work is controlled for. Second the returns toeakls of schooling

19 Note that the constant and the coefficient of ohthe continuous variables can not be identified i
a single index model. Therefore, | normalize bytisgtthe constant and the coefficient of the age
variable equal to their probit counterparts.

™ The Hausman test is done using the estimates ther®robit and Single Index estimations. Under
the null hypothesis of normally distributed errotise test statistic is {yeGprobin)'(Vsingle —Vprobit)'l
(dsingledoroni) ~ x(df) and i={single index, probit} where; @nd \ are the coefficients and covariance
matrix and df is the dimension of d'he result of the Hausman test indicates thateject the null

hypothesis of normally distributed errors.
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decrease at all quantiles. Finally, the coefficient of the ievighidl’s ratio is negative
and significant in the first half of the distribution which points @onegative
correlation between the unobservable factors determining selectonvork and

wages.

4.2 Decomposition Results without Selection Correction

Figure 2 shows the raw gender gap obtained by the quantile regressog
wage on a gender dummy variable and a constant at each peraénthe
distribution, without controlling for any additional variables. The wggp starts at
around 30 percent, quickly falls down to around 17-20, and stagnates around 12-13
percent through the middle and decreases to zero at the end of the distribution.

This raw gap is decomposed into a component that is due to differances i
the characteristics and one due to differences in the retuhgse characteristics.
Figure 3 displays the difference between the actual mglevhge distribution and
the counterfactual log wage distribution that would arise if wonaehrhen’s labor
market characteristics but retained their own returnfideet characteristics. These
labor market characteristics are age, age squared and edu@tiaioing this
exercise, | am able to find the log wage gap that is due taatiffes in returns.
Comparison of Figures 2 and 3 reveals that differences due ¢oedifes in returns
can only explain the gender wage gap at the very end of théulisin. This is

equivalent to saying that at the upper tail of their respectagevdistribution, were
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women to have men’s distribution of endowments and receive their own returns, they
would have earned even wages at par with men.

Another useful exercise is to estimate the part of the wagehga is due to
differences in characteristics. Figure 4 shows the pathefraw gap that remains
after controlling for the differences in the returns to obeales labor market
characteristics. In this case the gap is not significantherdnt from zero for the
most of the distribution, except for between 25th and 60th percentilegollingt
for differences in returns reverses the gender gap between thea2&tl60th
percentiles of the log wage distribution, which implies that wesenen to receive
the male returns to their observed characteristics, they wouldoideaned men by
about 10 percent at the middle of the wage distribution. This is rmisng given

that the share of working women with a college degree or more is twice than.of me

4.3 Decomposition Resultswith Selection Correction

Low participation rates and low attachment of women to the labme f
imply that selection of women into the labor force should be taken into account when
comparing the wages of men and women. To do that we need to sirthdate
distribution of wages had all women worked as in AVV (2009). Thidoise by
generating the counterfactual wage distribution of women bygusia selectivity

adjusted coefficients and the labor market characteristidswbmen as opposed to
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only working women. Comparing this distribution with the observed male

distribution gives the gender wage gap corrected for selection.

4.4 Decomposition of the Selection Term

The selection effect is calculated as the difference betwee observed
female wage distribution and the distribution that would result Wathen worked,
i.e., corrected for selection. As shown in Figure 5, the selecti@ctaf initially
strongly positive and significant, becomes insignificant between hed turns
negative toward the top of the distribution. It is around 30 percent firshdecile
which implies that the raw gap underestimates the true one dtottem of the
distribution. That is, at the low end of the wage distribution, women who a
observed working are the ones who have higher earnings potential. [Ebgose
effect is not significantly different than zero for the middletloé distribution and
significantly negative for the top portion of the wage distribution. hkgative
selection effect at the top of the wage distribution impliesdahéhe top of the wage
distribution women who are working are actually the ones with Igvagential
wages. This negative selection effect is rather rare iditdrature. Using Dutch
data, AVV (2009) identify a positive and significant selactidfect that ranges
between 8 to 15 percent while Badel and Pefia (2008) find a positive and slightly

increasing selection effect ranging between 15 and 30 percent for Colombia.
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Figure 6 depicts the gender log wage gap after selectiajusted for. This
is done by comparing the difference between the male log diatydution and the
counterfactual wage distribution for women that would be observelll wWoanen
were to work. Comparison of Figure 6 with the raw gap in Figure 1 stsgilpes the
gap with selection correction is larger than the raw gap tetiBrd decile and is not
significantly different than zero until the 65th percentile. iimgportant to note that
the gender gap with selection correction becomes negative aft@0thgercentile
which suggests that had all women worked, women would have earned higjesr wa
than men at the top their respective wage distributions.

Using the Machado-Mata technique, | estimate the counterfactage
distribution that would have prevailed if working women'’s returns to |aharket
characteristics are adjusted for selection. That is, in gamgréhe selection-
corrected wage distribution for women, if a sample is taken from the set of tesvaria
for the working women (instead of all women), one would obtain the edaotual
distribution which is based on the assumption that nonworking women have the
same distribution of characteristics as women who work. Theelite between the
above counterfactual distribution and the one that results if all wevasnto work
gives the portion of the selection effect that is due to obsendd@eacteristics
between working and nonworking women. Figure 7 shows that the part of the

selection effect that is due to observables is strongly positidevaries between 20

23



and 50 percent at different points of the distribution. This is siahpdyto substantial
differences in education between working and nonworking women.

The part of the selection effect that is due to unobservabbégamed as the
difference between the observed wage distribution for women and thedaatuial
distribution that would arise if we sampled from the covariafestite working
women when correcting for selection. This part can be consider@iséfrom the
differences in the returns to characteristics induced by takitog consideration
nonrandom selection of women into work. Figure 8 shows that the part of the
selection effect due to unobservables is negative and growagnitude throughout
the distribution. This calls for further scrutiny since the sign and the magoittide
component of the selection effect due to unobservables are not in timeithier
Albrecht, Van Vuuren andddman (2009) or Badel and Pefia (2008). This rather rare
finding can best be explained by the conjecture that Turkish warmdnonly when
they have to.

Finally, | generate the counterfactual wage distribution tlratldvarise if all
women worked, had men’s distribution of characteristics and receivedothe
returns to these characteristics (corrected for selectiogurd=i9 displays the
difference between the observed male log wage distribution andeshdting
counterfactual log wage distribution. Hence, comparing Figure 9 andeF6 we
can see that accounting for the difference in characterfstlgsexplains the gender

gap until the 20th percentile and reverses it after then. Thaalswomen worked
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and had the men’s distribution of characteristics they would redegher wages
(up to 80 percent more at the upper end of the distribution) than menintmg fis
the opposite of that found by Dayioglu and Tunali (2004) and Tansel (2086) t

most of the gender wage gap arises from differences in returns to ehatast

5. Conclusion

This paper analyzes the gender wage gap over the wage distribution by taking
into account the selection of women into work, which is very relevaenghe very
low female labor force participation rate in Turkey.

Analysis of the log wage gap over the distribution reveals integegatterns
that can not be observed by standard methods which look at the gap thielyreean
and therefore can not be informative about different points of the avsigidution. |
find that the raw wage gap underestimates the true wage g#peforajority of the
wage distribution and substantially overestimates it at the tegryportion where
women are estimated to earn higher wages than men. This findingstaidigat at
the upper tail of the wage distribution it is not necessarily the women withwiagha
potential who are observed working and hence further underscores the
appropriateness of the use of quantile regression analysis.

It is remarkable that the main component of the gender gapfesedites in

returns if sample selection is ignored whereas differencebharacteristics explain
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most of the gap when selection is controlled for. This is simplausecof the large
differences in education between working women and those who do not work.

Decomposing the selection effect indicates that while womeectsel
positively into work based on observable characteristics, their unobbkerva
characteristics that determine selection into work are nebatom@related with
wages. Given the very low participation rates, one possiblepretation would be
that women only work out of necessity. After controlling for seacbf women
into work, | find that differences in characteristics are thennsamponent of the
wage gap for the majority of the distribution.

Finally, this paper provides a snap-shot of the gender log wagengap i
Turkish labor market which has not been analyzed until now. The statkast
between the findings of this paper and past studies can be atiritouthe use of
different datasets and methodologies. Therefore, extension ofrdegts by using
the new waves of the Turkish Household Budget Survey will providemgta
better understanding of the evolution of the gender wage gap awverbtit also

policy implications for gender equity.
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Appendix

Table 1: Labor Force Participation by Gender and Education (Urban)

Men

Literate/No Elementary  Secondary School or High  College or
Year/Education llliterate  Diploma School Equivalent School More
2006 36,4 50,1 75,9 82,5 65,9 83,3
2005 39,6 49,2 76,6 82,3 66,5 84,2
2004 38,5 45,0 76,5 78,0 67,0 85,0
2003 41,5 34,6 75,5 69,9 61,3 82,4
2002 39,6 36,9 76,7 67,9 62,1 83,5
2001 41,6 42,2 77,5 65,9 64,7 83,1
2000 447 45,3 78,4 62,1 64,7 82,1
Women

Literate/No Elementary  Secondary School or High  College or
Year/Education llliterate  Diploma School Equivalent School More
2006 5,6 10,1 13,3 20,4 27,6 69,8
2005 6,3 9,6 12,8 20,4 26,5 69,9
2004 5,7 8,7 12,1 18,6 25,9 71,1
2003 55 8,5 11,8 17,9 24,6 69,3
2002 5,8 7,9 12,7 16,6 27,9 70,6
2001 54 7,8 11,5 14,0 26,1 70,2
200c 5,1 7.S 10,4 13,€ 27,5 69,¢€
Source : SIS
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Table 2: Summary Statistics

Men Working women Nonworking Women
Variable Mean Mean Mean
Log hourly wage 14.86 14.77 -
Age 37.35 35.69 38.78
Married 0.91 0.64 0.88
Education (No diploma) 0.03 0.05 0.19
Education (Elementary school) 0.39 0.28 0.54
Education (Secondary school) 0.12 0.08 0.07
Education (High School or equivalent) 0.34 0.38 0.17
Education (College or more) 0.12 0.21 0.02
Household with 2 child.<18 years old 0.26 0.18 0.19
Household with 3 or more child.<18 years old 0.14 40.0 0.13
Household head 0.86 0.11 0.06
Homeownership 0.56 0.59 0.66
Log Nonlabor Income 12.55 10.05 2.88
Log Other household Incor 21.7% 22.92 23.0¢
Obs 2742 549 4401
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Table 3: Quantile Regressionsfor Women - Not corrected for selection

Percentil: 0.1 0.2 0.2 0.4 0.5 0.€ 0.7 0.8 0.¢
Age 0.130** 0.114* 0.073 0.089**  0.071* 0.056+ 0.061** Ba 0.030
[0.057] [0.034] [0.048] [0.036] [0.033] [0.030] [0.028] Jo37] [0.036]
Age squared -0.002**  -0.001* -0.001 -0.001*  -0.001+ 010 -0.001+ -0.001 0.000
[0.001] [0.000] [0.001] [0.000] [0.000] [0.000] [0.000] Joo1] [0.000]
Education
Secondary school 0.503* 0.357* 0.367** 0.324* 0.240** P21 0.139 0.227* 0.394*
[0.163] [0.101] [0.143] [0.108] [0.099] [0.092] [0.085] [o11] [0.115]
High School or equivalent 0.862* 0.750* 0.666* 0.769* 791* 0.775* 0.757* 0.815* 0.844*
[0.112] [0.063] [0.089] [0.066] [0.061] [0.058] [0.055] Jo73] [0.076]
College or more 1.354* 1.257* 1.170* 1.208* 1.189* 1.106* 1.052* 1.163* 1.446%
[0.126] [0.073] [0.104] [0.078] [0.071] [0.067] [0.063] Jo84] [0.085]
Constant 11.119*  11.448* 12.500* 12.270* 12.718*  13.109* 3.187*  13.473* 14.132*
[1.041 [0.617 [0.875 [0.651 [0.598 [0.551 [0.509 [0.679 [0.663
Quantile Regressionsfor Men - Not corrected for selection
Percentile 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Age 0.173* 0.157* 0.156* 0.148* 0.144* 0.130* 0.122* 0.114* 0.114*
[0.021] [0.015] [0.018] [0.014] [0.014] [0.014] [0.014] Jo15] [0.023]
Age squared -0.002* -0.002* -0.002* -0.002* -0.002* -0160 -0.001* -0.001* -0.001*
[0.000] [0.000] [0.000] [0.000] [0.000] [0.000] [0.000] Joo0] [0.000]
Education
Secondary school 0.210* 0.149* 0.107** 0.137* 0.125* 010 0.120% 0.130* 0.045
[0.055] [0.039] [0.048] [0.038] [0.038] [0.038] [0.037] J042] [0.061]
High School or equivalent 0.495* 0.483* 0.501* 0.519* 505* 0.496* 0.466* 0.443* 0.367*
[0.038] [0.027] [0.034] [0.027] [0.027] [0.027] [0.027] Jo30] [0.043]
College or more 1.080* 1.006* 0.947* 0.954* 0.885* 0.844* 0.823* 0.844* 0.843*
[0.055] [0.039] [0.049] [0.039] [0.038] [0.039] [0.038] Jo42] [0.062]
Constant 10.583* 11.073* 11.277* 11.515* 11.669* 12.051* 2.288* 12.561* 12.767*
[0.395 [0.280 [0.344 [0.268 [0.264 [0.265 [0.259 [0.288 [0.425

Standard errors in brackets. + significant at 189ijgnificant at 5%; * significant at 1%
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Table 4: Estimating the Probability of Work

Probit Single I ndex

Coefficient:  Std. Err Coefficient: Std. Err
Age 0.27 0.04 0.27 -
Age squared 0.00 0.00 0.00 0.00
Married -0.49 0.08 -0.11 0.03
Secondary school 0.39 0.10 0.60 0.07
High School or equivalent 0.73 0.07 0.20 0.03
College or more 1.49 0.11 0.37 0.07
Household with 2 child.<18 years old -0.54 0.08 -0.03 .030
Household with 3 or more child.<18 years old -0.18 110. -0.13 0.04
Household head -0.12 0.06 -0.02 0.03
Homeownership -0.66 0.12 -1.08 0.09
Log Nonlabor Income 0.04 0.00 0.02 0.00
Log Other household Income -0.37 0.04 -0.07 0.02
Constar 2.8¢ 1.1¢€ 2.8¢€ -

Hausman test 625.1




Ge

Table 5: Quantile Regressionsfor Women - Corrected for selection

Percentile 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Age -0.028 -0.051 -0.057 -0.027 -0.060 -0.005 0.051 0.019 0.076
[0.080] [0.072] [0.070] [0.068] [0.054] [0.057] [0.051] [0.065] [0.091]
Age squared 0.000 0.000 0.000 0.000 0.000 0.000 -0.001 0.000 -0.001
[0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001] [0.001]
Education
Secondary school 0.318 0.221 0.124 0.162 0.115 0.075 0.133 0.191 0.392**
[0.182] [0.156] [0.151] [0.139] [0.110] [0.114] [0.101] [0.131] [0.167]
High School or equivalent 0.760* 0.622* 0.599* 0.654* 0.688* 0.716* 0.757 0.791 0.846
[0.111] [0.096] [0.092] [0.085] [0.067] [0.070] [0.063] [0.082] [0.102]
College or more 1.117* 1.067* 1.008* 1.047* 1.029* 1.037* 1.048* 1.135* 1.445*
[0.135] [0.111] [0.107] [0.102] [0.083] [0.088] [0.079] [0.104] [0.131]
Inverse Mills Ratio -0.69* -0.677* -0.714* -0.554** -0.619** -0.314 -0.039 -0.109 0.168
[0.279] [0.288] [0.280] [0.268] [0.220] [0.233] [0.209] [0.266] [0.367]
Constant 13.951* 14.272* 14.558* 13.897* 14.566* 13.093* 11.811* 12.559* 11.271*
[1.872] [1.842] [1.791] [1.751] [1.423] [1.494] 1]348] [1.728] [2.433]

Standard errors in brackets. + significant at 109sjgnificant at 5%; * significant at

1%



Figure 1: Labor Force Participation by Gender (Urban)
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Figure 5: Log Wage Gap Between Women's Wages Before and After Selection
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Figure 6: Log Wage Gap Between Men and Women Corrected for Selection
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Figure 7: Sample Selection Based on Observables
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Figure 8: Sample Selection Based on Unobservables
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Figure 9: Log Wage Gaps if Women Had Men's Characteristics and Received Their Own Returns (Corrected for Selection)
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Chapter 2: Employment Protection and Firm Size:

Micro Evidence from Developing Countries

1. Introduction

Job security regulations (firing procedures and firing cosesuaunally put in
place to protect job stability and benefit those workers (“insiji¢ghat already have
a job. They discourage firms from adjusting their workforce in tlesegace of an
adverse economic shock. However, job security regulations areila@gotb alter
the hiring decisions of firms. In expansionary times, firms heeer workers
because they take into account that these workers may havelad l#f in the
future, which in turn will be more costly. Therefore, while they ungondisly
decrease both hiring and firing rates at the firm level, reduenrker and job flows,

the net impact on aggregate employment is undetermimbd.net effect depends on

! Albrecht, Navarro and Vroman (2009) model a labmarket with unemployment generated by
search. By extending the Mortenson-Pissarides mwitlelendogenous job destruction to allow for an
informal sector and continuous worker types, thegwsthat an increase in a severance tax increases

employment duration in the formal sector and desgealabor productivity. The reason is that
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whether the negative effect on layoffs is more than offsehéyeduction in hiring
rates. It is possible that overly strict labor laws hampér creation and job
reallocation, eventually hurting labor productivity. This paper stutiieseffect of
strict firing regulations on firm size and workforce compositiandeveloping
countries. We explore micro data for 70 developing countries and cousdgry
variation in the enforcement of firing regulations. We focus on thenagvaotice

requirements of EPL instead of severance payments.

As explained in Boeri, Helppie and Macis (2008), “ EPL is a
multidimensional institution, including severance payments, advancee haticl
other procedural requirements established by law or collectiezmgnts that limit
the ability of firms to lay off their employees. In spitetbé multidimensionality of
EPL, its various dimensions can be conceptually divided into two compoiiémts
first component can be seen as a monetary transfer from theyemfgdhe worker
(e.g., severance payments); while the second can be modebedaasin that it
corresponds to a payment to a third party, outside the employnfegranghip (e.g.,

litigation and other procedural costs). This distinction is impbrecause the two

severance taxes make job destruction costly andehegtatively unproductive matches are sustained.
By making the labor market more stagnant it alsduces the rate at which workers find formal-
sector jobs. Kugler and Pica (2008), Autor, Kemd &ugler (2007) and Kugler (1999) document
evidence that firing costs decrease the rate of énito and exit out of unemployment and therefore

slow down job flows.
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components have different predicted effects on the employment clobittess and

hence on labor market outcomes.”

In the context of developed countries, earlier research tried tifyuthe
impact of EPL by exploring the cross country time seriesatian in labor
regulation (Lazear, 1990, Nickel, et al., 1999). These studies typretiyg on the
cross-country variation ide jure labor market regulation. However, identification
based on the cross-country time series variatiate jare regulation has well-known
shortcomings such as omitted variables, measurement error ardiffibulty of
determining the direction of causality (Kugler, 2007, Micco and P&2f#36). In
developing countries there is a large gap between the writteard its effective
implementation. Labor markets are usually characterized by wealcenfent of the
law and a large informal sector. For this reason, it is impottatake into account
the degree of enforcement of the law while trying to idenhi& effect of regulations
on firm outcome$.In this paper, we compare firm size and workforce composition
for firms facing, all else constant, different degrees oforeeiment of labor

regulations. Exploring variation in enforcement in developing countries is

2 Although much of the literature on the effectdaifor regulations has not taken into consideration
enforcement, some exceptions include Boeri andedam (2005), Caballero, Cowan, Engel and

Micco, (2004).
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conceptually closer to comparing countries with different degudesge facto

regulations (Almeida and Carneiro, 2005, 2006, 2007 and 2008).

Related to our paper is also the empirical literature expldiiegwithin
country variation in the exposure of firms to different types bdlaegulationé.In
some countries (like Italy or Spain) firms smaller thanvamisize threshold are not
required to comply with all labor regulations. This exemption providesodtinuity
in the effects of regulations within countries and, under certain oomslitthe
comparison between these two groups of firms can be informativieeofausal
effects of the regulations on labor market outcomes. For exaAigligye, Orazem
and Vodopivec (2008), Schivardi and Torrini (2005) and Boeri and Jimeno (2003)
document that workers who are employed at firms that are belothrdshold scale
and hence exempt from severance payments are likelier tadbasflavhile the same

does not hold for temporary workers A reduction in job security prangsis also

3 Almeida and Carneiro (2008) look at how enforcenuériabor regulation affects firm size and other
firm characteristics exploring Enterprise SurvegsBirazil. They proxy enforcement of regulation
with the number of labor inspections at the cityele Their findings show that stricter enforcemeht
labor law constrain firm size and lead to reducee of informal labor.

* A related strand of the literature explores witb@untry time series variation in labor regulatiéms
developing countries (including job protection [dwsSor example, Besley and Burgess (2004) and
Ahsan and Pages (2007) explore time variation atsthte-level in India and find that stricter pro-

worker labor regulation has a negative impact atesaiggregate employment. (Industry level data).
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found to decrease the likelihood of employment for female and unskilbekiers

relative to male and skilled ones (Montenegro and Pages, 2003).

This paper investigates the link between firing regulations iamdsize and
skill composition at the firm level. We explore a large fikewel dataset across
several developing countries and compare firm size for firmsdatifferent degrees
of enforcement of firing regulations. Our main sources of datahar&nterprise
Surveys, collected by the World Bank, which collect firm-level data acros riam
70 developing countries. This data is particularly useful to anahlzéopic because
it contains detailed information on labor force characterisinckon enforcement of

different types of regulations (including labor regulations).

Our empirical approach is close to a difference-in-differemgproach, as
employed by Rajan and Zingales (1998Ye compare firms with similar observable
characteristics (e.g., age and ownership type), within the saumérg and operating

in the same sector, and differing in the degree of enfomteofdabor regulations

® Rajan and Zingales (1998) ask whether industtias tequire higher levels of external financing
develop relatively faster in countries with moreveleped financial markets. They develop a
difference-in difference approach using the intéoscof a country’s level of financial development
and an industry’s degree of dependence of extéimaicing as their variable of interest. They use t

level of external financing in the US as a benchnmdran industry’s external financing dependency.
They find robust evidence that industries with tigkly higher external financing needs grow

disproportionately faster in countries with betleveloped financial markets.
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they face. We also perform several checks to analyze the rofsistheur results.
To account for the unobserved country characteristics (e.g. vhleofedevelopment
in the country) that are likely to be correlated wdéfacto regulations and firm size
we control for country fixed effects. By controlling for firmvéd characteristics
(e.g., age, ownership, location) we account for the differences dicrosghat could
be correlated with firm size and the strictness of enforcem@ésd.also control for
the degree of enforcement of labor law faced by each firm.alleiws us to control
for unobservable firm characteristics, simultaneously correlatdth the
enforcement of the law and with firm size, in countries withedéit degrees of the

law.

Our prior is that firing regulations (and their costs) will i@re binding
when firms face stricter enforcement of laws. We follow Attaeand Carneiro
(2007) and measure enforcement of labor regulations with the numbisitefdone

by labor inspections in each firm, after controlling for total number of ingpecti

Our findings show that firms that are subject to stricter erfaent of labor
regulations (98 percentile of enforcement) in a country with rigid employment
protection laws (at the $0percentile of the difficulty of firing index, e.g., in
Portugal) are 18 percent smaller than firms subject to loestarcement in a
country with less rigid regulations (1(percentile of the difficulty of firing index,
e.g., in Bulgaria). This reduction in firm size tends to be largeranufacturing and,

especially in low technology sectors, with higher labor inten¥itg. also find that
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enforcement has a positive and significant impact on the shardlefl skorkforce.
It is interesting and reassuring that our results do not hold in eemnthich are

characterized by weak rule of law.

Empirical evidence has also shown that strict employment prateatiects
employment composition (Montenegro and Pages, (2003)). Employment motecti
reduces the employment rates of the youth and the unskilled atrtegt lné older
and skilled workers. In addition, job security is also found to shiftiisieibution of
employment against the most disadvantaged, namely women and the youth

(Heckman and Pages, 2004).

The differential impact of EPL on different types of workersynoperate
through several channels. First, when dismissing a worker i$y,cfistns may
switch to more labor-saving technology by investing more in dapitd hence
increase the productivity of each remaining worker (capital deegerfrirms may
also employ more high-skilled workers who are better able t& wih the capital
intensive equipment which further impacts the composition of the work{skaé
deepening) (Autor, Kerr and Kugler, 2007). Second, due to the anticigditiong
tenure on the job (since the firm will be more reluctant to disitie worker in the
presence of firing costs, the job duration is longer), firms wkfayose to hire
outstanding employees and further invest in training programs teaserworker
productivity (Almeida and Aterido, 2008, Wasmer, 2006). Third, according to the

insider-outsider literature, since their jobs are secured ex®riwvho are already
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employed may be less willing to accept wage cuts thatewessary to bring down
unemployment. This will create two types of workers: insidetsy are employed
workers and outsiders, who are unemployed or who hold temporary jolasehait
covered by job security. Finally, if low skilled workers have malesstic supply of
labor than skilled, then a drop in labor demand would cause a greater [tav

skilled employment than high skilled employment.

Our findings bear important policy implications in the sense thates EPL
constrain firm size. This will lead to a lower employmene rahless smaller firm
size is not compensated by increased entry of firms. Bestdethe extent that
economic growth is driven by growth of existing firms (rathantby the creation of
new firms), the effect of strict firing regulations omfirsize matters for economic
growth, (Rajan and Zingales, 1998). Furthermore, if high levels of laigoitations
and extensive informality are associated with lower levelscoh@mic growth (as
documented in Loayza, Oviedo and Serven 2006) and if the quality obiiostél
environment acts as a balancing factor in neutralizing the imegahpact of
regulations on growth, unduly restrictive regulations in developing cesntvill
have further implications on growth. In addition to its impact on thel lef
employment, we document that the impact of EPL is not neutrdifi@nent types of

workers. This in turn affects the income distribution and hence inequality.

Taken together the findings of this paper should not be interpieted

suggesting eliminating regulations altogether, since a high tguialstitutional
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environment is indispensable for enhancing growth and development. However,
the case of developing countries which are characterized by ks | of
informality, a possible recommendation would be to promote more flelablar

laws rather than lifting the enforcement of regulatiéns.

The paper is organized as follows. Section 2 describes the datesetse
and gives summary statistics. Section 3 explains the empiigiilodology. Section
4 reports the main findings followed by the sensitivity analygeperform to ensure

the robustness of our results. Section 5 concludes.
2. Data and Descriptive Statistics

The main dataset that we use is the Enterprise Survey, edllegtthe World
Bank, across more than 70 developing counttigfe surveys were conducted

between 2002 and 2005 and the samples were designed to be representh@ve of

® The average of share of informal employment imltemployment estimated by Schneider is 35
percent. We do not have information on the numiémformal workers employed by the firms in our
sample.

"The Enterprise Surveys are now available for ntbam 78 developing countries. We use data for
only 70 countries due to the lack of information tble main variables of interest. The information
collected in these surveys is usually based orb& hours interview with the firm manager. This
dataset has been used in other studies . (e.gnsSwe, 2003, Almeida and Carneiro, 2005, 2006,
Pierre and Scarpetta, 2004, and Aterido, Hallwarelibeier and Pages, 2007, Almeida and Aterido,

2008)

53



population of firms according to their industry and location within eaxintry. In
almost all countries the sampling frame restricted thetaiteto formal sector firms

so that our findings refer mostly to the formal sector and to registered engrity

Although in most countries only one wave of data is available, the
information available in the survey has several advantages fozarathis topic.
First, it is based on a common questionnaire across a largé cetintries, which
yields comparable information on several firm-level variablesoignother things,
the survey collects detailed information on labor market varialkesfilm size and
workforce composition and other detailed firm characteristics, (g ownership
structure, age, exports and imports). Our final sample covers hare0,000 firms
distributed across a wide set of manufacturing industries - adtaw@o components,
beverages, chemicals, electronics, food, garments, leather, methlsiachinery,
non-metallic and plastic materials, paper, textiles, wood and fugn#ucovering

Africa, Asia, Eastern Europe, and Latin America.

Second, the survey collects detailed information on the enforcement of
different pieces of regulation, including labor market regulationgahticular, we
take advantage of the richness of the data set to constreictatibe measures of
enforcement of regulation: number of inspections by labor au#®(ind others),

perceived stringency of regulation, perceived consistency and ocbkeie the
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application of the law and efficiency of the government and enforceoh@nbperty

rights in the country}.

We also explore the Doing Business data set, also collectédebwWorld
Bank. This dataset includes detailed information on severalategylfeatures of the
economies, including regulations of entry, labor and product marketspediak
interest to us is the information related to the rigidity ¢ and firing costs. In
particular, the dataset includes information on difficulty anmkese of dismissing a
redundant worker (Difficulty of Firing), and the cost of a redundawotker,
expressed in weeks of wages (Firing Costs) and the non-wameclast (captured as
a percentage of wages). The difficulty of firing index hased#ifit components: (i)
whether redundancy is disallowed as a basis for terminating o kwhether the
employer needs to notify a third party (e.g., government agencigriunate a

redundant worker; (iii) whether the employer needs to notify el tparty to

8 In particular, firms were asked: How would you lexage the overall efficiency of government in
delivering services (e.g. public utilities, pubiiansportation, security, education and health etc

(1) Very inefficient (2) Inefficient (3) Somewhatsfficient, (4) Somewhat efficient (5) Efficient)(6
Very efficient.

Firms were also asked: “In general government iafic interpretations of regulations affecting my
establishment are consistent and predictable.” hiatwxtent do you agree with this statement?
About property rights, firms were asked “| am cdefit that the judicial system will enforce my

contractual and property rights”.
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terminate a group of 25 redundant workers; (iv) whether the emplmes
approval from a third party to terminate a redundant worker; (v)thehethe
employer needs approval from a third party to terminate a grbupedundant
workers; (vi) whether the law requires the employer to redensieassignment or
retraining options before redundancy termination; (vii) whetharipyirules apply
for redundancies; and (viii) whether priority rules apply formp®yment. The
index is calculated as one point for each of the above requirenmehis scaled up
to 100. Therefore, higher values of the index indicate more rigidyfregulations.
In our sample, the top 5 least restrictive countries in termsiog fregulations are
Brazil, Guatemala, Nicaragua and Honduras which score zero ligittigy of firing
index. This implies that none of the above requirements are in fdadhose
countries. In contrast, Georgia and Cameroon with a score of 70 out of 80ea

two countries that rank the highest on the difficulty of firing index (See &igur

We also use GDP per capita (in 2000 dollars) of the countries isanuple
to proxy for the level of development. To control for the level of ldgweent of
the governments and corruption levels we use three governance irdidéteithree
governance indicators are measured in units ranging from about -2.5 twith
higher values corresponding to better governance outcomes. Rule ofsLih&
extent to which agents have confidence in and abide by theofulles society, and
in particular the quality of contract enforcement, the police, aaddurts as well as

the likelihood of crime and violence; Control of Corruption is the extenwhich
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public power is exercised for private gain. Including both petty aaddgforms of
corruption, as well as “capture’ of the state by elites and@iwterests; Regulatory
Quality is the ability of the government to formulate and implensenid policies

and regulations that permit and promote private sector development.

To control for the entry regulations in product markets, we include the

number of procedures required to start a business from the Doing Business dataset

Our main outcomes of interest are total firm employment (§ize) and the
share of skilled workers. We also use age export status, durfonigevernment
ownership, share of foreign ownership and the city where the didocated. Table
Al defines the variables used in our analysis. Our final sampl@d3&d firms in 70
countries, although the number of observations with a complete setriablea
varies with specifications. Appendix A2 provides more details about the

geographical composition of our sample.

Table 1 presents the descriptive statistics for our main vasiabhe average
firm in our sample employs 212 workers 13 percent of whom are temypdibout
62 percent of the average firm’s workforce is comprised of pswfieals and skilled
workers. Eighty nine percent of the firms in our sample aretlesms 50 percent

foreign-owned and 8 percent are owned by the state.

Following Almeida and Carneiro (2007), we proxy enforcement by the

number of visits by labor officials. Figures 1 and 2 displayathexrage of the days of
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labor inspections by firm size across regions, income levelsextdr of activity. As
expected, enforcement increases with firm size across regimusne levels and
sectors since larger firms are more visible to the inspedtayare 3 plots the link
between rigidities in firing and the strictness of enforcemaetite country level. The
difficulty of firing and the strength of enforcement of labogukations do not seem

to be correlated.

3. Empirical Approach

We examine whether the stringency of employment protection (eaphy
the rigidity in firing) in developing countries affects totahfirsize and workforce
composition (share of skilled workers) by exploring one possible ehdmmsuch a
relationship: that a stricter enforcement of employment prote¢aws increases the
cost to firms of adjusting labor. The simple reduced form moéeuse relates the
degree of enforcement of labor regulations faced by each fitmtia¢ outcomes of
interest. Let Y\ denote the main outcomes of interest in firm j in country c (@i,

employment in the firm and the skill composition of the labor force):

ch =ﬂRc* ch +Zch +6ch +77c +/us +€jc
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where R is a measure of the de jure labor regulation in coynEysca measure of

the enforcement of the labor laws in firm j in country c, Z aegs firm level pre-

determined characteristics of interest of firm j locatedouantry c and’e and“s are
time invariant fixed effects capturing country and sector unobdeatvaracteristics.
The country dummies capture country level unobserved institutionalctéiastics
and policies which could be simultaneously correlated with firee sind skill
composition of the workforce and with the strictness of labor regokatn the field
(captured by the interaction term R*E). In Z we include a spt@fdetermined firm
characteristics, among others, age of the firm and ownershipatéastics (public

or foreign capital) and export status.

Our main coefficient of interest {& Take for example the case where Y is
the logarithm of total employment in the firm. The point estisébep quantify the
percentage point difference in logarithm of firm size for ranfifacing the ely)
percentile of the enforcement of the labor regulation relativefitongacing the 18
percentile in the enforcement in a country with rigid employmestection (e.g., in
the 9¢f' percentile of the rigidity in firing index) versus the sadikerential in a
country with looser labor regulations (e.g., in thd" Percentile of the rigidity in
firing index). This difference is computed assuming that firmgaipen the same
sector and have the same set of observable characteristicsedapt Z. Our
approach assumes that the degree of enforcement of the labor daleysfactor

when identifying the effects of regulation, since in developing camthere is a
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large gap between the de facto regulation and its effectiygeimentation. In
particular, it is possible that the effects of employment ptiote@re more visible
for an economy with a moderate code rather than for an economy sitbrager

code, as long as the former has a stricter enforcement of the law.

This empirical approach is similar in spirit to a “differesdn-differences”
approach as implemented by Rajan and Zingales (1998) (see also-Ré4igs,
2006)° We look at whether EPL affects labor market outcomes by exagnorie
channel for such a relation: that EPL will have different@éfelepending on the
degree of enforcement of the law. In particular, we ask whditmes for which
enforcement is stricter have smaller size (or a higheresbiaskilled workers) in
countries where de jure labor regulations are stronger. It ihwtressing that we
are not exploring the variation in enforcement of the labor law aleimeh is more
likely to be endogenous to the firm outcomes. In particular, we have seeurgsfiy
and 2 that enforcement of the labor law is stricter for the misible and larger
firms. We will be assuming that firm outcomes will be difféardepending on the
degree of enforcement. This is identified by the differentiaatfdf enforcement in

countries with different rigidities in the labor law, after ¢ohing for country-sector

° Following the idea of Rajan and Zingales (1998)¢cdd and Pages (2006) use industry level data
from a sample of developed and developing countdesxamine the differential effects of EPL on
job turnover. In line with their hypothesis, thépd that more stringent EPL slows down job

turnover, and this effect is stronger in sectoes #ire intrinsically more volatile.
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fixed effects, firm characteristics and the enforcemeniabbr (and also of other
types of regulations). By controlling for country level fixedeefs we are able to
account for unobserved country characteristics that are likely ¢orbelated with de
facto labor regulations and with firm size (e.g., level of developinethie country).
Finally, controlling for the degree of enforcement of labor rdgra, we account
for (unobservable) firm characteristics that could be simultahecosrelated with
the enforcement and with firm size in countries with differegireles of rigidities in

the labor law.

It is worth stressing that the empirical methodology that explore is
different from a pure cross-country approach, which explores sinmglyctoss-
country variation in the de jure regulation. With aggregate crmsstcy data, and in
the absence of any time series variation, it is not possitdedount for country time
invariant effects when the labor regulation does not vary attfierral level (as it is
the case in most developing countries). This raises serious comrmegansling
potential country level omitted variables, such as institutions ocigsliwhich are
likely to affect firm size or workforce composition. Moreover,ist likely that
countries with larger firm sizes (and possibly lower employnwaation) could
demand stricter levels of EPL. This would make it hard to deternie direction of
causality when exploring only cross-country variation in de jugrilation. Our
methodology explores the interaction term between the degreecoéemient faced

by each firm and the de jure EPL as it is stated in eaahtry’s labor codes, after

61



controlling for the level of enforcement itself and by countregdixeffects. This will
allow us to overcome the omitted variables problem at the countiyblgexploring

only within country variation. By controlling for the country fixedesffs and the
firm characteristics, we also hope to minimize the potentigérse causality
problem (i.e., causality running from firm size to strictnessndbreement of labor

regulations) that plagues most of the cross country work.

However, one could argue that the identification put forth in the fegsen
above still presents some shortcomings. Take again the case tivbevariable of
interest is total employment. The main worry in this casehether enforcement of
labor market regulations proxy for something else. In princijrey $ize within a
country might be determined by a long list of factors. Howemar results will only
be explained by these alternative factors if enforcemethieafirm or regional level
is correlated with the dependence of the firm on these other daatwt if labor
market regulations are a good proxy for these factors. Welisdliss below some

factors where this could be the case.

First, assume for example that enforcement of labor regulatawrelated
with regional differences in the economic environment and that dfésg the way
the general level of development in a country affects firra. iz this cas@ would
not be capturing the effect of labor regulations but rather theteffethe general
level of development in a country. To test this hypothesis we imglude the

interaction of labor inspections with a general measure ofiévelopment in the
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country (GDP pc, proxy for government control and rule of law). Applgisgnilar
reasoning one could think that firm size is also affectedhéyrtstitutional quality of

the country or the quality of its regulatory environment. Againth® extent that
these are correlated with labor regulations and affect fzemdifferently depending

on the degree of enforcement (in turn correlated with the regevellof regulatory
quality), p would be biased. Also, labor regulations might correlate with entry
regulations and the latter also affect firm size. Similanlg will test the robustness
of our findings to the inclusion of an interaction of labor inspectiotis &vicountry

measure of the ease to start a business.

Second, one could argue that, within each country, there are sectiic spec
factors or characteristics determining firm size. Fomgxa, sectors subject to more
product, health and/or security regulations could be, in general, rkehethh evade
the law and enforcement in these sectors could be stricteheTextent that these
sector regulations are correlated with labor regulations acmsstries, could
again be biased. To account for this, we will control for a countrpséxed effect
in the reduced form equation. As a consequence we will not be alreltoe
country level fixed effects but we will include country charasties that capture the
degree of development in the country (e.g., GDP per capita). Synilaere could
be factors regional and sector level for which we account foomeggctor fixed

effects.
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Third, it is possible that labor inspections are a poor proxy foquiadity of
the enforcement of labor market regulations. In particular, ppssible that one of
the motives for labor inspections (as well as other typesspkictions) is related to
corruption and bribery. In this case, one would expect that firms whereasier for
inspectors to extract rents are also more likely to be itsgedlthough one could
observe that in these types of firms the number of inspectioasgesr| this would
not necessarily translate into a stricter enforcement oftser (or other) law. As a
corollary, there would be a spurious (positive or negative) cooeléktween firm
size (or with the other variables of interest) and labor inspecfidis minimize this
problem, we are already controlling for several observable divaracteristics in Z,
which we know are correlated with enforcement and also with firee. s
Nevertheless, one could still argue that this is likely t@ lpgoblem as long as the
quality of the variable labor inspections as a proxy for enforceaee¢nds on the
degree of development of the country (which could also be systelyatioaelated
with the stringency of the labor law). To minimize this concge will interact total
number of inspections (related with labor but also other regulatieitis)de jure
labor regulations (after including the variable also in levels). imbkision of this

variable is likely to minimize this concern as long as the fgmtibaof having an

1%91n this case, firms may be subject to labor inipas because they are not abiding by the labor law
or it may be the case that labor inspections refiebetter quality regulatory environment and not

unlawful activity on the part of the firms.
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inspection in order to extract rents is not higher for the labor etisps than for
other inspections (including health and safety inspections) in couwitleslifferent

degrees of rigidity of labor laws. We also try to addrdss toncern that
enforcement is simply capturing the effect of bribes by inclutieginteraction of
labor regulations with firm level measures of evasion and bribegatticular, we
will explore the fact that firms report the share of manageértime that is spent
dealing with government officials (although not necessarily laksgectors) and on
their own perception of the extent to which the degree of propertys right
coherently enforced in the country. If inspections are simply cagtuhese, we

would expect the point estimates foto become insignificant.

Finally, there could still be a general concern regarding the endibgef

~Ejrc. Ideally, we would like to find an instrument that is simultangoostrelated
with enforcement of labor regulation and is reasonably exogenousdattwmmes of
interest. One possibility would be to follow Almeida and Carneiro (22087) and
compute a measure of how costly it is to supply enforcementdh esgion*
Unfortunately, unlike in the case of Brazil, we do not know with ti¢ha cities

where each firm is located, and hence it would be difficult to fimdamalogous

1 Almeida and Carneiro (2006 and 2008) use as imsini the average distance between the city
where the firm is located and all the cities witttie same state wheresizbdelegacia of the Ministry
of Labor is located. Distances are measured inshofitravel by car, the type of transportation used

by labor inspectors in Brazil.
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instrument. We will test the robustness of our findings when we heseterage
number of labor inspections in the region-sector where the firtocested. This
variable is likely to be positively and strongly correlatedhwihe firm’s own

reported inspections and it minimizes the endogeneity concerns.

4. Enforcement of EPL Regulationsand Firm Outcomes

4.1 EPL and Firm Size

Strict job security regulations, when enforced, increase theotdising and
discourage firms from adjusting their workforce when facing advexconomic
conditions. However, job security provisions might also alter tha’dirhiring
decisions. In good times, firms hire fewer workers becauset#keyinto account
that these workers may have to be laid off in the future, andstieaistly. Thus, the
overall impact of job security regulations on firm size isllike be undetermined as
it depends on whether the negative effect on layoffs is offgahd reduction in
hiring rates. Table 2 reports the main findings of estimatqaaion (1) when the
dependent variable is firm size (proxied by number of permanerkevgin the
firm). In all specifications we control for a basic set of determined firm
characteristics captured by;cX (age, export status, dummies for foreign and
government ownership) and for country sector fixed effects. Columrmd@Wjssthat,
after controlling for country-fixed effects, firms that aggposed to a stricter
enforcement of firing regulations are smaller in size in ceestwith more rigid

firing regulations.
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Since we are exploring the within country variation in the enfoece¢nof
regulations in countries with different degrees of stringenicyegulations, we
quantify the differential in the log of firm size by the using gment estimate in
column (1). This coefficient is approximately (-0.0006) and remairidestcross
different specifications. The 90-10 differential is -0.21. This edédhtial is
interpreted as saying that a firm facing th& @@rcentile of the enforcement of labor
regulation relative to a firm that is facing thé™@ercentile is 21 percent smaller in a
country with rigid firing regulations (which is in the‘@@ercentile of the Difficulty
of Firing Index, e.g. in Portugal)) than in a country with loossutations (16
percentile, e.g., in Bulgaria). This differential is not lasgece the average log firm
size in the sample is 3.7. This negative and significant camelatll maintain and
remain robust to several tests, shown in columns (2) — (9). In coRimve(proceed
by adding a set of firm level predetermined controls. In colummwé€3gheck for the
possibility that it is possible that inspections are a poor proxyh®iquality of the
enforcement, i.e. Inspectors may have rent extraction motivess kutmere it is
easier to extract rents will have more inspections. This doesecessarily translate
into stricter enforcement of the law and cause spurious cioreld@o minimize this
problem, we are already controlling for observable firm charetics in Z, which
we know are correlated with enforcement and also with firm 3ize.inclusion of
this variable is likely to minimize this concern as long aptiodability of having an

inspection in order to extract rents is not higher for the labor etisps than for
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other inspections (including health and safety inspections) in couwitteslifferent

degrees of rigidity of labor laws.

In column (4) we check for the possibility that the stringency BL ks
simply capturing the degree of development in the codftfis is likely to be the
case since it is well documented in Heckman and Pagés (2004) and Bot.
(2004) that there is a negative correlation between the strictiesmployment
protection legislation and income levels. To address this we cofdrokhe
interaction between enforcement of labor regulations at theléved and the GDP

per capita in each country. Our coefficient of interest hardly changes.

Along the same lines, we further test whether labor regulatwasnot
capturing the effect of other country level institutions, omittedhfthe analysis but
likely to be correlated with labor regulations. Therefore, vgé @er results to make
sure if they are not driven by the cross country differenceshén quality of
governance. Throughout column (5) to column (7) we separately comtre¢veral
measures of institutional quality. In particular, we control for raeraction term
between labor inspections and rule of law, regulatory quality amergment control
of corruption and find that our results remain the same. The positi/significant

coefficient of the interaction term emphasizes the positive eciplabetter quality

2|Indeed, when we run a cross-country regressidhefifficulty of firing index on per capita gdp,
we get a significant and negative coefficient whishalso robust to controlling for rigidity of

employment and mean days of labor inspections.
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institutions on firm size. Further, we investigate whether our seaudt capturing the
impact of differences in entry regulations other than the effelzbor regulations.

This is a useful exercise since Botero et al. document aveosdrrelation between

the two. To account for this we control for the interaction betvesdarcement at

the firm level and the number of procedures to start a businesk 8 measure of

how costly it is to establish a business in a given country. Results in column (8) show
that our results are the same. We also want to investigaterirolling for the
rigidity of employment index which accounts for the rigiditiesbioth hiring and

firing regulations as well as the rigidities in work hours. Coly8)nshows that our

results remain robust.

Finally, it could be the case that firms in developing countrieg diféer in
their propensity to bribe which in turn may be correlated with eefoent and firm
size. To account for this, we proxy the propensity to bribe by tmagement’s time
spent dealing with officials which are not only labor officiblst others as well.
Additionally, the firm’s perception of the enforcement of propertitdgas well as
the consistency in the application of the regulations and theeeiffigiof government
may be correlated with the firms’ choice of size of its worké and enforcement.
Corresponding results are presented in columns (2) to (5) of Tabléhdugh our
main results about the enforcement of regulations remain quaijathe same, we
get useful insights from these checks. Our results suggesfiriingt that report

spending more time with officials are smaller in size. Ssipgly, we also find that
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the stronger the perceptions of an efficient government the srrelérms are. We
also find evidence that the stronger the perceptions are aboubribestency of
regulations and enforcement of property rights, the larger ithes fare, which

confirms the conduciveness of a favorable business environment.

4.2 Heterogeneity and Robustness of EPL and Firm Size

One of the main shortcomings of this analysis is that enforteatéhe firm
level could be endogenous. In other words, the days of inspections lgbtre
inspectors are not random. One way to address this problem is &nfindtrument
which is simultaneously correlated with enforcement of labowlatign and
exogenous to the outcome of interest. An ideal way to do this t®rgute a
measure of how costly it is to enforce the regulations in edaghWnfortunately,
unlike in the case of Brazil, we do not know with detail the itrewhich each firm
and labor offices are located, and hence it would be difficultnid &n analogous
instrument. To overcome this, we use the average number of labortiospaa the
region-sector where the firm is located. The resultspagsented in column (1) of
Table 3. Although the magnitude of our coefficient of interest chasgestantially,

it remains negative and significant.

One might argue that firms may differ in their needs of ladmjustment
depending on the degree of the sophistication of their technology. Iintoralealyze
firms with different levels of technology, we restrict our séemonly to

manufacturing firms. Column (1) in Table 4 displays the resutisn we repeat the
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analysis for the manufacturing firms. In columns (2) and (3)umethe regression
separately for low-tech and high-tech firfisAlthough our main results do not
change, the impact of enforcement on firm size is more pronounckeavitech
firms than in high-tech ones. These findings accord well wghidea in Micco and
Pagés (2006) that low-tech firms which are relatively more ribppe on labor are

affected more by labor regulations.

An additional concern is that our results may be driven by the sorting &f firm
which implies that firms locate based on the strictness of egrfeent. Considering
foreign firms are more mobile in their location decisions, weh&urtrestrict our
sample to domestic firms. Results presented in Column (4) supgeshe effect of
enforcement on firm size does not capture the sorting of firm @titos where

enforcement is looser.

One might argue that labor law does not apply to firms below an gilze.
Abidoye et. al (2008), Schivardi and Torrini (2005) and Boeri and Jimeno (2003)
study the impact of firing regulations in countries where lalegulations do not
bind for firms below a threshold size. Boeri and Jimeno (2003) document that
workers employed in firms subject to stricter regulations fadewer dismissal
probability. Along similar lines, Schivardi and Torrini (2005) firnpsopensity to

grow is lower around the thresholds. Also, Abidoye et. al exafimelevel panel

13 We follow Parisi et al. (2006) and define low-ténHustries as follows: Beverages, food, garments,

leather, non-metallic and plastic materials, othanufacturing, textiles and wood and furniture.
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data from Sri Lanka and find that (among non-export-processing fromg) the
likelihood of employment growth for firnt$ at the threshold employment level of
15 workers is lower than the corresponding likelihood for firms aldusehreshold.
Differential enforcement of regulations is actually observedun sample in the
form of average days of labor inspections rising with firne sig shown in Figure 1.
To address this criticism, we perform our baseline spectiicatvhich is column (4)
of Table 2, for firms that employ more than 5, 10, 15 and 20 workerain@d[5) in
Table 7 presents the results only for the subsample of firmts mdre than 5
workers. Our results are robust to exclusion of smaller simesfivhich may be

argued to face weaker enforceméht.

EPL may have differential impacts on firm size through hiring &ring
decisions of the firms depending on the age of the firm. One cogle dnat older
firms already made their workforce decisions and hence vatitriess to the EPL
while younger firms which have made their decisions morenticwiill respond

more. Indeed, when we split our sample into older and youngerbiyrdefining the

% They restrict their sample to firms which are oexport processing zones because of the wide-
spread belief of lax enforcement policy enforcenfenthose firms.
> Our findings are also robust to restricting thengke to firms with more than 10, 15 and 20

workers, not presented in the appendix .
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latter as those younger than 5 years of age, we find that youngerdre indeed

affected more by firing regulations (Columns (8) and (9) in Tabfé 5).

Table 5 presents further robustness checks. A relevant concern & cros
country analysis is that some particular outlier country ooregiight be driving the
results. To address this concern, we repeat the estimation lngiegcone region
from the sample at a time. Columns (2) to (5) of Table 6 cortiahour results are
not driven by an outlier region. Similarly, we check to seevif locome countries
are driving our results and hence perform the analysis by emgltide low income

countries from the sampté Our results remain the same.

Finally, we also divide the sample into two sub-samples accotdirtigeir
score on the Rule of Law indé%We find that our main results still hold in the
sample of good rule of law countries but not in the bad rule of law esinThis

finding is very interesting given the motivation of our paper. Iticors not only the

® young firms have made their workforce decisionsrenoecently and therefore could have
responded more easily to regulation and its enfoecg. In contrast, older firms could have made
their technological and labor intensity decisiongc earlier, and since then we do not expect firm
migration to be a frequent event, would be lesscaéfd. We split the sample into young (less or kqua
than 5 years of age) and old (more than 5 yeaag®f firms, and then re-estimated our models for th
two subsamples. The results in Table 5 columns ghatvthe impact of regulations are stronger for
younger than older firms.

' Income classification is according to the WorlchBa classification.

18 We divide the sample according to the median sonréhe Kauffman and Kraay index.
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correctness of suspicion about the quality of inspections as a prerjootement in
countries where the rule of law is weak but also the main ofleaur paper that

regulations will be more binding in countries where enforcement is stricter

4.3 EPL & the Skill Composition of the Workfor ce

In addition to the impact on the level of employment, EPL affectyihe of
workers employees hire and hence may have distortionary effet¢t® distribution
of employment. Theoretically, the EPL is expected to shift boéces of employers
toward higher skilled workers which may result from switchingntore capital
intensive techniques of production. This in turn leads to increased picdefer
higher skilled workers who are better at working with capital.il@ryg, due to the
expectations of longer job duration, firms may choose to employ bskided
workers who will be likelier to be more productive. Having established the tkatlt
stricter enforcement of firing regulations constrains firaesive next check for the
impact of enforcement on the employment of different typesookevs. We analyze
whether enforcement of labor regulations affect the share dédskilorkers at the
firm level which we measure by the share of professionals, maalagend skilled
production workers in the total workforce as reported by time. firable 6 presents
the results from estimating our baseline specification by usiagshare of skilled
workers as the outcome variable. Results in columns (1) through (9ncahat
stricter enforcement of firing regulations in countries whegulations are more

rigid is positively correlated with a higher share of skilledrkers. The 90-10
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percentile differential in this case is 0.02 which is not partiularge considering
the mean share of skilled workers in our sample is 0.63. This finglimgline with
what Montenegro and Pages (2003) and Autor, Kerr and Kugler (2007 bfiivttfa

and US, respectively.

4.4 Heter ogeneity and Robustness of EPL & Skill Composition of

the Workforce

We proceed to test the robustness of our findings on skill composititie of t
workforce and report these checks in tables 7 and 8. In sumrasujts in Table 7
show that while our main findings on the impact of EPL on the shaskiléd
workers still hold in the subsample of manufacturing firms, tHecefs now smaller
in magnitude. In addition, as shown in columns (2) — (4), the impaetgotations
no longer persists when we distinguish between the technology udeel firyrts and
when we restrict our sample to domestically-owned firms. Titer landing may be
interpreted as saying that our main findings are driven byglofe@ms which shift
their workforce composition toward higher skilled workers when facedtiigter
EPL. Column (5) displays the results for restricting the armlkgsfirms employing
more than 5 workers. In this case, the coefficient is identicaheéoone in the

baseline specification in column (4) of Table 6.

Table 8 presents the results when we test the robustness ohdingsi to

alternative samples. We find that our coefficient of intereshgés signs and turns
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insignificant when we exclude the low income countries. Columns (@))tceveal
that our results are not robust to exclusion of each region fromathple which
implies that our results may have been driven by firms in somEyar regions.
Finally, and more interestingly, while we find a negative and ingegcestimated
coefficient in the sample of good rule of law countries, our restiltshold in bad
rule of law countries. This finding may be interpreted as an iatphic of the fact
that there is relatively low variation in the number of days of inspections in gteod r

of countries compared to the bad rule of law countries.

5. Conclusion

This paper examines the impact of firing regulations on emmayrand the
composition of employment at the firm level in developing countrieseWplore the
within-country variation in the enforcement of regulations in countvids different
stringencies of labor law using a rich firm-level datasei. findings are as follows.
First, we find evidence that stricter firing rules in cowdriwherede jure
regulations are more rigid is associated with significargigaller firm size
controlling for firm characteristics and country-sector fixéfdats. These effects are
stronger in manufacturing and labor intensive firms. Second, steintercement of
firing regulations shifts the composition of the workforce away fromkilled and

non-production workers toward skilled workers.

¥ Indeed, while the standard deviation of the deyalmor inspections in good rule of countries i8 4.

days, it is 5.9 days in bad rule of countries.
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Our results have important policy implications. First, employmeuteption
legislation constrains firm size, measured by the number of weorkenstraints to
firm size can be detrimental growth if we consider that mbstconomic growth is
due to growth in the existing firms as opposed to growth in the creation of new firms,
as documented in Rajan and Zingales (1998) and Kumar, Rajan ancegi(if299).
Second, this impact on firm size may translate into lower em@ayif the numbers
of firms in the economy do not rise with stricter EPL to compented fall in firm
size. Third, EPL may also distort the optimal size distributrothe economy by
shifting the distribution of firms toward smaller ones. FinallyLBfas significant
impacts also on the skill mix of the firms’ workforce and d#fere bears
distributional implications. Therefore, an effective EPL should beyded with the
impact of different sub-groups of the labor force whom it intengedtect. While
these findings certainly lead to efficiency and equity considergtithe ultimate
effect of the change in the skill composition of the workforce on progiycheeds

further investigation and is, therefore, left for future research.
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Mean Labor Inspections

Mean Labor Inspections
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Avg. Days of Labor Inspections

Figure 3: Difficulty of Firing and Labor Inspections
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Table A.1. Variables Definitions

Variable

Definition

Firm Size

Total number of permanent workers

Share of Skilled Workers

Percentage of the firm's workforce that are managers, ssifeals or skilled
production worker:

Fully Foreign-Owned

Dummy variable equal to 1 if the firm's capitakistirely owned by foreigners.

Majority Foreign-Owned

Dummy variable equal to 1 if more than 50% of the firm's cdpiaowned by
foreigners

Minority Foreign-Owned

Dummy variable equal to 1 if more than 0% but less than 50% efitin's capital
is owned by foreigner

Exporter

Dummy variable equal to 1 if the firm exports difgor indirectly.

Age

Year of the survey minus the year when the firmtethoperations.

Micro, Small, Medium, Large and Very Large

Dummy variables equal to 1 if the total number of employeeghm firm is
between 1 and 10, between 11 and 50, between 51 and 150, betd@end 249
and greater than 250 respectiv

Public Ownership

Dummy variable equal to 1 if the share of the firm's capitalned by the
government or state is positi

Labor Inspections

Number of visits to the firm by labor inspectors.

Total Inspections

Number of visits to the firm by all types of inspections (imding taxes, heath,
safety and labor)

Difficulty of Firing Difficulty of Firing Index (Doing Business)

Firing Costs Firing costs (weeks of wages) (Doing Business)
Regulatory Quality Government Regulatory Quality (Kaufmann & Kraay)
Rule of Law Government Rule of Law (Kaufmann & Kraay)

Gov. Control Corruption

Government Control Corruption (Kaufmann & Kraay)

Source: Enterprise Surveys unless otherwise stated.



Table A2. Country/Year Composition of the San

Obs Freg. Obs Freq.
SUB-SAHARAN AFRICA EUROPE & CENTRAL ASIA
Benin2004 194 0.01 Albania2005 201 10.0
BurkinaFaso2006 50 0.00 Armenia2005 333 0.01
Cameroon2006 118 0.00 Azerbaijan2005 187 0.01
CapeVerde2006 a7 0.00 Belarus2005 308 0.01
Ethiopia2002 367 0.01 BiH2005 173 0.01
Kenya2003 242 0.01 Bulgaria2005 278 0.01
Lesotho2003 52 0.00 Croatia2005 166 0.01
Madagascar2005 206 0.01 Czech Rep.2005 261 0.01
Malawi2005 155 0.01 Estonia2005 139 0.00
Mali2003 132 0.00 Georgia2005 188 0.01
Mauritius2005 174 0.01 Hungary2005 515 0.02
Mozambique2002 107 0.00 Kazakhstan2005 544 0.02
Niger2006 125 0.00  Kyrgyzstan2005 200 0.01
Senegal2003 227 0.01 Latvia2005 179 0.01
SouthAfrica2003 578 0.02 Lithuania2005 185 0.01
Uganda2003 297 0.01 Moldova2005 338 0.01
Zambia2002 194 0.01 Poland2005 719 0.02
Romania2005 559 0.02
Russia2005 534 0.02
Total 3,265 Slovakia2005 156 0.01
EAST ASIA & PACIFIC Turkey2005 1,641 0.05
Ukraine2005 553 0.02
Cambodia2003 184 0.01 Uzbekistan2005 240 0.01
China2003 3,356 0.11
Indonesia2003 711 0.02  Total 8597
Laos2005 244 0.01 LATIN AMERICA & CARIBBEAN
Malaysia2002 708 0.02 Brazil2003 1,634 0.05
Philippines2003 608 0.02 Chile2004 933 0.03
Thailand2004 1,384 0.05 CostaRica2005 343 0.01
Vietnam2005 1,471 0.05 Ecuador2003 434 0.01
ElSalvador2003 465 0.02
Total 8,666 Guatemala2003 435 0.01
MIDDLE EAST & NORTH AFRICA Honduras2003 449 0.01
Nicaragua2003 452 0.01
Egypt2006 989 0.03 Total 5,145
Lebanon2006 292 0.01
Morocco2004 827 0.03 SOUTH ASIA
Oman2003 268 0.01
Bangladesh2002 949 0.03
Total 2,376 Pakistan2002 939 0.03
SriLanka2004 414 0.01
Total 2,302
TOTAL 30,351
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Table 1. Summary Statistics of the Main Variables

Variable N Mean S.D. Min Max
Firm Size 30351 211.7 1021.9 1 67598
Log Firm Size 30351 3.83 1.65 0 11.12
Micro (1-9) 30351 0.16 0.37 0 1
Small (10-49) 30351 0.38 0.49 0 1
Medium (50-99) 30351 0.14 0.35 0 1
Large (100-249) 30351 0.15 0.35 0 1
Very Large (+250) 30351 0.17 0.38 0 1
Large City (dummy) 30061 0.62 0.32 0 1
Share Skilled Workers 30061 0.62 0.32 0 1
Age of the firm 29435 17.36 16.58 0 215
Exporter 29918 0.31 0.46 0 1
Minority Foreign Ownership 30246 0.86 0.35 0 1
Majority Foreign Ownership 30246 0.03 0.17 0 1
Full Foreign Ownership 30246 0.05 0.21 0 1
Public Ownership 30151 0.08 0.27 0 1

Source: Author's calculations based on the Entg8urveys.
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Table 2: Firing Regulations and Firm Size

(1) (2 3) 4 ®) (6) ) (8) (9
Rigidity in Firing * Labor Inspections -0.00086 -0@73 -0.00068 -0.00062 -0.00067 -0.00059 -0.00062 -08006 -0.00058
[0.00013]***  [0.00011]*** [0.00014]*** [0.00014]*** [0. 00015]*** [0.00014]*** [0.00014]*** [0.00014]*** [0.000 14]***
Rigidity in Firing * Total Inspections - - -0.00007 .ano07 -0.00007 -0.00007 -0.00007 -0.00006 -0.00007
[0.00005] [0.00005] [0.00005] [0.00005] [0.00005] [0.@3) [0.00005]
Labor Inspections 0.0661 0.0504 0.02879 0.0066 0.04458 0.06889 0.05867 0061  -0.02133
[0.00491]***  [0.00432]***  [0.00526]*** [0.02000] [0.02868] [0.02873]**  [0.02767]** [0.02312]*** [0.02329]
Total Inspections - - 0.01252 0.01255 0.01253 0.01244 0.01249 0.01245 0.00585
[0.00195]***  [0.00195]*** [0.00194]*** [0.00195]*** [0. 00194]*** [0.00194]***  [0.00306]*
GDP pc * Labor Inspections - - - 0.0028 -0.00191 -0.00558 -0.00378 0.00001 0.00465
[0.00253] [0.00354] [0.00374] [0.00348] [0.00255] [0.@®B)*
Rule of Law * Labor Inspections - - - - 0.00915 - - - -
[0.00513]*
Regulatory Quality * Labor Inspections - - - - - 0.01725 - - -
[0.00522]***
Gov. Control Corruption * Labor Inspectio - - - - - - 0.0134: - -
[0.00490]***
Procedures to Start a Business * Labor Inspections - - - - - - - -0.00281 -
[0.00071]***
Rigidity Employment * Labor Inspections - - - - - - - - 005
[0.000247**
Basic Firm Level Controls Included? No Yes Yes Yes sYe Yes Yes Yes Yes
Country_Sector Fixed Effects Included? Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 30351 27387 27387 27387 27387 27387 27387 27387 27387
P90-P10 Differential in Firm Siz@f£(90)-E(10)][R(90)-R(10)] -0.21 -0.18 -0.17 -0.15 -0.17 -0.15 -0.15 -0.17 -0.14

Source: Author's calculations based on the Investi@émate Surveys.

Dependent variable is the logaritm of firm size (measurethisytotal number of permanent employees). Robust standiand @re in brackets. * significant at 10%, ** significart&®e, *** significant at 1%. P90-
P10 differential quantifies the impact of increasing eaémnent from 18 less strict percentile to the Ytrictest percentile in a country with loose regulatiortstie 18 percentile) relative to a country with stricter
regulations (at the @bpercentile). Ef) refers to the" percentile of the labor inspectionsaR(efers to the" percentile of the difficulty in firing variable All variables are defined in Table A.1.



Table 3: Firm Size and Rigidity in Firing Regulaso Robustness Checks

Av. Labor Inspections

. . | ti t the Firm Level
in the City-Size-Sector nspections at the Firm Leve

L L L4 L4 Lg

€] @) 3 “ ®)
Rigidity in Firing * Labor Inspections -0.0017 -0m -0.00053 -0.00038 -0.00049
[0.00043]*** [0.00018]**  [0.00015]*** [0.00017]** [0.00017]***
Labor Inspections 0.1073 -0.03179 -0.0263 -0.11384 -0.01177
[0.05244] [0.02273] [0.02112]  [0.02366]**  [0.02813]
Rigidity in Firing * Total Inspections 0.0000 -0.a -0.00003 -0.00015 -0.00011
[0.00014] [0.00007]***  [0.00006] [0.00006]** [0.00007]
Total Inspections 0.0255 0.0186 0.01327 0.01802 0.01528
[0.00529]** [0.00264]* [0.00202]*** [0.00226]** [0. 00256]***
Rigidity in Firing * Management Time Spent Dealingh Officials - -0.00046 - - -
[0.00010]***
Rigidity in Firing * Property Rights Enforced ingfCountry - - 0.14424 - -
[0.01823]*
Rigidity in Firing * Regulations Consistent in t@untry - - - 0.04739 -
[0.01929]*
Rigidity in Firing * Government Efficient in the Qatry - - - - -0.03911
[0.02896]
GDP pc * Labor Inspections Yes Yes Yes Yes Yes
Basic Firm Level Controls Included? Yes Yes Yes Yes Yes
Country_Sector Fixed Effects Included? Yes Yes Yes Yes Yes
Observations 29,205 24,140 23,789 20,522 8,991
P90-P 10 Differential in Firm Siz@fE£(90)-E(10)][R(90)-R(10)] -0.48 -0.11 -0.13 -0.09 -0.12

Source: Author's calculations based on the Invegt@émate Surveys.

Dependent variable is the logaritm of firm size (measurethbytotal number of permanent employees). Table reportsstiecification which includes all
the variables in column (4) of table 2 (including countryctee fixed effects). Robust standard errors are in brackedgnificant at 10%, ** significant at
5%, *** significant at 1%. P90-P 10 differential quantifiise impact of increasing enforcement from 10th less stect@ntile to the 90th strictest percentie
in a country with loose regulations (at the 10th percentiigative to a country with stricter regulations (at the 9p#rcentie). E¢) refers to theath
percentile of the labor inspections diR(efers to thexth percentile of the difficulty in firing variablell variables are defined in Table A.1.
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Table 4: Firm Size and Firing Regulations: Robustrie the Manufacturing Sector

Al High-Tech Low-Tech Domestic Firms "Firms with more
Manufacturing Manufacturing than 5 employees"
) 2) 3 “4) 5
Rigidity in Firing * Labor Inspections -0.0009 -0.0006 -0.0009 -0.00075 -0.00077
[0.00015]*** [0.000337* [0.00017]*** [0.00018]*** [0.00015]***
Labor Inspection 0.0351 -0.105¢ 0.071¢ 0.032( 0.015%
[0.02129]* [0.04317]** [0.02343]*** [0.02585 [0.01994
Basic Firm Level Controls Included? Yes Yes Yes Yes Yes
Country_Sector Fixed Effects Included? Yes Yes Yes Yes Yes
Observations 20,766 6,825 13,941 16336 19546
P90-P10 Differential in Firm Siz@f£(90)-E(10)][R(90)-R(10)] -0.26 -0.15 -0.22 -0.19 -0.23

Source: Author's calculations based on the Invest@émate Surveys

Dependent variable is the logarithm of total firm size (mead by the total number of permanent employees in the firfigble reports different robustness checks

over our baseline specification (in column (4) of table 2)bRst standard errors are in brackets. * significant at 20%ignificant at 5%, *** significant at 1%. P90-

P10 differential quantifies the impact of increasing eoésnent from 10th less strict percentile to the 90th strigtescentile in a country with loose regulations (at the

10th percentile) relative to a country with stricter regigdas (at the 90th percentile). &)(refers to theuth percentile of the labor inspections,dRfefers to theuth

percentile of the difficulty in firing variable. All varidbs are defined in Table A.1. In column (3), the low tech irtdaes include beverages, food, garments, leather,

non-metallic and plastic materials, paper, othemufgcturing, textiles, and wood and furniture.
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Table 5: Firm Size and Firing Regulations: Robussrte Alternative Samples

Excluding: .
- - "Good" Rule of  "Bad" Rule of Younger  Older Firms-
Low Income - East Asia and ECA LAC North Africa & Law Countries Law Countries Firms-Age<5 Age >=5
Countries Pacific MENA 9 g€ >=
(€] @ 3 (4) ©) (6) (1) (8) 9
Rigidity in Firing * Labor Inspections -0.0004 -00® -0.0008 -0.0006 -0.0003 -0.0009 -0.0002 -0.0009 -0.0006
[0.00016]*** [0.00018]*** [0.00014]*** [0.00019]***  [0. 00016]** [0.00021]*** [0.00021] [0.00047]*  [0.00015]***
Labor Inspections -0.0734 -0.0082 0.0663 0.0296 -0.1112 -0.0055 0.0945 0.0814 0.0031
[0.03298]** [0.02459] [0.01985]*** [0.02225] [0.026807* [0.04068] [0.03114]*** [0.06196] [0.02127]
Basic Firm Level Controls Included? Yes Yes Yes Yes Yes esY Yes Yes Yes
Country_Sector Fixed Effects Included? Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 20,685 17,880 18,805 22444 23032 12887 14500 121 3 24266

Source: Author's calculations based on the Invasti@émate Surveys

Dependent variable is the logarithm of total firm size (mead by the total number of permanent employees in the fifiaple reports different robustness checks over our bassfircification (in
column (4) of table 2). Column (1) to (5) estimates the basdehexcluding from the sample low income countries in colui) firms in East Asia and Pacific in column (2), firms in Ea®
Europe in column (3), Latin America and Caribbean, and Néiftica and Middle EastRobust standard errors are in brackets. * significant at,29%ignificant at 5%, *** significant at 1%. All

variables are defined in Table A.1.
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Table 6: Firing Regulations and Share of Skilledriéos

1) (2 (3) 4) (5) (6) )] (8) 9
Rigidity in Firing * Labor Inspections 0.00007 0.00007 0.00012 0.00008 0.0001 0.00009 0.00009 00020 0.00011
[0.00002]***  [0.00003]*** [0.00003]***  [0.00003]**  [0.00003]*** [0.00003]*** [0.00003]*** [0.00003]*** [0.0000 3]***
Rigidity in Firing * Total Inspections - - -0.00002 -0.00002 -0.00002 -0.00002 -0.00002 -0.00002  0.00002
[0.00001]** [0.00001]* [0.00001]*  [0.00001]**  [0.0000F*  [0.00001]** [0.00001]*
Labor Inspections -0.00322 -0.00328 -0.00278 0.01068 -0.00292 -0.00216 0279 -0.0123 0.00119
[0.00092]***  [0.00096]***  [0.00112]**  [0.00445]**  [0.00112]***  [0.00116]*  [0.00113]*  [0.00200]***  [0.00176]
Total Inspections - - -0.0003 -0.0003 -0.0003 -0.0003 -0.0003 -0.0003 -0.0011
[0.00037] [0.00037] [0.00037] [0.00037] [0.00037] [0.G61Q [0.00061]*
GDP pc * Labor Inspections - - - -0.00169 - - - - -
[0.00054]***
Rule of Law * Labor Inspections - - - - -0.00221 - - - -
[0.00079]***
Regulatory Quality * Labor Inspections - - - - - -0.00254 - - -
[0.00078]***
Gov. Control Corruption * Labor Inspections - - - - - - -0.00257 - -
[0.00081]***
Procedures to Start a Business * Labor Inspections - - - - - - - 0.00082 -
[0.00015]***
Rigidity Employment * Labor Inspections - - - - - - - - -0.00014
[0.00005]***
Basic Firm Level Controls Included? No Yes Yes Yes Yes Yes Yes Yes Yes
Country_Sector Fixed Effects Included? Yes Yes Yes Yes Yes Yes Yes Yes Yes
Observations 30061 27158 27158 27158 27158 27158 27158 27158 27158
P90-P10 Differential in Share of skilled workep$&(90)-E(10)][R(90)-R(10)] 0.017 0.017 0.030 0.020 - - - - -

Source: Author's calculations based on the Investi@émate Surveys.
Dependent variable is the ratio of managerial, professiand skilled production workers to firm size. Robust staddearrors are in brackets. * significant at 10%, ** signifitaat 5%, *** significant at 1%. P90-

P10 differential quantifies the impact of increasing eaémnent from 18 less strict percentile to the B@trictest percentile in a country with loose regulatioristfa 16 percentile) relative to a country with stricter
regulations (at the §bpercentile). Ef) refers to thexth percentile of the labor inspections gjR(efers to the" percentile of the difficulty in firing variable.|Bvariables are defined in Table A.1.
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Table 7: Firing Regulations & Share of Skilled Werk Robustness to the Manufacturing Sector

High-Tech Low-Tech Domestic Firms with
All h . ) more than 5
Manufacturing Manufacturing Firms .
employees'
1) 2 (©)] 4 (©)]
Rigidity in Firing * Labor Inspections 0.0001 0.0a01 0.00005 0.00006 0.00008
[0.00004]*** [0.00008] [0.00004] [0.00004] [0.00004]**
Labor Inspections 0.00977 0.03716 -0.00021 0.01416 0.01212
[0.00484]** [0.01316]*** [0.00510] [0.00573]** [0.0047B*
Basic Firm Level Controls Included? Yes Yes Yes Yes Yes
Country_Sector Fixed Effects Included? Yes Yes Yes Yes Yes
Observations 20620 6782 13838 16229 19412
P90-P10 Differential in Firm Siz@+E(90)-E(10)][R(90)-R(10)] 0.03 0.03 0.01 0.01 0.02

Source: Author's calculations based on the Investi@iBmate Surveys.

Dependent variable is the ratio of managerial, ggsional and skilled production workers to firmesi@obust standard errors are in brackets. *
significant at 10%, ** significant at 5%, *** sigficant at 1%. P90-P10 differential quantifies theact of increasing enforcement froni"18ss strict
percentile to the 90strictest percentile in a country with loose regjains (at the Bpercentile) relative to a country with stricteguéations (at the

og" percentile). &f) refers to the" percentile of the labor inspectionsoR(efers to the" percentile of the difficulty in firing variable.|Avariables

are defined in Table A.1.
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Table 8: Firing Regulations & Share of Skilled Werk Robustness to Alternative Samples

Excluding:
Low | East Asi North "Good" Rule of "Bad" Rule of
ow ncgme ast §|§ an ECA LAC Africa & Law Countries Law Countries
Countries Pacific
MENA
(1) (2 (3) &) (5) (6) )
Rigidity in Firing * Labor Inspections -0.00001 (o]0 0)2] 0.00006 0.00011 0 -0.00002 0.00026
[0.00004] [0.00004]**  [0.00004] [0.00003]*** [0.00004] (.00005] [0.00006]***
Labor Inspections 0.03625 0.01996 -0.00385 0.00834 0.01977 0.00709 0.00692
[0.00729]*** [0.00569]*** [0.00532] [0.00467]* 0.00509]** [0.00924] [0.00754]
Basic Firm Level Controls Included? Yes Yes Yes Yes Yes esY Yes
Country_Sector Fixed Effects Included? Yes Yes Yes Yes Yes Yes Yes
Observations 20505 22844 17700 18678 22252 12771 14387

Source: Author's calculations based on the Inveast@émate Surveys.

Dependent variable is the ratio of managerial, professiand skilled production workers to firm size. Robust stadderrors are in brackets. * significant at 10%, **

significant at 5%, *** significant at 1%. All varides are defined in Table A.1.



Chapter 3: Productivity, Wages and Exports in
Indian Manufacturing Firms: Evidence from

Quantile Regressions

1. Introduction

Several studies have empirically examined the superior chastics of
exporting firms using firm-level data since the 1990s. Thealiee, starting with
Bernard and Jensen (1995), documents the superior characteristpsihg firms
relative to non-exporting firms. The common finding in almost all istuds that
exporters are larger, more productive, more capital-intensive, eragiayher share
of skilled workers and pay higher wages. The magnitude and chtige premium

between exporters and non-exporters has been widely investigated in sevegal paper

There are two different explanations for this export premigin:self-
selection and (ii) learning by exporting. The self-selectiopottyesis suggests that
only better firms select into export markets due to the existehadditional costs

associated with exporting that may act as barriers to enttryriternational markets.
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These costs involve costs of transportation, obtaining information aboutattets,
establishing marketing and distribution channels and modifying thentysroducts
according to the tastes of foreign consumers. Therefore, oalyntive productive
firms are able to overcome the barriers associated with @xgpofiong similar lines
Alvarez and Lépez (2005) proposed that firms may be “consciously asiog their
productivity for the purpose of being able to export. In this casethe decision to
export that ensues from the higher returns available in fore@rkats and this
causes firms to increase their productivity. According to the ‘@ons self-
selection” hypothesis, in developing countries, goods that are producedpfot ex
markets are typically higher quality than the ones that are peddoc the domestic
market. Therefore, firms that decide to participate in intenak markets have to
invest in new capital and produce a higher quality version of the dongeod.
Since the introduction of the new technology increases the value of pooguct
productivity of the exporting firms is higher for firms producing ttoe international
markets relative to the domestic one. Alvarez and Lépez (2005) findneeider

this hypothesis using plant-level data from Chile.

The alternative to the self-selection hypothesis is thaileghby exporting
hypothesis. This view suggests that there are post-entry refwand®xporting and
that the firm's performance improves due to exposure in internatimasgkets.
According to this view, more intense competition in internationalketar and

interacting with foreign customers makes firms more efficient.
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These two hypotheses are not mutually exclusive. However, prestiodies
have found strong evidence suggesting self-selection and only mosigppiart for

the learning by exporting. Studies that find evidence for the self-sglduotpothesis

for labor productivity include Bernard and Jensen (1995, 1999, 2004) for the US, Aw

Chung and Roberts (2000) for Taiwan, Bernard and Wagner (1997) for Germany

Clerides, Lach and Tybout (1998) for Colombia, Mexico and Morocco, Balamdn
Gu (2003) for Canada, Chiara, Serti and Thomasi (2007) for Italy. eVl robust
finding from these studies is that better firms become exgorthere is some
evidence of post-entry productivity growth, mostly in entrants arttie first years
after starting to export (Kraay, (1999) for China, Baldwin and Gu (2fa@3yanada,

Alvarez and Lopez (2005) for Chile).

As an extension to the literature, Yasar, Nelson and Rejesus @@h)ne
the effects of exporting on productivity at different quantiles tioé output
distribution. Using plant level data on Turkish firms and employjogntile
regression techniques, they document that the export premiumnificaigt and
increasing at all points throughout the output distribution. They fugb that
exporting firms that continuously export perform better compareagdorestarters,

quitters and switchers.

In this paper, | initially identify the export premium on labor produigtiand
average wages at different points of their respective conditiostilbditions and

then test the two hypotheses in order to explain the superior marioe of
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exporters. Quantile regression results confirm the superior clastics of
exporting firms. Looking at the export premia at different pointhefgroductivity
distribution reveals patterns that are not readily detectaplearalyses at the
conditional mean. | find that, after controlling for industry and locatisrwell as

firm size and work force composition, the export premium is not uniform through the
conditional productivity distribution but rather increases in the secolicbhthe
conditional productivity distribution. The same holds for average wagdsby the
firms. Looking at the ex-ante differences in performance cterstics of the firms,

| find no evidence for the self-selection of firms on the basis oflymtivity.
However, | find some suggestive evidence of productivity enhancingtsefééc

exporting for export starters.

2. Data and Basic Patterns

This study is based on data from the survey for India from therjitige Surveys
of the World Bank The surveys were conducted between 2002 and 2005 and the
samples were designed to be representative of the population ofaftcosding to
their industry and location within each country. In India the surwere conducted
in 2002, 2005 and 2007. A panel component is available in the 2002 and 2005

waves. The dataset includes 1047 firms that were surveyed in bogh Wéth the

! For an in-depth description of the Enterprise Sysv and a survey of other papers that utilize the

dataset, see Almeida and Susanli, (2009)
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availability of retrospective questions, this provides information on rakeve
characteristics of the firms for the years 2000, 2001, 2003 and 2004 and anakes
balanced panel. While for many of the variables, information on Z082ailable, |

do not use information on 2002 due to high number of missing observations on the
sales variablé.The survey includes rich information on activities of the firms both
domestic and international, including the sales, the amount of exportiseaagport
destination of the firms as well as the first time firested exporting to a particular
destination. In addition the survey collects detailed information on |&voe
variables, such as size and workforce composition. The final sasnpléalanced
panel of 760 firms with a complete set of variables, disetbacross a wide set of
manufacturing industries - auto and auto components, beverages, chgemical
electronics, food, garments, leather, metals and machinery, norienatal plastic

materials, paper, textiles, wood and furniture.

Table 1 provides the descriptions of the main variables in thigsaénal
proxy labor productivity by the value added per workecalculate value added by
subtracting the cost of raw materials (excluding fuel) frdre total value of
production. | categorize firm size into five groups: micro, spmaédium, large and

very large.

2| also make use of retrospective questions abgporéing history to verify whether a firm has
continuously exported or not during the panel gkrio

% In this paper, | abuse notation in that | use tgiroductivity and productivity interchangeably.
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Table 2 shows some useful statistics about the export behaviomst #
firm is considered an exporter if it reports exporting a posdaiveunt of its output
in a given yeaf.Entrants are defined as not having exported the year before but
exporting the current year and symmetrically exiting is ddfiag having exported
the year before but not exporting this year. On average, 6.2 and 4 percentrofighe fi

enter and exit export markets in a given year.

Table 3 presents the summary statistics for the main vesidiht are used in the
analysis’ As found in other studies, exporting firms are more productive, gnaplo
higher share of skilled workers, and pay higher wages than non-expbntirgg
While these results are suggestive of an export premium, a fooreal and
systematic analysis that also takes into account the coorelagiween export status
and labor productivity throughout the conditional productivity distribution il

given in the section 3.
3. Export Premia

The summary statistics presented in Section 2 suggest thatiegdoms are

superior to non-exporting firms in terms of productivity, qualityhair workers and

“Retrospective information is only available foredir exports but not indirect exports that are made
through intermediary firms. To provide continuitythe panel length, | only consider direct expatter
®> The breakdown of firms with respect to city ofation and sector of activity is also available, but

not presented in the text to conserve space. Tieegnailable from the author upon request.
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the average wages they pay to their workforce. A moremagsie analysis of these
differences involves estimating the export premia controllingtioer firm attributes

such as location and sector of activity and also for year fixed effects.

Following Bernard and Jensen (1999), | estimate the export premiurneby t

following equation:

InY;; = a+ BExport; + §Control;; + €;; (1)

where Y; is an outcome of interest for firm i at time t, either thgakithm of value-
added per worker or the logarithm of average wage at theHixport; is a dummy
variable that is equal to 1 if the firm exports a positive amotiits production. The
coefficient of interestp, quantifies the (ceteris paribus) percentage difference in the
outcome variable between exporters and non-exporters. Gongroh vector of
variables including industry, year and city dummies and the fisia&s and share of
skilled workers. Dummy variables for firm size categories mrcluded in the
regression to capture differences in labor productivity across fafnaifferent work
force size. City and industry fixed effects control for theedéhces in productivity
across cities and industries. Year fixed effects control for cii@nges in the

macroeconomic and intuitional environment over time.
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In addition, | estimate the above equation by using quantile segnes
techniques to provide insights about export premia over the conditional pvagiuct
distribution. Quantile regression technique was introduced into thiso&research
by Yasar, Nelson and Rejesus (2005) to examine the productivitytseftdc
exporting at different points of the conditional output distribution. Quantile
regression estimates are known to be robust relative to leases@gstimates in the
presence of outliers in the sample and also in cases of dep&rtumesormality. To
provide a snap-shot of the exporter premium across the productivitiputisn, |
estimate (1) for different quantiles of the productivity distidout In particular |

estimate the linear regressions:

InY;; = a(0) + B(B)Export;; + §(8)Control;; + u;; (2)

with Qg (Yi:|Xi: ) = a(6) + B(O)Export; + §(6)Control;;

where In ¥; and Contrg| is defined as in (13(6) andd(0) are the parameters to be
estimated and juis a vector of residuals. ¢QYi|Xi) denotes thed™ conditional

quantile of In; given the vector of covariates,, 0<0<1.

| estimate equations (1) and (2) using data pooled across giding in the
sample controlling for year fixed effects. Table 4 presentsdabelts. On average,
exporters do better than non-exporters in labor productivity and payr Mglges.

Controlling for year dummies, labor productivity in exporters is onremee 43
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percent higher. This premium falls down to 30 percent when we corfipasethat

are in the same industry, city, of the same size and withatine share of skilled
workers. Similarly, exporting firms pay 30 percent higher wagesverage, and
this premium on wage falls down to 10 percent after controllingrfos size, share

of skilled workers, industry and city dummies.

As for quantile regressions, the first row of Table 4 shows tttetexport
premium on productivity increases throughout the distribution. Resulisbie 4
(second row) indicate that this premium ranges from 0.16 to 0.35 when a larger set of
covariates are included. These results can be interpretedoassfah the middle of
the conditional productivity distribution, the premium on exporting is 4lepeiia a
given year, however it falls to 25 percent when firms of the samee employing the
same share of skilled workers, in the same industry and locatbd same city are
considered in the same year. Similarly, Table 5 shows that fwetgpremia on the
log of average wages decline when size, the share of skibbekers, industry and
city dummies are controlled for. This time the premium at tleamfalls from 30
percent to 20 percent. Regression quantiles at all points remge 4 to 51
percent when only controlling for year fixed effects and thegedmetween 11 and

14 percent when a larger set of controls are included.

While these findings are in line with the existing literatuteey are not
informative about the direction of causality. Therefore, | addtedsquestion in the

next section.
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4. Direction of Causality: Self-selection or Learning by

Exporting?

To test for self-selection of firms into exporting, it isegsal to compare the
performance of firms that start to export, i.e., export-s&ri@nd non-exporters in
the years prior to exporting. There are different ways ahohef an export starter in
the literature. These definitions typically depend on the lengtheopanel available.
Serti and Thomasi (2007) defines export starters as firmglthabt export at least
for two years and continue to export after entry. Given the shothlefghe panel, |
follow Serti and Thomasi (2007) and define export-starters as those firnusd met
export in the years 2000, 2001 and 2002 and exported in 2003 and 2004. According
to this definition of export-starters, there are 45 exportestadnd 487 firms that

never exported at any point in time in the sample.

To compare the ex-ante differences between export-startersoarekporters in
the years in which none of these firms were exporting, followingdd and Jensen

(1999) | estimate the following equation:

InY;; = a + BExport;r + 6Control;; + €;; (3)

where Expaf is a dummy for being an export starter in year T (T=2003 & thi

study) and ¥ is the outcome variable in the years prior to entry. Cgpt®lvector
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of firm-characteristics, including firm size, share of skilledorkers as well as
industry, city and year dummies. | estimate equation (3) usitagotefirms that did
not export in 2000, 2001 and 2002 but that may or may not start to export in 2003. In

addition, | estimate (3) using quantile regression.

Table 6 presents the findings from ordinary least squares and equantil
regression§.When only controlling for a year dummy, there is evidence onlgeat t
75" and 98 percentile of the conditional productivity distribution. However, this
effect is diminishes and even reverses at the lower tail afahéitional productivity
distribution when industry, city dummies and firms size and skillesheg controlled
for. Regarding wages, Table 6 shows that after controlling ®rydar dummy, in
the years prior to exporting today’s exporters pay on average l@&npdrigher
wages than today’s non-exporters, and this premium in wages raahgjg fvom 10

percent to 70 percent. However, this finding does not persist when induistrand

® Before running regressions, | checked the skewasdskurtosis of the dependent variables. Both
the log of value added per worker and the log @&frage wages are positively skewed (0.44 and .52,
respectively). Kurtosis values of 9.1 and 12.1 aisply heavy tailed underlying distributions which

imply departures from normality and justify the uequantile regression analysis.
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firm size and composition are controlled for (in row 4Jherefore, there is a lack of

evidence for the self-selection of firms into export markets.

The next natural question to ask is whether exporting brings suoctdse
firms. To analyze the direction of causality from export maggdty to improved
performance, | initially examine differences in productivityfioms with different
exporting behavior during the entire panel period and then look giateentry

growth of productivity and wages.

In particular, |1 group firms into 4 different groups based on thxgiore
behaviof : Non-exporters, switchers, export-starters, and quitters. Nasrexp are
firms that did not export at any point in time. Continuous exporterslefined as
firms which exported during all years. Export-starters areneéfas discussed
above. Quitters are firms that exported continuously in the fireetlgears of the
panel and did not export at all in the last two years. Swicher firms that exported

in at least one year but that are not continuous exporters, starters or quitters.

Initially | run a regression of the following form:

" One possible explanation may be related to thetfeat labor regulations are set at the state level
India and hence the city fixed effects may be capguthe premium on wages if exporting firms are
clustered certain cities in a state.

8 Although | do not use the observations from ye#2for productivity and wages, | use information

on exports to verify export behavior throughout shenple.
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InY;; = a + BExp — starter + yCont — exporter + uSwitch + nQuit (4)
+ 6Control; + €

where non-exporters are the base category.

Results presented in Table 7 show that continous exporting, switghthg
quitting are associated with higher levels of higher wagesvelat selling only in
the domestic market while starting to export do not bring anyefiis for
productivity. Controlling for the broader set of variables, labor prodixtand
average wages are on average 46 and 41 percent higher in continuodsgxpor
firms, respectively. This suggests that benefits to export@grare pronounced in
firms that may be considered experienced exporters. An interestsult in Table 7
is that quiting export markets, relative to not exporting atisllassociated with
higher productivity which leads one to think that those firms m#ybstireaping the
benefits from exporting, if any. It is also noteworthy that etipgrat some point
during the panel is associated with 29 percent higher productilétyveeto never
exporting, when a larger set of controls are included. This asldg with the prior
that if exporting is beneficial to firms, then the benefits wdaddexperienced only
when firms are continuously exposed to international markets. Ifaheréest if the
coefficient of the variable continous exporter is greater thanoftewitcher. In line
with expectations, | fail to reject the null hypothesis at 1Ocquer level of

significance that the coefficient of continous exporter is larger than tisatiwher.
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Although the above analysis is informative, a better understandingooftex
entry and subsequent performance requires examining growth ratestamime
variables. Therefore, to measure the post-entry premia in lyroates, | follow

Bernard and Jensen (1997) and estimate the following equation:

InY;; —InY;;_, = a + BExp_starter;;_, + dControl;_, + &;; (5)

Ideally, I would like to compare the post-entry growth of produtgtiand
wages of firms, that have not exported for a period, but then whitbdsta export
continuously to those firms that have not exported at all. Given thesgaor of the
panel, | am limited to firms that started to export in 2003 and roaedi to export in
2004. Therefore , | will compare the productivity growth of firrhattstarted to
export to those that did not export at any point in time. Resultsteepior Table 8
indicate that although export starters experience a labor pratijugiowth relative
to non-exporters in the first two years after entry, thiscefflisappears when
industry and location, as well as workforce size and compositioocoateolled for.
In terms of growth average wages, although average wages \p#ie firms that
enter export markets grow 36 percent faster, this growth prensiurat robust to

controlling for industry and city dummies.

5. Conclusion

110



This paper studies the significant difference in labor productiaityg wages
between exporters and non-exporters. The literature has alesthed a consensus
on the superior characteristics of exporters. Using data from Ifichas) | show that
exporters are better than non-exporters in terms of labor produetiatyvages not

only on average but also at different points of their respective distributions.

| test whether self-selection or learning by exporting laegind the export
premia that are observed. While | find some evidence suggéstimgng effects for
labor productivity and some weak evidence for productivity growth initsieykears

after entry, | do not find evidence for the self selection hypothesis.

These results imply that there is little improvement from eipugprin the first
years following entry. This further implies that the higheyductivity and wages of
exporters are most likely due to persistence in exportingoApolicy making, if
there are post-entry improvements from entering into the expaketsathen a
sound policy to promote export-led growth would be to formulate and ingpliem

programs that would support sustaining participation in the international markets.
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Appendix

Table 1. Variables Definitions

Variable Definition

Logaritm of the difference between sales and aafstaw materials excluding fuel (deflated to 200
Value added per worker Rupees)

Logaritm of the total costs of labor (includingges and bonuses) divided by number of workers
Average wages (deflated to 2000 Rupees)
Exporter Dummy variable equal to 1 if the firm exports aifiee amount of its output

Dummy variables equal to 1 if the total number of employeethénfirm is between 1 and 10, between

Micro, Small, Medium, Large and Very Large 11 and 50, between 51 and 150, between 150 andrifi§reater than 250 respectively.

Share of Skilled Workers Percentage of the firndskforce that are managers, professionals or skifle@duction workers.

Source: Enterprise Surveys.

Table 2: Export Behavior of Firms

Number of Exporters Entrants Exiters
Year Firms (%) (%) (%)
2000 760 19.2 - -
2001 760 24.3 5.4 0.3
2003 760 20.4 8.6 125
2004 760 22.0 4.7 3.2
Sample
average 760 21.5 6.2 4.0

Source: Author's calculations using Enterprise Surveys
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Table 3: Summary Statistics

Exporters

Variable

Log( Value added per worker)
Log( Average wage)

Firm size - Micro

Firm size - Small

Firm size - Medium

Firm size- Large

Firm size- Very Large

Share of skilled workers

Non-Exporters

Log( Value added per worker)
Log( Average wage)

Firm size - Micro

Firm size - Small

Firm size - Medium

Firm size- Large

Firm size- Very Large

Share of skilled workers

Observations

653
618
653
653
653
653
653
653

2387
2293
2387
2387
2387
2387
2387
2387

Mean

5.06
3.25
0.16
0.23
0.15
0.20
0.26
0.15

4.62
2.95
0.47
0.29
0.11
0.08
0.06
0.14

Std. Dev.

1.58
1.42
0.36
0.42
0.36
0.40
0.44
0.12

1.36
1.35
0.50
0.45
0.31
0.27
0.23
0.13

Min

Max

Source: Author's calculations based on the Enterprise Surveys.
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Table 4: Export Premia

Dependent Variable OLS Quantile Regressions
0.1 0.25 0.5 0.75 0.9
Log (Value added per workér) 0.43 0.47 0.41 0.41 0.59 0.64
[0.061]* | [0.092]* [0.059]* [0.047]* [0.060]* [O0.111]*
Log (Value added per work@r) 0.30 0.22 0.16 0.25 0.35 0.32
[0.067]* | [0.065]* [0.046]* [0.051]* [0.041]* [0.080]*

* significant at 10%; ** significant at 5%; ** sigificant at 1%

Specifications denoted by "a" includes year fixéfdas, and "b" includes year, industry and ciked effects as well as
firm size categories and share of skiled workéisregressions include 3040 observations.

Table 5: Export Premia

Dependent Variable OLS Quantile Regressions
0.1 0.25 0.5 0.75 0.9
Log (Average wage$) 0.3 0.14 0.31 0.28 0.35 0.52
[0.060]* | [0.127] [0.057]* [0.050]* [0.028]* [0.057]*
Log (Average wage%) 0.10 0.11 0.07 0.12 0.12 0.14
[0.024]* | [0.038]* [0.029]* [0.026]* [0.027]* [0.055]*

** significant at 10%; ** significant at 5%; * sigificant at 1%

Specifications denoted by “a" includes year fixéfdas (2911 observations), and "b" includes yiaystry and city fixed
effects as well as firm size categories and shbséilled workers (2903 observations).
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Table 6:

Dependent Variable OLS Quantile Regressio
0.1 0.25 0.5 0.75 0.9
Log(Value added per worke* 0.0¢ 01¢  0.01 -0.0i 011 0.2

[0.129] | [0.127] [0.049] [0.078] [0.021]f0.121]**

Log(Value added per work®" 0.0: | -0.1¢ -00; -0.11 0.06  0.17
[0.130] | [0.112]* [0.062] [0.028* [0.108] [0.083]**

Log(Average wage™” 0.17 0.1€ 0.7 0.3¢  0.1¢ 0.1¢
[0.099]**| [0.229] [0.100]* [0.092]* [0.043]* [0.108]

Log(Average Wageb’2 0.01 -0.1: -0.0z 0.0¢ 0.0¢ -0.0¢
[0.100] | [0.025]* [0.034] [0.038] [0.062] [0.064]

** significant at 10%; ** significant at 5%; * sigificant at 1%

Specifications denoted by "a" includes year fixéfdas, and "b" includes year, industry and city
fixed effects as well as firm size categories arats of skiled workers.Superscripts 1 and 2 de
1064 and 998 observations, respecti
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Table 7:

. Log (VA) - Log (VA) -in Log (Av. Wage) - Log (Average
Dependent Variable ) a b ) a )
in Levels Levels in Levels Wage) - in Levels
Switcher 0.31 0.29 0.17 0.12
[0.075]* [0.081]* [0.075]** [0.078]
Continuous exporter 0.64 0.46 0.51 0.41
[0.087]* [0.095]* [0.086]* [0.093]*
Export starter 0.09 -0.05 0.17 -0.01
[0.107] [0.111] [0.105]* [0.106]
Quitter 0.32 0.37 0.28 0.33
[0.094]* [0.097]* [0.092]* [0.093])*
Observations 3040 3032 2911 2903
P-Value for Ho: b[Continuous-exp.] >b[Switcher] 0.00 0.11 0.00 0.97

** significant at 10%; ** significant at 5%; *sigficant at 1%
Specifications denoted by "a" includes year fixéfdas, and "b" includes year, industry and dited effects as well as firm
size categories and share of skilled worl

Table 8:

Log (Av. Log(Av.
Wage) - Wage) -
Growti  Growtt?

Log (VA) - Log (VA) -

Dependent Variable a b
Growth™  Growth

Export starter 0.33 0.26 0.36 0.03
[0.169]** [0.177] [0.168]* [0.164]

Observations 1064 1064 992 992
**significant at 10%; ** significant at 5%; * sigficant at 1%

Specifications denoted by "a" includes year fixéfdas, and "b" includes year, industry and city
fixed effects as well as firm size categories arwats of skiled worker
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