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Abstract

This dissertation applies recent econometric techniques using control functions

to outstanding questions in the labor and development literatures.

The first chapter estimates the Frisch elasticity of labor supply, which repre-

sents the intertemporal elasticity of substitution. Previous estimation has focused

on hours equations in which individual effects, representing the marginal utility of

wealth, enter additively and can be differenced out. Using PSID data, I relax this

assumption for a sample of prime-age men. I estimate a semiparametric labor sup-

ply equation, using a control function strategy that allows fixed effects to be both

non-additive and correlated with the regressors. The average structural function

and average partial effects of wages on hours are identified and estimated. The

Frisch elasticity is found to be near zero, suggesting that underlying assumptions

about separability are not driving the small elasticities found in previous studies.

In the second chapter, I estimate a dynamic fixed-effects hours equation for

prime-age men with bias correction. The coeffi cient on the lagged dependent variable

is found to be between 0.31 and 0.33. These estimates suggest that it takes 1.5 years

for an individual in the sample to adjust hours of work to a change in the wage or

other preference variables, an important consideration in policy evaluation. Failure

to correct for dynamic panel bias leads to underestimating this effect by more than 15
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percent. Time-varying endogeneity of the wage is handled using a control-function

approach.

The third chapter estimates the impact of microcredit borrowing from the Grameen

Bank and two similar microfinance institutions in Bangladesh. I find that an in-

crease in the amount borrowed has a positive and significant effect on per-capita

household consumption. The estimated elasticity is in the range of 0.193 to 0.212,

and these parameters can be interpreted as the impact of borrowing on a randomly

selected household in Bangladesh. The model is identified by an assumption on the

conditional second moments of the errors. These results contribute to the ongoing

debate over whether or not microcredit is helping to reduce poverty.
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Introduction

Recent developments in econometrics have made it possible to relax strong assump-

tions in a variety of empirical literatures, and to obtain identification in areas of

research that have previously proved intractable. This dissertation addresses unre-

solved issues in labor and development economics through the application of modern

control-function techniques.

The first and second chapters are applications of life-cycle labor supply theory.

Both chapters address issues that have arisen in the literature on the Frisch elasticity

of labor supply. Estimation of this parameter, defined as the elasticity of hours with

respect to the wage, holding marginal utility of wealth constant, is complicated by

the presence of the unobserved marginal utility of wealth in the individual hetero-

geneity. The issue is typically handled with linear life-cycle labor supply equations,

which are derived from utility functions that are separable in consumption and

leisure. The separability assumption implies that the individual effects are additive

in the hours equation and can be differenced out. This assumption is widely recog-

nized in the literature as unlikely to be true, and can lead to biased estimates of the

Frisch elasticity. The first chapter below uses PSID data on prime-age men to exam-

ine the severity of this bias by estimating a semiparametric labor supply equation

for married men that allows for a more general form of utility. A control function

is used to control for the unobserved individual heterogeneity, allowing individual

effects to be both non-additive and correlated with the exogenous variables. The

estimation strategy identifies and estimates the average structural effects of wages

on hours. I find that the Frisch elasticity is positive and significant, but small, at

0.0076.
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The next chapter addresses the puzzle present above and throughout the life-cyle

labor supply literature, of why the estimated response of hours to wages is so weak.

I find that the weak dependence of hours worked on wages, rather than indicating

a small elasticity of intertemporal substitution, is the result of delayed adjustment.

Workers are unable to fully re-optimize in each period, and therefore take time to

adjust labor supply to changes in the wage. Using PSID data, I estimate a log-linear

dynamic labor supply equation. Endogeneity of the wage is handled with a control-

function approach, which exploits the fact that lagged wages affect current wages,

but not current hours conditional on wages. Estimates are corrected for dynamic

panel bias. The estimated elasticity of hours with respect to lagged hours is around

0.3, and failure to bias-correct leads to underestimating this effect by more than 15

percent.

A recurring issue in the literature on microcredit has been the failure to find

instrumental variables that can be used to control for the endogeneity of borrowing

with respect to outcomes such as household consumption. The final chapter below

contributes to this literature by estimating the effects of microcredit loans using an

alternative identification strategy that has been introduced in the education litera-

ture. In the absence of variables that can be assumed to affect borrowing but not

consumption, identification cannot be achieved by making further assumptions on

the first moments of the borrowing and consumption error terms. Instead, I im-

pose a restriction on the second moments of the errors, under which the model is

identified in the presence of the heteroskedasticity that is evident in the data. Exam-

ining the impact of borrowing from the Grameen Bank and two similar microfinance

institutions in Bangladesh, I find that an increase in the amount borrowed has a

positive and significant effect on per-capita household consumption. The estimated
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elasticity is in the range of 0.193 to 0.212, and these parameters can be interpreted

as the impact of borrowing on a randomly selected household in Bangladesh. These

results contribute to the ongoing debate, driven by the rapid expansion of microfi-

nance programs in recent years, over whether or not microcredit is helping to reduce

poverty.
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Chapter 1: A Semiparametric Life Cycle Labor Supply

Model with Non-Additive Fixed Effects

1 Introduction

The intertemporal substitution elasticity is used in many macroeconomic models

and is essential to the analysis of tax and benefit policies. This elasticity is often

estimated with household data using marginal utility of wealth-constant labor supply

functions. The wage elasticity in these equations is known as the Frisch elasticity,

and measures the change in hours of labor supplied over time in response to receiving

different wages at different periods of the life-cycle. It is interpreted as the response

of labor supply to anticipated changes in the wage.

Frisch labor supply equations are typically derived from utility functions that

are separable in consumption and leisure, which generate labor supply equations

that are additive in marginal utility of wealth. At a minimum, estimation of Frisch,

or "lambda-constant", labor supply equations has previously required utility to be

quasi-homothetic, in which case marginal utility of can be treated as additive even if

preferences are not separable. These assumptions are made so that marginal utility,

which is unobserved, can be treated as a fixed effect. The assumption that utility is

separable between consumption and leisure is widely recognized in the literature as

unlikely to be true. Quasi-homotheticity is also a strong and potentially misleading

assumption. If these assumptions are false, estimates of the Frisch elasticity used

for policy analysis could be severely biased.

I examine the severity of this bias by estimating a life-cycle labor supply equation

for married men that allows for a more general form of utility, and thus does not
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require additive fixed effects. Specifically, I allow the fixed effect to enter the hours

equation in an unspecified, nonlinear, way. The hours equation is estimated using

the double-index semiparametric least squares estimator of Ichimura and Lee (1988).

A control function is employed to account for the fixed effect, which contains the

marginal utility of wealth. This strategy allows the individual effects to be both

non-additive and correlated with other variables.

2 Literature

Modern life-cycle labor supply estimation began with Heckman and MaCurdy (1980)

and MaCurdy (1981 and 1983). These papers formulate the labor supply decision in

a given period as a function of current state variables, including wages and household

characteristics. An individual solves the following problem.

V (ait, t) = max [U (cit, hit) + βEtV (ai,t+1, t+ 1)] (1)

s.t. ai,t+1 = (1 + rt+1) (ait + withit − cit) (2)

The first order conditions, assuming an interior solution for consumption, are:

Uc(cit, hit) = λit (3)

Uh(cit, hit) ≥ λitwit (4)
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where λit is the marginal utility of wealth, δV
δait
. Demands for quantities of goods

and leisure can then be written as functions of current prices and the marginal

utility of wealth. These demands are known as Frisch demands. A Frisch labor

supply equation takes the following form.

hit = fit(wit, λit) (5)

Here, fit()may be a function of preference-shifting variables such as household or

individual characteristics. Using this equation to estimate labor supply elasticities

has two benefits. First, equation (5) does not include consumption, and so can be

estimated without consumption data. Second, past and future realizations of wages

and any preference variables enter the hours decision only through their effect on

current marginal utility of wealth. Marginal utility is unobserved, but the solution

to the agent’s optimization problem keeps expected marginal utility constant over

the life cycle. Assuming rational expectations and perfect capital markets, marginal

utility evolves according to the following Euler equation.

λit = E[β(1 + rt+1)λi,t+1] (6)

Estimation typically employs a log-approximation of the Euler equation, which

breaks λit into distinct components.

lnλit = µt + lnλi0 + εit (7)

Individuals determine their marginal utility of wealth at the beginning of the life

cycle, setting λi0. Marginal utility in each subsequent period differs from this initial
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level by a time effect µt, which is a function of the common discount rate and interest

rate, and an idiosyncratic forecast error εit. The Frisch labor supply equation can

now be estimated, given proper treatment of λi0.

In order to handle the unobserved marginal utility of wealth, past studies impose

a labor supply function of the following form (Browning 1986).

g(hit) = ψit(wt) + φi(λt) (8)

The estimate of ∂hit
∂wit

gives an estimate of the Frisch elasticity, the effect of a

change in wages holding λ constant. If the function φi() is the natural log, equation

(7) can be substituted in for the last term, and the time-invariant individual effect,

lnλi0, can be treated as a fixed effect.

The obvious benefit of this framework is that accounting for the fixed effect

controls for the influence of all past and future time periods on the current hours

choice. The cost, however, is that generating a labor supply equation in which the

marginal utility term is additive or log-additive requires restrictions on preferences.

A common strategy follows Heckman and MaCurdy (1980) and Macurdy (1981), and

is summarized by Blundell and MaCurdy (1999). A log specification is generated

by a utility function that is separable in consumption and labor.

Uit = g(cit, Zit) + exp(−Zitρ− vit)(hit)σ (9)

Which gives the first order condition:

lnhit =
1

1− σ (lnwit + ρZit + lnλit − lnσ + vit) (10)
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lnhit = δ lnwit + αi0 + µt + βZit + eit (11)

where αi,t = δ(lnλi,t − lnσ) and αi0, the individual effect, comes from substi-

tuting in the updating process for λi,t.1 The individual effect contains time zero

marginal utility of wealth and is thus theoretically correlated with wit and Zit. Since

wages in time t affect wealth, and the preference variables contained in Z affect util-

ity, the wages and preference variables in all time periods can be expected to be

correlated with the marginal utility of wealth. The marginal utility term is there-

fore treated as a fixed effect, and the hours equation is estimated in first differences.

∆ lnhit = δ∆ lnwit + β∆Zit + θt + ∆et (12)

The estimate of δ is an estimate of the Frisch elasticity.

MaCurdy (1981) estimates an equation of this form and finds the Frisch elasticity

to be 0.23, which is reduced to 0.10 when time dummies are included to control

for the interest rate effects µt. Since then, estimates have tended to fall within or

close to this range, include those of Altonji (1986) and Ham (1986), despite different

specifications for preferences and different instruments used to control for remaining

time-varying endogeneity of the wage.

There is ample evidence, however, rejecting intratemporal separability between

consumption and leisure, which is assumed by both MaCurdy and Altonji. Altonji

estimates an equation similar to (12), but then tests the separability assumption by

adding terms for cross substitution between consumption and hours. He concludes

1Here, δ = 1
σ−1 , β = δρ, and eit = δvit.
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that the assumption of separability is unlikely to be true. Browning and Meghir

(1991) devise a methodology for testing for weak separability. Using a system of

conditional demand functions for household commodities in the UK Family Ex-

penditure Survey, they test whether these demands depend on labor supply. The

authors find that variation in labor supply variables is important in explaining vari-

ation in budget shares. They conclude that separability of demand for goods from

both hours of work and labor force participation is rejected, for both males and fe-

males. Blundell, Browning and Meghir (1993) use this dataset to extend the idea of

conditioning on labor supply to the marginal utility of wealth-constant framework.

They specify a set of preferences that allow them to exploit results on two-stage

budgeting (Gorman 1959), first estimating within-period preferences, and then ag-

gregating cohorts and estimating intertemporal preferences. They find that labor

market variables have significant effects on consumption growth, which is a further

rejection of separability.

Blundell, Fry and Meghir (1990) show that relaxing additive separability in a

log-hours labor supply equation can only be done by imposing homothetic prefer-

ences. An alternative specification is found in Browning, Deaton and Irish (1985).

The authors relax additive separability by defining an individual’s profit function

and deriving the corresponding duel problem to utility maximization. Here, the

transformation for g() in equation (5) is linear. The authors show, however, that

treatment of λ or ln(λ) as additive in the hours equations implies intra-period quasi-

homotheticity. (This point is also discussed in Browning (1986) and Nickell (1988)).

Preferences of this type restrict hours of work and expenditures to be linearly related

to within-period full income. Browning, Deaton and Irish estimate this model using

a pseudo panel created with cohort means. While the elasticity is not parameterized
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as it is in the MaCurdy-type specification, they find the intertemporal elasticity at

the mean of hours to be around 0.4 when allowing nonseparability.

Blundell, Fry and Meghir discuss the limitations of quasi-homothetic preferences.

As expenditures increase, preferences become linear Leontief, implying that the rich

have zero within-period substitution effects. In addition, the intertemporal elasticity

of substitution tends to zero as expenditures rise. The authors conclude that these

may be strong restrictions to impose, and a high price to pay for relaxing separability

between consumption and leisure.

An alternative approach to estimating the intertemporal elasticity of substitu-

tion is to parameterize utility in such a way that preference parameters can be

estimated in two stages. First, within-period preferences can be estimated using the

first order conditions for consumption and labor. Next, a suitably parameterized

intertemporal Euler equation can be estimated to recover intertemporal parameters.

This approach requires specification of intertemporal preferences, but has the ad-

vantage of removing the restrictions on utility discussed above, as it does not require

marginal utility to be additive in the first order condition for hours. It does require

data on consumption, however, which can be diffi cult to obtain at the individual

level, since purchases are often made at the household level. The two-stage approach

also requires dealing with the endogeneity of consumption in the hours decision.

I relax the restrictions on utility that are needed to estimate an additive fixed

effects Frisch labor supply equation, but do not require data on consumption. I

estimate a log-hours equation in which the marginal utility term is allowed to enter

the equation in an unspecified manner, allowing for nonseparability and nonhomo-

theticity. I identify and estimate the average structural function, which gives the

expected value of the hours function at a given X, averaged over the marginal utility
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of wealth.

This methodology also has the advantage of allowing the Frisch elasticity to vary

at different points in the data. Models that imply a constant Frisch elasticity are

typically rejected, and the literature has found significant differences in elasticity

among wealth quantiles. For example, using a two-stage approach similar to that

discussed above, Ziliak and Kniesner (1999) find that the Frisch elasticity rises with

wealth, so that the hours response to a wage change is about 40% higher for the

wealthiest quartile of men than for the poorest quartile. The authors conclude that

examining only average elasticities obscures the distributional effects of tax policy.

I therefore also estimate the distribution of the wage elasticity, both averaged over

the individual effect and unconditionally.

3 Estimation and Identification

I relax the assumptions that estimating equation (8) imposes on utility by allowing

for an arbitrary relationship between the marginal utility of wealth and the observed

variables that determine labor supply. This is achieved by estimating an hours

equation that allows the individual effect to enter in an unspecified way. Denote the

observed variables Xit = [lnwit, Zit,µt]. Let ηit = [λi0, εit]. The equation of interest

is

lnhit = h∗(Xit, ηit) + eit (13)

Here, eit is a zero-mean error term, assumed to be uncorrelated with X and

η. The function h∗() is unspecified, and allows for interactions between its two
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arguments. Life-cycle theory tells us that the marginal utility of wealth is a function

of an individual’s wages and other characteristics in every period of the life cycle.

The unobserved λi0 is therefore correlated with the variables in Xit, and correlation

between the two arguments of h∗() must be taken into account. The objective is

to estimate structural effects using equation (13). In order to identify the effects of

changes in the X variables on hours, I make the following three assumptions. Maurer,

Klein and Vella (2007) apply a similar approach in a semiparametric binary choice

model that is estimated by maximum likelihood.

Define Xi as individual i’s realization of X for all time periods; Xi =Xi,1, Xi,2,...,

Xi,T .

Assumption 1:

hi,t depends on Xi and the error term only through contemporaneous

components.

hi,t ⊥ Xi, ηi|Xi,t, ηi,t

This assumption follows directly from life-cycle theory and is the driving intuition

behind the Frisch labor supply equation. Past and future wages and taste-shifters

affect labor supply for individual i at time t only by changing the value of marginal

utility of wealth. After controlling for the unobserved heterogeneity, λi0, the vari-

ables in Xit and the idiosyncratic forecast error εit have no effect on hours in other

time periods.

Assumption 2:
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There exists a single index Xi,tβ such that hi,t and Xi,t are conditionally

independent given Xi,tβ and ηit

hit ⊥ Xit|Xitβ, ηit

This assumption is a dimensionality reduction, or index restriction, which states

that the effect of a change in Xit on hit can be summarized through a single index.

An index restriction is not required theoretically, but is required for the function

to be well identified using a reasonable sample size of data. Note that wages and

household characteristics have been included in the same index. Ideally, one might

estimate a model with three indices, to allow arbitrary interactions of the wage,

the characteristics in Z, and the individual effect. This is not feasible given the

assumptions needed for the current estimator, however. Thus I assume that the

relationship between the individual effect and the X variables can be summarized

by the index restriction.

The remaining barrier to estimating the hours equation is that a conventional

orthogonality condition is violated. As described above, theory indicates that Xit

is correlated with the unobserved marginal utility of wealth effect, λi0. A control

function is therefore employed to restore the desired orthogonality conditions. Once

the marginal utility of wealth is controlled for, Xi,t is uncorrelated with the remaining

error term. The control function assumption is stated as follows.

Assumption 3:

There exists a control function Vi such that ηit and Xi,t are conditionally

independent given Vi
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ηit ⊥ Xi,t|Vi

This assumption allows for identification of what are known in the semipara-

metric literature as structural effects. By requiring Xi,t and ηit to move separately

in the data, conditional on the control function, the effects of a change in X while

holding λ constant can be identified.

The choice of an appropriate control function is guided by the theory of life-

cycle labor supply. Marginal utility of wealth depends on wages, taste-shifters, and

any non-wage income that contributes to wealth, in all periods of an individual’s

life. A linear combination, specifically the average, of these observed variables is

employed here to control for the part of the error term that is correlated with Xit.

Conditioning on this function, Xit and λi0 are independent.

Let Vi be a vector of the time means of each X variable for individual i, as well as

the mean of household income other than his own wage, for the individual over time.

Other household income provides a natural exclusion restriction, entering the control

function but not Xi,t. Income obviously affects wealth, and thus marginal utility,

but does not enter the hours equation once marginal utility has been controlled for.

In addition, age is left out of the control function, assuming that the men in the

sample have the same expected life span and thus the same average age over time.

The control function and hours equation to be estimated become:

X̃i =
1

T

T∑
t=1

X̃it

Vi = X̃iγ (14)
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hi,t = h(Xi,tβ, X̃iγ) + ei,t (15)

This approach is similar to Chamberlain’s (1982) “correlated random effects”

model, in which the dependence of the individual effect on the X variables is modeled

as a combination of past and future Xs. It is also related to the identification strategy

of Altonji and Matzkin (2005), who use additional external variables as controls in

a nonlinear panel data model. The approach used here is much more practical to

implement, however, because of the index restrictions.

The final estimator is the double-index semiparametric least squares estimator

of Ichimura and Lee (1988). Let θ = [β γ]. The estimate of the parameters is

θ̂ = min
θ

∑
i,t

τ it

(
hit − Ê

[
h|Xitβ, X̃iγ

])2
(16)

Here, Ê is a nonparametric expectation. The indices are orthogonalized, then

the joint density is estimated as the product of two normal kernels. Local smoothing

is used as a bias-reduction technique, following Klein and Vella (2006). They find

that using local smoothing, rather than Ichimura and Lee’s suggestion of higher-

order kernels, significantly improves the finite sample performance of the double-

index estimator. A trimming function, τ it, is employed, placing zero weight on

observations that have index values below the fifth or above the 95th percentile of

the distributions.

The semiparametric estimation described above allows estimation of the average

structural function (ASF) suggested by Blundell and Powell (2000, 2003). The ASF

describes how the structural function, h∗(Xitβ, ηit), averaged over the unobserved
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individual heterogeneity ηi,t, depends on X. This is an important object to esti-

mate in the present application, as the relationship between the structural index,

Xitβ, and hours of work depends on the marginal utility of wealth. For example,

individuals with a lower level of wealth (and thus higher marginal utility), might

be less responsive to a change in the index variables if they need to keep working

to maintain a minimum level of income. Households with greater wealth may have

the ability to be more flexible when preference variables change. In particular, this

means that the Frisch elasticity may depend on on an individual’s level of marginal

utility.

At a fixed realization of X, X0, the ASF is defined as

µ(X0) =

∫
h∗(X0β, ηit)dFηit (17)

This gives the average value of the hours function at X0, with the average taken

over the marginal density of the individual heterogeneity. Employing the control

function assumption, this expression becomes.

µ(X0) =

∫ ∫
h∗(X0β, ηit)dFηit|XγdFXγ (18)

=

∫
h(X0β,Xγ)dFXγ

The estimates of the index parameters, β̂ and γ̂, and the function ĥ() above,

allow computation of the predicted ĥ at any Xit and X̃i combination. The average

structural function is computed at a given X0 as
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µ̂(X0) =
1

N

N∑
i=1

ĥ(X0β̂, Xiγ) (19)

The average is taken over the marginal distribution of the estimated control

function.

The estimation above also allows computation of the average partial effects

(APE), which give the change in hours with respect to a change in X, averaged

over the marginal distribution of the individual effect. In particular, denote the

wage elasticity at a given X0 as hw, and the APE as δ(X0).

hw(X0β, ηit) =
∂h(X0β, ηit)

∂w
(20)

δ(X0) = Eη [hw(X0β, ηit)]

Given assumption 3, the control function assumption, this expression can be

rewritten as

δ(X0) = EXiγ
[
hw(X0β,Xiγ̂)

]
(21)

(Wooldridge 2002). This function gives estimates of the Frisch elasticity for

different values of the structural index, averaged over the marginal utility of wealth.

To estimate δ(X0), first the wage elasticity is estimated for each individual, at

different values of the control function index, by a local linear regression. The wage

elasticity at each combination of indices is computed as ∂h(X0β̂,Xiγ̂)

∂(X0β̂)
∗ β̂wage. Next,

the estimated APE of the wage for a given X0 is the average of these elasticities

over the control function.
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δ̂(X0) =
1

N

N∑
i=1

ĥw(X0β̂, Xiγ̂) (22)

Given the interest in the literature in the variation of the Frisch elasticity with

respect to different levels of wealth, I also compute unconditional wage elasticities.

Using the local linear regression estimates of the Frisch elasticity for each individual,

without averaging out the individual effect, I examine variation in the elasticity with

respect to the control function. This provides an illustration of how different values

of marginal utility of wealth impact an individual’s responsiveness to changes in the

wage.

4 Results

The data are from the Michigan Panel Study of Income Dynamics (PSID) from the

years 1984 to 1994. The sample was chosen to most closely match the samples used

in the standard papers on life-cycle labor supply, and therefore includes prime-age

men, aged 25 — 55, who were employed during each period in the sample. The

hours variable used is an individual’s annual hours of work. Characteristics in X

include marital status, self-reported health status on a scale of 1 to 5, the numbers

of total children and young children (under age 6) present in the household, age,

age-squared, education, and an interaction between age and education.

Although the control function accounts for endogeneity of the wage due to time-

invariant heterogeneity, there is still an important potential source of correlation

between the wage term and the error. The typical labor-supply equation uses a

measure of hourly earnings that is computed by dividing labor income by the number

of hours worked. If hours of work are measured with error, a negative correlation
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is induced between the measurement error of hours and the measurement error of

wages (see Altonji 1986). To avoid this problem, I use data only for workers who

report an hourly wage rate. This strategy has the disadvantage of limiting the

sample to workers who earn an hourly wage, rather than an annual salary. As

these workers are not likely to be a random sample of employees, the results and

conclusions below can only be interpreted as statements about prime-age men who

work for an hourly wage.

The first column of Table 1 presents the results of estimating the hours equation

by OLS. The wage coeffi cient is -0.011 and significantly different from zero. The third

column presents the results of fixed effects estimation, which provides an estimate of

the standard Frisch labor supply model, controlling for unobserved marginal utility

of wealth with the fixed effect. The signs and significance levels of several of the

coeffi cients change, indicating that the individual effects are in fact correlated with

the regressors. The wage coeffi cient is still negative, but smaller in magnitude

than the OLS coeffi cient and not significantly different from zero. Life-cycle theory

predicts that the intertemporal elasticity of substitution, captured here by the wage

coeffi cient, must be positive. Thus the simple fixed effects model seems to fail in

this dataset.

Figure 1 presents the estimate of the ASF. The ASF is upward sloping over most

of the support of the structural index. It increases from a value of 7.58 to a value

of 7.95. The dependent variable is log hours, so these values correspond to annual

hours of work ranging from 1,939 to 2,853. Since an increase in the structural index

is associated with an increase in the ASF, variables that increase the index can be

interpreted as increasing the expected number of hours of work, averaged over the

distribution of the marginal utility of wealth.
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Table 2 presents the parameter estimates of the structural index. Semiparametric

estimates using kernels are identified only up to location and scale. A constant is

therefore excluded from each index. The coeffi cient on age is normalized to one in

the structural index, and the coeffi cient on the average wage is normalized to one in

the control function index. Given this normalization, the remaining coeffi cients can

be interpreted in relative terms. All variables have been standardized to have mean

zero and standard deviation of one. The log wage, education, number of children,

and marital status all enter the index with positive coeffi cients, and have t-statistics

greater than 2. A one standard deviation increase in education, however, has a five

times greater impact on the index than a one standard deviation increase in the

log wage. A standard deviation increase in the number of children present impacts

the index twice as much as education, and a standard deviation increase in marital

status contributes by far the most to the index. The coeffi cient on self-reported

health status is also positive, but not significantly different from zero. In contrast

to the number of children, which increases the index, the number of young children

impacts the index negatively, with a standard deviation increase in each leading

to about the same magnitude of impact on hours. The interaction between age

and education is also negative and significant, indicating a drop-off to the impact of

education as the individual ages. Several of the time dummy variables are significant

as well.

Table 3 presents the parameter estimates for the control function index. The

mean of income, the mean numbers of children and young children, and mean health

status all impact the index negatively and have coeffi cient estimates that are strongly

significantly different from zero. Only the mean of marital status enters with the

opposite sign. Standard deviation changes in the means of health and number of
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children have the greatest impact, with about the same magnitude. The number of

young children has about 75% of the impact of the overall number of children, and

in this case both move the index in the same direction. The mean of education has

the smallest coeffi cient, and is not significantly different from zero.

The Frisch elasticity is estimated as the Average Partial Effect of the wage on the

structural function, and is presented in Figure 2. The estimated elasticity ranges

from -0.025 up to 0.0042. While starting out negative and initially increasing, it

remains relatively flat over most of the support of the structural index. At the

median of the structural index, the Frisch elasticity is estimated to be 0.0005826.

This number is lower than MaCurdy’s estimate of 0.1, but generally in keeping

with the findings in panel data that the Frisch elasticity is positive but small. The

semiparametric model is an improvement over the fixed effects model, in that the

wage elasticity is positive, as predicted by life-cycle theory. This result suggests that

the control function is successfully capturing the impact of the unobserved marginal

utility of wealth term, and that allowing the individual heterogeneity to enter the

hours equation non-additively significantly improves the estimation.

While there is not a great deal of variation in the wage elasticity with respect

to the structural index, it is also instructive to see how it varies with the control

function. Figure 3 presents the estimates of the wage elasticity over the support of

the control function index, as described above. The wage elasticity decreases as the

index increases. The control function captures the individual’s marginal utility of

wealth, so wealth is decreasing as the index increases. The interpretation of Figure

3 is therefore that wealthier individuals have a greater Frisch elasticity, indicating

that they are more flexible in responding to changes in the wage. This result is in

agreement with the findings of Ziliak and Kniesner, who also document a higher
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Frisch elasticity for wealthier men.

5 Conclusion

This paper contributes to the literature on life-cycle labor supply by estimating

a Frisch labor supply equation without requiring additive fixed effects. Allowing

fixed effects to enter the hours equation nonlinearly allows for a non-separable, non-

quasihomothetic utility function. The Frisch elasticity is found to be positive, at

0.00058, and significantly different from zero. This value is not outside the range of

estimates found in the existing literature, although it is quite close to zero. Prime-

age men who work for an hourly wage are therefore found to respond very little to

changes in the wage when making labor supply decisions. The difference between

the linear fixed effects estimate and the semiparametric estimate suggests that an

hours equation with additive fixed effects represents a mis-specification of the labor

supply function. This result can be interpreted as a rejection of the assumptions

on utility that are necessary to generate a labor supply equation with additive fixed

effects.

In addition to parameter estimates, the shape of the hours function and its

wage derivatives are explored. The Average Structural Function and Average Par-

tial Effects are identified and estimated, with the ASF found to be increasing in

the structural index while the APE remains relatively flat. In addition, the wage

elasticity is found to be decreasing in the marginal utility of wealth.
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6 Chapter 1 Tables

Table 1. OLS and Fixed Effects Estimation

OLS T-stat. Fixed Effects T-stat.

ln wage -0.011 (-1.020) -0.007 (-0.350)

education -0.032 (-2.740) 0.012 (0.660)

kids 0.009 (2.620) 0.003 (0.550)

youngkid -0.018 (-2.010) -0.003 (-0.390)

age -0.029 (-3.780) 0.002 (0.210)

age2 0.000 (2.990) 0.000 (0.220)

age*ed 0.001 (2.950) 0.000 (-0.720)

health -0.008 (-1.950) 0.005 (1.160)

married 0.044 (3.740) 0.035 (2.270)

constant 8.400 (42.220) 7.543 (29.500)
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Table 2. Structural Index

Index coeff. T-stat.

ln wage 0.291 (2.492)

education 1.586 (2.670)

children 3.280 (4.050)

young children -3.629 (-3.463)

age squared -0.070 (-0.449)

age*education -7.075 (-3.193)

health 0.261 (1.439)

married 13.265 (3.257)

year 1985 0.660 (1.665)

year 1986 1.233 (3.076)

year 1987 2.756 (4.605)

year 1988 3.722 (4.624)

year 1989 4.422 (4.422)

year1990 5.398 (4.660)

year 1991 6.689 (4.402)

year 1992 7.496 (4.138)

year 1993 0.729 (1.572)

year 1994 2.466 (5.199)
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Table 3. Control Function Index

Index Coeff. T-stat.

mean income -0.771 (-7.088)

mean education -0.142 (-0.828)

mean children -2.381 (-9.588)

mean young children -1.839 (-13.569)

mean health -2.644 (-12.271)

mean married 1.168 (12.490)
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7 Chapter 1 Figures

Figure 1
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Figure 3
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Chapter 2: Dynamic Labor Supply Adjustment with Bias

Correction

1 Introduction

The consistent estimation and correct interpretation of labor supply elasticities are

crucial to evaluation public policies regarding taxes, Social Security, and other social

programs. For example, an important component of many macroeconomic models

is the intertemporal substitution elasticity, which measures the response of hours

worked to changes in the wage, holding marginal utility of wealth constant. This

elasticity is found to be negative or close to zero in many studies using micro data,

despite the theoretical implication of utility maximization that it should be positive.

In addition, several studies in the macro literature conclude that the intertemporal

substitution elasticity should be relatively high.

The typical assumptions underlying the identification of this parameter are quite

strong. One particularly questionable assumption, which is nonetheless regularly

employed, is that individuals are free to choose any number of hours of work in

each period at the offered wage. Under this assumption, the intertemporal elastic-

ity of substitution can be estimated in panel datasets as the wage coeffi cient in a

log-linear hours equation with fixed effects.2 In reality, however, contracts with em-

ployers, search costs, and other frictions in the labor market introduce dependence

of current individual labor supply on past hours of work. Workers may face hours

constraints that make it impossible to fully re-optimize each period in response to

changing wages or preference variables. If individuals instead adjust over time, mov-

2See Blundell and MacCurdy (1999) for an overview.
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ing closer to their desired labor supply period by period, then the interpretation of

the wage elasticity as the intertemporal elasticity of substitution no longer holds.

Alternatively, realized hours and wages could be the outcome of bargaining between

employers and employees. In this case, both hours and wages can become state-

dependent, and the wage elasticity in the standard hours equation once again no

longer represents the intertemporal elasticity of substitution. The failure of empir-

ical work to date to robustly estimate the intertemporal elasticity of substitution

may reflect the necessity of including dynamics in the hours equation, and thus a

rejection of the equilibrium model of labor supply that assumes away constraints or

contracts.

If labor supply decisions do depend on past labor supply, the speed of adjustment

becomes an important parameter for policy evaluation. Quantifying the amount

of time that it takes for workers to fully adjust their behavior to a tax or other

reform is necessary to interpret the effect of the policy change. Initial estimates

may underestimate the impact of the reform if adjustment is slow. Including lagged

hours in the standard linear hours equation makes it possible to estimate the number

of periods that must pass after a change in the wage before an individual’s resulting

change in labor supply is complete.

In estimating the speed of adjustment, it is crucial to distinguish between the

state dependence of hours and individual heterogeneity. Some of the persistence in

hours could be generated by time-invariant individual effects, and therefore unre-

lated to contracts or other restrictions on hours. To address this issue, I estimate the

adjustment speed of labor supply for prime-age males using a dynamic labor supply

equation, in which hours worked depend on hours worked in the previous period, as

well as the wage and a set of exogenous variables. Adjustment speed is given by the
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coeffi cient on lagged hours. The reduced form wage equation is also dynamic, allow-

ing wages to depend on lagged values of the wage. Estimation uses a bias-corrected

dynamic panel data estimator to allow for fixed effects. Using the control-function

approach of Fernandez-Val and Vella (2009), I control for both time-invariant and

time-varying endogeneity of the wage.

Different interpretations of the cause of state dependence give rise to different

sets of conditioning variables, but the results on the speed of adjustment are robust

across specifications. In the next section, I describe various potential sources of

state dependence in hours of work in the labor supply literature, as well as the

assumptions necessary in each case to generate a linear labor supply equation with

a lagged dependent variable.

2 Literature

Life-cycle labor supply theory has typically viewed the hours decision as the outcome

of a utility maximization problem in which hours of work are freely chosen. Blundell

and MaCurdy (1999) present a summary along the following lines. An agent solves

a lifetime optimization problem subject to a budget constraint.

V (ait, t) = max [U (cit, hit, Zit) + βEtV (ai,t+1, t+ 1)]

s.t. ai,t+1 = (1 + rt+1) (ait + withit − cit)

Here, Z includes observed and unobserved taste shifting variables, and a is the

real value of assets. A typical specification among panel data applications of life-
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cycle labor supply theory uses a utility function that is separable between consump-

tion and labor. Assuming positive hours of work, as is standard in many papers on

prime-age men, the first order condition for hours produces the following equation.

lnhit = β0 + β1 lnwit + z′itγ + αi0 + µt + eit

Hours of work depend on current wages and preference variables. The fixed

effect contains the marginal utility of wealth, which the agent holds constant (in

expectation) throughout the lifecycle. Inclusion of this term controls for the impact

of variables in all other time periods. Estimating the equation by fixed effects gives

an estimate of the Frisch elasticity, defined as the effect of a change in wages on hours

holding marginal utility of wealth constant. In this model, the Frisch elasticity is

the intertemporal elasticity of substitution.

The above labor supply equation has remained popular, despite evidence that

persistence in hours of work remains even after fixed effects have been controlled

for. Newey, Holtz-Eakin and Rosen (1988) estimate a vector autoregression with

individual effects to analyze hours and wage dynamics, and find that the first lag

of hours has a significant effect on current hours of work. The coeffi cient on lagged

hours is in the range of 0.145 to 0.170. The VAR framework does not take a stand

on whether costly adjustment, nonseparable preferences, or some other mechanism

is generating the results. The authors conclude, however, that lagged hours are an

important determinant of labor supply, consistent with alternatives to the simple

labor supply model.

Ham and Reilly (2002) discuss two leading alternatives to the standard life-cycle

model, both of which generate state-dependence in labor supply. The first is an hours
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restrictions model, in which workers face an upper bound on the number of hours

they are able to work. The second is an implicit contracts model, in which wages

and hours are the outcome of bargaining between employers and employees. Ham

and Reilly first find that labor demand shocks affect hours even after conditioning on

the wage, which contradicts the standard intertemporal model without restrictions.

They go on to examine the alternatives, testing cross-equation parameter restrictions

generated by both the hours restrictions and implicit contract models. The hours

restriction model is rejected, but the implicit contracts framework is not. Both of

these alternative labor supply models can generate the dynamic hours equation I

estimate below, however. I will therefore consider them each in turn. The differing

interpretations of what is driving the dynamics lead to different sets of exogenous

conditioning variables in the hours equation. I find that the estimates of the speed

of adjustment are quite similar under the two specifications.

2.1 Hours restrictions

The literature on hours restrictions suggests that treating labor supply as an uncon-

strained choice can lead to biased estimates of labor supply parameters, including

the intertemporal substitution elasticity. Ham (1982) estimates a sample selec-

tion model using prime-age males, and finds that failure to account for selection

into full employment significantly biases labor supply parameter estimates. Ham

(1986) explores the issue further by testing a model of involuntary unemployment

and underemployment. He finds that dummy variables for unemployment and un-

deremployment are significant in the hours equation, and concludes that workers

who experience these states are constrained away from their labor supply curves.
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Blundell, Ham, and Meghir (1987) find similar results in extending the idea of in-

voluntary unemployment to female labor supply. Biddle (1988) makes use of a set

of questions in the PSID that ask whether workers would have liked to work more

or fewer hours in the previous year. He estimates a labor supply equation for the

full set of prime-age males, and then again for the subset who report they were un-

constrained in their hours choices. He finds large differences in parameter estimates,

and concludes that estimates that include the constrained group do not represent

labor supply elasticities. Instead, he suggests, the constrained workers may be off

their labor supply curves due to limitations on hours set by employers.

There is also evidence that, despite not being completely free to choose in each

period, workers do adjust labor supply toward their optimal number of hours over

time. Euwals, Melenberg and van Soest (1998) use survey data on desired hours of

work to test whether the difference between desired hours and actual hours worked

helps to predict hours of work in the next period. In this model, workers adjust

labor supplied in the direction of their desired hours, but adjustment is slow and

may take place over many periods. They find evidence that women adjust hours in

the direction of their optimal hours of work, although tests of the predictive power

of desired hours for men were inconclusive. Altonji and Paxson (1992) provide

additional evidence in favor of hours constraints, finding that workers can adjust

hours more easily when changing employers than they can within a given job. For

a sample of married women, they estimate that preference variables have a much

greater impact on hours when a job change has occurred. If full optimization requires

a job change to relax constraints on hours, frictions relating to search and matching

are a further reason to expect delayed responses to changes in the determinants of

labor supply.
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Baltagi, Bratberg and Holmas (2005) model the state dependence of labor supply

in the context of hours restrictions. They estimate an hours equation for physicians

in Norway. Instead of explicitly modeling a particular constraint on hours, they

introduce a cost to adjusting labor supplied that represents doctors’ inability to

work their desired number of hours in each period. The standard log-linear hours

equation resulting from utility maximization is taken as the model for desired hours.

lnhours∗i,t = β0 + β1 lnwagei,t + x′i,tϕ+ αi + εi,t

Upon reaching time t, however, agents are unable to achieve the utility-maximizing

labor supply, or desired hours of work. A partial adjustment mechanism is adopted,

so that actual hours worked depend on desired hours, as well as hours worked in the

previous period. The realized change in hours is a function of the distance between

this period’s desired hours and last periods actual hours. Below, θ is the cost of

adjustment, with 0 < θ ≤ 1.

lnhi,t − lnhi,t−1 = θ(lnh∗i,t − lnhi,t−1)

Substitution into the desired hours equation gives an equation for actual hours

worked.

lnhoursi,t = β0 + β1 lnhoursi,t−1 + β2 lnwagei,t + x′i,tϕ+ αi + εi,t

In this way, an hours restriction view of labor supply is used to generate a

dynamic hours equation. The variables in X include individual and household char-

acteristics such as marital status, number of children, education and age. Using

34



Arellano and Bond’s difference GMM estimator, Baltagi et al. find that the coeffi -

cient on lagged hours for the group in question is between 0.41 and 0.45.

2.2 Implicit contracts

A competing view of the dynamics of hours and wages comes from the literature on

contracts between firms and workers. In the implicit contracts model of Beaudry and

DiNardo (1991), contracts induce state dependence in the wage equation. Specifi-

cally, a worker who starts out at a high wage in a period of favorable labor market

conditions will see a lasting benefit to wages over the lifetime. In each subsequent

period, improvements in labor market conditions increase the individual’s wage, but

corresponding decreases in wages do not take place during bad times. The authors

find empirical evidence of this pattern in wages and labor market conditions, and

interpret it as evidence in favor of the implicit contract model.

Beaudry and DiNardo (1995) extend the implicit contracts model to look at

its implications for labor supply. Firms and workers share risk by entering into

contracts with limited enforcement. Uncertainty is summarized in each period by

a random variable θt, where θt = {θ0, ...θt} is the time t contingency. A con-

tract agreed on at time τ specifies wages and hours for all future contingencies:

{w
(
θτ+j , Xi,τ+j

)
, h
(
θτ+j , Xi,τ+j

)
}. This is an equilibrium model in the sense that

bargaining between firms and workers results in setting the marginal rate of substi-

tution equal to a worker’s marginal productivity of labor, given by ψ
(
θt, Xi,t

)
.

−Uh
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)
Beaudry and DiNardo derive a log-linear hours equation from the above condi-
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tion.

lnh
(
θt, Xi,t

)
= Ω1 lnw

(
θt, Xi,t

)
+ Ω2 lnψ

(
θt, Xi,t

)
An interesting feature of this framework is that the direct relationship between

wages and productivity is broken. The coeffi cient on the wage term now represents a

pure income effect, as controlling for productivity eliminates the substitution effect

of a change in the wage. The coeffi cient on the log wage is predicted to be nega-

tive, which is a departure from the standard model discussed above, in which this

coeffi cient represents the intertemporal substitution elasticity and must be positive.

Beaudry and DiNardo estimate this model by exploiting the state dependence

in wages. Hours, wages and productivity will all be affected by the labor market

conditions in θt. The history of an individual’s wages, however, will only affect

current wages. The authors therefore instrument for the individual’s wage with year-

of-entry effects, capturing the impact over time of the conditions under which the

job was started. The marginal productivity term is parameterized as a function of

industry-specific productivity effects in each time period, as well as the individual’s

experience and tenure on the job.

The model of Beaudry and DiNardo would correspond to a system of dynamic

hours and wage equations if the history dependence of hours and wages could be

summarized by their lagged values. Assuming that the impact of labor market

conditions up to period t-1 on a contract can be summarized by wages and hours in

t-1, the hours equation can be rewritten.

lnhi,t (hi,t−1, θt, Xi,t) = Ω1 lnwi,t (wt−1, θt, Xi,t) + Ω2 lnψ
(
θt, Xi,t

)
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This equation has the advantage of allowing time-of-entry to affect both hours

and wages separately. For example, if workers hired in good times are able to work

more hours in subsequent periods as a result of their contracts, hours will exhibit

history dependence that is not captured by the wage. Estimating the system of

equations

lnhoursi,t = β0 + β1 lnhoursi,t−1 + β2 lnwagei,t + x′i,tϕ+ z′itδ1 + εhi,t

lnwagei,t = γ0 + γ1 lnwagei,t−1 + x′i,tπ + z′itδ2 + εwi,t

captures the intuition of this model. Here, Z in the hours equation is the set of

variables that Beaudry and DiNardo use to parameterize the marginal productivity

of labor. Inclusion of these variables allows the same dynamic hours equation de-

rived above in a different context to be interpreted as the implication of an implicit

contracts framework.

2.3 Alternative sources of dynamics

Additional possible sources for dynamics in the hours equation include nonsepara-

ble preferences, such as habit formation (Shaw 1989), or human capital formation.

Neither of these types of model can lead to a linear hours equation with a lagged

dependent variable, however, without making the unrealistic assumption that indi-

viduals are completely myopic in choosing their level of labor supply. When agents

take into account the impact of today’s hours of work on tomorrow’s budget con-
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straint or utility function, nonlinearities in the first order conditions are introduced.

Kniesner and Li (2002) estimate a nonlinear dynamic adjustment equation for la-

bor supply in which hours depend on an unspecified function of lagged hours and

wages.

lnhit = θ (lnhi,t−1, wit) + z′itγ + uit

This equation is estimated using local linear kernel methods to estimate the

unknown function Θ () . Using SIPP data with time periods of four months, Kniesner

and Li find that the average coeffi cient on lagged ours is 0.57. The implication is that

the average man takes about 10 months to fully adjust his labor supply. Allowing

for nonlinearity in the lagged hours and wage terms not only permits examination of

heterogeneous responses to wage changes, but also corresponds to models of habit

formation that imply interactions between lagged hours and wages in the hours

equation. This approach rules out the presence of individual effects, however. While

I impose linearity, I will be able to control for this important source of endogeneity

of the wage, as well as distinguish between true state dependence and persistence

due to individual effects.

3 Empirical Model and Estimation

I estimate the following system of dynamic equations.

lnhoursi,t = β0 + β1 lnhoursi,t−1 + β2 lnwagei,t + x′i,tϕ+ αhi + εhi,t
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lnwagei,t = γ0 + γ1 lnwagei,t−1 + x′i,tπ + αwi + εwi,t

Hours and wages depend on their own lagged values, exogenous individual char-

acteristics, and both time varying and time-invariant unobserved characteristics.

Here, αhi and α
w
i are treated as fixed effects, potentially correlated with the vari-

ables in X. Here, X will incorporate the variables in Z or not, depending on the

specification.

Endogeneity of the wage in the hours equation operates through two channels:

correlation between αhi and α
w
i , and correlation between ε

h
i,t and ε

w
i,t. The lagged

wage allows for state dependence in the wage due to implicit contracts, or delayed

response to productivity changes. The lagged wage also provides an exclusion re-

striction for identification of the wage effect in the hours equation. The assumption

is that, conditional on time t wages, time t-1 wages should not affect the number of

hours an individual works in time t. This source of variation was suggested by Bor-

jas (1980) as a natural instrument for the current wage to control for time-varying

heterogeneity.

Correlation between the fixed effects comes from two channels. The first is

unobserved worker quality, including ability, motivation, and taste for work. This

quality affects the wage an individual receives, and may impact the number of

hours of work an employer is willing to demand. It can also be expected to affect

hours through differences in disutility from time spent working. In addition, in the

formulation of linear hours equations like the one here, the fixed effect contains the

lifetime marginal utility of wealth term. Any individual characteristics that affect

wages in every time period (i.e., any components of αwi ) will affect lifetime earnings
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and thus the marginal utility of wealth. In general, characteristics that increase the

wage will, by doing so, increase lifetime wealth, decreasing marginal utility of wealth.

Endogeneity caused by correlation in these sources of unobserved heterogeneity can

be removed by estimating both equations by fixed effects.

Consistent estimation of the hours equation must also take into account corre-

lation in the time-varying errors in the two equations, which will not be eliminated

through fixed effects transformations. Correlation between εhi,t and ε
w
i,t could result

from several factors. Any time-varying shocks to the household that affect ability

to work would impact both the wage and the number of hours worked. A shock

such as an injury or illness could reduce both the wage and the amount of labor

supplied, inducing a positive correlation in the error terms. In the implicit contracts

framework, the hours worked and the wage rate also reflect an agreement between

employees and employers about what to do in the state of the world realized in each

time period, inducing further correlation.

On top of such shocks, a key source of correlation in the time-varying errors is

measurement error, an issue that is frequently discussed in the labor supply litera-

ture. I use annual hours worked as the labor supply variable, as is typical in studies

using the PSID. The wage variable is constructed from the survey data as total

labor earnings divided by annual hours worked. Any measurement error in hours

and wages will be correlated due to the fact that both variables are constructed

using the same measure of hours. Following Altonji (1986), who finds evidence that

measurement error can substantially bias labor supply estimates, I assume that the

measurement error terms, vhit and v
w
it , are additive in the log hours and log wage

equations, respectively, and uncorrelated with the true values, lnh∗∗it and lnw∗∗it .
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lnhit = lnh∗∗it + vhit

lnwit = lnw∗∗it + vwit

If present, this type of measurement error will induce a negative correlation

between the time-varying error terms, εhi,t and ε
w
i,t.

It is well known that estimation of a dynamic panel data model using fixed effects

produces inconsistent estimates for fixed T. One possible solution to this problem

is to use a GMM estimator, as in Baltagi, Bratberg and Holmas. This approach

involves decisions about which and how many instruments to use to control for the

endogeneity of the lagged dependent variable, however, which may involve trade-

offs. An alternative approach, adopted here, is to use least-squares dummy variable

(LSDV) estimation, and compute the inconsistency directly as a function of the

number of time periods, T.

Fixed effect estimation controls for one source of endogeneity of the wage, the

time-invariant heterogeneity captured by αhi and α
w
i . A control function included

in the hours equation eliminates the remaining time-varying endogeneity, but intro-

duces an additional source of incidental parameters bias, since the control function

depends on the individual effects of the wage equation. Fernandez-Val and Vella

(2009) provide a bias-corrected estimator that accounts for this additional source of

bias. Their estimator also has the advantage of allowing for predetermined regres-

sors, including lagged dependent variables.

In the first step, the wage equation is estimated by LSDV and the coeffi cients

are corrected for bias. Denoting the bias corrected estimates with "bc," the control
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function, λi,t, is the residual from the estimated wage equation.

λi,t = lnwi,t − γ̂bc1 lnwi,t−1 − x′i,tπ̂bc − α̂wi

In the second step of estimation, the control function is included in the hours

equation. The remaining error term has been purged of correlation with the wage

variable, and the labor supply parameters can be consistently estimated. As lagged

wages can be expected to have no effect on current hours choices, once the current

wage is controlled for, no further exclusion restrictions are required in the X variables

for identification of β2. The final estimating equation is:

lnhoursi,t = β0 + β1 lnhoursi,t−1 + β2 lnwagei,t + x′i,tδ + ρλi,t + αhi + εhi,t

This hours equation is estimated via fixed effects and the coeffi cients corrected

for bias following Fernandez-Val and Vella.

The data are from the Michigan Panel Study of Income Dynamics (PSID) from

the years 1984 through 1996. The sample was chosen to most closely match the sam-

ples used in the standard papers on life-cycle labor supply, beginning with MaCurdy

(1981 and 1983). The sample includes men, ages 25 —55, who were employed during

each period in the sample. The result is 699 individuals observed 13 times, with a

resulting T=12 time periods used in estimation to allow for the lags. As discussed

above, the hours variable used is annual hours of work, and the wage variable is

average hourly earnings.

The results below are presented for two specifications, which correspond to dif-

ferent sources of state dependence in hours. In the specification labeled "hours
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restrictions," the set of exogenous variables includes the standard variables from

the life-cycle labor supply literature. These are education, self-reported health sta-

tus, age, age-squared, and an age and education interaction. In addition, the hours

equation includes number of children present in the household and marital status. In

the specification labeled "implicit contracts," an additional set of control variables

is added to the hours equation. These variables, denoted Z in the previous section,

parameterize the marginal productivity of labor, following Beaudry and DiNardo.

The additional variables include tenure at the worker’s present job, tenure squared,

and a set of interactions of dummy variables for industry and time effects, which

control for the impact of industry-specific productivity shocks.

4 Results

Table 1 shows the results of step 1, estimation of the reduced form wage equation.

Even after controlling for individual heterogeneity, lagged wages are an important

determinant of current wages. The estimated elasticity is 0.414 between current

and past wages. The quadratic terms in experience are also significant. Failure to

correct for bias results in underestimating the impact of lagged wages by more than

15 percent.

Table 2 presents the results of the dynamic hours equation estimation under

the hours restrictions framework. The first column shows the results of LSDV

estimations that does not account for the time-varying endogeneity of the wage.

The experience terms appear to be significant determinants of labor supply. Marital

status is also significant, indicating that married men work slightly longer hours.

The coeffi cient on the log wage is around -0.549 and strongly significant.
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The next two columns of Table 2 show the estimates after the control function

is included. Controlling for time-varying endogeneity has a large impact on the

coeffi cient on the log wage, which goes from -0.549 and highly significant in the first

column, to 0.1278 and no longer statistically significant at standard levels in the

third column. The increase in this coeffi cient is a result of the negative coeffi cient

on the control function, which is an indication that the error terms in the two

equations are negatively correlated. This result is consistent with the presence of

measurement error in the data affecting hours and average earnings in opposite

directions, as discussed above. A T-test on the control function coeffi cient is a test

of the exogeneity of the wage, once fixed effects have been controlled for. The null

hypothesis of exogeneity is strongly rejected, as the control function is significant,

with a T-statistic of -11.40.

The coeffi cient on lagged hours is positive and significant in each case. Failure to

account for endogeneity and dynamic panel bias results in severe underestimation of

the effect of lagged hours. Controlling for the time-varying endogeneity of the wage

raises the coeffi cient on lagged hours from .231 to .273. Bias correction also makes

a large difference, increasing the control-function adjusted estimate from 0.273 to

0.326.

Tables 3 and 4 present the results of estimating the implicit contracts specifica-

tion of the dynamic hours model, in which an additional set of regressors is added to

the both equations. The signs and significance levels of the coeffi cients in the wage

equation are quite similar, despite the inclusion of a large set of industry and time

interactions. In addition, the quadratic terms in tenure are significant, indicating a

positive effect of tenure on wages that diminishes over time.

The coeffi cients from the hours equation also approximately follow the signs and
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significance levels of the previous specification, with the tenure terms not statistically

significant. The notable point of departure between the two sets of estimates is the

coeffi cient on the log wage. Under the implicit contracts specification, inclusion of

the control function to eliminate the time-varying endogeneity of the wage again

makes the wage coeffi cient less negative. The final bias-corrected estimate, however,

remains negative in the implicit contracts case, with a T-statistic of -1.142. The

coeffi cient on the control function is -0.469 and strongly significant, confirming the

result that time-varying endogeneity is present in the hours equation and reinforcing

the measurement error interpretation of the source of this endogeneity. Several of

the cross industry-time effects are significant at the 5% level as well. The coeffi cient

on the lag of log hours increases from 0.271 to 0.308 after bias correction.

5 Discussion

The results on the adjustment speed of labor supply are quite similar across the

hours restrictions and implicit contracts specifications above. Regardless of which

interpretation of the state dependence of labor supply is chosen, the estimated co-

effi cient on the lagged hours term is between 0.31 and 0.33. The robustness of this

parameter estimate to the inclusion of different sets of control variables is evident de-

spite the fact that many of the variables added in the implicit contracts specification

are significant.

An adjustment cost of one is a full-adjustment model, in which the agent can

work his desired number of hours in each period. The coeffi cient on lagged hours of

0.33 implies an adjustment cost of 0.67. In the hours restrictions framework, this

result has the interpretation that, from one year to the next, an individual in the
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sample is only able to change his hours by 67% of the difference between the hours he

worked in the last period and his desired hours this period. In either specification,

the estimated coeffi cient is an indication that full adjustment of labor supply to a

change in the wage or other preference variable takes about one and a half years

for a prime-age man. Policy makers analyzing the effect of a reform must therefore

wait a year and a half for the full impact of the change on labor supply decisions to

be realized.

This estimated adjustment time is longer than Kniesner and Li’s estimate of

ten months. This is a surprising result, since their specification left out individual

effects, which would tend to make labor supply seem even more highly correlated

over time. This discrepancy could be a result of their allowing for nonlinearities in

wages and lagged hours, or their use of sub-annual data.

An important difference between estimates of the standard linear life-cycle labor

supply equation and the results presented here is the sign of the coeffi cient on the

wage term. In a marginal utility of wealth-constant hours equation that does not

account for dynamics, the wage coeffi cient is an estimate of the Frisch elasticity, or

the intertemporal elasticity of substitution. This elasticity must be positive if leisure

is a normal good, as it represents the amount labor supply is increased in periods

in which the price of leisure is high. In the hours restrictions specification above,

the estimate of the wage coeffi cient is positive, but not significantly different from

zero. It may be imprecisely measured because the adjustment frictions decrease the

impact of the wage. It may also represent a conflation of income and substitution

effects, since the Frisch interpretation no longer holds after time-inseparabilities are

introduced.

The wage coeffi cient in the implicit contracts specification is negative, however.
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A negative wage coeffi cient is a key prediction of the implicit contracts model of

Beaudry and DiNardo, and they interpret a negative coeffi cient in their estimation

as evidence in favor of implicit contracts. Since contracts break the relationship

between productivity and wages, the impact of a wage change on hours is a pure

income effect. The replication of this key finding here, using a different system of

equations to capture the state dependence induced by implicit contracts, is further

evidence in favor of the implicit contracts model. The lack of significance of the

log wage term, however, is broadly in keeping with much of the literature on labor

supply, in which it has been diffi cult to show any significant impact of current wages

on current labor supply.

The result of this distinct interpretation of the wage coeffi cient in the dynamic la-

bor supply equation is that the intertemporal substitution elasticity is not estimated

here. Ham and Reilly (2006) estimate the intertemporal substitution elasticity in an

implicit contracts model. They derive first order conditions in terms of the "shadow

wage," which is equal to the marginal product of labor, but unobservable. Modelling

the shadow wage using labor market variables that are correlated with the demand

for labor, they estimate the intertemporal substitution elasticity to be in the range

of 0.9 to 1.0. These estimates are three times higher than typical estimates using

micro data, suggesting that the implicit contracts model may help to bridge the gap

between micro and macro estimates of the intertemporal substitution elasticity.

6 Conclusion

I contribute to the literature on life-cycle labor supply by estimating a dynamic

hours equation for prime-age men with bias correction. The coeffi cient on the lagged
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dependent variable in this equation provides an estimate of the adjustment speed of

labor supply, an important parameter in policy evaluation. The estimated elasticity

of hours with respect to lagged hours is between 0.31 and 0.33. Failure to correct

for dynamic panel bias leads to underestimating this effect by more than 15 percent.

In addition, endogeneity of the wage operates through two channels, fixed effects

and time-varying heterogeneity. After controlling for both types of endogeneity, I

find the elasticity of hours with respect to wages is positive in a model of hours con-

straints, but negative in a model of implicit contracts, in keeping with the predictions

of both models. In neither model, however, is the wage coeffi cient significantly dif-

ferent from zero. These results are consistent with the view that state dependence

in the hours equation diminishes the impact of current wages on current hours of

work.
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7 Chapter 2 Tables

Table 1. Hours Restrictions Specification

Dependent variable: log wage

LSDV LSDV-BiasCorr

lag log wage 0.3499 0.4139

(33.0521) (25.8007)

exper 0.2894 0.2497

(9.2844) (6.7684)

exper2 -0.2198 -0.1907

(-6.9811) (-5.1779)

health -0.0024 -0.0036

(-0.3310) (-0.4800)

married 0.0097 0.0088

(1.2425) (0.9802)

T-statistics in parentheses.
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Table 2. Hours Restrictions Specification

Dependent variable: log hours of work

LSDV LSDV LSDV - BiasCorr

lag log hrs 0.2305 0.2730 0.3260

(22.3798) (25.1092) (15.6323)

log wage -0.5492 -0.1075 0.1278

(-32.6113) (-2.5486) (0.7073)

exper 0.2393 0.0208 0.0934

(4.5164) (0.3727) (0.7278)

exper2 -0.1563 0.0043 -0.0956

(-2.8750) (0.0770) (-0.7113)

health -0.0009 -0.0004 -0.0114

(-0.0770) (-0.0370) (-0.7034)

kids 0.0239 0.0194 0.02179

(1.5244) (1.2457) (1.0357)

young kids -0.0058 -0.0064 -0.0108

(-0.5523) (-0.6192) (-0.7207)

married 0.0485 0.0403 0.03835

(3.8050) (3.1833) (1.9858)

control fct -0.5191 -0.7544

(-11.4018) (-3.8425)

T-statistics in parentheses.
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Table 3. Implicit Contracts Specification

Dependent variable: log wage

LSDV LSDV-BiasCorr

lag log wage 0.3395 0.4032

(31.9465) (21.4878)

exper 0.3211 0.2806

(9.9584) (7.6032)

exper2 -0.1876 -0.1619

(-5.7283) (-4.3107)

health -0.0024 -0.0033

(-0.3307) (-0.4169)

married 0.0076 0.0068

(0.9768) (0.7757)

tenure 0.1380 0.1292

(6.3056) (6.2510)

tenure2 -0.1142 -0.1073

(-5.4556) (-5.864)

T-statistics in parentheses.

Includes time and industry effects.
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Table 4. Implicit Contracts Specification

Dependent variable: log hours of work

LSDV LSDV LSDV - BiasCorr

lag log hrs 0.2284 0.2709 0.3082

(22.1562) (24.8042) (13.8492)

log wage -0.5592 -0.1108 -0.1614

(-32.9633) (-2.5301) (-1.1422)

exper 0.2695 0.0322 0.2136

(4.9210) (0.5522) (1.2352)

exper2 -0.1274 0.0039 -0.1874

(-2.2609) (0.0687) (-1.0201)

health -0.0001 0.0005 -0.0055

(-0.0106) (0.0444) (-0.2752)

kids 0.02526 0.0212 0.0138

(1.6134) (1.3662) (0.5921)

young kids -0.0086 -0.0087 -0.0203

(-0.8215) (-0.8435) (-1.1040)

married 0.0462 0.0390 0.0492

(3.6291) (3.088) (2.5552)

(-11.0901) (-3.0363)

Continued on next page.
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Table 4 continued

Dependent variable: log hours of work

LSDV LSDV LSDV - BiasCorr

tenure 0.0797 -0.0228 -0.0951

(2.2964) (-0.6409) (-1.366)

tenure sq -0.0812 0.0012 0.1527

(-2.4429) (0.0361) (1.6956)

control fct -0.5217 -0.4689

(-11.0901) (-3.0363)

T-statistics in parentheses.

Includes time and industry effects.
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Chapter 3: The Impact of Microcredit Borrowing on

Household Consumption in Bangladesh

1 Introduction

Microcredit is considered by many practitioners and advocates to be a powerful tool

to alleviate poverty. The practice consists of lending small amounts to the very poor

for self-employment projects, known as microentrepreneurship, with the intention of

allowing households that would otherwise be credit constrained to engage in income-

generating activities. The Grameen Bank and its founder, Muhammad Yunus, were

awarded the Nobel Peace Prize in 2006 for originating this method of economic

development, which has been praised for allowing families to work to end their own

poverty. As a result of its perceived success, the Grameen Bank model of lending

has spread around the world, reaching millions of people. While microcredit is

succeeding at providing access to loans, however, there is little evidence that this

lending is achieving the underlying policy goal of poverty reduction.

One of the innovations of the Grameen Bank has been to require borrowers to

form small, self-selected groups that accept liability jointly. Much of the literature

on microcredit has focused on the potential of this type of group-based lending to

overcome credit market imperfections (Stiglitz 1990, Ghatak and Guinnane 1999,

Armendariz and Morduch 2005). Traditional banks have historically been unwilling

to lend to the rural poor in developing countries, where the high cost of gathering

information and enforcing contracts can lead to adverse selection and moral hazard

problems. The diffi culty in screening potential borrowers is exacerbated by the fact

that households lack collateral. The interest rates necessary to compensate for the
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risk of lending in these areas are high enough to drive away many safe borrowers.

Information costs also make it diffi cult to monitor borrowers’activities after lending.

Group lending is designed to overcome these information problems. If one member

of the group defaults, the entire group becomes ineligible for further loans. Group

members thus have incentives to screen and monitor each other’s projects.

There is evidence that this type of microcredit lending is succeeding in extend-

ing credit to those who would not otherwise get it. Participation is increasing, with

estimates indicating that more than 150 million clients have been reached, over

100 million of whom were counted among the world’s poorest (Microcredit Summit

Campaign). Repayment rates average over 90 percent (Grameen Foundation). Mi-

crofinance institutions are, by these measures, demonstrating an ability to overcome

obstacles to providing credit to the rural poor.

The relevant policy question, however, is whether the extension of credit is

achieving the original goal, stated by the Grameen Foundation as seeing people

"move themselves out of poverty." Most microfinance institutions rely on funding

from governments and other donors with anti-poverty agendas, and the amounts are

increasing. A survey conducted by CGAP found that leading donors and investors

had committed $14.8 billion in active microfinance investments and projects as of

December 2008, 63% of which consisted of debt. Critics worry that microcredit

programs are essentially untested, however, and might be counterproductive. By

pushing loans at high interest rates, microcredit could ultimately make borrowers

even poorer. If microentrepreneurs are unable to earn profits, perhaps because un-

favorable local economic conditions prevent them from selling what they produce,

borrowers may not be able to pay off their loans without selling offassets or receiving

help from relatives.
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Microfinance institutions often offer an array of training activities in addition to

financial services. There are thus a variety of measures of participation and predic-

tions about outcomes that could, in principle, be tested to measure their success.

For example, microfinance institutions in Bangladesh provide training in literacy,

health, and business skills like accounting, and encourage family planning and child-

hood education among their members. The extension of credit is the primary flow of

services, however, and the question of whether microcredit increases household in-

come and consumption is of particular interest, given the goal of enabling households

to escape poverty.

In attempting to answer this question, the literature has focused on household

consumption, which is generally taken to be the preferred measure of well-being, or

standard of living, in applied work (Ravallion 1992). The measurement of income,

and self-employment income in particular, is notoriously inaccurate in surveys in de-

veloping countries. Incomes are reported with a high degree of error, and accounting

frameworks not employed by the households must be imposed on the data in order

to obtain a measure of profit that can be correctly interpreted (Deaton 1997). In

addition, poverty in countries such as Bangladesh is often thought of in terms of

consumption; households do not have enough to eat. Microcredit is intended to ad-

dress this type of poverty by increasing the household consumption of participants

(Khandker 1998). Consumption expenditure is thus a natural measure of household

welfare in Bangladesh, and for these reasons, I focus on consumption as the outcome

of interest.

Microcredit borrowing can be expected to increase consumption if households

that would profit from choosing microentrepreneurship are constrained from do-

ing so by lack of access to credit. Many of the types of enterprises in question
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require a fixed investment up-front, before income is generated. For example, self-

employment activities in Bangladesh include the production of handicrafts such as

weaving, which requires purchase of a loom, or transportation services by van, rick-

shaw or boat (Khandker 1998). Banerjee, Duflo, Glennerster and Kinnan (2009)

outline a two-period model in which households that can invest a minimum amount

in an entrepreneurial business during the first period are able to generate income

in the second. The presence of microfinance institutions allows more households to

meet the minimum capital investment required for production.

This model generates predictions about consumption for new entrepreneurs.

Current consumption could increase or decrease upon receipt of a microcredit loan,

since investment can be financed partly by the loan and partly by cutting back on

consumption. Income is generated in the next period, after borrowing and invest-

ment have taken place, allowing for increased consumption as investments pay off.

It is also possible that some loan money is being used directly for consumption.

Grameen Bank borrowers are expected to monitor other group members, ensuring

that loans are invested in business activities. Nevertheless, money is fungible within

a household, and an increase in current consumption could be the result of consump-

tion smoothing. A better assessment of the impact of borrowing would therefore

look at less immediate outcomes. If microcredit is enabling households to generate

enough income to escape poverty, one would expect to see evidence of sustained

increases in consumption over time, as households continue to borrow, invest, and

produce from year to year. I follow Pitt and Khandker (1998) in examining the

impact of the cumulative amount borrowed over the past seven years from micro-

credit institutions on current household consumption. While it would be desirable

to isolate the effects of borrowing in different years, borrowing from year to year is
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too highly correlated to be able to make any definitive statements about each year

separately.

A particularly relevant question for donors and practitioners is how a micro-

credit loan would affect the consumption of a randomly selected household in the

population of interest. Many organizations, including the World Bank, the United

Nations and USAID, have stated goals of increasing the usage of microcredit in

developing countries. In particular, during the years since the survey data used

here were collected in Bangladesh, microcredit institutions have continued to open

branches across the country. It is therefore important to ask not just how loans

have benefited those who were first to join microcredit groups, but how they can be

expected to benefit an average household.

The issue with estimating this effect is that households that have already bor-

rowed are not a random sample of the population. Households decide whether or

not to take out a loan and start a business based on unobserved attributes such

as entrepreneurial ability. In addition, microcredit institutions are targeted toward

poorer households. In the presence of these limitations, various techniques have been

employed in the literature to try to identify the expected impact of microcredit bor-

rowing on a random household. Quasi-experimental survey designs have been em-

ployed to simulate randomization by creating an appropriate control group of people

who were excluded from borrowing (Pitt and Khandker 1998, Coleman 1999). More

recently, randomized trials have been developed and implemented (Banerjee, Duflo,

Glennerster and Kinnan 2009). Although it is diffi cult to randomly assign loans by

household, it is possible to identify other measures of the impact of microcredit by

randomizing the expansion of microcredit programs into new areas.

Rather than relying on randomization, in this paper I adopt a new approach to
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identify the treatment effect. I estimate the average effect of the amount borrowed

from a microcredit institution on per capita household consumption in Bangladesh.

Identification relies on the assumption that the conditional correlation between the

errors in the borrowing and consumption equations is constant. I outline a plausible

error structure that satisfies this requirement. Under this assumption, the model is

identified in the presence of heteroskedasticity.

2 Literature

Attempts to model household consumption as a function of microcredit borrowing

have focused on ways to overcome the endogeneity of borrowing. Households se-

lect into borrowing based not only on their observed characteristics, but also on

unobserved traits such as entrepreneurial ability. Microcredit institutions choose

where to locate and what type of households to target, perhaps using information

that is not observable to the econometrician. These unobserved characteristics can

also be expected to affect consumption directly, biasing estimates of the impact of

borrowing that do not account for the endogeneity. The empirical literature on this

topic has been scarce, reflecting a failure to find instrumental variables that affect

borrowing but not consumption.

Pitt and Khandker (1998) was one of the first significant attempts to study of

the impact of microcredit borrowing on household outcomes, and their results are

often cited by both academics and practitioners. Using the intuition of a regression

discontinuity to generate exclusion restrictions, they estimate the impact of borrow-

ing from three different microfinance institutions in Bangladesh: the Grameen Bank,

the Bangladesh Rural Advancement Committee (BRAC), and the Bangladesh Rural
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Development Board’s (BRDB) Rural Development RD-12 program. Estimating the

impact of loans from these three institutions to both men and women, they find

elasticities of per capita household consumption with respect to the six resulting

sources of borrowing ranging between 0.018 and 0.043.

Identification in Pitt and Khandker comes from a lending rule that was, at

least nominally, followed by all three microfinance institutions in Bangladesh at the

time of the survey. Only households that were "functionally landless," defined as

owning less than one-half acre of land, were considered eligible for microfinance

loans. The assumption is that there should be a discontinuity in borrowing at

one-half acre of land, but no discontinuity in household consumption at the cutoff

point, conditional on borrowing. Using this requirement to divide households into

groups based on borrowing eligibility, Pitt and Khandker are able to identify the

effect of borrowing in a limited-information maximum likelihood estimation. The

authors point out that the same identifying assumptions could be used to implement

a two-stage least squares estimation, in which a dummy variable for whether a

household faced the choice to borrow is interacted with all of the exogenous variables

to generate instruments for borrowing.

Concerns have been raised about the validity of this identifying assumption.

Morduch and Roodman (2009) perform regression discontinuity analyses on the

Bangladesh data and find little evidence of discontinuity at one-half acre of land-

holding. This result is likely due to substantial mistargeting, in the sense that the

landholding rule was not enforced. If there is no discontinuity, the strategy of Pitt

and Khandker lacks the power to identify the impact of borrowing. In the two-stage

least squares framework, the lack of a substantial discontinuity has the interpreta-

tion of the instruments being weak. Morduch and Roodman conclude that Pitt and
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Khandker have not succeeded in identifying the endogeneity of borrowing, and leave

open the question of whether microcredit is increasing consumption in Bangladesh.

Another example of a quasi-experimental design is Coleman (1999). Survey

data was collected from villages in Thailand that were targeted by a microcredit

program. In some villages, lending had already taken place. In others, households

had selected into borrowing groups, but had not yet received any loans. Coleman

estimates the average program effect by regressing household income on the treat-

ment status of a village, given by whether or not loans had been disbursed, and a

set of household and village controls. A dummy for whether or not a household had

joined a borrowing group is assumed to control for unobserved factors that lead to

selection into borrowing. Coleman does not find a significant impact of treatment

status on household income, but notes that the population in Thailand is wealthier

than that of countries such as Bangladesh, and access to other sources of credit is

more widespread.

The implementation of randomized trials is the most recent strategy employed

to deal with the endogeneity of borrowing. Banerjee, Duflo, Glennerster and Kinnan

(2009) discuss an ongoing experiment in Hyderabad, India, where new microfinance

institutions were opened in a randomly selected half of a group of slums. Within each

location, households could then endogenously form groups and choose to borrow.

The treatment status of a slum provides an exclusion restriction, affecting borrowing,

but not consumption conditional on borrowing. The authors estimate the impact of

living in a treatment area 15 to 18 months after the branches were opened, and find

no effect of access to microcredit on average per-capita expenditure. They did find

increases in durable expenditures in households with existing businesses and those

that were likely to start a business, however, suggesting that investment is taking
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place, and that greater impacts may be found as time goes on. Karlan and Zinman

conducted a trial in the Philippines, working with a lender to generate exogenous

variation in loan approval, a method they previously applied in South Africa (Karlan

and Zinman 2008). They find significant benefits from loans in the South African

trial, but not in the Philippines. These studies look at consumer credit, however,

and may not be directly comparable to results on microentrepreneurial credit in

populations like that served by the Grameen Bank.

To draw broader conclusions about the impact of microcredit in different popu-

lations in different countries, it would be beneficial to combine the results from these

studies with results from a wider range of observational datasets. Comparison of

different treatment effects is also of interest. Instruments created by randomization

identify local average treatment effects, such as the effect of microcredit loans on

those who were moved to borrow by the presence of a new institution. Estimates

of average treatment effects can help address questions about the external validity

of these studies, and are an important parameter given the interest in expanding

microfinance programs. In addition, the ability to use currently available datasets

would allow for the comparison of microfinance programs in a variety of countries.

Despite the pioneering status of the Grameen Bank, there is still no consensus

on the question of whether or not microcredit in Bangladesh is alleviating poverty

by increasing the household consumption of borrowers. I return to the Bangladesh

data used by Pitt and Khandker, and Morduch and Roodman, and estimate the

impact of borrowing on consumption without imposing the controversial moment

conditions on the instruments.
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3 Estimation and Identification

A new approach to identifying models in the absence of exclusion restrictions is to

make an alternative assumption about the unobservables. In the absence of credible

instruments, other literatures have looked for different types of moment conditions

that can reasonably be imposed to identify sample selection models. For example,

many impact evaluations use propensity score methods to compare people in the

treated group to people with similar characteristics who did not receive treatment.

Estimation of this type involves assuming that treatment status is independent of

the outcome of interest, conditional on the probability of receiving treatment. This

assumption is not realistic in the context of microcredit, however, as households

select into borrowing based on unobservable characteristics that also affect con-

sumption. Biased estimates of the impact of borrowing will result unless selection

on unobservables is also controlled for.

An example from the education literature, Altonji, Elder and Taber (2005),

suggests imposing that selection on the observables is equal to selection on the

unobservables. Here, the impacts of the observed part of the outcome equation and

the unobserved part of the outcome equation on the endogenous variable are assumed

to be equal. The authors argue that the assumptions necessary to motivate this

condition are no less plausible than the assumption, made when using OLS or probit

methods, that selection on the unobservables is zero, and show that estimates using

this moment condition can provide a lower bound on the impact of the endogenous

variable.

I adapt control function methods, discussed below, by imposing another restric-

tion that has been applied in the education literature. The missing moment condi-
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tion caused by the endogenous variable is replaced with a condition on the second

moments of the errors in the model. This identification strategy, proposed by Klein

and Vella (2010), does not require the use of instruments, but instead relies on the

presence of heteroskedasticity in the estimating equations. Identification is based on

the restriction that the correlation coeffi cient of the disturbances, conditional on the

exogenous regressors, is constant. I outline a plausible error structure that satisfies

this requirement below.

Consider the following system of borrowing and consumption equations. Per

capita household consumption depends on the amount borrowed, B, and a set of

additional household characteristics, X, that are assumed to be exogenous. These

include demographic characteristics such as the sex and age of the household head,

and the education levels of household members. Borrowing also depends on a set

of exogenous characteristics, Z. For expositional puroposes, Z is for the time being

allowed to contatin a variable that is excluded from X. Borrowing is censored at the

minimum loan amount, B, of 1000 taka.

Ci = Xiβ + δBi + ui (23)

B∗i = Ziπ + vi (24)

Bi =

 B∗i if B
∗
i > B

0 otherwise
(25)

The endogeneity of borrowing arises due to correlation between the error terms,

u and v, caused by the unobservable factors that affect both borrowing and con-

sumption.
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Models encompassing endogeneity combined with Tobit-type censoring have

been considered in the parametric and semiparametric literature. Vella (1993) de-

scribes a two-step estimation procedure for estimating the system of equations above,

under the assumption that the errors are jointly normally distributed. Taking con-

ditional expectations of equation (1) gives

E[Ci|Xi, Bi] = Xiβ + δBi + E[ui|Xi, Bi] (26)

Using the assumption of joint normality and the law of iterated expectations,

the last term can be rewritten.

E[ui|Xi, Bi] = E [E[ui|Zi, vi]|Xi, Bi] (27)

= ρE[vi|Zi, Bi] (28)

where ρ = cov(u,v)
var(v) . The equation to be estimated becomes

Ci = Xiβ + δBi + ρE[vi|Zi, Bi] + ei (29)

The remaining error term e, is uncorrelated with v by construction: e = u −
cov(u,v)
var(v) v. The conditional expectation of v, however, is unobserved and correlated

with the other regressors. Employing a consistent estimate of this expectation as

a control function removes the impact of v on u, restoring orthogonality of the

regressors. Under the normality assumption, equation (3) can be estimated by

Tobit, and the appropriate control function is the Tobit generalized residual, given
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by

ṽ = E[vi|Zi, Bi] = −σ̂v(1− Ii)φi(1− Φi)
−1 + Iiv̂i (30)

Here, σ̂v and π̂ are the Tobit estimates, φi and Φi are the probability density

function and cumulative distribution function of the standard normal distribution

evaluated at these estimates, and Ii is an indicator that is equal to one if borrowing

is positive. The last term, v̂i = Bi − Ziπ̂, is the residual for observations with

positive amounts of borrowing. Consistent parameter estimates can be obtained by

estimating the following equation by least squares.

Ci = Xiβ + δBi + ρṽi + ei (31)

In the absence of an exclusion restriction requiring that a variable in Z does

not appear in X, this equation is identified only by the nonlinearity of the normal

distribution.

A related model is a sample selection model in which consumption is only ob-

served for households that have borrowed positive amounts. This group of house-

holds is expected to be different from the full sample. After controlling for the X

variables, selection into the positive borrowing group is caused by v, leading to sam-

ple selection bias if u and v are correlated. Since the factors in v are responsible

for both sample selection and the endogeneity of borrowing, however, one control

function can be used to control for both. Equation (9) can be consistently estimated

over the subsample of observations with positive amounts of borrowing, noting that

the residual for these observations is v̂. The control function purges the error term

of the component that is correlated with borrowing, including factors that lead to
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selection into the positive borrowing group. In this case, however, an exclusion re-

striction would be necessary. The residual, v̂, would otherwise be a perfect linear

combination of the variables in X and the borrowing variable, and the matrix of

regressors would not be of full rank.

The assumption that the errors in equations (1) and (2) are normally distrib-

uted can be relaxed. Lee and Vella (2006) propose a semiparametric least-squares

estimator for this system of equations, which relies on the same idea of removing

the impact of v on equation (1) by conditioning on an estimate of its conditional

expectation. This approach also requires the assumption of an exclusion restriction.

These control function approaches could be employed in the present applica-

tion in the presence of an exclusion restriction. However, the scarcity of empirical

literature on microcredit so far reflects the failure to find such exclusions. Many

of the obvious candidates have been ruled out. Interest rates cannot be used as

instruments, since these rates generally do not vary within programs. Community

characteristics cannot be used when community-level fixed effects are included to

control for nonrandom program placement (Armendariz and Morduch (2005) dis-

cuss these points). Finally, there are no obvious household characteristics that can

be assumed a priori to affect borrowing but not consumption.

Accordingly, assume that Z=X in equations (1) through (3). The lack of identi-

fication in equation (1) is the result of having one more parameter to estimate than

moment conditions to impose on the data. Since orthogonality of borrowing and the

error term cannot be justified, an additional moment condition is needed to identify

the model. The literature on microcredit to date has approached this problem by

looking for additional moment conditions involving the first moments of borrowing

and consumption, generating instruments either by randomization or survey design.
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The strategy of Klein and Vella focuses on second moments. Variation in X pro-

vides an additional source of identification when the distribution of the error terms

depends on the exogenous variables.

To see how this strategy enables identification, assume the errors are heteroskedas-

tic and can be written as follows.

u = Su(X)u∗ (32)

v = Sv(X)v∗ (33)

E[u|X] = E[v|X] = 0 (34)

Here, u* and v* are assumed to be homoskedastic, and the conditional variances

are given by

var(u|X) = S2u(X) (35)

var(v|X) = S2v(X) (36)

In equation (7), the impact of the control function on consumption was given by

ρ =
cov(u, v)

var(v)
(37)

When the conditional second moments of the errors depend on X, however, the

impact of the control function is no longer constant. Define

A(X) =
cov (u, v|X)

var (v|X)
(38)
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The equation to be estimated is now identified without exclusion restrictions.

Ci = Xiβ + δBi +A(X)v̂ + ε (39)

Unlike equation (9), the matrix of regressors here is of full rank, as long as

the impact of the control varies with X. Equation (17) can be estimated provided

consistent estimation of A(X).

Klein and Vella show that estimation is possible when the errors satisfy the

following constant correlation condition.

E[u∗v∗|X] = E[u∗v∗] (40)

When this condition holds, A(X) can be rewritten.

A(X) = ρ0
Su(X)

Sv(X)
(41)

where ρ0 ≡
cov(u∗,v∗)
var(v∗) is constant. Provided consistent estimates of the condi-

tional variances of u and v, the equation of interest can now be estimated as

Ci = Xiβ + δBi + ρ0
Su(X)

Sv(X)
v̂ + ε (42)

The model is identified as long as Su(X) and Sv(X) are not identical functions.

I assume a reasonable structure for the errors that possesses the constant correlation

property, which is discussed in detail below.

Estimation is done in two stages. First, the borrowing equation is estimated
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over the entire sample of households who faced a choice to borrow. The borrow-

ing equation is estimated by the semiparametric least squares method of Ichimura

(1993). This technique allows for censoring without requiring homoskedasticity or

normality of the error terms. Ichimura describes how a Tobit-type model can be

described as a single-index model, in which the distribution of the error term, v,

can depend on the index. The necessary assumption is thus that the same index of

characteristics is driving selection into borrowing and the amount borrowed, as well

as the heteroskedasticity.3 Estimates of π in Equation 2 are obtained as:

π̂ = arg min
π

n∑
i=1

(
Bi − Ê [Bi|Xiπ]

)2
(43)

The operator Ê[·] is a nonparametric conditional expectation, estimated using a

normal kernel. Since these estimators are identified up to location and scale, Xiπ is

an index of the X’s in which the constant is normalized to zero, and the coeffi cient

on a continuous variable in X is normalized to one.

The residuals from this estimation are used to compute the conditional variance

of the borrowing error. For households with positive amounts of borrowing, the

residuals from the first stage estimation are simply v̂ = Xπ̂ . Once residuals have

been obtained for these households, they are used to estimate S2v . This is done by

taking the nonparametric expectation of v̂2 conditional on Xπ̂, in order to maintain

the index assumption on the heteroskedasticity.

Ŝ2vi = Ê
[
v̂i
2|X îπ

]
(44)

3This equation could also be estimated under these assumptions using the symetrically
trimmed least squares estimator of Powell (1986), without requiring the heteroskedasticity
to be a function of the index. Using this technique resulted in a severe loss of precision,
however, due to the amount of data that is thrown out by trimming the positive observations.
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In the second stage, the primary equation is estimated over the subsample of

households that borrowed positive amounts. The functional form of Su(·) is unspeci-

fied. Although it is possible to estimate Su(·) nonparametrically, it is more practical

to assume an index structure, allowing parameters to be well-identified using a rea-

sonable amount of data. The index restriction is that S2u (Xi) = S2u (Xiγ).

Ci = Xiβ + δBi + ρ0
Su (Xiγ)

Ŝv
v̂i + εi (45)

Klein and Vella (2010) provide a semiparametric estimation procedure for this

equation, which estimates the index parameters of the conditional variance simul-

taneously with the other parameters of interest. First, define

ui(β, δ) = Ci −Xiβ − δBi (46)

A variance-type estimator is defined as

S2ui(β, δ, γ) = E[u2i (β, δ)|Xiγ] (47)

Notice that at the true parameter values, ui(β0, δ0) = ui and S2ui(β, δ, γ) =

S2ui(Xi). The conditional variance is estimated semiparametrically, where Ê[·] is

once again the nonparametric expectation using normal kernels.

Ŝ2ui(β, δ, γ) = Ê[u2i (β, δ)|Xiγ] (48)

Parameter estimates are obtained selecting β, δ, and γ to minimize the sum of

the squared residuals of the resulting consumption equation.
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Ci = Xiβ + δBi + ρ0
Ŝui(β, δ, γ)

Ŝv
v̂i + εi (49)

In each step, starting values are given by the OLS estimates, and standard errors

are computed by 250 bootstrap repetitions with replacement.

Identification relies on the constant correlation assumption given by equation

(17). It is useful to think of potential error structures in the present example under

which this assumption would or would not be satisfied. The literature on micro-

credit has focused on entrepreneurial ability as the driving force behind selection

into borrowing and the endogeneity between borrowing and consumption. (Pitt and

Khandker 1998, Coleman 1999, Armendariz and Morduch 2005). Armendariz and

Morduch describe the household’s endowment of entrepreneurship as "entrepreneur-

ial skills, persistence in seeking goals, organizational ability and access to valuable

social networks." Individuals with more entrepreneurial tendencies are likely to bor-

row more, and also to earn higher incomes regardless of borrowing. Failure to control

for entrepreneurial ability might therefore lead to an over-estimation of the effects of

borrowing. Armendariz and Morduch cite a finding, from a survey done by Hashemi

(1997), that over half of those who chose not to borrow from a microfinance pro-

gram in Bangladesh did so because they felt that they would not be able to generate

suffi cient profits to be able to repay the loans. In this sense, households appear to

be selecting into borrowing based on their own assessments of their entrepreneurial

ability.

One example of an error structure is therefore the assumption that the dis-

turbances are comprised purely of entrepreneurial ability. In this case, the errors

described by equations (10) - (12) can be written as follows, where a* denotes un-
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observed entrepreneurial ability.

u = Su(X)a∗ (50)

v = Sv(X)a∗ (51)

There are a variety of ways that heteroskedasticity of this form can be expected

to arises in the model. Consider the borrowing equation. The impact of entrepre-

neurial ability on borrowing is likely to be a function of the location variables. A

higher variance of borrowing can be expected in locations that have more extensive

microfinance institutions that have been in place longer. In these areas, high ability

households will have had more opportunities to borrow greater amounts,so the effect

of their ability will be magnified by a function of their location, Sv(X). The avail-

ability of outside borrowing options also varies across areas, and can be expected to

affect the amount of microcredit borrowing demanded. High ability households may

be able to obtain loans from traditional banks. Regional variation in the availabil-

ity of traditional banks may therefore lead to different variances in the amount of

borrowing from microcredit institutions in different areas. Microcredit institutions

also increasingly target female borrowers. Thus the impact of high ability would be

magnified, as determined by Sv(X), for households containing an adult woman.

The consumption equation contains potential sources of heteroskedasticity as

well. Two households with equal endowments of ability may face different con-

sumption opportunities if one is headed by a man and the other is headed by a

woman. The impact of the ability term is magnified or diminished based on the

gender of the head of the household, in a manner captured by Su(X). Thus a higher

variance in consumption might be expected in households headed by men. The set
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of regressors also includes the number of family members of the household head and

spouse who own land, which is a measure of wealth. Having wealthier relatives may

have a stabilizing effect that helps to guarantee a minimum amount of consump-

tion, dampening the variance in consumption for those households and minimizing

the impact of low ability. In addition, the set of location characteristics includes

information that will affect incomes in an area, and households with higher income-

generating opportunities will have greater variance in consumption. For example,

households with the same endowment of ability can earn higher incomes in areas

with higher wages. Among households that produce milk or eggs, for example, those

in areas with higher prices for milk and eggs will be able to earn higher incomes,

increasing the variance of consumption.

If the unobserved error terms are purely comprised of entrepreneurial ability, as

in equations (28) and (29), the constant correlation assumption is satisfied trivially,

and we would expect a positive correlation between the error terms. In the data,

however, the correlation between u and v is found to be negative, both here and in

Pitt and Khandker. A negative correlation between the error terms is also common

in the literature on returns to education, where the presence of unobserved ability

terms would, on its own, lead to a positive correlation. This suggests that there

are other sources of endogeneity in the error terms. In the present application, one

such source of unmeasured variation is random shocks to household income. For

example, two households with equivalent endowments of ability may make different

borrowing decisions if a member of one household becomes sick or injured. Such a

shock could also cause a reduction in consumption, leading to correlation between

the error terms of the two equations. Similarly, random events such as flooding

that destroys crops could also affect both borrowing and consumption. Microcredit
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programs are specifically designed to appeal to the poorest borrowers, using devices

such as small loans sizes and the requirement to enter into joint liability agreements,

which households with other resources might find unattractive (Khandker 1998).

This targeting will lead to a negative correlation between the unpredictable shock

components of the error terms, since events that reduce potential consumption will

also increase interest in borrowing. Denoting these shocks ε1 and ε2, and assuming

a multiplicative structure, the errors become

u = Su(X)a∗ε1 (52)

v = Sv(X)a∗ε2 (53)

Now ρ0 in equation (19) will depend on the correlation between the εs, and have

a negative sign if this correlation is negative. This structure is the same as the one

employed by Klein and Vella’s returns to schooling estimation (2009), and satisfies

the constant conditional correlation condition under the assumption that the εs are

independent of X, as well as independent of a*.

To give some intuition, consider two households in which the head of household

suffers a broken leg, reducing his ability to work. The assumption would be that

this shock leads to a constant propensity to consume less, and a constant propensity

to borrow more. The relationship between the borrowing and consumption propen-

sitites is captured by ρ0. Each household’s actual ability to adjust consumption and

borrowing, however, depends on factors such as location. For instance, a household

in an area with more access to microcredit could respond by borrowing more; this

effect is captured by Sv(X). Thus, while the correlation between ε1 and ε2 is con-

stant, the correlation between u and v depends on the functions of X that magnify

75



or diminish the impact of the εs in each equation. The conditional correlation as-

sumption would not be satisfied, then, if failure to control for location effects led

to correlation between ε1 and ε2 that varied with location, which is potentially re-

lated to other variables in X. Below, I control for location effects in the estimation,

first by including a set of location fixed effects, and then using a set of village-level

characteristics.

4 Empirical Model and Results

The Household Study to Conduct Micro-Credit Impact Studies was carried out by

the Bangladesh Institute of Development Studies (BIDS) and the World Bank be-

tween 1991 and 1992. The survey sampled 1,798 households drawn from 87 villages

of 29 Thanas, or sub-districts, in rural Bangladesh. Out of the 29 Thanas, 24 had

microfinance programs in place at the time of the survey. The first stage of es-

timation is carried out over all households in these 24 program Thanas, resulting

in a sample size of 1,461 households. The second stage uses the subsample of 814

households with positive microcredit borrowing. Descriptive statistics are provided

in Table 1.

The exogenous variables chosen are the same as those employed by Pitt and

Khandker. Household characteristics include the age and sex of the household head,

the education level of the household head, and the highest education level achieved

by a male and female in the household. Dummy variables for the absence of an adult

male and absence of an adult female are included to allow interpretation of these

coeffi cients, as is a dummy for the presence of a spouse. Also included is a set of

variables describing whether or not the parents of the household head and spouse
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own land, and the number of brothers and sisters of the head and spouse who own

land. These variables are intended to control for outside opportunities for borrowing

or income.

Location characteristics are controlled for in two ways. The first set of results

includes a set of Thana dummy variables. The use of Thana dummies is a departure

from the Pitt and Khandker model, which includes village fixed effects, but was a

necessary reduction in dimensionality for the semiparametric estimations. Location

characteristics that may affect both borrowing and consumption include not only

observed features like price and infrastructure variables, but unobserved attributes

like proximity to an urban area, climate, and local attitudes. The location dummies

will also absorb any spillover effects that the presence of a microcredit institution has

on all residents, regardless of their borrowing status. It is possible, for example, that

some of the increased expenditures by households that borrow will go toward buying

goods and services from their neighbors. In this case, the presence of microcredit

will raise the average consumption for all residents of a community. The coeffi cients

on borrowing estimated here thus represent the benefit to a household that borrows

over and above the benefits from any spillovers.

The second set of results includes a set of village characteristics. These include

the average wages for men and women in each village, and a set of goods prices.

Also included are variables that describe the local infrastructure, including the dis-

tance to a bank and the presence of schools, health clinics, and family planning

and midwife services. This specification has the advantage of controlling for some

location characteristics at a more local level, but lacks the spillover interpretation

given above. In each specification, the heteroskedasticity index for the consumption

equation includes the same explanatory variables that appear in the conditional
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means of both equations.

Table 2 shows the results of testing for heteroskedasticity by regressing the

squared residuals from the borrowing and consumption equations onto all the ex-

planatory variables. Test results are reported under both model specifications. In

all four cases, the null hypothesis of homoskedasticity is rejected. For the borrow-

ing equation, the evidence of heteroskedasticity is strongest for the Thana dummy

specification, indicating that regional variation in program availability and intensity

is an important source of heteroskedasticity.

Table 3 presents the results of estimation of the borrowing equation in the Thana

dummy specification. As discussed above, one of the index coeffi cients must be

normalized to one. Given this normalization, the coeffi cients can only be interpreted

in relative terms. Here, the coeffi cient fixed to unity is on the variable that gives

the negative of log-landholding, since an increase in landholding is known to reduce

the likelihood of borrowing, and the remaining coeffi cients will therefore have the

correct sign. All variables have been standardized to have mean zero and standard

deviation equal to one. Thus an increase of one standard deviation in the maximum

education of a male in the household is interpreted to have 75% of the impact of a

increase of one standard deviation in the maximum education of a female.

Having a male head of household led to a significant reduction in the amount bor-

rowed. This result is expected, since microcredit has become increasingly targeted

toward women over the years in Bangladesh. Each borrowing group is required to

be single-sex, and female-only groups were more prevalent in the survey areas, com-

pounding the effect of targeting women by providing more opportunities for women

to join groups. Households without an adult male or a spouse present borrowed

less. This is evidence that entrepreneurship is easier for households that have two
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working age adults present, a household head and a spouse. The entrepreneurial

good may be produced at the same time as home production, such as child care,

making entrepreneurship feasible for households in which the spouse of the head

does not work outside the home. (Pitt and Khandker 1998 describe such a model

of household production.) Households in which the spouse’s family members owned

land also borrowed less. This confirms the idea that families borrow from each other

when they have the opportunity, rather than paying interest rates to outside lenders.

Households with more highly educated females borrowed less, which is perhaps an

indication that these women were more likely to work before microcredit borrowing,

and thus less inclined to microentrepreneurship. In addition, there is evidence that

regional variation is an important determinant of borrowing, as several of the Thana

dummy variables are significant.

The parameter estimates for the consumption equation are presented in table 3.

The first column shows the OLS estimates over the subsample of households with

positive borrowing. Column three gives the estimates after inclusion of the control

function. Parameter estimates are presented for the non-standardized variables.

Several household characteristics had a significant impact on per-capita consump-

tion. The elasticity of consumption with respect to land-holding is 0.311, confirming

the expectation that land is an important source of income generation. The lack of

an adult female in the household was significant, but increased consumption only

slightly, by 0.8%. The variables summarizing the land-holding of the relatives of the

household head were also significant, supporting the idea that families help smooth

each other’s income. Several of the Thana dummies were significant as well.

The coeffi cient on borrowing estimates the elasticity of per-capita household con-

sumption with respect to borrowing. This coeffi cient is 0.056 in the OLS estimation
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with a t-statistic of 3.290. Inclusion of the control function raises the estimate of the

borrowing coeffi cient to 0.193. With a t-statistic of 2.838, this effect is still statisti-

cally significant below the 5% level. The increase in the effect of borrowing is due to

the negative and significant coeffi cient on the control function. The significance of

this coeffi cient, with a t-statistic of 3.92 in absolute value, is an indication that the

estimation strategy is succeeding in capturing the endogeneity of borrowing. The

negative sign is evidence that there is a negative correlation between the random

error components, ε1 and ε2. Pitt and Khandker also find a negative correlation be-

tween the errors, and interpret the sign as an evidence that microfinance programs

are successfully targeting poorer clients.

The results of estimating the village-characteristics specification lead to similar

conclusions. The estimates for the borrowing equation are presented in table 5,

where interpretation is subject to the same normalizations discussed above. Here,

a higher level of education for the head of the household led to an increase in

borrowing, as did an increase in the age of the head of the household. The absence

of an adult male or female decreased the amount borrowed, supporting the idea

that microentrepreneurship is easier in a household with two adults. A higher level

of female education again decreased borrowing, but in this specification, none of

the coeffi cients on family members’ landholding were significantly different from

zero. Of the village characteristics, only two were significant. Both the presence

of a family planning center and the availability of a wage for females increased the

amount borrowed. These variables may be a reflection of gender attitudes in a

village. Areas that are in general more supportive of women working outside the

home and women’s health issues may also be more accepting of women engaging in

microentrepreneurship.
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Table 6 presents the estimates of the consumption equation under the village

characteristic specification. The amount of land held by a household is again found

to be significant, although the elasticity is slightly smaller, at 0.218. An additional

year of age of the household head is found to reduce per capita consumption by

4.3%. The maximum education of a female in the household is again found to

increase consumption, while the absence of an adult female again slightly increases

it. Household consumption was lower in villages that had a primary school, a rural

health center, or a midwife available. This is perhaps due to households that own

more land and are able to generate more income living farther out from town centers,

where poverty may be more concentrated.

In the village characteristic specification, the coeffi cient on borrowing rises from

0.023 to 0.212 after inclusion of the control function, an even greater increase than

in the previous specification. The t-statistic is also larger, at 6.793. Once again, the

coeffi cient on the control function is negative and significant, indicating a negative

correlation between the error components ε1 and ε2.

Tables 3 and 6 present the coeffi cient estimates for the index of the heteroskedas-

ticity function of the consumption equation in each specification. These parameters

have no direct interpretation, other than to note that some of them are significantly

different from zero, including the variables capturing the landholding of relatives of

household members. More of the coeffi cients are significant in the village character-

istic specification, indicating that this model may better capture the heteroskedas-

ticity present in the consumption equation.
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5 Discussion

The rapid spread of microcredit in recent years is an indication that many peo-

ple believe it can be successful at combating poverty. In finding that microcredit

borrowing from the flagship Grameen Bank and other similar institutions raises

household consumption, the results of this paper therefore confirm the beliefs of

numerous microcredit practitioners and donors, which have so far been based on

anecdotal evidence alone. While the scarcity of empirical evidence on this topic to

date has raised doubts about the effectiveness of microcredit, the finding that bor-

rowing has a positive and significant impact on consumption is in this sense what

many have expected.

Theoretical results also predict that the impact of microcredit could be large. If

the principle of diminishing returns to capital holds, microenterprises with relatively

little capital should be able to earn high returns on their investments (Armendariz

and Morduch). The average size of a loan disbursed by the Grameen Bank is $100.

At the average, then, the results above predict that an additional $100 in lending

can be expected to increase per-capita household consumption by around 20%. In

absolute terms, this is a small amount of consumption, given that the average house-

hold income in Bangladesh is around $293 (World Bank). Such small amounts can

make a big difference for households that are living in extreme poverty, however.

The elasticities discussed above are larger in magnitude than those found in the

previous literature, some of which finds no impact of borrowing on consumption at

all. In the case of Banerjee, et. al., who look at consumption a little more than

one year after borrowing, the difference in results is in keeping with their model of

household investment. As discussed above, the benefits of microcredit borrowing
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might not be immediately evident, and my estimates incorporate borrowing over

a longer span of time. In addition, both Banerjee, et. al. and Coleman estimate

intent to treat effects, or the impact on a household of living in a treatment village.

Estimates of the average treatment effect presented here, in describing the expected

gains from actually borrowing, can be expected to be larger.

A more interesting result is that the elasticity estimates found here are higher

than those found by Pitt and Khandker using the same data. While both studies

detected positive and significant effects of borrowing, the estimates presented here

are larger in magnitude and farther from the OLS estimates. This is evidence

that the strategy employed here is more successful at identifying the endogeneity of

borrowing. It is clear from the results that failure to appropriately control for the

endogeneity of borrowing leads to severe underestimation of the impact of borrowing

on consumption, and also that the restrictions imposed above on the conditional

second moments of the data are suffi ciently informative to identify that endogeneity.

Since the results discussed above provide consistent estimates for the consump-

tion equation, a set of variables that could potentially be used as instruments is

identified. In the Thana dummy specification, the variables representing the sex

of the household head, the maximum education of a female household member, no

adult male present, no spouse present, and the landholding of the spouse’s parents

and brothers are all significant in the borrowing equation, but not the consumption

equation. The estimation was therefore repeated using these variables as exclusion

restrictions. While the first stage of estimation was the same as above, in the pres-

ence of the exclusion restrictions, the control function used in the second step was

simply the residual from the borrowing equation, v̂, and higher order terms v̂2 and

v̂3 . The coeffi cient on borrowing was found to be 0.12 and significant. The village
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characteristic specification was estimated in the same way. Here, the variables edu-

cation of the household head, no adult male present, family planning center present

in village, and village average female wage were excluded from the consumption

equation. The coeffi cient on borrowing in this case was 0.04 and not significantly

different from zero. These results indicate that the instruments were able to identify

the endogeneity of borrowing in the first specification, but not the second. In both

cases, the estimated impact of borrowing was lower than the estimates using the

control function approach. The conditional second moment restrictions thus appear

to be the most informative in this application.

6 Conclusion

This paper estimates the impact of borrowing from a microcredit institution in

Bangladesh on per-capita household consumption. By appropriately controlling

for the endogeneity of borrowing, I am able to estimate the average effect of a

microcredit loan for a randomly selected household in the survey areas. By imposing

an assumption that the errors in the model have a constant correlation, conditional

on the exogenous variables, I am able to exploit the presence of heteroskedasticity

in the model to control for the endogeneity of borrowing.

I find that microcredit loans have a positive and significant impact on consump-

tion, with an elasticity in the range of 0.193 to 0.212. These estimates contribute to

the debate over whether microcredit is reducing poverty in Bangladesh by finding

that microcredit loans are succeeding in allowing households to raise their levels of

consumption.
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7 Chapter 3 Tables

Table 1. Summary Statistics

Mean Standard Dev.

annual per-capita houshold consumption (taka) 4507.212 2796.714

total borrowng (taka) 2931.259 6843.770

education of head 2.754 3.723

age of head 41.266 13.153

sex of head (male = 1) 0.950 0.219

max education female 1.920 3.306

max education male 3.627 4.234

no adult male present 0.033 0.178

no spouse present 0.117 0.321

no adult female present 0.010 0.101

no adult male present 0.033 0.178

head’s parents own land 0.254 0.559

# head’s brothers own land 0.805 1.301

# head’s sisters own land 0.802 1.256

spouse’s parents own land 0.514 0.780

# spouse’s brothers own land 0.919 1.437

# spouses’s sister’s own land 0.764781 1.20497

landholding 137.887 425.389

n = 1457
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Table 2. Heteroskedasticity Tests

Chi-squared statistic P-value

Borrowing equation

Thana dummy specification 30.93 (0.000)

village characteristic specification 9.34 (0.0022)

Consumption equation

Thana dummy specification 48.37 (0.000)

village characteristic specification 40.65 (0.000)
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Table 3. Dependent variable: log borrowing

Coeff. T-stat.

education of head 0.209 (0.609)

sex of head -5.510 (-6.288)

age of head 0.572 (1.336)

max ed male -0.377 (-1.184)

max ed female -0.503 (-3.046)

no adult male present -0.934 (-6.406)

no adult female present -0.038 (-0.458)

no spouse present -0.889 (-4.474)

head’s parents own land 0.071 (0.635)

# head’s brothers own land -0.008 (-0.047)

# head’s sisters own land 0.113 (1.056)

spouse’s parents own land -0.319 (-2.317)

# spouse’s brothers own land -0.358 (-2.238)

# spouses’s sister’s own land 0.093 (0.804)

Thana 1 -2.117 (-3.496)

Thana 2 -0.965 (-1.357)

Thana 3 -0.495 (-1.012)

Thana 4 -1.342 (-2.205)

Thana 5 -1.165 (-1.882)

Thana 6 -2.590 (-3.450)

Continued on next page.
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Table 3 continued. Dependent variable: log borrowing

Coeff. T-stat.

Thana 7 -2.133 (-4.320)

Thana 8 -1.218 (-1.503)

Thana 9 -0.796 (-1.536)

Thana 10 0.444 (0.664)

Thana 11 0.772 (1.505)

Thana 12 -1.044 (-1.747)

Thana 13 -2.398 (-4.015)

Thana 14 -0.991 (-1.294)

Thana 15 -2.191 (-3.421)

Thana 16 2.123 (3.291)

Thana 17 1.031 (1.568)

Thana 18 1.637 (2.868)

Thana 19 0.310 (0.554)

Thana 20 0.504 (0.920)

Thana 21 1.479 (2.141)

Thana 22 0.920 (1.455)

Thana 23 2.084 (3.385)
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Table 4. Dependent variable: log per-capita houshold consumption

OLS Coeff. T-stat. CF Method Coeff. T-stat.

constant 7.894 (32.014) 7.940 (20.262)

log landholding 0.124 (2.429) 0.311 (2.984)

education of head -0.004 (-0.730) 0.038 (0.277)

sex of head -0.001 (-0.038) 0.032 (0.860)

age of head -0.277 (-1.564) -0.015 (-0.624)

max ed male 0.228 (3.111) 0.070 (0.374)

max ed female 0.006 (2.019) 0.043 (0.574)

no adult male present -0.002 (-1.111) 0.001 (0.210)

no adult female present 0.020 (4.349) 0.008 (2.722)

no spouse present 0.023 (2.228) 0.002 (0.185)

head’s parents own land 0.011 (0.700) 0.020 (1.391)

# head’s brothers own land 0.018 (1.092) 0.046 (1.752)

# head’s sisters own land 0.016 (1.574) 0.053 (2.122)

spouse’s parents own land 0.030 (1.482) 0.009 (0.556)

# spouse’s brothers own land -0.010 (-0.628) -0.025 (-0.849)

# spouses’s sister’s own land 0.000 (-0.097) 0.012 (0.501)

Thana 1 0.016 (0.911) 0.016 (0.687)

Thana 2 0.069 (4.532) 0.087 (4.458)

Thana 3 0.027 (1.708) 0.030 (1.514)

Thana 4 0.000 (0.006) 0.002 (0.077)

Thana 5 0.062 (3.641) 0.061 (2.945)

Continued on next page.
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Table 4 continued. Dependent variable: log per-capita houshold consumption

OLS Coeff. T-stat. CF Method Coeff. T-stat.

Thana 6 0.032 (1.991) 0.027 (1.227)

Thana 7 0.056 (3.406) 0.080 (3.957)

Thana 8 0.022 (1.431) 0.010 (0.382)

Thana 9 0.022 (1.488) 0.025 (1.228)

Thana 10 0.017 (1.097) 0.023 (1.385)

Thana 11 0.031 (2.055) 0.032 (1.476)

Thana 12 0.056 (3.040) 0.045 (2.294)

Thana 13 0.024 (1.570) 0.052 (2.493)

Thana 14 0.041 (2.561) 0.040 (2.182)

Thana 15 0.009 (0.607) 0.038 (1.926)

Thana 16 0.041 (2.621) 0.038 (2.228)

Thana 17 0.015 (0.888) 0.015 (0.894)

Thana 18 0.009 (0.616) -0.007 (-0.392)

Thana 19 0.005 (0.347) 0.007 (0.348)

Thana 20 0.020 (1.187) 0.025 (1.196)

Thana 21 -0.021 (-1.284) -0.030 (-1.537)

Thana 22 0.055 (3.383) 0.046 (2.331)

Thana 23 -0.033 (-0.399) -0.006 (-0.296)

borrowing 0.056 (3.290) 0.193 (2.838)

control function -0.974 -(3.290)
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Table 5. Heteroskedasticity index

Coeff. T-stat.

education of head 1.050 (1.173)

sex of head 0.048 (0.279)

age of head 0.095 (0.699)

max ed male -2.020 (-1.764)

max ed female -0.604 (-1.489)

no adult male present 0.001 (0.059)

no adult female present 0.006 (0.794)

no spouse present -0.103 (-1.932)

head’s parents own land 0.112 (1.575)

# head’s brothers own land 0.244 (1.642)

# head’s sisters own land 0.393 (2.394)

spouse’s parents own land -0.110 (-1.130)

# spouse’s brothers own land -0.146 (-0.644)

# spouses’s sister’s own land 0.064 (0.351)

Thana 1 -0.028 (-0.206)

Thana 2 0.048 (0.431)

Thana 3 0.057 (0.588)

Thana 4 -0.066 (-0.616)

Thana 5 0.004 (0.034)

Thana 6 -0.094 (-0.787)

Continued on next page.
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Table 5 continued. Heteroskedasticity index

Coeff. T-stat.

Thana 7 0.112 (0.922)

Thana 8 -0.106 (-0.876)

Thana 9 -0.011 (-0.098)

Thana 10 0.042 (0.429)

Thana 11 0.021 (0.191)

Thana 12 0.003 (0.027)

Thana 13 0.076 (0.605)

Thana 14 -0.013 (-0.115)

Thana 15 0.165 (1.780)

Thana 16 0.022 (0.193)

Thana 17 0.099 (0.849)

Thana 18 -0.080 (-0.759)

Thana 19 0.055 (0.546)

Thana 20 0.063 (0.621)

Thana 21 0.060 (0.570)

Thana 22 -0.025 (-0.223)

Thana 23 0.046 (0.392)
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Table 6. Dependent variable: log household borrowing

Coeff. T-stat.

education of head 0.520 (2.688)

sex of head -0.862 (-1.721)

age of head 1.194 (3.399)

max ed male -0.492 (-2.418)

max ed female -0.336 (-2.249)

no adult male present -0.349 (-3.415)

no adult female present -0.277 (-4.285)

no spouse present 0.049 (0.447)

head’s parents own land -0.099 (-1.178)

# head’s brothers own land -0.038 (-0.322)

# head’s sisters own land -0.085 (-1.023)

spouse’s parents own land -0.067 (-0.570)

# spouse’s brothers own land 0.041 (0.372)

# spouses’s sister’s own land 0.048 (0.401)

village has primary school -0.098 (-0.530)

village has rural health center 0.074 (0.714)

village has family planning center 0.290 (2.452)

midwife available in village 0.188 (1.544)

village distance to bank (km) 0.090 (0.718)

village price of rice -0.118 (-0.859)

Continued on next page.
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Table 6 continued. Dependent variable: log household borrowing

Coeff. T-stat.

no village female wage 0.233 (1.533)

village price of wheat flour -0.212 (-1.509)

village price of milk 0.134 (1.091)

village price of hen egg -0.024 (-0.333)

village price of potato 0.015 (0.147)

village average male wage 0.242 (1.639)

village average female wage 0.333 (2.015)

no village female wage 0.233 (1.533)
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Table 7. Dependent variable: log per-capita household consumption

OLS coeff. T-stat. CF method coeff. T-stat

constant 8.310 (37.811) 7.766 (24.265)

log landholding 0.050 (2.050) 0.218 (2.870)

education of head -0.014 (-0.153) -0.130 (-0.950)

sex of head -0.002 (-0.098) 0.005 (0.185)

age of head -0.022 (-1.595) -0.043 (-2.106)

max ed male 0.275 (2.680) 0.258 (1.805)

max ed female 0.094 (1.997) 0.156 (2.382)

no adult male present -0.002 (-0.800) -0.002 (-0.401)

no adult female present 0.006 (4.006) 0.006 (2.375)

no spouse present 0.011 (1.883) 0.007 (1.119)

head’s parents own land 0.002 (0.297) -0.001 (-0.099)

# head’s brothers own land 0.014 (0.838) 0.042 (1.234)

# head’s sisters own land 0.015 (0.937) 0.024 (1.236)

spouse’s parents own land 0.011 (0.983) 0.004 (0.241)

# spouse’s brothers own land -0.019 (-0.972) -0.027 (-1.137)

# spouses’s sister’s own land -0.022 (-1.337) -0.051 (-2.115)

village has primary school -0.027 (-4.305) -0.022 (-2.025)

village has rural health center -0.006 (-1.650) -0.012 (-2.203)

village has family planning center 0.004 (1.128) 0.008 (1.442)

midwife available in village -0.015 (-2.700) -0.018 (-2.204)

Continued on next page.
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Table 7 continued. Dependent variable: log per-capita household consumption

OLS coeff. T-stat. CF method coeff. T-stat

village distance to bank (km) -0.037 (-1.113) -0.053 (-1.243)

village price of rice -0.010 (-0.757) -0.026 (-1.088)

village price of wheat flour 0.040 (2.549) 0.067 (2.563)

village price of milk 0.007 (0.121) -0.039 (-0.524)

village price of hen egg 0.003 (0.126) 0.016 (0.621)

village price of potato 0.019 (0.936) 0.011 (0.281)

village average male wage 0.199 (1.461) 0.270 (1.393)

village average female wage -0.201 (-0.966) -0.289 (-0.923)

no village female wage 0.001 (0.172) 0.004 (0.267)

log borrowing 0.023 (1.616) 0.212 (6.739)

control function -0.951 (-3.007)
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Table 8. Heteroskedasticity index

Coeff. T-stat

education of head -1.417 (-1.413)

sex of head -0.022 (-0.156)

age of head -0.142 (-1.099)

max ed male -0.406 (-0.347)

max ed female 0.333 (0.624)

no adult male present -0.033 (-1.200)

no adult female present -0.003 (-0.234)

no spouse present -0.026 (-0.390)

head’s parents own land -0.119 (-1.006)

# head’s brothers own land 0.853 (3.171)

# head’s sisters own land 0.290 (2.183)

spouse’s parents own land -0.293 (-2.461)

# spouse’s brothers own land 0.203 (1.030)

# spouses’s sister’s own land -0.454 (-2.315)

village has primary school 0.033 (0.374)

village has rural health center -0.101 (-2.635)

village has family planning center 0.054 (1.354)

midwife available in village -0.060 (-1.028)

village distance to bank (km) 0.072 (0.202)

village price of rice -0.317 (-1.979)

Continued on next page.
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Table 8 continued. Heteroskedasticity index

Coeff. T-stat

village price of wheat flour 0.311 (1.409)

village price of milk -0.264 (-0.483)

village price of hen egg 0.132 (1.049)

village price of potato -0.256 (-0.953)

village average male wage 2.054 (1.548)

village average female wage -0.136 (-0.065)

no village female wage 0.112 (1.249)
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