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SUMMARY

Bluff bodies have a wide range of applications where low-cost, light weight
methods are needed to stabilize flames in high-speed flow. The principles of bluff body
flame stabilization are straightforward, but many details are not understood; this is
especially true in vitiated environments where measurements are difficult to obtain.
Most work has focused on premixed flames but changing application requirements
are now driving studies on non-premixed gaseous and spray flames. This thesis aims
to improve the understanding of vitiated, bluff body stabilized flames, specifically on
non-premixed, spray flames, through the use of Large Eddy Simulation (LES).

The single flameholder facility at Georgia Tech was chosen as the basis for the
simulations in this thesis. The flameholder was a rectangular bluff body with an
aerodynamic leading edge with discrete liquid fuel injectors embedded just upstream
of the trailing edge in a configuration described as “close-coupled.” The liquid phase
was modeled using a Lagrangian particle approach where discrete fuel droplets were
injected into the domain. Experimental data was used to tune model parameters as
well as the stripped droplet velocities and sizes. The discharge coefficient needed to
be taken into account to achieve the correct fuel jet penetration.

The experiments were conducted over a range of global equivalence ratios; lean
equivalence ratios, ¢global ~ 0.5, exhibited symmetric flame shedding and conversely
large scale sinusoidal Bérnard/von-Karman shedding was observed when the equiva-
lence ratio was near unity. Reacting flow LES were computed at these two fuel flow
rates to improve understanding of the different flame dynamics. LES were first com-
pleted using a quasi-laminar subgrid turbulence-chemistry interaction model. Span-

wise averaging of instantaneous and time-averaged LES results were compared with
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experimental high- and low-speed imaging and showed the LES was in qualitative
agreement at both fuel flow rates. At ¢global ~ 0.5, the fuel jet did not penetrate as
far into the crossflow compared to ¢global ~ 0.95 and thus more fuel was delivered to
the shear layers of the bluff body resulting in higher heat release in the shear layers
for the low fuel flow rate. The heat release damped the large sinusoidal structures
via gas expansion and baroclinic torque generation. Higher fuel jet penetration in the
¢global ~ (.95 case meant less fuel was delivered to the shear layers and so less heat
release occurred directly behind the bluff body so the large scale sinusoidal shedding
was not damped. The impact of the subgrid turbulence-chemistry interaction model
on the flame dynamics was tested by comparing the quasi-laminar LES with LES
using the subgrid linear eddy model (LEMLES). The flame structure predicted with
LEMLES matched that of the quasi-laminar LES, at both fuel flow rates in the near-
field behind the bluff body but deviated farther downstream. A flame edge analysis
showed little sensitivity to the choice of subgrid model in the region x < 4D.

A high-order hybrid finite-difference solver with consisting of a WENO upwind
method and compact central scheme was implemented to assess the effects of the
numerical method. A series of test cases was used to verify, validate and compare
several of the available spatial and temporal methods before the high fuel flow rate
bluff body case was run. For the simple test cases the higher-order methods were
clearly more efficient but for more complex cases the differences between the second-
order and high-order methods are smaller.

To test the hypothesis that the fuel jet penetration was the main factor in the flame
dynamics another configuration with a modified fuel injector diameter was simulated.
The injector size was chosen to match the spray penetration of ‘bglobal ~ 0.5 case
while maintaining the fuel flow rate of the ‘bglobal ~ 0.95 case. The results confirmed
the hypothesis as the flame dynamics of this configuration match the original low fuel

flow rate case.



CHAPTER 1

INTRODUCTION AND MOTIVATION

1.1 Motivation

Bluff bodies are used in a variety of applications to stabilize lames in high-speed flow.
They are commonly found in aerospace gas turbine applications for stabilization of
primary or secondary combustion (thrust augmentation) due to their light weight,
low cost and simplicity. Bluff bodies are also important in scramjet, ramjet and
ground-based gas turbine flame-holding.

The principles of bluff body flame stabilization are straightforward: the bluff body
provides a region of recirculation which allows hot combustion products to interact
with incoming reactants and sustain burning. The actual combustion process is com-
plicated by the interaction of the reaction zone with the vortical structures generated
by the flow separation from the bluff body. These structures range in size and am-
plitude from small-scale turbulence to Kelvin-Helmholtz shear-layer instabilities and
large coherent Bérnard /von-Kérmaén vortex streets. These flow structures can directly
effect the reaction zone by altering the location of reactants and products and their
mixing, as well as create a feedback mechanism for acoustic-vortical interactions.

While most research has focused on premixed applications, changing application
requirements are now driving studies on non-premixed gaseous and spray bluff body
stabilized flames [118]. The difficult task of observation and measurement of combus-
tion only becomes more complicated at vitiated conditions and with the addition of
fuel spray. Computational tools need to be developed and validated with the limited
data available in order to help better understand the underlying flow physics and

provide insight that cannot be obtained through experiments alone.



1.2 Background
1.2.1 Non-reacting bluff body flow

A simple two-dimensional bluff body is shown in Figure 1 that illustrates the main
flow features of typical non-reacting flows. Boundary layers on the bluff body walls
grow before flow separation at the trailing edge. At low Reynolds numbers stable,
symmetric recirculation zones attach to the trailing edge. Shear layers form aft of the
trailing edge and envelop the recirculation zones. As the Reynolds number increases,
the shear layers are subject to the inviscid hydrodynamic instability known as the
Kelvin-Helmholtz instability, in which small coherent vortices appear downstream

of the separation point and shed symmetrically. Once a shape-dependent critical
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Figure 1 Two-dimensional non-reacting bluff body flow (reprinted from [190] with
permission)

Reynolds number is reached, large scale coherent vortices are alternately shed from
each side of the bluff body. The rate at which these Bérnard/von-Karman vortices

are shed is often described by the non-dimensional Strouhal number,

St = %D (1)

where U is the incoming flow velocity, D is the characteristic height of the bluff body,
and f is the instability frequency. Typical Strouhal numbers range between 0.2-0.29.
The large vortical structures occur due to the interaction of the shear layers from

both sides of the bluff body.



1.2.2 Heat release effects on bluff body flows

Heat release due to combustion generally has a stabilizing effect on bluff body flows.
Large scale asymmetric fluctuations are damped leaving symmetric shear layer rollup.

This phenomenon can be explained by examining Eq. (2), the vorticity transport

equation.
Lo vV - w(V-V) - 22 L v 2)
Dt —— P> =~
vortex stretching NN ~— viscous diffusion
gas exXpansion  haroclinic torque

Several factors have stabilizing influences: gas expansion takes place acting as a
vorticity sink, baroclinic torque is produced and for gas flows, viscosity increases with
temperature increasing vorticity diffusion. Although it may appear the production
of baroclinic torque has a destabilizing effect, for confined bluff body flames this
vorticity is generated in the opposite direction to that of the vorticity in the shear
layers thus decreasing the magnitude [190]. Both gas expansion and baroclinic torque
are proportional to the dilation ratio, p,/pp, the ratio of unburned density to burned
product density.

Experiments and computational studies have both demonstrated this reduced
shear layer vorticity under reacting conditions. Chaudhuri and coworkers examined
simultaneous OH PLIF and PIV measurements and found that for stable flames max-
imum OH concentrations lie in the same region as the high vorticity shear layer [21].
It is interesting to note that high speed images from this study showed the possi-
bility of flame reignition due to downstream wake burning even after reactions cease
in the shear layer. Mehta and Soteriou showed the gas expansion effect to be the
dominant factor in the near field of the bluff body with the baroclinic vorticity am-
plifying the effect several diameters downstream [133]. Large eddy simulations of
premixed bluff body flames showed strong baroclinic torque and weakening of the

Bérnard /von-Kédrman structures [156].



Several studies have addressed numerical aspects of simulating bluff body stabi-
lized flames; specifically for LES, the influence of subgrid turbulence-chemistry closure
models has been investigated. Fureby tested finite rate chemistry models including
quasi-laminar, partially stirred reactor, thickened flame, and presumed PDF models
and compared them with flamelet methods [57]. He concluded that for this type of
flow the finite rate methods were superior since the the flamelet method assumptions
are not valid for all combustion regimes in the flow. The finite rate methods all per-
formed reasonably well. Fureby also compared two chemical mechanisms with the
finite rate methods, a one- and a two-step mechanism. As expected, the two-step
mechanism showed better agreement with experimental results.

Porumbel and Menon simulated the same case as Fureby and compared the sub-
grid eddy breakup (SEBU) model with the subgrid linear eddy model, a methodology
known as LEMLES [156]. LEMLES more accurately predicted vorticity and tempera-
ture fields as well as the velocity fluctuations, though it should be noted the LEMLES

approach is more computationally expensive than the subgrid eddy breakup model.
1.2.3 Influence of vitiation

As the incoming reactant temperature is increased, the p, /p, ratio decreases reducing
the stabilizing effects of gas expansion and baroclinic torque generation. Erickson et
al. completed a computational study demonstrating the reduction in Bérnard/von-
Kérmén vortices as the T, /T, ratio increased [46]. Figure 2 shows the transition from
asymmetric to symmetric shedding.

Varying the equivalence ratio also changes the p,/p, ratio and thus the stability of
the flame, with vitiation amplifying the effects. This has major implications especially
for lean flames near blowout. Figure 3 shows a sequence of snapshots of a vitiated

flame as the equivalence ratio is reduced [100].



Figure 2 Vorticity and flame location for bluff body flames at different temperature
ratios (reprinted from [46] with permission of the American Institute of Aeronautics
and Astronautics)
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Figure 3 Blowout sequence for low-density ratio/highly vitiated flames (reprinted from
[100] with permission of the American Institute of Aeronautics and Astronautics)
Kiel investigated non-reacting and reacting V-gutter bluff body flows under non-
vitiated and vitiated conditions using LDV and high speed imaging and used unsteady
Reynolds averaged Navier-Stokes (URANS) simulations to study the non-reacting
cases [102, 101]. They reported that under non-vitiated conditions the flow was
dominated by smaller vortices generated in the boundary layer. High speed images
of high Reynolds number flows under vitiated conditions near lean blowout clearly
showed the flow was dominated by the large scale Bérnard/von-Kédrmén vortices.
Tuttle et al. completed experiments using the same geometry as Chaudhuri et al.
taking high speed images of vitiated bluff body flames near lean blowout [217, 21]. In
contrast to the non-vitiated results, no reignition events were recorded; once reactions
were no longer visible in the shear layers the flame would eventually blowout. Another
important conclusion from this study is that the p,/p, density ratio at blow-off is
significantly less for vitiated flows compared with non-vitiated flows. The authors

state that this indicates the Bérnard/von-Karmén instability is more important for



blow-off in vitiated flames than in non-vitiated flames.

In a separate study the same authors looked at fuel distribution effects for vitiated
premixed flames [218]. They varied the equivalence ratio of the incoming fuel/air
mixture across the height of the bluff body and observed that the lean side exhibited
a fragmented flame sheet structure even under stable operating conditions. The
global equivalence ratio at blowout increased with increasing equivalence ratio non-
uniformity suggesting that fuel distribution effects can significantly influence stability
even for premixed flames. Both studies were completed with inflow temperatures
between 720-820 K and bluff body Reynolds and Mach numbers around 10000 and
0.1, respectively.

LES has been performed on vitiated premixed bluff body flames as well. Smith
et al. simulated a V-gutter type bluff body in 700 K inlet air at Re = 29000 with a
propane/air mixture [200]. They matched the trends of experimental results showing
that lean blowout occured for at higher equivalence ratio for vitiated flames than
non-vitiated flames. Although the simulations helped to improve understanding of
the blowoff mechanisms, they did not run at the same conditions as their experimental
data and thus could not be directly compared. They noted their simulations could be
improved by using a two-step chemical mechanism, fuel first going to carbon monoxide
and water, then carbon monoxide to carbon dioxide, rather than the single step global
mechanism.

Khosla completed LES on two different blunt-nose bluff body geometries, with
and without vertical tabs at the trailing edge [100]. The tabs were attached to
eliminate the large scale Bérnard/von-Karmén vortices in an effort to determine if
these vortices were a significant contributor to blowout. The simulation conditions
were 90 m/s, 700 K, using two-step kinetics for Jet-A fuel. They conclude that
although the Bérnard/von-Kéarman vortices may affect blowout, the most important

factor seems to be the ratio of flow speed to flame speed. They also suggest that



future works investigate non-premixed spray configurations and determine the effects
of turbulence-chemistry interaction.

Gokulakrishnan et al. attempted to determine the influence of turbulence-chemistry
models in their premixed LES study [66]. They simulated two different propane/air
reaction mechanisms (a skeletal 30 species and 110 reactions, and a 44 step semi-
global mechanism), on two grids (0.65 M and 2.4 M cells), with two subgrid models
(Eddy-Dissipation Concept (EDC) and laminar chemistry). The flow conditions were
similar to that of Smith et al. [200]. When using the laminar chemistry model, the
choice of chemical mechanism did not affect the flame structure; the mechanism did
change the flame structure with the EDC model, the skeletal mechanism showing
an unstable flame at ¢ = 0.6 whereas the semi-global mechanism blows out. There
were stark differences between the subgrid models in the shear layers. The laminar
chemistry model showed symmetric shedding for several bluff body diameters down-
stream before Bérnard/von-Karmén vortices appear in contrast to the EDC model

where the flow wass much more unstable with Bérnard /von-Karman vortices directly

behind the bluff body.
1.2.4 Non-premixed vitiated bluff body stabilized flames

Khosla et al. limited the scope of their study to premixed flames as fuel injection
adds additional complexities, however, more research is necessary for non-premixed
bluff body stabilized flames as they will continue to play a role in aerospace applica-
tions [118]. In such applications, increasing temperatures and demands for simplified
combustors has led to integrated fuel injectors/flameholders. Advantages of such a
configuration are increased cooling to the flameholder by the liquid fuel and decreased
susceptibility to autoignition. The disadvantage is the fuel spray can directly interact

with the wake flow and have a much larger influence on flame dynamics.



Kim and Mungal studied the role of bluff body trailing edge geometry in close-
coupled gaseous-fueled systems [106]. In this thesis, the term “close-coupled” refers to
the proximity of the fuel injectors to the flame stabilization location [118]. They found
that bluff bodies with small cavities in the trailing edge can extend the blowout lim-
its for some situations. El-Asrag and coworkers studied non-premixed close-coupled
gaseous fueled bluff body flames experimentally and numerically at vitiated condi-
tions but relatively low velocities [45]. They note that most industrial applications
actually use liquid fuel and operate at high velocities.

An important part of understanding liquid fueled close-coupled bluff bodies is the
characterization of liquid jets in cross flow (LJICF) under the conditions of interest.
Brown and coworkers outlined some of the difficulties in obtaining data under vitiated
conditions and made observations about available data [15]. They noted that most
LJICF data comes from water at "room temperature” and there is a large amount
of discrepancy between the data, some of which can be contributed to the discharge
coefficient of the injector, a parameter with a large effect on the spray but often
not reported. Studies by Lubarsky et al. have shown that spray modeling is also
complicated by the fact the spray is affected by the presence of a flame for close-
coupled bluff body spray applications [122, 123]. Many spray models only consider
a single mode, the most unstable mode, when predicting droplet breakup though
other experiments by Lubarsky suggest in certain Weber number regimes there exists
multimode breakup [167, 124].

Cross et al, performed experiments at realistic high temperature, high velocity
conditions with liquid fuel [33, 32]. Their results suggested that fuel distribution and
thus heat release distribution plays an important role in flame stability. Higher fuel
flow rates with global equivalence ratios closer to unity exhibited more large scale
Bérnard /von-Karmén instabilities than lower global equivalence ratios. The more

symmetric flame shedding seen at the low fuel flow rate conditions was similar to



the flame dynamics of the combustor using an upstream-fueled configuration. The
differences in the flame dynamics at the two different fuel flow rate operating condi-
tions was attributed to differences in the fuel penetration of the fuel spray and the
subsequent spatial distribution of the heat release.

To the author’s knowledge no computational studies for this type of problem have
been completed, specifically for liquid fueled close-coupled bluff bodies at vitiated
conditions. Time accurate simulations are needed to capture combustion dynamics
which rules out Reynolds Averaged Navier-Stokes (RANS) simulations leaving Large
Eddy Simulation (LES) or Direct Numerical Simulation (DNS) as possible methods,
though DNS for practical combustors is computational intractable. This class of
problem presents many challenges for any numerical study including but not limited to
choice of chemical mechanism, multiphase modeling methodology, boundary condition
specification, spatial and temporal integration methods and subgrid models. Once
the appropriate parameters and models are selected simulations can be completed to

supplement the knowledge gained through experiments.
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CHAPTER II

OBJECTIVES

The overall objective of this work is to use LES to improve understanding of vitiated,
bluff body stabilized flames, with a specific emphasis on spray flames. This objective
is quite broad and as such will be broken down into several objectives each with
subtasks necessary for completion. Each objective should address at least one of

three areas: physics, numerics and modeling.

1. Assess the effects of fuel distribution and mixing on flame dynamics. For non-
premixed problems, spray penetration directly effects where fuel is located in
time and space and as such is a controlling factor for the heat release and thus
flame dynamics. The spray penetration and fuel distribution predicted by LES
is dependent on many factors including spray injection and break-up models,

turbulent mixing parameters and physical injection parameters.

(a) Select a suitable experimental test facility for vitiated bluff body stabi-
lized spray flames and simulate a non-reacting case to validate the flow

simulation methodology and establish a baseline for reacting cases.

(b) Simulate several reacting conditions that show different flame dynamics

and compare with experimental results.

(¢) The primary and secondary breakup models currently in use were de-
veloped for use with RANS and/or for use at specific operating condi-
tions [128, 167]. Identify the sensitivities of liquid droplet distribution and
evaporated fuel vapor distribution to breakup model parameters, e.g. jet
regime stripped droplet velocities and sizes, and model tuning parameters,

at typical operating conditions for bluff body stabilized spray flames.
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2. Investigate the role of the LES subgrid turbulence-chemistry interaction closure
model for non-premixed vitiated bluff body stabilized flames. Several studies
have shown that simple models such as the quasi-laminar chemistry provide
adequate accuracy while others have shown that the subgrid model can have
a significant effect on the results [57, 66, 156]. The previous studies focused
on premixed applications only; work now needs to be done for non-premixed

configurations as well.

(a) Simulate a reacting case with the baseline grid and simple turbulent closure

such as quasi-laminar chemistry and compare with experiments.

(b) Researchers have previously shown good results for spray combustion with
more complex closures, such as LEM, at increased computational cost [135,
148]. Simulations will be conducted with LEMLES and compared with
previous results to determine if the added cost is necessary to accurately

simulate this configuration.

3. Address the impact of the numerical method on the simulation solution, as
some studies have indicated under certain conditions the numerical method is
as important as the choice of subgrid models [228, 27]. To achieve this, a high-
order numerical method will be implemented and simulations with this method

compared with the baseline results.

The goal for industrial application is the use of LES as a predictive tool. The final
step in completing the thesis will be to select a different operating condition and run
a final reacting simulation with the goal of predicting the flame dynamics based on

the simulation conditions.
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CHAPTER III

MATHEMATICAL FORMULATION AND MODELING

3.1 The Navier-Stokes equations

The Navier-Stokes equations describe the motion of unsteady, compressible, multi-
species, reacting fluids. Neglecting body forces such as gravity and assuming the fluid
of interest is a continuum, the equations for the conservation of mass, momentum,

total energy and species are as follows:

ag;bi - 8%] [puiuj + pdij — 7ij) = Fi (4)
85—5 + 8?@- [(pE + p) ui + ¢ — ujmij] = Qy (5)

In the above Navier-Stokes equations, p is the density, p is the pressure, u; is the
Cartesian velocity vector and Y} is the mass fraction of species k& where there are
a total of Ny species in the flow. The total energy, F is a combination of internal
energy, ¢ and kinetic energy:

1
E=e+ o Uk (7)

where for the internal energy is the summation of the internal energies for all the

species present:
Ns
€ = Z Ykek (8)
k=1

where ey, is the sensible energy of the k" species. The viscous stress tensor is denoted
as 7;;; the heat flux vector is ¢; and the species diffusion flux is J; ;. The species

chemical reaction rates are w. The formulation here includes source terms from a

13



dispersed phase, indicated by the the subscript s, that may possibly be present.

These quantities will be described in more detail later.
3.1.1 Equation of state

Under the conditions studied in this work, all gases are assumed to obey the perfect

gas equation of state.

p=pRT (9)

where R is the gas constant and 7" is the temperature. The gas constant is determined

based on the species mass fractions and their molecular weights,
N,
S Yk
R=R, — 10
; T (10)

where R, is the universal gas constant and Wj is the molecular weight of the k"
species.
The internal energy of each species is a function of temperature only:
T
ep = eg+/ Cox (T') dT" (11)
To
where C, is the constant volume specific heat for the k* species and €? is the
reference sensible energy at the reference temperature Tj.

It is often convenient to use enthalpy,
p
h=e+= (12)
p
and defining the enthalpy of the k' species as

T
hy = hy + / Cpr (T") dT" (13)
To

where C,, is the specific heat at constant pressure and h) is the reference enthalpy.

The specific heats are related:

Cok (T) = Cope (T) + —. (14)



The ratio of the specific heats, v is defined as:

Cpi (T
T) ==L 15
3.1.2 Viscous stress tensor
The viscous stress tensor for Newtonian fluids is defined as
ou;  Ou; Ouy,
= A—0;; 16
Tig = # (8@- * &L’i) * Oxy, 7 (16)

where 1 is the dynamic viscosity, A is the bulk viscosity and d;; is the Kronecker delta:

1 ifi=y
dij = . (17)

0 ifi#y
All fluids under consideration in this study are assumed Newtonian, i.e., the stresses
are linearly proportional to the rate of strain. In addition here we follow Stokes’
hypothesis which postulates that the trace of the stress tensor should be zero which
implies that the bulk viscosity is A = —2/3u. With this assumption, the stress tensor

can be written as
1
Tij = 2 <Sij - gskkéij) (18)

where the rate of strain tensor, S;;, is defined as:

YR

S, = 3 (axj + &m) : (19)

The dynamic viscosity can be computed in a variety of ways with varying complexity

and accuracy. For all methods used in this study the dynamic viscosity is a function

of temperature and composition only.
3.1.3 Heat flux vector

The heat flux vector in the energy equation is

or
8x,~

Ns
G = —Ky—+ PZ hy Y Vi - (20)
k=1
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The first term is heat conduction due to temperature gradients where « is the thermal
conductivity. This relationship is known as Fourier’s law. Like with the dynamic
viscosity, in this work & is a function of temperature and composition only and often

computed using the definition of the Prandtl number,

Pr= % (21)

The second term is the energy flux due to species diffusion.
3.1.4 Species diffusion flux

The species diffusion flux term is modeled with a Fickian diffusion approximation and

neglects any Soret effects

where V; . is the species diffusion velocity in the ¢—th direction for the k—th species.
The diffusion coefficient, Dy, is generally a function of the temperature, pressure and
local species concentrations and can be related to other thermodynamic and transport

properties with the Lewis number,

K

Le = .
pCpDk

(23)

Using the expression in Eq. (22) in Eq. (6) can result in mass conservation problems

so a correction velocity defined as

N

Wy 0Xy
VC = D f— 24
2 Diip du; 24
k=1
is added to the species diffusion term [153],
Jik = pYe (Vi +V°) (25)

Direct numerical simulations (DNS) discretize and numerically solve these equa-

tions. Doing so requires that all features of the flow are sufficiently resolved. This
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becomes computationally intractable for many turbulent combustion applications at
high Reynolds numbers where the small scales of turbulence are orders of magnitude
smaller than the large mean flow scales governed by the combustor geometry. To
mitigate this problem one method where the large flow scales are simulated and the
small scales are modeled has been developed which is known as Large Eddy Simula-
tion (LES). LES provides the basis for the work in this thesis and will be described

in more detail in the following section.

3.2 Large Eddy Simulation equations

The large and small scales are separated by applying a spatial filter to the governing
equations which decomposes flow variables into resolved and unresolved quantities.
Thus a generic flow variable, f, can be written as f = f + f” where the (%) denotes
resolved scales and the (”) indicates the unresolved, subgrid scales. The separation
of scales for a variable f is achieved by applying a filter kernel, GG, over the domain,

Q

f(x,t)= / f (X, t)G(x—x') dx (26)

Q
where x and x’ are position vectors and ¢ is time. There are a variety of filter kernels
that can be use and in practice the three-dimensional filter kernel is often the product

of three one-dimensional kernels

Gx—x)= Hg (z; — ). (27)

The specific filter kernel is the Box or top-hat filter defined as
1 A;

— o — 2l <
gi (w; = w) = § A 2 (28)
0,

otherwise

where /A, is the filter size in the i—direction. The three-dimensional filter size can be

expressed as

Z - (A1A2A3)1/3 . (29)
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The spatial filtering operation is sufficient to derive the LES equations but it is
convenient to define a mass-weighted filtered variable, also known as a Favré-filtered

variable, for LES of compressible flows,

pf

f= (30)
D

This Favré-filtering reduces the number of unclosed terms in the filtered, compress-
ible Navier-Stokes equations. Further information concerning the properties of the

filtering operations can be found in works by Sagaut and collaborators [177, 63].

3.3 Filtered Navier-Stokes equations

To obtain the resolved-scale filtered Navier-Stokes equations, the spatial filter is first
applied then the commutative property of the filter with both spatial and temporal
derivatives is used and finally the resulting expressions are simplified with the Favré-
averaging procedure. The filtered equations for mass, momentum, energy and species

conservation are

dp | Opui _ —

o ox, P 3y

agf" + 8%] [Py + poy; — 75 + 75 = Fi, (32)

85—5 + aix] [(pE —i—p) Uj +q; — UTi5 + ngs Sgs} Qs (33)
agf’“ 4 ai [pulYk i+ Y+ esgs} = O+ Sek (34)

The filtered viscous stress tensor and heat flux vector are

_ 1.
F,‘j = 2,u (SZ] — gSkkéw) (35)
and
_ Sgs
7 =- alerthkYkaJqu (36)
where the filtered strain rate is
~ 1 /0w Ou;
Si' - = ’ J . 7
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The filtered total energy is the sum of the filtered internal energy, resolved kinetic

energy and subgrid kinetic energy,

gil; + kS8, (38)

DO | —

E=¢+

and the subgrid kinetic energy is defined as,

DO | —

The species diffusion flux is
Ji. = Yy (Vi + V). (40)

Assuming Fickian diffusion and a mixture-averaged diffusion coefficient, the diffusion

velocity term is

(41)

To avoid computing mole fractions this term is sometimes approximated using
mass fraction gradients rather than mole fraction gradients,

oy

' D .

’ F 8.’172

To maintain mass conservation, the correction velocity is added,

Ve=Y "D ay’f. (43)

The filtered perfect gas equation of state is used to relate the conservative and prim-

itive variables,

ﬁzzﬁ(RT¥+C“¥>, (44)
where
. YR
R = Y, —=. 45
;;ka (45)

The source terms from the dispersed phase will be discussed further later in Sec-

tion 3.6.
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All subgrid-scale terms, indicated with the %8® superscript, are “unclosed” and will

require modeling,

Models for Tisjgs, HZ-S 8% crf’ &% Y;S;?S and filtered reaction rate, wy, are presented in the

following sections. The remaining unclosed terms HS%S, qf%s, and C%% are neglected

1y

as is done in other LES studies [58].

3.4 Closures for the LES equations

3.4.1 Momentum transport closure

The subgrid terms in the momentum equation are closed using an eddy viscosity
and gradient diffusion approach. The filter width is A = (cell Volume)l/ ® The eddy

viscosity and subgrid stress tensor are,
v, = C,AV kS8 (46)

- 1= 2

ij
3.4.2 Subgrid kinetic energy transport

Subgrid kinetic energy, k°8° is computed using a transport equation derived by sub-

tracting the resolved kinetic energy equation from the filtered kinetic energy equation,

Ok | piisk*

= Tysgs + Pysgs — Dysgs (48)
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where T}sgs, Psgs, and D,sgs are diffusion, production and dissipation terms, respec-
tively. Again using a gradient diffusion approach and an eddy viscosity assumption

the diffusion, production and dissipation terms are modeled as

o | (7w kS8 R OT
T, = £r 49
£SEs oz, ( o + ) Bz, + Pr, oz, (49a)
il
Pysgs = —T;gsa—g (49D)
50, (k83 3/2
Dysgs = @ (49c¢)
3.4.3 Energy and scalar transport closure
The two unclosed terms from the energy equation are modeled together,
ok’ pu,C, T
Sgs Sgs — tYp . sgs
Subgrid diffusion of species is modeled as
sgs _ _& 8?;; 51
bk SCt 8$‘Z ’ ( )

In this work the turbulent Schmidt number is a constant, in many cases Sc¢; = 1.0.
Some cases S¢; = 0.4 as suggested for LES by Pitsch and Steiner [152] and used by
other researchers [228, 212], with the exact value detailed on a case by case basis. All

other coefficients computed using the dynamic approach outlined below.
3.4.4 Localized Dynamic £** Model (LDKM)

The coefficients C,,, C., and Pr; used for the mometum, energy and subgrid kinetic

energy equations are determined using a dynamic procedure originally developed by

Kim and Menon[105] and extended to include compressibility effects by Génin and

Menon[65]. The model is based on experimental observations that the subgrid stress
sgs x

tensor, 7. computed at the grid filter, A, is self-similar to the Leonard’s stress,

Eq. (52), computed at a larger test filter, A. The notation (f) indicates a variable
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that is explicitly filtered at the test filter which in this work is A =2A.

() (e (o)
co=t (g - GG (52

At the test filter level the resolved kinetic energy is the trace of the Leonard stress

tensor

test _ L Lw _ 1 ((puwty)  (pik) (pix)

frest — — =k - - L ) (53)
2(p) 2\ (» () (0

The similarity between the Leonard stress at the test filter level and the subgrid stress

tensor can be used to cast the Leonard stress in terms of the test filter resovled kinetic

energy

> v/ J-test A <ESU> 1 <ﬁgkk> 2\ test

The only unknown is the coefficient C),, which can be estimated using a least squares

method
M, L
C, = _#’ 55
R N DSk
Mij = VIISTA | (55;) - 1< ) , (56)
3 5ij
1 2, test5
Lij = Lij = 5 () K703, (57)

The transport equation for kinetic energy at the test filter can be derived in a similar
way to that of subgrid kinetic energy with the exception that the terms for diffusion,
production and dissipation are defined completely with resolved quantities and sub-
grid stresses. The dissipation of k' is assumed to be similar to the dissipation of

k8% allowing the definition of the dissipation coefficient as

~

8
(B) (et

onla2)-ge0m)- o
() o (2]

C. =




where iij =2 (gw — %Skk%) The similarity approach is also used to dynamically
compute the turbulent Prandtl number. The temperature-velocity correlation is com-
puted exactly at the test filter level and the least squares method is used to solve the

over-specified system,

PTt - _dldz’ <59)
est A L —8T
d; = c,VEkt tA@) <p8x1>’ (60)
N — <ﬁalT> _ (pty) ET> (61)
() (o) (P

3.4.5 Turbulence-chemistry interaction

The simplest turbulence-chemistry interaction model is the quasi-laminar or “no
model” closure,

Ek:ca@ziiﬁ), (62)
i.e., the filtered rates are determined directly from the filtered LES quantities ne-
glecting subgrid species and temperature fluctuations. Several studies have shown
that simple models such as the quasi-laminar chemistry provide adequate accuracy
(67, 57, 12, 205, 43] while others have shown that the subgrid model can have a sig-

nificant effect on the results, especially under unstable conditions such as blow-out

(66, 156].
3.5 Subgrid Linear Eddy Model

Instead of solving the filtered species equation, Eq.( 6), turbulent convection at large
and small scales, molecular diffusion and chemical reactions are all modeled separately
and solved at their own respective time scales using method originally developed for
standalone turbulent scalar mixing and combustion applications [92, 93, 94, 97,

95, 96, 98] and then integrated into LES as a subgrid model and applied for many
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premixed and non-premixed turbulent combustion simulations [89]. The method will
be outlined here for completeness.

The exact species transport equation is written as,

8Yk _ R NS 8Yk
P = e [ () ()] B
0 :
— o (pYiVig) +w (63)
where the exact velocity is split into three components, u; = @; + (u})* + (u})®:

LES resolved velocity, u;, LES resolved subgrid fluctations, (u;)R, which is obtained

via k%85, and unresolved subgrid velocity fluctuations, (u})®. The LEM-LES subgrid
model solves this equation is a two steps, one for large scale advection,

n+1 *
Yk‘ B Yk —

Atrgs B [al + (u{>R] o (64)

! 8.’172

and one for the subgrid reaction-diffusion process,

t+AtrEs 1 ayn
V¥ _Y" — - / S k
k k /t P {/) (u;) Ers

[pYe (Vi = Vi©)] ap — Sk} dt’. (65)

+

0
al‘i
3.5.1 Subgrid reaction-diffusion process

One-dimensional lines are embedded in each LES cell on which an unsteady reaction-
diffusion equation is solved with turbulent convection modeled through a series of

instantaneous stirring events

Y, 0 .
pﬁ—tk = Fistir — 5, [PYe (Vies = Vi)] + o (66)

The total length of the LEM line equals that of the LES filter width, A, and the
number of LEM cells is chosen such that all turbulent scales scales are revolved. Unlike
the species, the energy equation is still solved at LES level. An energy equation is

solved in the non-conservative, incompressible form on the LEM lines where viscous
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work and viscous dissipation are ignored.

N

orT or

PCo o =Lrstiv =P ,; Coa¥i (Vs = Vi¥) | +
a aT NS .

It should also be noted that LES inter-cellular diffusion effects cannot be included
in either the subgrid species or temperature equations because LEM lines are non-

contiguous.

3.5.2 Subgrid stirring

s vy _

o= = F} gtip, 1s modeled
7 b

Turbulent convection on the subgrid LEM lines, p (u})

through a series of instantaneous stirring events. The turbulent field is assumed to
be isotropic and with no boundaries and/or body forces which allows the use of well-
established inertial range and scaling laws. The stirring frequency is computed based

on scaling laws

_ stwRex |B/0)" 1]
== C)\Z3 [1 B (n/Z)M?’}

(68)

where the subgrid Reynolds number is Rex = v/2k%85 A/v and an estimate of the

Kolmogorov length scale is n = NHZRG;/ .

For the current simulations C) = 15
and N, = 1. There has been some confusion about the C} as it has appeared in both
the numerator and denominator of Eq. (68) in previously published works. This is
not a problem as long as the reported value is adjusted properly, i.e., if it were in
the numerator here, the value would be C?"™ = 1/15 ~ 0.067. If this is reported
improperly the stirring frequency would be 225 times to large. The eddy size, ¢, is

selected randomly from a distribution ranging from 7 to A,

O (69
3 s — R
The eddy location randomly selected from a uniform distribution over the LEM do-

main. The most common stirring algorithm is known as triplet mapping in which a
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Figure 4 An initial three species LEM line (upper left) is stirred using block inversion
(upper right), triplet mapping, n = 3 (lower left), and quintuplet mapping, n = 5 (lower
right).

segment is copied, compressed by a factor of three and reinserted three times, with
the middle segment reversed. Triplet mapping is part of a family of n-tuplet maps
which can be stated mathematically as

1
c(nz+ (1 —n)xo,to) xo <z <zo+ -4

n
c(—nx+ (n+ 1)z + jl,to) xo + uﬁ <z <ax9+ Ly for j =2,4,6,...

n n

q )
c(nx+ (1 —n)xzo+ (1 —j5) L, o) z0+j—€§:c§z0+i€ for j =3,5,7,...
n n

r<x9g+{

cnz+ (1 —n)xo (1 —n),to) xogn
n

(70)
It has be argued that the triplet map physically represents a two-dimensional eddy
passing through a scalar gradient. This rationale makes sense as each stirring event
represents the action of a single turbulent eddy, but since the nature of all small eddies
is not known and in most real-life scenarios turbulent eddies are three-dimensional,
n—tuplet mappings should not be overlooked with careful analysis. It should also
be noted that all these maps are measure preserving and all n-tuplet maps maintain
continuity of the scalar field, but not with the scalar gradients. Figure 4 shows an

example of three different stirring algorithms on a three species LEM line.

26



The physical processes at the LEM level are each integrated at their own time
scales, the LES time step, Aty gg, the diffusion time step, Atgys, the chemical time
step, Atchem, which for this work is assumed equal to the diffusion time step, Atopem =

Atgirr, and the stirring time step, Atg,.
3.5.3 Subgrid scalar transport: splicing

Subgrid structures are advected across LES cells via a Lagrangian transport process
called splicing. Mass fluxes at each LES cell face are computed based on the LES re-
solved scale density and momentum equations. The mass flux determines the number
of LEM cells to be transferred across each LES cell face noting that partial LEM cells
can be spliced. The receiving cells order the fluxes based on their magnitudes, from
largest to smallest, and the LEM subgrid cells to be exchanged are then queued based
on that flux ordering. The flux ordering ensures subgrid splices travel through the
LES cell in a first-in, first-out manner. Once the LEM cells are exchanged across LES
cell faces,