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The language barrier in many multilingual natural language processing (NLP) tasks can be

overcome by mapping objects from different languages (“views”) into a common low-dimensional

subspace. For example, the name transliteration task involves mapping bilingual names and word

translation mining involves mapping bilingual words into a common low-dimensional subspace.

Multi-view models learn such a low-dimensional subspace using a training corpus of paired ob-

jects, e.g., names written in different languages, represented as feature vectors.

The central idea of my dissertation is to learn low-dimensional subspaces (or interlingual repre-

sentations) that are effective for various multilingual and monolingual NLP tasks. First, I demon-

strate the effectiveness of interlingual representations in mining bilingual word translations, and

then proceed to developing models for diverse situations that often arise in NLP tasks. In partic-

ular, I design models for the following problem settings: 1) when there are more than two views

but we only have training data from a single pivot view into each of the remaining views 2) when

an object from one view is associated with a ranked list of objects from another view, and finally

3) when the underlying objects have rich structure, such as a tree.

These problem settings arise often in real world applications. I choose a canonical task for each

of the settings and compare my model with existing state-of-the-art baseline systems. I provide

empirical evidence for the first two models on multilingual name transliteration and reranking

for the part-of-speech tagging tasks, respectively. For the third problem setting, I experiment with

the task of re-scoring target language word translations based on the source word’s context. The

model proposed for this problem builds on the ideas proposed in the previous models and, hence,

leads to a natural conclusion.
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Chapter 1

Introduction

The rapid growth of technologies to publish text in different languages dramatically increased
the multilingual content on the web. This situation demands tools for processing text in different
languages as well as the tools that bridge the language barrier. The language barrier in many
of the multilingual applications can be broken by mapping text from different languages into a
common language independent representation (or interlingual representation). Previous attempts
for interlingua construction are task independent and hence are not optimal. The development of
statistical approaches and the availability of training corpora for different tasks enables us to learn
task specific interlingual representations. Inspired by the idea of dimensionality reduction, in this
dissertation, I propose models to learn interlingual representations that are effective for diverse
multilingual and monolingual natural language processing (NLP) tasks.

1.1 Learning

Machine learning is the problem of learning behaviors based on empirical data. There are
two major types of learning problems, supervised and unsupervised learning. In the supervised
setting, a system is provided with a set of samples (inputs) and responses (labels or outputs) and
it is expected to learn the relation between them so that, in future, it can predict the response of an
unseen sample. In the unsupervised learning, we simply have large amounts of samples and the
system tries to learn frequent patterns, such as clusters or association pairs, from the input data.
Throughout this dissertation I only address problem of supervised learning category.

There are two main steps in supervised machine learning: training and prediction. During the
training phase, the system is provided with sufficient amount of input (x) and output (y) pairs
which is referred to as training data. A machine learning algorithm takes these input, output
pairs and aims to learn the underlying relationship between them. During prediction, given a
new unseen input, the algorithm uses the relationship learned from the training data to predict
the desired output variable. For example, in document classification task the system is provided
with a training data text documents and their class labels (e.g., sports, health, politics etc.). During
prediction, given a new unseen text document the system assigns an appropriate class label to this
document. In the web search task, the training data consists of example query, document pairs
along with their relevance judgements – usually a number between 0 and 5, with 0 indicating that
the document is not relevant to the query and 5 indicating that the document is perfectly relevant
to the query. During prediction, given a new query the system has to rank all the documents based
on their relevance towards the query.

In many tasks, the input and output variables are usually represented as vectors, i.e., x ∈ Rd1
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and y ∈ Rd2 . For example, in bilingual document alignment task the system is provided with a set
of paired (or aligned) documents (xi,yi) in two different languages as the training data. During
prediction, we are given a bilingual comparable corpora – documents in different languages that
are talking about same topics but are not translations of each other – and are told that some docu-
ments in one language have aligned document in the other language. And the task involves, given
a document in one language (x) find its aligned document (y) in the other language. In this task,
a document is usually represented as a vector with each dimension corresponding to a word in
the vocabulary and the value being some variant of the word’s frequency in that document. Since
documents are usually much shorter than the vocabulary size, total number of unique words in
a language, only few components of a document vector will have a non-zero value. Thus, repre-
senting documents as high dimensional vectors leads to sparseness issues. Though this problem
is not specific to text documents, it is crucial in NLP applications due to the huge vocabulary sizes.

Under these situations, it is often rewarding to map high dimensional vectors into a lower k-
dimensional subspace, where k ≪ d1 and k ≪ d2, which preserves the necessary information re-
quired for downstream applications. Multi-view models find such a lower dimensional subspace
such that a pair of aligned objects (xi,yi), when mapped into this subspace, lie closer to each other.
Inspired by this idea of dimensionality reduction, in this dissertation, I propose several models to
find lower dimensional subspaces that are suitable for the multilingual NLP applications. Since
this low-dimensional subspace is language independent it is referred as interlingual representa-
tion. In what follows, I will first describe the relevance of multilinguality using multilingual web
search as an example task. I use web search as motivating example because it is widely used,
easier to understand and also demonstrates the recurring concept of interlingual representation in
a natural way. But in this dissertation, I mainly consider NLP applications.

1.2 Need for Multilinguality

Because of the prevalence of English, it has considerably more resources compared to other
languages for many NLP tasks (such as part-of-speech (POS) tagging, dependency parsing, etc.)
and information retrieval tasks (such as web search, document classification, etc.). For example, in
the web search task, training data – query-document pairs along with their relevance judgements
– is abundantly available for English compared to other languages. In addition, since English
web search engines have been deployed for a longer time, rich user behavioral data – user clicks
recorded per query basis which is shown to improve accuracies significantly – is abundantly avail-
able for English compared to other languages [87]. In dependency parsing, the treebank corpus,
a set of parsed sentences used for training a parser model, has been available for long time and
contains more number of sentences in English than many of the resource poor languages [23, 133].
Sentiment classification usually relies on word polarity information – whether a word is likely
to be positively associated or negatively associated. Since such information is not available in
language such as Chinese, it is derived from English words [11].

This situation led the researchers to devise appropriate ways to leverage training data available
in resource rich languages to assist applications in the resource poor languages [133, 38, 58, 32].
Comparable corpora usually aids the process of transferring useful information across languages.
In the following section, I use multilingual web search to demonstrate the importance of leverag-
ing multilingual resources. At the same time, I introduce the idea of an interlingual representation
which recurs often in this dissertation. In the reminder of this dissertation, we will see this tech-
nique being applied to diverse NLP tasks.
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Figure 1.1: Shows the query intent (represented as a distribution over four classes) of two queries.
The user query “dresses” may have a hidden intent of ‘Shopping’ while the query “action movies”
is more likely to have an intent of ‘Arts/Movies’. Notice that the classes may not be mutually
exclusive and so the distribution doesn’t need to sum to one.

1.3 Motivating Example – Multilingual Web Search

Multilingual web search [58, 87] is the problem of improving web search ranking in a relatively
data-scarce search language (e.g., German or French) using data from an assisting language (e.g., En-
glish). For clarity, we use German as the search language and English as the assisting language.
Notice that both the user query and the result documents are in the same language (i.e., Ger-
man). Different techniques exist for addressing this task [58, 33, 32, 57, 7, 87, 60, 59]. But, here,
we consider an interlingual classification based approach [88] as it uses a language independent
representation (an interlingua) to transfer useful information from English queries to the German
queries and fits into the framework of this dissertation.

In the interlingual classification based approach [88], the intent of a user query is represented as
a distribution over some fixed set of classes, referred to as query class distribution. For example,
Fig. 1.1 shows the query class distributions for two queries over four different classes. It shows
that, a user issuing the query “dresses” is likely to click shopping documents, where as a user
issuing the query “action movies” is more likely to click documents of the category ‘Arts/Movies’.
Based on this assumption, ranking of the web pages whose intent matches with that of the query is
boosted. Bennett et al. [16] show that a query class distribution learnt from the web pages that are
clicked by previous users, for the same query, is very effective. But this method requires sufficient
amount of click information which is usually not available in the resource poor search language
(such as German). So, the interlingual classification based approach uses resource rich assisting
language (such as English) to get reliable estimates of the German query’s class distribution. At
a higher level, it translates the German query into English; uses the English click information to
learn the translated English query’s intent; and then transfers it onto the original German query.
This process is explained briefly with the help of an example (Fig. 1.2) in the next paragraph.

First, documents in different languages are classified into the same set of classes; e.g., the ODP-
aligned class labels (Table 1.1). Given a German query (e.g., ‘Messer’), it is translated into English
(‘Knives’) using machine translation. After this, the query class distributions for the German query
and its English translation are obtained based on their respective language’s click data. The query
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(a) The English query intent is transferred to German query.

(b) German Results matching with query intent (c) Re-ranked German Results.

Figure 1.2: a) The English search engine results are shown for the English translation of the Ger-
man query ‘Messer’. The class information of the English query (i.e., , ‘Shopping’ – shown in
orange) is derived using the result document’s class along with the click data and is transferred
onto the original German query. b) German results belonging to the query’s class ‘Shopping’ are
highlighted; notice that these documents are ranked lower than other documents. c) German rank-
ing model trained using the query class information improves the ranking of the result documents
that match the query’s class.
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English German

Business Wirtschaft
Arts/Movies Kultur/Film
Computers/Internet Computer/Internet
Health/Animal Gesundheit/Tiere
Recreation/Boating Freizeit/Boots-_und_Schiffsfahrt
Shopping/Home_and_Garden Online-Shops/Haus_und_Garten

Table 1.1: Example ODP classes from English and their aligned classes in German. The German
aligned class can be obtained by first visiting the English class webpage and then following the
“German” link.

class distribution derived from English translation is simply transferred to the German query by
invoking interlingual classification (Fig. 1.2(a)). Last, the English and German query-class distri-
butions are used to derive several ranking features that are fed into the ranking model to improve
the relevance ranking of the documents (Fig. 1.2(b) and Fig. 1.2(c)). This approach dramatically
improves the performance for infrequent German queries, a class of queries that are notoriously
difficult to rank accurately due to the lack of click information, since their English translation may
have enough click information in English [88].

1.4 Interlingual Representation

In the approach described in the previous section, the key step that allowed us to transfer infor-
mation from English query onto German query is the interlingual classification. The documents
in different languages are classified into a fixed set of k interlingual classes, which enabled us to
transfer the query class distribution from English to German. As shown in Fig. 1.3, the class dis-
tribution of each document can be represented as a point in the k-dimensional space where each
dimension is spanned by a class. Then, the document classifiers in each language can be seen as
functions which map documents from original textual representation, which is high dimensional,
into points in the low k-dimensional subspace. In this process, we expect documents that de-
scribes the same content to get mapped to the same point, in the k-dimensional space, irrespective
its language. This is the crucial property that I repeatedly use in formulating the objective func-
tions through out this dissertation. Before proceeding further, I will fix some terminology and use
it in the rest of the dissertation.

• We refer to the low k-dimensional subspace as interlingual representation (in the context of
multiple languages), simply subspace (in general context) or common space.

• We refer to the mapping functions that transform an object from its original space into the
subspace as projection directions, projection matrices or mapping functions.

• The operation of transforming objects from original high dimensional space into points in
the low-dimensional subspace is referred as projection or mapping.

Unlike the example in Fig. 1.3 where each dimension of the subspace corresponds to a class, the
dimensions of the interlingual representations that we see in the rest of this dissertation doesn’t
have clear meaning.
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Figure 1.3: Classifiers mapping documents from different languages into an interlingua. The class
distribution of each document can be seen as a point in this k dimensional space. To emphasize
that this is interlingual representation, I also denoted the class labels in both English and German.

As mentioned in [88], the effectiveness of the interlingual classification approach (described
in the previous section) depends on the consistency of the classifiers employed in different lan-
guages. That is, the classifiers need not be highly accurate but they should be consistent, in the
sense that they should make same kind of errors. For example, even though the English classi-
fier misclassifies a soccer document as a hockey document, it is acceptable as long the German
classifier does the same mistake. Otherwise it breaks the central assumption that documents that
describe the same content get mapped to the same point. Unfortunately, such consistency is hard
to ensure when the classifiers are trained independently as is done in [88]. Moreover, the appro-
priateness of classification for this task is also arguable.

Thus the main problem that I address in this dissertation is that, given a set of aligned ob-
jects, I aim to find a subspace that is appropriate for downstream NLP applications. I observe that
this is central problem in many of the multilingual NLP applications such as document alignment,
bilingual dictionary mining, multilingual name transliteration as well as the general structure pre-
diction problems such as reranking and other related tasks. Inspired by dimensionality reduction,
I propose several models and show their effectiveness in the above mentioned tasks. Finally, I use
the low-dimensional word embeddings to enrich the existing bag-of-word models by incorporat-
ing the syntactic structure and word meaning into the representation.

1.4.1 Interlingua and Interlingual Representation

The interlingual representations that I discuss in this dissertation are different from the interlin-
gua used for machine translation [45, 84, 83, 47]. The interlingua is motivated from the long-lived
belief that, while languages differ in their “surface structures” they share some common “deep
structures”. These deep structures are assumed to be independent of any language and capture
essential information that is required to unambiguously express the information conveyed in a
text. KANT [134] and UNITRAN [45] are two earlier machine translations systems that are based
on this assumption. These approaches primarily involve two components: an analysis and a gen-
eration component. Analysis component includes analysis of the source language text to represent
it in the interlingua and the generation component which generates the target language sentences
from the interlingua. In order to make the architecture more modular, these steps are done sepa-
rately and are independent of each other. Moreover, the intermediate representation is predefined
and does not depend on the task. Though both these approaches differ in the actual intermediate
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representation, it comprises information from all necessary levels of linguistic analysis; lexical,
syntactic, semantic and pragmatic information. While such representations are very rich, they are
designed for MT and much of the information they capture may not be relevant for any other task.

On the other hand, the interlingual representations that we see in this dissertation are inspired
by dimensionality reduction and are task specific. The training data provided for a given task
determines the representation and its size. As mentioned earlier, unfortunately, these interlingual
representations do not have a clear interpretation of the information being captured by them.
But, since the representations are task specific they tend to be optimal and give better results.
Moreover, one can modify the models such that the resulting interlingual representations vary in
terms of the granularity of the information they capture. For e.g., in Chp. 6, we will see a model
that will learn an interlingual representation that can discriminate between different syntactic
analyses of a given sentence.

1.5 An Overview of This Dissertation

The rest of this dissertation is organized into three parts. In the first part, I describe the rele-
vant background work that is necessary for understanding the later Chapters. In the second part,
I describe my modeling contributions and show their effectiveness compared to state-of-the-art
baseline systems on different tasks. In the third part, I conclude the dissertation and also propose
some future research directions. Since I address different tasks in this dissertation, I discuss the
related work for each of the tasks in the relevant Chapters.

Part I: Background

Chapter 2 : Canonical correlation analysis (CCA) is a dimensionality reduction technique to
find a common subspace for multi-view data. In this Chapter, I describe how CCA models
sets of related variables. I describe the objective function and give a small worked out
example which shows few aligned points in two views, the lower dimensional subspace
identified by CCA and the mapping functions from the original spaces into the subspace.
I briefly describe the optimization process as I will frequently use a similar process in the
remaining Chapters.

Chapter 3 : There have been several attempts to model the ubiquitous multi-view data. In
this Chapter, I briefly review the relevant multi-view models. Though these models are
not directly related to this dissertation, for completeness, I present them and try to draw
relationship to CCA whenever such a relation exist. The reader can skip this Chapter com-
pletely and still follow the rest of the dissertation.

Part II: Modeling Contributions

Chapter 4 : I first demonstrate the effectiveness of interlingual representation in mining trans-
lations for out-of-vocabulary words for statistical machine translation. Thus, I establish
the importance of interlingual representations. Next, I propose a feature selection tech-
nique for multi-view models. Multi-view models capture essential feature co-occurrences
in terms of covariance matrices. In theory, these covariance matrices should be very sparse
but, in practice, they tend to be dense due to the noise in the data. To overcome this, I
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introduce the idea of sparsifying covariance matrices and show that this is same as feature
selection in the joint feature space. Experiments on the document alignment task show the
effectiveness of sparsifying covariance matrices. Sparsification is orthogonal to the models
that I discuss in the rest of the dissertation and hence it can be combined with any of the
models.

Chapter 5 : As discussed earlier, the prevalence of English has caused many of the bilingual
resources to be developed into English than to any other language. This naturally led to the
development of bridge language approaches that pivot through English. In this Chapter,
I address the problem of finding a low-dimensional subspace when we have training data
from multiple languages into a common bridge language. I propose regularized projec-
tions which preserve the language specific phenomenon, unlike other approaches, at the
same time generalizing the phenomenon that is shared across many languages. I evaluate
this model on multilingual name transliteration task, where I use international phonetic
alphabet (IPA) in a manner akin to a bridge language. In this task, my model captures lan-
guage specific phonemic variation and achieves dramatic improvements over other bridge
language approaches.

Chapter 6 : Observing that the problem of mapping input vectors to output vectors is a gen-
eral problem that arises in monolingual structured prediction problems as well, I address
reranking for part-of-speech (POS) tagging. Unlike the alignment problem, usually ad-
dressed by multi-view models, reranking requires the ability to characterize and discrimi-
nate the fine grained differences between candidate outputs of a single input. In this Chap-
ter, using insights from structure prediction literature, I propose a family of models for low-
dimensional discriminative reranking problem. My models use features defined within the
input and output space and automatically learn the interactions between them. Thus they
avoid the necessity of a careful feature designing step and also achieves significantly better
results.

Chapter 7 : In this Chapter, I propose to enrich the existing bag-of-word representations by in-
corporating word embeddings into the representation. I introduce a model for computing
vector representation of objects, based on the word embeddings. The objective function is
formulated such that the vector representations of two sentences that convey same mean-
ing (e.g., “I ate an apple” and “I had a fruit”) are close to each other. Learning parameters of
this model is cast as multi-view multivariate regression problem, a generalization of mul-
tivariate regression. Due to the lack of resource for such a task, I propose a novel use of
bilingual parallel data, sentence pairs, as training data to learn the parameters.

Part III: Conclusion and Future Work

Chapter 8 : In the final Chapter, I conclude the dissertation based on the insights that I gained
by using dimensionality reduction for various NLP problems. I discuss problem settings
where one can expect gains by using dimensionality reduction. Towards the end of this
Chapter, I propose some future research directions.
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Chapter 2

Canonical Correlation Analysis

The problem of modeling sets of related variables from different views by means of latent
variables arises in many areas such as computer vision, computational musicology and NLP. The
language barrier in many of the multilingual NLP applications, such as bilingual document align-
ment or name transliteration, can be overcome by mapping objects (documents) from different lan-
guages into a common interlingual representation. This requires learning two mapping functions
one from each language into the common representation. As outlined in the previous Chapter,
choosing a common subspace first and then learning the mapping functions independently does
not enforce consistency. So in this Chapter, I describe multi-view models that learn the subspace
as well as the mapping functions simultaneously. Multi-view models such as canonical correla-
tion analysis (CCA) and partial least squares (PLS) learn a low-dimensional subspace such that
the correlation among the sets of variables, when projected into the low-dimensional subspace, is
maximized. In this Chapter, I will review these multi-view models and also discuss how they are
related among themselves.

2.1 Notation

We assume that we have training data of n aligned pairs in different views (e.g., paired doc-
uments in different languages). Let xi ∈ Rd1 and yi ∈ Rd2 (i = 1 · · ·n) represent the vector
representation of ith aligned pair in both the views, respectively. Moreover, let X (d1 × n) and Y
(d2 × n) be the representation of data in both the views with ith column given by xi and yi respec-
tively. Further more assume that the data is centered (i.e., mean is subtracted from each vector;
xi←xi − µx and yi ← yi − µy). Finally, let Cxx = XXT , Cyy = Y Y T denote the autocovariance
matrices, and Cxy = XY T be the cross-covariance matrix.

2.2 Canonical Correlation Analysis (CCA)

In this section, I briefly describe how canonical correlation analysis (CCA) models relationship
between sets of related variables. Given the data ofX (d1×n) and Y (d2×n), CCA finds projection
directions a∗ ∈ Rd1 and b∗ ∈ Rd2 as follows:

(a∗,b∗) = arg max
a,b

aTXY Tb
√

aTXXT a
√

bTY Y Tb
= arg max

a,b
cos(XT a, Y T b) (2.1)
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I slightly abuse the notation and use the same variables a and b for the result of the optimization
problem as well, so I simply drop the ∗ in the rest of this dissertation.

In other words, CCA maximizes the correlation between vectors XT a and Y Tb, where correla-
tion between two vectors t and u is defined as

corr(t,u) = cos(t,u) =
tTu√

tT t
√

uTu
=

cov(t,u)√
var(t)

√
var(u)

(2.2)

where cos(t,u) is the cosine angle between the vectors, cov(t,u) = tT u
n is the covariance between

the two vectors and var(t) is the variance of the vector t. This reformulation in terms of corr,
cov and var functions becomes relevant when we discuss its relationship with PLS. Geometrically,
CCA first projects all the input points along both the directions (a and b) as:

t =


xT1 a
xT2 a

...
xTna

 u =


yT
1 b

yT
2 b
...

yT
nb

 (2.3)

and then maximizes the cosine angle between the two vectors t and u. The cosine angle achieves
a maximum value of 1 when both the vectors are same up to a constant factor, i.e., ti = c · ui ⇒
xTi a = c · yT

i b (∀i = 1 · · ·n).
We will rewrite the objective function shown in Eq. 2.1 in terms of Euclidean distance as it is

easier to visualize in some situations [71]. First notice that the objective function shown in Eq. 2.1 is
invariant to scaling of the vectors a and b, so we can rewrite the optimization problem as follows:

arg max
a,b

aTXY Tb s.t. aTXXT a = 1 and bTY Y T b = 1 (2.4)

= arg min
a,b
||XT a− Y Tb||2 s.t. aTXXT a = 1 and bTY Y T b = 1 (2.5)

= arg min
a,b

∑
i

(
xTi a− yT

i b
)2

s.t.
∑
i

(
xTi a

)2
= 1 and

∑
i

(
yT
i b
)2

= 1 (2.6)

In the rest of this dissertation, we refer to the constraints of the form aTXXT a = 1 and bTY Y Tb =
1 as length or norm constraints. From the last two equations, it is clear that, in the absence of
length constraints, a trivial solution is to set a and b to zero vector. The length constraints avoid
this trivial solution. In the following sections, I discuss different ways to solve this optimization
problem and then give a numerical worked out example. But before that, I present a geometric
visualization of CCA for better understanding.

To get an intuition of the directions learned by CCA, consider the example shown in Fig. 2.1.
The top row shows three pairs of points in two different (color coded) two dimensional spaces.
The points (xi,yi) are aligned. It also shows two potential pairs of directions (a1,b1) and (a2,b2)
and the vertical projections of the input points along these directions. The bottom row, Fig. 2.1(b),
shows the comparison between these two pairs of directions. From the above discussion, we
know that the quality of a pair of directions is indicated by the closeness of the projections (xTi a
and yT

i b). Notice that the projections of the points are relatively closer to each other for the first
pair of directions, i.e., xi is more closer to yi when projected onto a1 and b1, respectively, compared
to a2 and b2. This way, CCA searches for all possible pairs of directions and chooses the best pair.
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x1

x2

x3

a1

a2

y1

y2
y3

b1

b2

(a) Shows two pairs of possible projection directions (a1,b1) and (a2,b2) and the ver-
tical projections of the input points along these directions.

y1 y2y3
b1

x1 x3x2
a2

0

y1 y2 y3
b2

x1 x2x3
a1

0

(b) Comparison of the quality of the two pairs of directions. Clearly, the projections of
xi is closer to yi in the first pair of directions (a1 and b1). ‘0’ indicates the origin.

Figure 2.1: Shows three pairs of points (xi,yi) in two different (colored) two dimensional spaces.
It also shows two possible pairs of directions and their compares their quality.

2.2.1 Optimization

Though optimizing the objective function shown in Eq. 2.4 is relatively straightforward [72], I
will outline the process since it will be referred frequently in the rest of this dissertation. Let α and
β be the scalar Lagrangian multipliers corresponding to the length constraints shown in Eq. 2.4.
Then, the Lagrangian can be written as:

L = aTCxyb− α(aTCxxa− 1)− β(bTCyyb− 1) (2.7)

I remind the notation that Cxx = XXT , Cyy = Y Y T are the autocovariance matrices and Cxy =
XY T is the cross-covariance matrix. Taking partial derivatives of Lwith respect to a and b setting
them to zero gives:

∂L
∂a

= 0 ⇒ Cxy b = α Cxx a (2.8)

∂L
∂b

= 0 ⇒ CT
xy a = β Cyy b (2.9)

Now multiplying Eq. 2.8 with aT and Eq. 2.9 with bT , subtracting them from each other and using
the fact that aTCxxa = 1 and bTCyyb = 1 results in:

0 = α aTCxxa− β bTCyyb ⇒ α− β ⇒ α = β (2.10)
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Now substituting β with α in Eq. 2.9, the equations can be rewritten as the following generalized
eigenvalue problem: (

0 Cxy

CT
xy 0

)(
a
b

)
= α

(
Cxx 0

0 Cyy

)(
a
b

)
(2.11)

where a and b are the eigenvectors and α is the corresponding eigenvalue. In the regularized
version, the monolingual covariance matrices are modified as follows Cxx ← (1− λ)Cxx + λI and
Cyy ← (1− λ)Cyy + λI where I is an identity matrix of appropriate size.

2.2.2 Practical Considerations

The generalized eigenvector problem shown in Eq. 2.11 is of size d1 + d2. Moreover, solving
the above generalized eigenvalue problem results in a and b that satisfy aTCxxa + bTCyyb = 1
which is different from the original length constraints shown in Eq. 2.4. There are two alternate
approaches to solve for the eigensystem.

2.2.2.1 Implementation Order

By simple algebra, the same equations in Eq. 2.11 can be transformed into a smaller eigenvalue
problem as follows:

If d1 ≤ d2 C−1
xx CxyC

−1
yy C

T
xy a = α2 a b =

1

α
C−1
yy C

T
xy a (2.12)

else C−1
yy C

−T
xy C

−1
xx Cxy b = α2 b a =

1

α
C−1
xx Cxy a (2.13)

The above formulation involves solving an eigenvalue problem of size d1 or d2 depending on
whichever is smaller. As will be seen in Chapter 6, this simple check saves a lot of computation.
But, it still requires computing the inverse of the covariance matrices. Moreover, the projection
directions obtained by solving either of the above formulations, doesn’t strictly follow the length
constraints. For example, a obtained by solving Eq. 2.12 are normalized such that aT a = 1 but
bTb ̸= 1. So it is very important to handle normalization during the prediction time (as shown in
Eq. 2.14).

2.2.2.2 CCA using Singular Value Decomposition (SVD)

Though the previous method solves a smaller eigenvalue problem it involves computing in-
verse matrices and solving an eigenvalue system. These methods doesn’t scale well for large ma-
trices. In this section, we will see how to compute the projection directions using singular value
decomposition (SVD). Efficient and scalable techniques for solving SVD do exist. In particular, I
will describe the method proposed in [78]. Let

Cxx = RT
xRx and Cyy = RT

y Ry

where Rx and Ry are upper triangular matrices obtained by the Cholesky decomposition of the
respective covariance matrices. Now, we set l = Rxa and m = Ryb and transform the optimization
problem from finding a, b into the problem of solving for l and m. The transformed version of
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the problem shown in Eq. 2.4 can be rewritten as:

arg max
l,m

lTR−T
x CxyR

−1
y m s.t. lT l = 1 and mT m = 1

Now letR−T
x CxyR

−1
y = USV T where S is a diagonal matrix and U and V are unitary matrices (ob-

tained by singular value decomposition). Using this decomposition, the objective can be rewritten
as follows:

arg max
l,m

∑
i

S(i, i) lTuivT
i m s.t. lT l = 1 and mT m = 1

This maximum is achieved by setting l = u1 ⇒ a = R−1
x u1 and m = v1 ⇒ b = R−1

y v1. Since Rx

and Ry are triangular matrices, a and b can be solved efficiently.

Without regularization : The problem can be further simplified when there is no regularization
term at all. In that case, Rx and Ry can be obtained by using the QR decomposition of XT and Y T

respectively, as follows: QxRx = XT and QyR
T
y = Y T where Qx, Qy are unitary matrices and Rx,

Ry are upper triangular matrices.

Furthermore, in this case, R−T
x CxyR

−1
y = R−T

x XY TR−1
y = R−T

x RT
xQ

T
xQyRyR

−1
y = QT

xQy. So,
we only need to compute the SVD of QT

xQy

2.2.3 Worked-Out Example

In this section, I will illustrate CCA with a numerical example. Let us assume that we have 10
pairs of points in two 3-dimensional spaces. Here I show 10 pairs of randomly generated points
denoted by X (3 × 10) and Y (3 × 10). Though both the spaces are 3-dimensional, there is no
relation between the dimensions of X and Y , one can as well assume that x’s are text documents
and y’s are images. I choose three dimensional spaces for convenience.

X =



0.6358 0.7703 0.8699
0.9452 0.3502 0.2648
0.2089 0.6620 0.3181
0.7093 0.4162 0.1192
0.2362 0.8419 0.9398
0.1194 0.8329 0.6456
0.6073 0.2564 0.4795
0.4501 0.6135 0.6393
0.4587 0.5822 0.5447
0.6619 0.5407 0.6473



T

and Y =



0.5439 0.3658 0.5254
0.7210 0.7635 0.5303
0.5225 0.6279 0.8611
0.9937 0.7720 0.4849
0.2187 0.9329 0.3935
0.1058 0.9727 0.6714
0.1097 0.1920 0.7413
0.0636 0.1389 0.5201
0.4046 0.6963 0.3477
0.4484 0.0938 0.1500



T

Fig. 2.2 shows these points represented in their respective 3-dimensional spaces. For distinction,
we use blue and red colors for x and y points respectively. Notice that the relation between pairs
of points (xi,yi) is not clear in these original spaces.

Now, we will use CCA to find a lower dimensional space in which the correlations become
clear. Using CCA as described in the previous section we find the following projection directions
(I used Matlab’s internal implementation canoncorr function for this example):

a1 = [ − 3.9219 − 6.6306 4.2631 ]T and b1 = [ − 3.4025 0.1268 − 0.5352 ]T
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(a) Shows 10 points (represented as X) in the first 3-
dimensional space.
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(b) Shows 10 points (represented as Y ) in a different
first 3-dimensional space.

Figure 2.2: Shows three pairs of points (xi,yi) in two different (colored) two dimensional spaces.
It also shows two possible pairs of directions and their compares their quality.

a2 = [ 3.0674 − 2.0333 − 3.4745 ]T and b2 = [ 0.4055 − 2.0973 − 3.0312 ]T

Now, we form the projection matrices A and B (or mapping functions) with the above vectors as
columns, respectively, as follows:

A =

−3.9219 3.0674
−5.6306 −2.0333
4.2631 3.4745

 and B =

−3.4025 0.4055
0.1268 −2.0973
−0.5352 −3.0312


Subsequently, these projection directions (or mapping functions) map the input points into the
lower dimensional subspace. Given a new observation x, assuming that it is centered, it gets
mapped to AT x and, similarly, y gets mapped to BT y. Fig. 2.3 shows the training points after
projecting into the common subspace. There are two crucial observations:

1. From this figure it is clear that the paired points (xi,yi) lie closer to each other in this sub-
space. Because of this property, finding the aligned point y of a given input point x becomes
nearest neighbour search in the lower dimensional subspace. We use this property, to find
aligned pairs of the input points which I will briefly describe in the next section.

2. Notice that the mapping is far from being perfect. For example, consider the point x8 (the
blue point numbered 8). Its closest red point is y7 and not y8. Similarly, x7 is closest to y8,
in fact they almost coincide. In order to handle this, one can put additional constraints that,
given xi, yi should be closer to it than to any other point, which I will describe in Chapter 6.

2.2.4 Prediction

As described in the above example, we use the eigenvectors identified by CCA as columns to
form the projection matrices A and B. In general, using all the eigenvectors is sub optimal and
thus retaining top eigenvectors leads to better generalizability. The number of top eigenvectors is
tuned based on the validation data set. Subsequently, these projection matrices are used to map
unseen points in both the views into the lower dimensional subspace. Given a new pair of points
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Figure 2.3: Shows the input points (blue points are x’s and red points are y’s) after projecting into
the common 2-dimensional subspace. Notice that the correlation between the paired points is
clear in the subspace compared to the original spaces.

x and y, their similarity is computed by first mapping them into the subspace and then computing
the cosine similarity (or correlation) between their projections as follows:

cos(AT x, BTy) =
xTABTb

√
aTAAT a

√
bTBBT b

(2.14)

2.2.5 Generalization to Multiple Views

There are several generalizations of CCA to more than two views. These models assume that
we have n observations inM views captured in terms of the data matricesX(i) (di×n) ∀i = 1 · · ·n.
Notice that we have same number of observations in all languages, in other words we assume that
each observation is available in all the views.

Under this assumption, [101] propose several modifications of CCA (SUMCOR, SSQCOR, MAX-
VAR, GENVAR) to the multi-view data sets. And [174, 170] propose regularized versions of these
models. To convey the main idea, I only present the objective functions of SUMCOR and SSQ-
COR variants, but I refer the reader to the original paper for more details and other variants. Let
x(j)i ∈ Rdj represent the ith = 1 · · ·n example in jth = 1 · · ·m view and let Xj(dj × n) be the data
matrix in the jth view with x(j)i as columns. Moreover, let a(j) ∈ Rdj be the projection directions in
jth view, then:

SUMCOR arg max
a(j),j=1···m

∑
j,k,j ̸=k

corr
(
Xj

T a(j), Xk
T a(k)

)
(2.15)

SSQCOR arg max
a(j),j=1···m

∑
j,k,j ̸=k

[
corr

(
Xj

T a(j), Xk
T a(k)

)]2
(2.16)
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The above mentioned approaches, consider the correlation between all the pair-wise views and
maximize different combination of those correlation functions. On the other hand, Caroll [24]
and Steenkamp et al. [166] propose a different type of generalization to more than two views.
Let Z (n × k) be the representation of the observations in the k-dimensional subspace, then their
objective functions is:

arg min
Z,Aj

trace
m∑
j=1

(
Z −Xj

TAj

)T(
Z −Xj

TAj

)
s.t. ZTZ = I (2.17)

However, all the above approaches assume that an observation exists in all the views. But
in practice, some observations may be missing from one or more views. Modifications of the
Caroll [24] have been proposed to handle the missing observations. These approaches include an
additional indicator diagonal matrix Kj , for each view, which denotes if an observation is present
in a view or not. Using this indicator matrix, the modified objective function can be written as
follows [184]:

arg min
Z,Aj

trace
m∑
j=1

(
Z −Xj

TAj

)T
Kj

(
Z −Xj

TAj

)
s.t. ZT

(∑
j

Kj

)
Z = I

In this section, we saw how CCA models sets of multivariate variables and its generalizations
for more than two views. In the reminder of this Chapter, I will briefly discuss a very closely
related multivariate model called PLS that is developed around the same time as CCA. Though
this material helps in gaining more insights into my contributions, this is not required and the
reader can safely jump to the discussion Section (2.4) at the end of this Chapter.

2.3 Partial Least Squares (PLS)

Partial Least Squares (PLS) [191, 152, 79] is another technique to model sets of multivariate data
and is originally developed in the field of chemometrics. Given n observations in two views (as
described in Sec. 2.1), i.e., X (d1 × n) and Y (d2 × n) , PLS models the relation between these two
data sets in terms of score vectors and loading matrices as follows:

X = PT + E (2.18)
Y = QU + F (2.19)

where P (d1×k) andQ (d2×k) are loading matrices, T (k×n) and U (k×n) are score matrices and
E and F are error terms. I follow the description of PLS given in Rosipal and Krämer [152] very
closely, but my description differs slightly because I use column vector notation. The PLS method
is based on the nonlinear iterative partial least squares (NIPALS) algorithm [191] and solves the
following problem [152]: [

cov(t,u)
]2

= arg max
∥a∥=∥b∥=1

[
cov(XT a, Y Tb)

]2 (2.20)
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where, as described previously, cov(t,u) = tT u
n . NIPALS uses an iterative algorithm to solve for

the a,b, t and u vectors as follows:

1) a =
XTu
uT u

4) b =
Y t
tT t

2) ∥a∥ → 1 5) ∥b∥ → 1

3) t = XT a 6) u = Y T b

By following one cycle of iterations (i.e., steps 2 through 6 and 1) it can be shown that a is the
eigenvector of XY TY XT [79]. To see this, let’s say we have a current estimate of a, then

a← a
aT a

step 2

t =
XT a
aT a

step 3

b =
Y XT a

aT a tT t
step 4

b← Y XT a
bTb tT t aT a

step 5

u =
Y TY XT a

bTb tT t aT a
step 6

a =
XY TY XT a

uT u bT b tT t aT a
step 1

The final iteration shows that a is the eigenvector of XY TY XT , where the constant in the denom-
inator is the eigenvalue. After solving for a, we can get t = XT a, b = Y t

tT t and u = Y Tb.

Connection between CCA and PLS : Now, we will see the connection between the objective func-
tions being optimized by CCA and PLS. As shown in Eq. 2.1, CCA maximizes:

aTXY Tb
√

aTXXT a
√

bTY Y Tb
= corr(XT a, Y Tb) =

cov(XT a, Y Tb)√
var(XT a)

√
var(Y Tb)

(2.21)

From the above Equation and Eq. 2.20, it is evident that CCA also considers the variance of the
projection vectors (XT a and Y T b) while PLS ignores the variance.

2.3.1 Orthonormalized Partial Least Squares (OPLS)

Orthonormalized Partial Least Squares (OPLS) [192] is a variant of PLS which considers vari-
ance in one of the two views making it invariant to the linear transformations in that view. OPLS
computes the orthogonal score vectors forX by solving the following optimization problem [167]:

arg max
a

aTXY TY XT a s.t. aTXXT a = 1 (2.22)

Equivalence between CCA and OPLS : Sun et al. [167] investigate the connection between CCA
and OPLS and show that the projection directions learnt by both these models differ only by a
rotation, i.e., , if Acca (d1× k) and Aopls (d1× k) denote the projection directions identified by CCA
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and OPLS, respectively, then Acca = RAopls where R is a d1 × d1 rotation matrix.

2.4 Discussion

In this Chapter, I reviewed the background material that is required for the rest of this disserta-
tion. I also described PLS model and outlined its connection to CCA. Since both these models are
very closely related to each other, I will use only CCA based baseline systems for comparison and
hope that the results/contributions will hold for the other model as well. I end this Chapter with
two important observations.

• In this Chapter, we saw multiple ways to solve the objective function of CCA. Though these
approaches differ in the size of the eigenvalue problem that they solve, one might expect
that they should give same eigenvalue solution. But they tend to give different solutions
depending on the multiplicity of the eigenvalues. When multiple eigenvalues take the same
value, then the corresponding eigenvectors are not unique and lie in a subspace. So any
basis of this subspace is a valid set of eigenvectors. The different solutions obtained by these
different methods can lead to differences in the accuracies of the downstream applications.
So, for consistency, I use the method described in Sec. 2.2.2.1 whenever I need to solve the
generalized eigenvalue problem.

• Second, the objective function of CCA can be decomposed as follows:

aTXY Tb =
n∑

i=1

⟨xi, a⟩⟨yi,b⟩

=

n∑
i=1

( d1∑
l=1

xi(l)a(l) ·
d2∑

m=1

yi(m)b(m)
)

=

n∑
i=1

( d1∑
l=1

d2∑
m=1

xi(l)a(l) yi(m)b(m)
)

=

n∑
i=1

( d1,d2∑
l,m=1

wlmϕ
lm
i

)
(2.23)

wherewlm = a(l)b(m) and ϕlmi = xi(l)yi(m). So, the objective can be rewritten as aTXY Tb =∑
i⟨w, ϕ(xi,yi)⟩ where w is the weight vector and ϕ(xi,yi) is a vector of size (d1 × d2) and

is given by the Kronecker product (or outer product) of the two feature vectors xi and yi.
In this form, the objective function bears resemblance to the classic linear boundary surface
that is widely used in machine learning, except that the boundary is learnt in the joint feature
space and the weight vector is constrained. This is the crucial observation for the approaches
that I describe in the following Chapters. In specific, Chapter 4 introduces the idea of sparsi-
fying the covariance matrices to learn better projection directions, which reduces to feature
selection in the joint feature space. And in Chapter 6, I use this observation along with ideas
from structured prediction literature to propose lower-dimensional discriminative reranking
models.
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Chapter 3

Multi-view Models

Multi-view data is ubiquitous. We have text being published in multiple languages; news
being covered in multiple media such as audio, video and text; images of a same object take under
different light conditions, and so on. This situation needs techniques that can exploit information
available across the views. There has been plenty of work in modeling multi-view data. In this
Chapter, I briefly review some of the relevant models. Since most of this dissertation deals with
textual data sets, here, I only review the models that were applied to textual data sets. Moreover, I
only describe the modeling part of these models, unless the solution makes it easier to understand
its connection to the CCA. The models described in this Chapter are not directly relevant to this
dissertation, but are included for completeness. The reader can safely skip this Chapter and still
follow the rest of this dissertation.

Most of the models reviewed in this Chapter, assume a training data of n aligned pairs of objects
in two views – often paired documents in different languages. Let xi ∈ Rd1 and yi ∈ Rd2 (i =
1 · · ·n) be the vector representations of ith aligned pair in both the views, respectively. Moreover,
let X (d1 × n) and Y (d2 × n) be the data matrices with ith column given by xi and yi respectively.
Further more, assume that the data is centered (i.e., mean is subtracted from each vector; xi←xi−µx
and yi ← yi − µy). Finally, let Cxx = XXT , Cyy = Y Y T denote the autocovariance matrices, and
Cxy = XY T be the cross-covariance matrix. I try to be consistent with this notation across the
models, but they often require variables that are specific to each model. In such cases, I explicitly
define the notation within each section.

3.1 Extensions of Principal Component Analysis (PCA)

Principal component analysis (PCA) is one of the earliest known techniques for dimensionality
reduction. Given a data set of n points, it tries to find a subspace which explains most of the
variance within the data. There has been extensions of PCA to multi-view data. In this section, I
briefly review the extensions of PCA to multi-view data.

3.1.1 Cross-lingual Latent Semantic Indexing (CL-LSI)

Latent semantic indexing (LSI) [53, 41] is a technique developed for information retrieval. It
uses a document collection to find a latent representation which uncovers the semantic meaning
of words. Inherently, it uses co-occurrence patterns of words within a document to find the latent
representation. Queries and documents are mapped into this latent semantic representation, and
all the documents that are closer to a given query, in the semantic space, are deemed as relevant
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to the query and returned as its results. Later, LSI has been used in other NLP problems as well
[140, 158, 159, 176].

Cross-lingual latent semantic indexing (CL-LSI) [48] is an extension of LSI to the bilingual set-
ting. Given n-aligned document pairs in two languages, CL-LSI involves constructing new set of
n artificial documents by appending the aligned documents from both the languages. As before,
let X(d1×n) and Y (d2×n) be the bag-of-word representation of n-pairs of documents in both the
languages. Then, CL-LSI involves constructing a new matrix Z of size (d1 + d2)×n by appending
X and Y as follows:

Z =

 X(d1×n)

Y(d2×n)

 (3.1)

Subsequently, it uses SVD to find a k-dimensional latent space as Z = V SUT .
· · · · · · ·
· ·
... Z

...
· ·
· · · · · · ·


(d1+d2)×n

=


· · · · ·
· ·
... V

...
· ·
· · · · ·


(d1+d2)×k

 · · · · ·... S
...

· · · · ·


(k×k)

 · · · · · · ·... UT
...

· · · · · · ·


(k×n)

The matrix V(d1+d2)×k represents the projection directions that map documents of both the lan-
guages in the low-dimensional space. Thus CL-LSI maps documents of both the languages into a
common low-dimensional subspace.

Relation between CL-LSI and CCA : The matrices U and V are orthogonal matrices, i.e., UTU = I
and V TV = I . Using this property, it can be shown that V is captures the eigenvectors of the
matrix ZTZ. That is,

ZZT V = V S2 (3.2)(
Cxx Cxy

CT
xy Cyy

)
V = V S2 (3.3)

Compare this form with the solution of CCA shown in Eq. 2.11. In mathematical terms, the dif-
ference is that, for CCA we use a generalized eigenvalue system and for CL-LSI we use a normal
eigenvalue system. For easier understanding, lets consider the top eigenvector v1 and also de-
compose it as v = [aT bT ]T , where a and b are vectors of length d1 and d2 respectively. Now, the
objective function being maximized by CL-LSI can be rewritten as:

arg max
v1

vT
1

(
Cxx Cxy

CT
xy Cyy

)
v1 (3.4)

arg max
a,b

aTCxxa + 2 aTCxyb + bTCyyb (3.5)

s.t. aT a + bTb = 1 (3.6)

Compare this objective with that of CCA (Eq. 2.1). Intuitively, CCA puts higher weight on a word
pair x(i) and y(j), if the feature pair co-occurs frequently in the aligned document pairs but each
of them are infrequent within the monolingual documents. Where as CL-LSI, puts a higher weight
even if the features are frequent within the monolingual documents.
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3.1.2 Oriented Principal Component Analysis (OPCA)

Oriented principal component analysis (OPCA) is a generalization of PCA in which a user can
explicitly provide information about the importance of a feature pair [142]. Given a covariance
matrix Cd×d, PCA involves finding a vector v of size d which maximizes the Raleigh quotient
given by:

vTCv
vTv

(3.7)

It can be solved using the eigenvalue problem Cv = λv. OPCA generalizes PCA, in the sense that
it takes a signal matrix S and a noise matrix N and maximizes the generalized Rayleigh quotient
given by:

vTSv
vTNv

(3.8)

Its solution is achieved by solving the generalized eigenvalue problem Sv = λNv.

In [142], the authors use OPCA to find an interlingual representation. The authors first build a
composite feature space by appending the feature spaces of all the views. Let there be M views
and dm be the size of the feature space in mth view, then the composite feature space is of

∑
m dm.

Notice that, in some situations the features may be shared across multiple views. For e.g., if we
consider a bilingual corpus of two languages that share the script, such as English and Spanish,
then some of the words have same surface form in both these languages and hence these features
will be shared across multiple views. Under such scenarios, the size of the composite feature space
will be less than the sum of the individual feature space sizes.

Let Dm represent the data from mth view in this composite feature space. If we assume that
there are no shared features and that there are n documents, then this matrix will be of size∑

m dm × n. Let µ be the mean of the data from all the views. Then, the authors suggest using the
following signal and noise matrices:

S =
∑
m

DmD
T
m

n
− µTµ (3.9)

N =
∑
m

(Dm −D)(Dm −D)T

n
(3.10)

where D is the mean data matrix across all the views, i.e., D = 1
M

∑
mDm.

Equivalence between OPCA and CCA : For simplicity, assume that there are only two views and
also assume that the data in both the views is centered, as we often center the data for CCA, i.e.,
µ = 0. Maximizing generalized Raleigh quotient becomes:

arg max
v

vT
(
D1D

T
1 +D2D

T
2

)
v

vT
(
D1DT

1 +D2DT
2 −D1DT

2 −D2DT
1

)
v

(3.11)

arg max
v

1

1− vT (D1DT
2 +D2DT

1 )v
vT (D1DT

1 +D2DT
2 )v

(3.12)

arg max
v

vT (D1D
T
2 +D2D

T
1 )v

vT (D1DT
1 +D2DT

2 )v
(3.13)
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Under the assumption that there are no shared features:

D1 =

[
X(d1×n)

0 (d2×n)

]
and D2 =

[
0 (d1×n)

Y(d2×n)

]
(3.14)

Moreover, let v = [aT bT ]T . Then the objective function further reduces to:

arg max
a,b

aTXY Tb
aTXXT a + bTY Y Tb

(3.15)

Comparing this objective function with that of CCA (Eq. 2.1), it is clear that these objective func-
tions differ slightly in the denominator. I want to emphasize that this result holds under the
assumption that there are no shared features, which is often the setting that I address in this dis-
sertation. But, when the features are shared across multiple views, OPCA behaves differently in
the sense that it forces the feature weight of a shared feature to be same across the views.

3.2 Spectral Embedding

All the above formulations, including CCA, lead to a solution of the form of an eigenvalue
problem. Another line of research that also leads to solutions of this form is the spectral learn-
ing literature. In this section, I describe couple of spectral embedding techniques to find lower
dimensional embeddings that are very similar to that of CCA.

3.2.1 Laplacian Eigenmaps

Laplacian eigenmaps [15] is a technique to reduce the dimensionality of n points in a single
view. Though it operates on single view data, I discuss it here because it can be extended to multi-
view data easily. Given n points xi ∈ Rd1 i = 1 · · ·n, it finds a low-dimensional subspace that
preserves the local structure among the points. This technique first constructs a similarity matrix
W of size n × n using an appropriate kernel function. Similar to CCA, it is easier to discuss this
technique in the special case of finding an uni-dimensional embedding. It is trivial to extend it to
find a k-dimensional embedding of the points. Let ui represent the one-dimensional representa-
tion of the point xi, then Laplacian eigenmaps minimizes the following objective function:

min 1

2

n∑
i,j=1

W (i, j)
(
ui − uj

)2
= uTLu (3.16)

where u = [u1 · · ·un]T and L = D −W is the Laplacian corresponding to the weight matrix W
where D is a diagonal matrix with D(i, i) =

∑
j W (i, j). In order to ensure that central points,i.e.,

points with a high D(i, i) value, are accurate embedded, they impose the constraint uTDu = 1.
The final optimization problem is given by:

arg min
u

uTLu s.t. uTDu = 1 (3.17)

It can be solved using the generalized eigenvalue problem Lu = λDu. This problem admits
multiple solutions in terms of different eigenvectors. The bottom k eigenvectors (with minimum
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eigenvalue) are used to get the low k-dimensional embedding of the data points.

This technique, finds a low dimensional embedding of the given n points. But it doesn’t di-
rectly tell us how to find a low dimensional embedding of an unseen point. One way is to find
the neighbouring training examples of the unseen point, using the same kernel function used to
compute W . Then, use the low dimensional embedding of the neighbouring points to find the
embedding of the unseen point. This is very similar to the reconstruction step of locality linear
embedding (LLE) [153, 30]. Another way is to make certain assumptions about the underlying
probability distribution of the points and generalize using laplace Beltrami operator [194].

3.2.2 Locality Preserving Projections (LPP)

Locality preserving projections (LPP) [75] is another technique to find a low-dimensional rep-
resentation of observations using spectral embedding. This technique is very similar to the Lapla-
cian eigenmaps that we discussed in the previous section, but it generalizes to unseen examples
as well. Originally, the technique was proposed to data from a single view, but it can be easily
extended to data from multiple views. I first describe this technique in the single view setting and
then show its connection to CCA.

Given the data X(d1×n) = [x1 · · · xn], similar to Laplacian eigenmaps, LPP constructs a weight
matrix W of size n × n. But it differs from Laplacian eigenmaps in the way the low-dimensional
embedding is found. It assumes that the low dimensional representation is obtained by a linear
transformation of the original point, i.e., ui ← aT xi where a is a transformation that maps data
point to a line. Let u be [u1 · · ·un]T = XT a. Then the optimization problem shown in Eq. 3.17
reduces to:

arg min
a

aTXLXT a s.t. aTXDXT a = 1 (3.18)

It can be solved using the generalized eigenvalue problem XLXT a = λXDXT a. Again, this
eigenvalue problem admits multiple solutions. The bottom k eigenvectors (with minimum eigen-
value) are used as columns to form the transformation matrix A of size d1 × k which is used to
transform an unseen point xj into the low k-dimensional representation using AT xj .

Generalization of CCA using spectral embedding : LPP, as presented here and also as discussed
in the original paper, is applied to data from a single view. But it can be extended to multi-view
data. In fact, by appropriately defining the feature space and the weight matrix of the Laplacian
L, CCA can be seen as a specific instance of LPP. So, one can use LPP to generalize CCA. Here I
describe the treatment of LPP to data from two views, but it can be analogously extended to data
from more than two views.

First we form a composite feature space by appending the feature spaces of the two views. In
the composite feature space, the data becomes:

Z =

[
X 0
0 Y

]
(d1+d2)×2n

; v =

[
a(d1×1)

b(d2×1)

]
W =

[
0 I
I 0

]
2n×2n

⇒ D =

[
I 0
0 I

]
2n×2n

and let u = vTZ i.e., u(i) = vT zi i = 1 · · · 2n where zi is the ith column of the Z matrix. Using
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these definitions the objective function of LPP becomes:

uTLu =
1

2

2n∑
i,j=1

W (i, j)(u(i)− u(j))2 =
1

2

2n∑
i,j=1

W (i, j)(vT zi − vT zj)2

=
1

2

( n∑
i=1

(vT zi − vT zi+n)
2 +

2n∑
i=1+1

(vT zi − vT zi−n)
2
)

=
1

2

( n∑
i=1

(aT xi − bT yi)
2 +

n∑
i=1

(bTyi − aT xi)2
)

=

n∑
i=1

(aT xi − bTyi)
2 = ∥XT a− Y Tb∥2 (3.19)

Similarly, uTDu = 1⇒ aTXXT a+bTY Y T b = 1. This is very similar to the optimization function
of CCA shown in Eq. 2.5, except the minor difference in the norm constraints. An interesting
outcome of this reduction is that, by using the same composite feature space but using a different
weight matrix we can generalize CCA. As we saw in Sec. 2.2, CCA utilizes only pairs of examples.
But in many scenarios, there exists a many-to-many alignment between objects from different
views, but the strength of each association may be different. By using this setup, we can generalize
CCA to these situations and the only modification needed is to define the similarity matrix W
appropriately.

3.2.3 Multi-view Spectral Embedding

In this section, I briefly mention the multi-view extensions of spectral embedding. Here, I
would like to point out that the motivation for finding low-dimensional embedding in these mod-
els is completely different from that of CCA or the other techniques that I describe in this Chapter.
CCA aims to find a subspace where aligned points lie close to each other. Where as spectral em-
bedding, finds an embedding that preserves the structure of the data points within a view1. Given
n points in M views, multi-view extensions of spectral embedding, first, find the structure of n
points with in each view separately and then tries to find a pattern that is consistent among all the
M structures. This is a widely used technique for clustering n observations in multiple views.
The first multi-view extension of spectral embedding called co-clustering is proposed in [117] and
several modifications of it are proposed later [193, 107].

3.2.4 Multi-view Hashing

Recently, hashing has gained lot of popularity due to the ever growing data. The idea is to
map high dimensional data points into a smaller hash code, such that the points that are close in
their original space get mapped to the same hash code. Since the hash code is very small in length,
compared to the size of the original space, it is easier and efficient to do a nearest neighbour search
in terms of the hash codes. In [194], the authors propose a spectral hashing technique to learn the

1Although by appropriately defining the weight matrix and the feature space we can show that CCA becomes a
specific instance of spectral embedding, as we saw in the previous Section, that is not the primary motivation for the
spectral embedding literature.
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hash codes based on the similarity graph constructed between the data points. This was later
extended to multiple views [108]. In this section, I quickly review the multi-view extension.

Let x(m)
i ∈ Rdm i = 1 · · ·n and m = 1 · · ·M be n objects in M views and Xm be a mth view

data matrix of size dm × n obtained by using x(m)
i as the ith column. Let g⃗(m) : x(m)

i → {−1, 1}k

be a hash function for mth view that maps data point to its hash code. Let h(m)
i denote the hash

code of x(m)
i , i.e., h(m)

i ← g⃗(m)
(
x(m)
i

)
. Moreover, let d

(
hi,hj) denote the hamming distance between

the two hash codes. Then the hamming distance between the hash codes of two points xi and xj ,
which is aggregated over all the views, is defined as:

dij =

M∑
m=1

d
(

h(m)
i ,h(m)

j

)
+

M∑
m=1

M∑
m′>m

d
(

h(m)
i ,h(m′)

j

)
(3.20)

Given a n × n similarity matrix W between pairs of data points, learning the hash functions is
formulated as the following optimization problem:

min d̄ =

n∑
i,j=1

W (i, j) dij (3.21)

s.t. Hme = 0, Hm(i, j) = {−1, 1} m = 1 · · ·M

1

Mn

M∑
m=1

HmH
T
m = I

where e is a unity vector of length n, I is an identity matrix of appropriate size and Hm is a matrix
of size k×n formed by using h(m)

i as the ith column. This is an integer programming problem and
is NP hard for M > 1 [194]. So it is relaxed such that h(m)

i ∈ Rk. Further more, they assume that
h(m)
i ← AT

mx(m)
i where Am is a dm × k matrix. The relaxed optimization problem becomes:

min d̄ =
n∑

i,j=1

W (i, j) dij (3.22)

s.t. AT
mXme = 0, m = 1 · · ·M

1

Mn

M∑
m=1

AT
mXmX

T
mAm = I

The solution of this optimization function is given by:

XmL
′XT

mAm −
M∑

m′ ̸=m

XmWXT
m′Am′ = XmX

T
mAmΛ (3.23)

where L′ = 2L + (M − 1)D, D is a diagonal matrix with D(i, i) =
∑

j W (i, j), L = D −W is the
Laplacian and Λ is a k × k diagonal matrix of eigenvalues.

Equivalence to CCA : Consider the setting where M = 2 and W = I . In this case, L = 0 and
L′ = I . In order to be consistent with the earlier notation, I replace X ← X1, Y ← X2, A ← A1
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and B ← A2. The solution reduces to:

XY TB = XXTAΛ′

Y XTA = Y Y TBΛ′ (3.24)

where Λ′ = I − Λ. Now rewriting these equations into a matrix notation:(
0 Cxy

CT
xy 0

)(
A
B

)
=

(
Cxx 0

0 Cyy

)(
A
B

)
Λ′ (3.25)

This is same as the solution of CCA as shown in Eq. 2.11.

3.3 Iterative Approaches

In all the approaches that we discussed till now, the objective function is convex and the final
solution turned out to be some variant of eigenvalue problem. In the approaches that we see in
this section and in the rest of this Chapter, the objective function is non-convex and hence it is
not possible to solve them optimally. So, we usually resort to an iterative approach to solve the
optimization problem. In this section, I describe two such approaches.

3.3.1 Supervised Semantic Indexing

Supervised semantic indexing [5, 6] is a technique to rank text documents in response to a
given query. Though, queries and documents are usually represented as vectors over the same
vocabulary, it is observed that the query and document languages are very different. So, it is
advantageous to give different treatment for the same word depending on if it is in the query or
the document [56]. Supervised semantic indexing treats the queries and documents as if they are
from different views. Given a query x ∈ Rd1 and a document y ∈ Rd2 , their model scores the
query-document pair using:

f(x,y) = xTA y (3.26)

whereA is a d1×d2 matrix of parameters. Notice that, the model assumes query and document are
in a different space, so it directly extends to scenarios where a query can be text and a document
can be an image (represented as a feature vector). Usually, a low-rank assumption is enforced on
the parameter matrix, i.e.,

A = UTV + I (3.27)

where U and V are d1 × k and d2 × k matrices respectively. These parameters are learnt using a
sub gradient ascent algorithm [6].

3.3.2 Multi-view Neighbourhood Preserving Projections (Multi-view NPP)

Most of the techniques described till now, focus mainly on minimizing the distance between
the aligned pairs of points (xi,yi) in the low-dimensional subspace. But these techniques do not
explicitly require that the projections of xi and yj (j ̸= i) be as far as possible. Techniques like LPP
and Multi-view hashing allow us to explicitly model these pairs by arbitrarily changing the weight
matrix W . But still, the functional form is same for aligned and unaligned pairs of points, in the
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sense we are using euclidean distance between them. In this subsection, we will see a technique
called multi-view neighbourhood preserving projections (Multi-view NPP) [144] which treats the
similar (aligned) and dis-similar (unaligned) points differently.

Given a point xi, letNi represent the set of points from the second view that are similar (neigh-
bourhood) to xi. Let g⃗(x)(xi) = AT xi and g⃗(y)(yj) = BT yj be the functions that map points from
the original representation to the low k-dimensional subspace, where A and B are matrices of size
d1 × k and d2 × k respectively. Then Multi-view NPP minimizes the following loss function:

L(A,B) =

n∑
i,j=1

Li,j
(
xi,yj

)
+ η Ω(A) + γ Ω(B) (3.28)

where Li,j is the loss function for the pair xi and yj , Ω(.) is a regularizer and η and γ are the
weights for the regularization terms on A and B respectively. The loss function for the pair Li,j is
given as:

Li,j(xi,yj) =
1

2
I[yj∈Ni] × L

1
i,j +

1

2

(
1− I[yj∈Ni]

)
L2i,j (3.29)

L1i,j =
∥∥∥g⃗(x)(xi)− g⃗(y)(yj)

∥∥∥2

L2i,j(d) =


−d2+aλ2

2 if 0 ≤ |d| < λ(
|d|−aλ

)2
2(a−1) if λ ≤ |d| ≤ aλ

0 if |d| ≥ aλ

where I[yj∈Ni] is an indicator function which evaluates to 1 if yj belongs to the setNi, d =
∥∥g⃗(x)(xi)−

g⃗(y)(yj)
∥∥, a and λ are hyper-parameters. Intuitively, if both the points lie in the same neighbour-

hood then it tries to minimize the distance between their projections. If the points belong to dif-
ferent neighbourhood and if they are not separated by at least aλ then it tries to separate their
projections. Notice that L2i,j is a continuous and differentiable function. The objective function is
minimized using concave convex procedure [144].

3.4 Neural Networks

Neural networks is a powerful tool to model the non-linear relationship between input and
output variables. Depending on the structure of the network and the error function, it can sub-
sume various models, for e.g., PCA [9]. In this section, I first describe a simple one hidden layer
network which, when used to minimize Mahalnobis distance, solves the same problem as that of
CCA. Then, I move on to a different model called S2Net [195] which is shown to perform better
than CCA.

3.4.1 One Hidden Layer Linear Network and CCA

In [63], Ghahramani shows the connection between CCA and a one hidden layer linear net-
work. Consider a one hidden layer linear bottle-neck network which takes xi ∈ Rd1 as input and
tries to predict yi ∈ Rd2 as the output. If the hidden layer contains k nodes, where k < min{d1, d2},
then the relationship between the input and output vectors can be written as ŷi = BAT xi, where
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A and B are matrices of sizes d1 × k and d2 × k respectively. These matrices denote the weights
of the edges pointing towards and away from the bottle-neck layer respectively. Assume that the
data is centered. Moreover, consider minimizing the Mahalnobis distance between the network
prediction (ŷi) and the true output yi, usingCyy as the covariance matrix. In this case, the expected
squared error is:

E =
1

2

∑
i

(
yi − ŷi

)T
C−1
yy

(
yi − ŷi

)
=

1

2

∑
i

(
yi −BA

T xi
)T
C−1
yy

(
yi −BA

T xi
)

=
1

2

∑
i

(
yT
i C

−1
yy yi − 2 yT

i C
−1
yy BA

T xi + xTi AB
TC−1

yy BA
T xi
)

=
1

2

∑
i

(
trace

(
yT
i C

−1
yy yi

)
− 2 trace

(
yT
i C

−1
yy BA

T xi
)
+ trace

(
xTi AB

TC−1
yy BA

T xi
))

=
1

2

∑
i

(
trace

(
C−1
yy yiy

T
i

)
− 2 trace

(
C−1
yy BA

T xiyT
i

)
+ trace

(
ABTC−1

yy BA
T xixTi

))
=

1

2
trace

(
C−1
yy

∑
i

yiy
T
i

)
− 2 trace

(
C−1
yy BA

T
∑
i

xiyT
i

)
+ trace

(
ABTC−1

yy BA
T
∑
i

xixTi
)

=
1

2
trace

(
C−1
yy Cyy

)
− trace

(
C−1
yy BA

TCxy

)
+

1

2
trace

(
ABTC−1

yy BA
TCxx

)
=

1

2
trace

(
I
)
− trace

(
ATCxyC

−1
yy B

)
+

1

2
trace

(
ATCxxAB

TC−1
yy B

)
=

d2
2
− trace

(
LTC−1/2

xx CxyC
−1/2
yy U

)
+

1

2
trace

(
LTLUTU

)
(3.30)

where L = C
1/2
xx A and U = C

−1/2
yy B. Now, consider the case where k = 1. In this case, L and

U reduce to vectors l and u. For clarity, consider that these vectors are unit vectors and their
magnitudes are given by λl and λu. Then the error function becomes:

E =
d2
2
− λlλulTC−1/2

xx CxyC
−1/2
yy u +

1

2
λ2l λ

2
u (3.31)

The minimum of this function is achieved when l and u are left and right singular vectors of
C = C

−1/2
xx CxyC

−1/2
yy with largest singular value. To obtain these directions, we would do a SVD

of the C and use the left and right singular vectors. Notice that this is same as the solution of CCA
using SVD as discussed in Sec. 2.2.2.2.

3.4.2 Siamese Neural Network (S2Net)

In the previous section, we saw a one hidden layer neural network designed to show the con-
nection between neural networks and CCA. In this section, I describe a practical model called
Siamese Neural Network (S2Net) [195]. The proposed model does not use non-linearity, but as
the authors pointed out it can be easily modified to learn non-linear mapping between the views.
Here, I discuss the model as it was originally proposed [195].

Similar to OPCA in Sec. 3.1.2, S2Net first builds a composite feature space by appending the
feature spaces of both the views. When there are two views and if d1 and d2 represent the sizes of
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Figure 3.1: Architecture of S2Net model. The bottom layer is the input layer and the top layer is
the decoding layer. The outputs are fed into an error function.

the feature space in both the views, then the composite feature space will be of size at most d1+d2.
It could be less if features are shared across the views. Let ϕ(.) denote the representation of a point
in the composite feature space, i.e.,

ϕxi =
[
xTi 0T ]T ϕyj

=
[
0T yT

j

]T (3.32)

S2Net is a two layered network as shown in the Fig. 3.1. The input layer corresponds to the
composite feature vector of a point and the output layer is its low dimensional embedding. Let A
represent the parameters of the network and g⃗(ϕ(.)) be the output of the network for the input vec-
tor ϕ(.). Given an aligned pair (xi,yi) and another point yj such that j ̸= i, then S2Net minimizes
the logistic loss defined as:

L(∆) = log(1 + exp(−γ∆)) where ∆ = cos(ϕxi , ϕyi
)− cos(ϕxi , ϕyj

) (3.33)

where cos(ϕxi , ϕyj
) is the cosine angle between the vectors ϕxi and ϕyj

and γ is sensitivity param-
eter which is tuned based on the development data. Notice that, CCA and OPCA only attempt to
maximize the similarity between an aligned pair (xi,yi), where as S2Net not only maximizes the
similarity between them but it also attempts to make it higher than that of an another pair (xi,yj)
where j ̸= i.

The parameters A of the network are learnt using gradient descent methods. While neural
network is a powerful tool to learn linear and non-linear mappings, learning the parameters of
the network is tricky. Depending on the initialization of the parameters, the network can reach
different local minimum. In [195], the authors first use OPCA to find the mapping and then use
the solution found by OPCA to initialize the parameters of the network.

3.5 Probabilistic Models

Probabilistic generative models gained lot of popularity recently due to their ability to han-
dle uncertainty. Moreover it is easier to extend these models by including additional assump-
tions/dependencies into the model. There have been several attempts to model multi-view data
using probabilistic techniques [17, 132, 125, 20, 90, 198]. In this section, I first describe the prob-
abilistic interpretation of CCA as introduced in [4] and then briefly present a few probabilistic
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multi-view models for modeling multi-view data (mainly textual data sets).

3.5.1 Probabilistic Interpretation of CCA

As discussed in [4], there are at least two plausible generative models for CCA. In this section, I
will briefly present the popular model and refer the reader to the original paper for further details.
The generative story of CCA is given by:

z ∼ N
(
0, Ik

)
1 ≤ k ≤ min

{
d1, d2

}
(3.34)

x|z ∼ N
(
Wxz + µx,Ψ1

)
Wx ∈ Rd1×k, µx ∈ Rd1 , and Ψx ∈ Rd1×d1 (3.35)

y|z ∼ N
(
Wyz + µy,Ψ2

)
Wy ∈ Rd2×k, µy ∈ Rd2 , and Ψy ∈ Rd2×d2 (3.36)

where 0 is a zero vector of length k,N (, ) is a multivariate normal distribution2, and Ik is an iden-
tity matrix of size k×k. The generative story involves, first generating a k dimensional embedding
z and then generating the aligned pair x and y using z. The generative story is convenient because
it is easier to modify, for e.g., as is done in non-parametric treatment of CCA [145], learning sparse
projections [3], and so on.

The parameters of this model can be learnt using expectation maximization or in a closed form
by maximizing the likelihood of the observed data. For completeness, here, I will present the
maximum likelihood solution and encourage the reader to refer to [4] for its derivation. Let
C

−1/2
xx CxyC

−1/2
yy ≈ APBT obtained using singular value decomposition, where A and B are ma-

trices of sizes d1 × k and d2 × k respectively and P is a diagonal matrix of size k × k. Notice that
this step is same as learning projections in CCA. Let Ux = C

−1/2
xx A and Uy = C

−1/2
yy B, then

Ŵx = CxxUxQx (3.37)
Ŵy = CyyUyQy (3.38)

Ψ̂x = Cxx − ŴxŴ
T
x (3.39)

Ψ̂y = Cyy − ŴyŴ
T
y (3.40)

µ̂x = µ̃x (3.41)
µ̂y = µ̃y (3.42)

where (̂.) represents the maximum likelihood estimate, (̃.) represents the empirical estimate from
the data and Qx, Qy ∈ Rk×k are arbitrary matrices such that QxQ

T
y = P . Given an unseen points x

and y, their posterior expectations (low dimensional projections) are obtained as:

E(u|x) = QT
xU

T
x (x− µx) and E(u|y) = QT

y U
T
y (y− µy) (3.43)

3.5.2 Topic Models

Topic models provide an unsupervised way of organizing and exploring document collections
[19, 18]. Most of the earlier work in topic models focussed on modeling monolingual document
collection. But, recently there have been some attempts to model multilingual collections. These
approaches can be broadly categorized into two classes depending on their assumptions about

2I slightly abuse the notation here. Earlier, I used the N (xi) to denote the neighbourhood of the point xi in Multi-
view NPP model and here I am using it to denote a multivariate normal distribution.
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Figure 3.2: Graphical notation of the polylingual topic model (PTM). α and βl are hyper-
parameters.

the data. Models like correspondence LDA [17], multilingual LDA [132], polylingual topic model
(PTM) [125], joint probabilistic semantic analysis (JPLSA), coupled probabilistic latent semantic
analysis (CPLSA) [142], and bilingual topic model (BLTM) [56] assume that we have aligned pairs
of document (xi,yi) and try to learn topicality structure of the document collection. On the other
hand, models like MuTo [20], JointLDA [90], and probabilistic cross-lingual latent semantic anal-
ysis [198] assume a bilingual word translation dictionary to model multilingual document collec-
tion. Since, most of the techniques that I discussed in this Chapter and in this dissertation use
aligned pairs, I only discuss a canonical model (i.e., PTM) from the former set of approaches.

Polylingual Topic Model : Polylingual topic model is proposed to model document collections
where each document is represented as a raw term frequency vector. In this section, I will de-
scribe the model in the original setting. Given a n documents in L languages denoted as

{
wl

i, i =
1 · · ·n, l = 1 · · ·L

}
, PTM assumes the following generative story for the document collection:

1. For each language l = 1 . . . L

(a) For each topic z = 1 . . . T , choose φl
z ∼ Dir(βl)

2. For document i = 1 . . . n

(a) Choose θ ∼ Dir(α)

(b) For each language l = 1 . . . L

• For each word j = 1 . . . Nd

• Select a topic zlij ∼Mult(θ)

• Select a word wl
ij ∼Mult(φzlij

)

Its corresponding graphical notation is shown in Fig. 3.2. In this model, all the aligned documents
share the same document-topic distribution θ. This multinomial distribution can be seen as the
low-dimensional representation of the documents. Though this model shares the document-topic
distribution θ across all the aligned documents, it does not enforce that the actual number of
observed tokens of a topic in the aligned document pairs to be same. In practice,they tend to
differ. This is enforced in later models (JPLSA [142]) by using posterior regularization. Thus,
JPLSA learns better low-dimensional embeddings than PTM. In [142], the authors compare the
generative multi-view models with the linear algebra style counter parts, such as CCA and OPCA,
and show that the latter approaches outperform the generative models.
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3.6 Discussion

In this Chapter, I briefly reviewed relevant multi-view models. I discussed linear projection
based approaches, iterative techniques and probabilistic models. All most all of the projection
based approaches can be solved for exact solution using some variant of the eigenvalue problem.
Iterative and probabilistic approaches allow us to incorporate additional assumptions into the
model, but it is always not possible to find global optimum. Moreover, previous research shows
that the projection based approaches perform better than the generative counter pars. Further
more, the optimization functions of different projection based approaches are strongly connected
and vary slightly. So, in this dissertation I use CCA as base model and propose extensions that
are appropriate for multilingual NLP problems. But I strongly believe that it is possible to extend
other projection based approaches in a similar fashion.
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Part II

Modeling Contributions
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Chapter 4

Interlingual Representation

In this Chapter, I discuss the application of CCA to document alignment and bilingual dictio-
nary mining tasks. Given a document in one language, document alignment task involves finding
an aligned document from a different language. Where as bilingual dictionary mining task in-
volves mining bilingual word translation pairs from a comparable corpus. Here, I first describe a
straightforward application of CCA to mine target language translations for out-of-vocabulary
(OOV) source language words and show their effectiveness in statistical machine translation.
Next, I will proceed to the document alignment task. As discussed in Chapter 2, multi-view
models use covariance matrices to find an interlingual representation. Though, in theory, these
covariance matrices should be sparse, in practice they tend to be very dense due to the noise in
the text documents. In order to tackle this, I propose sparsifying the covariance matrices and
motivate it from the perspective of feature selection in the joint feature space (Sec. 2.4). Finally, I
demonstrate the effectiveness of sparsification on the document alignment task.

For clarity, we refer to one of the languages as source (say German) and the other as target
language (say English), but we do not differentiate between these languages and they are inter-
changeable. Moreover, we do not include any language specific phenomenon so these techniques
should be applicable to other language pairs as well, with the caveat that the improvements may
vary. For both these problems, we use a training data of aligned pairs to learn an interlingual rep-
resentation and the projection directions. During prediction, given a source language object, we
use the projection directions to project the source and target language objects into the interlingual
representation and return the closest target language object as its aligned pair.

4.1 Bilingual Dictionary Mining

Large amounts of data are currently available to train statistical machine translation (MT) sys-
tems. Unfortunately, these training data are often qualitatively different from the domain in which
the MT system is deployed. This difference in the domains of the training (“old domain”) and test
(“new domain”) data causes domain divergence [95, 96] and, in this section, we consider one spe-
cific aspect of it namely the out-of-vocabulary problem. As we shall see, for most new domains,
OOV terms are the source of approximately half of the additional errors made. In this Section, we
will see the application of CCA to mine translations for these OOV words [68, 40]. The specific set-
ting we consider is the one in which we have plentiful parallel (“labeled”) data in an old domain
(e.g., parliament) and plentiful comparable (“unlabeled”) data in a new domain (e.g., medical). Fi-
nally, we assume access to a very small amount of parallel (“labeled”) new domain data, but only
enough to evaluate on, or run weight tuning [136]. All knowledge about OOV words must come
from the new domain comparable corpus.
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Comparable Tune Test
sents words sents sents

News 35k 753k 1057 2007
Emea 307k 4220k 1388 4145
Subs 30k 237k 1545 2493
PHP 6k 81k 1007 2000

Table 4.1: Statistics of the new domain data in English.

To quickly summarize my approach, the old domain parallel corpus is used to learn a bilingual
dictionary and is used to generate training data for CCA. CCA uses the training data to learn
an interlingual representation as well as the projection directions. Subsequently, the OOV source
words and all the target language words are mapped into the interlingual representation. After
the projection, target language words that are closer to a source OOV word are returned as its
translations. Finally, I report results on statistical machine translation in two language pairs and
four different domains.

4.1.1 Importance of Handling Out-of-Vocabulary (OOV) Words

Before moving on to the details of mining translations, I will first describe the importance
of handling OOV words, especially when the domains mismatch. We use European Parliament
proceedings as the old domain (http://www.statmt.org/europarl/) and use four new do-
mains: the News Commentary corpus (News) used in the MT Shared task at ACL 2007, European
Medicines Agency text (Emea), the Open Subtitles data (Subs) and the PHP technical document
data, provided as part of the OPUS corpus http://urd.let.rug.nl/tiedeman/OPUS/). I
extract development and test sets from each of these corpora, except for news (and the old do-
main) where I preserve the published dev. and test data. The data is obtained for two language
pairs English-German and English-French. The “old” domain of Europarl has 996k sentences and
2130k words. I count the number of words and sentences in the English side of the parallel data,
which is the same for both language pairs (i.e., both French-English and German-English have
the same English). The statistics are shown in table 4.1. All of these data sets actually come with
parallel new domain data. To obtain comparable data, I applied to standard trick of taking the first
50% of the English text as English and the last 50% of the German text as German. While such
data is more parallel than, say, Wikipedia, it is far from parallel.

To get a better sense of the differences between these domains, I give some simple statistics
about out of vocabulary words and examples in Table 4.2. Here, for each domain, I show the
percentage of words (types) in the new domain that are unseen in the Parliament data. As we can
see, it is markedly higher in Emea, Subs and PHP than in News.

4.1.2 Mining Translations for OOV Words

Here I describe the use of CCA to find the translations for the source (German) OOV words
[68]. From the new domain corpus we extract the most frequent words (approximately 5000) for
both the languages. As mentioned in the previous section, many of these frequent words are
not observed in the old domain parallel corpus and hence the bilingual dictionary learnt from
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Domain Most frequent OOV Words

News
(17%)

behavior, favor, neighbors, fueled, neighboring, abe, wwii, favored,
nicolas, favorable, zhao, ahmedinejad, bernanke, favorite, phelps, ccp,
skeptical, neighbor, skeptics, skepticism

Emea
(49%)

renal, hepatic, subcutaneous, irbesartan, ribavirin, olanzapine, serum,
patienten, dl, eine, sie, pharmacokinetics, ritonavir, hydrochloroth-
iazide, erythropoietin, efavirenz, hypoglycaemia, epoetin, blister, phar-
macokinetic

Subs
(68%)

gonna, yeah, f...ing, s..., f..., gotta, uh, wanna, mom, lf, ls, em, b....h,
daddy, sia, goddamn, sammy, tyler, bye, bigweld

PHP
(44%)

php, apache, sql, integer, socket, html, filename, postgresql, unix,
mysql, color, constants, syntax, sesam, cookie, cgi, numeric, pdf, ldap,
byte

Table 4.2: For each domain, the percentage of target domain word tokens that are unseen in the
source domain, together with the most frequent English words in the target domains that do not
appear in the source domain. (In the actual data the subtitles words do not appear censored.)

the old domain parallel corpus does not have translations. Of these frequent words, words that
have translation in the bilingual dictionary (learnt from the old domain Europarl data) are used
as training data. The dictionary mining involves multiple stages.

1. Feature Extraction : We extract feature vectors for all the words. We use context and ortho-
graphic features.

2. Training Data Selection / Training : We use word translation probabilities to identify pairs
of words whose feature vectors are fed as training data to CCA. Then, we use CCA to learn
an interlingual representation as well as the projection directions.

3. Mining : Finally, we project the source OOV and all the target words into the interlingual
representation and mine translations for the OOV words.

Feature Extraction : The idea of feature extraction is to find a feature space which can capture the
relationships between words. In this regard, we use different kinds of information to construct the
feature vectors. Briefly, in each language, we extract context and orthographic features separately,
build kernel matrices, and then reduce the size of the kernel matrices.

• For each of the frequent words, we extract the context vectors using a window of length five.
To overcome data sparsity issue, we truncate each context word to its first seven characters;
discard all the context features which co-occur with less than five words; and consider only
the most frequent 2000 features in each language. We convert the frequency vectors into
TFIDF vectors, center the data, and then binarize the vectors depending on if the feature
value is positive of not. We convert this data into word similarities using linear dot product
kernel.
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German word English translation Score

blutdruckabfall waste 0.274233
blutdruckabfall bleeding 0.206440
blutdruckabfall stroke 0.190345

dysphagie dysphagia 0.233743
dysphagie encephalopathy 0.215684
dysphagie lethargy 0.203176

ribavirin ribavirin 0.314273
ribavirin viraferonpeg 0.206194

verfügbarkeit bioavailability 0.409260

xeristar xeristar 0.325458
xeristar cymbalta 0.284616

Table 4.3: Random unseen Emea words in German and their mined translations.

• We also represent each word using the orthographic features, with n-gram character se-
quences of length 1-3 and convert them into TFIDF weights and subsequently turn them
into word similarities (again using the linear kernel). Since we convert the data into word
similarities, the orthographic features are relevant even though the script of source and tar-
get languages differ. Where as using the features directly is useless for languages whose
script is completely different like Arabic and English.

For both the languages, we linearly combine the kernel matrices obtained using the context and
the orthographic features. Here we use only these two types of information. But one can use other
source of information such as word net or thesaurus to compute another kernel matrix and then
include it. For efficiency, we use partial partial Gram Schmidt orthogonalization [72] to reduce the
dimensionality of the kernel matrices. We do the same pre-processing for all words, the training
and the OOV words. And the resulting feature vectors are used to learn the projection directions.

Training Data Selection / Training : Since a word can have multiple translations, and that CCA
uses only pairs as training data, we select the word-pairs based on their translation probability.
We form a bipartite graph with the training words in each language as nodes and the edge weight
being the translation probability of the word-pair. We then run Hungarian algorithm to extract
maximum weighted bipartite matching [98]. Subsequently, we run CCA on the resulting pairs
of the bipartite matching to get the projection directions in each language. We retain only the top
35% of the eigenvectors. This setting of CCA was found to perform better in relevant experiments.

Mining : We project all the frequent words, including the training words, in both the languages
into the lower dimensional space. And then, for each of the OOV word return the closest five
points from the other language as potential new translations. The dictionary mining, viewed
subjectively and intrinsically, performs quite well. Table 4.3 shows four randomly selected unseen
German words from Emea (that do not occur in the Parliament data), together with the top three
translations and associated scores (which are not normalized). A cursory evaluation of 5 randomly
selected words in French and German by native speakers revealed that 8 out of 10 words have
correct mined translations.

38



4.1.3 Integrating OOV Translations into MT System

The output of the dictionary mining approach is a list of pairs (f, e) of foreign words and pre-
dicted English translations. Each of them has an associated score. There are two obvious ways to
integrate such a dictionary into a phrase-based translation system: (1) Provide the dictionary en-
tries as (weighted) “sentence” pairs in the parallel corpus. These “sentences” would each contain
exactly one word. The weighting can be derived from the translation probability from the dictio-
nary mining. (2) Append the phrase table of a baseline phrase-based translation model trained
only on source domain data with the word-pairs. Use the mining probability as the phrase trans-
lation probabilities.

In preliminary experiments (on German/Emea), it turned out that neither of these approaches
worked particularly well. The first approach did not work at all, even with fairly extensive hand-
tuning of the sentence weights. It often hurts translation performance. The second approach did
not hurt translation performance, but did not help much either. It led to an average improvement
of only about 0.5 Bleu points, on development data. This is likely because weight tuning tuned a
single weight to account for the import of the phrase probabilities across both “true” phrases as
well as these “mined” phrases.

So, I use a slightly more complex, but still simple, method for adding the dictionary entries to
the phrase table. We add the following four new features to the model.

1. The dictionary mining translation probability. (Zero for original phrase pairs.)

2. An indicator feature that says whether all German words in this phrase pair were seen in
the old domain data. (This will always be true for source phrases and always be false for
dictionary entries.)

3. An indicator that says whether all German words in this phrase pair were seen in the new
domain data. (This is not the negation of the previous feature, because there are plenty of
words in the old domain data that had also been seen. This feature might mean something
like “trust this phrase pair a lot.”)

4. The conjunction of the previous two features.

Interestingly, only adding the first feature was not helpful (performance remained about 0.5
Bleu points above baseline). Adding only the last three features (the indicator features) alone did
not help at all (performance was roughly on par with baseline). Only when all four features were
included did performance improve significantly. In the following section, I report results on test
data using all the four features.

4.1.4 Experiments

In all the experiments, I use two trigram language models. The first is trained on the Gigaword
corpus. The second is trained on the English side of the target domain corpus. The two language
models are traded-off against each other during weight tuning. In all cases MERT [136] is used for
parameter tuning and results are averaged over three runs with different random initializations.

The first set of experiments is designed to establish baseline performance for the domains. In
these experiments, we built a translation model based only on the Parliament proceedings. We
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BLEU Meteor
News Emea Subs PHP News Emea Subs PHP

BASELINE 23.00 26.62 10.26 38.67 34.58 27.69 15.96 24.66
German ORACLE-OOV 23.77 33.37 11.20 39.77 34.83 30.99 17.03 25.82

ORACLE 24.62 42.77 11.45 41.01 35.46 36.40 17.80 25.85

BASELINE 27.30 40.46 16.91 28.12 37.31 35.62 20.61 20.47
French ORACLE-OOV 27.92 50.03 19.17 29.48 37.57 39.55 21.79 20.91

ORACLE 28.55 59.49 19.81 30.15 38.12 45.55 23.52 21.77

ORACLE-OOV CHANGE +2% +24% +11% +5% +0% +12% +6% +7%
ORACLE CHANGE +4% +73% +15% +2% +2% +29% +13% +6%

Table 4.4: Baseline and oracle scores. The last two rows are the change between the baseline and
the two types of oracles, averaged over the two languages.

then tune it using the small amount of target-domain tuning data and test on the corresponding
test data. This is the row BASELINE in Table 4.4. Next, we build an oracle, based on using the
parallel new domain data. This system, ORACLE in Table 4.4 is constructed by training a system
on a mix of Parliament data and new domain data. The last line in this table (ORACLE CHANGE)
shows the percent improvement when moving to this oracle system. As we can see, the gains
range from tiny (4% relative Bleu points, or 1.2 absolute Bleu points for news, which may just be
because we have more data) to quite significant (73% for medical texts).

Finally, we will see how much of this gain can be achieved using the mined bilingual transla-
tions. In order to estimate this, I take the ORACLE system, and remove any phrases that contain
source-language words that appear in neither the Parliament proceedings nor our list of high fre-
quency OOV terms. In other words, if our dictionary mining system found as-good translations
for the words in its list as the (cheating) oracle system, this is how well it would do. This is re-
ferred to as ORACLE-OOV in Table 4.4. As we can see, the upper bound on performance based
only on mining unseen words (ORACLE-OOV CHANGE) is about halfway (absolute) between the
baseline and the full Oracle. Except in news, when it is essentially useless (because the vocabulary
differences between news and Parliament proceedings are negligible). Results using Meteor are
analogous.

The results of the dictionary mining experiment, in terms of its effect on translation perfor-
mance, are shown in Table 4.5. As we can see, there is a modest improvement in Subtitles and
PHP, a markedly large improvement in Emea, and a modest improvement in News. Given how
tight the ORACLE results were to the BASELINE results in Subs and PHP, it is quite impressive that
dictionary mining is able to improve performance significantly. In general, across all the data sets
and both languages, we roughly split the difference (in absolute terms) between the BASELINE

and ORACLE-OOV systems.

4.2 Covariance Selection

As discussed in Chapter 2, multi-view models capture essential feature pair co-occurrences
in terms of a cross-covariance and two autocovariance matrices. Subsequently, they use these
covariance matrices to find projection directions in each language (or view) such that aligned
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German French
BLEU Meteor BLEU Meteor

News 23.80 35.53 27.66 37.41
+0.80 +0.95 +0.36 +0.10

Emea 28.06 29.18 46.17 37.38
+1.44 +1.49 +1.51 +1.76

Subs 10.39 16.27 17.52 21.11
+0.13 +0.31 +0.61 +0.50

PHP 38.95 25.53 28.80 20.82
+0.28 +0.88 +0.68 +0.35

Table 4.5: Dictionary-mining system results. The italicized number beneath each score is the im-
provement over the BASELINE approach from Table 4.4.

objects lie close to each other (Fig. 2.3). The strong reliance of these approaches on the covariance
matrices leads to problems, especially in the presence of noisy data caused either by the noisy
features or the noisy alignments between the objects. Noisy data is not uncommon and is usually
the case with data collected from community based resources such as Wikipedia. This degrades
performance of a variety of tasks, such as transliteration Mining [103, 76, 147] and multilingual
web search [59]. In this section, I describe the idea of sparsifying covariance matrices to remove noisy
co-occurrences and hence increase the robustness.

For the ease of exposition, I explain the technique in the context of document alignment task
between English and German. As discussed in the beginning of this Chapter, in this task, we are
given a bilingual comparable corpus and are told that some German documents have an aligned
English document. The aim is to recover the hidden alignments. In this particular task, the covari-
ance matrices capture the word co-occurrences. The cross-covariance matrix captures the word
co-occurrence strengths of German and English words while the two autocovariance matrices
capture the co-occurrence strengths of German words and English words respectively.

To understand the challenge posed by the noisy word-pairs, in the case of document alignment
problem, let X (d1 × n) and Y (d2 × n) represent n aligned documents in both the languages and
further assume that the data is centered. Then CCA finds projection directions a ∈ Rd1 and b ∈ Rd2

which maximize aTXY Tb (Sec. 2.2). This can be rewritten as :

aTXY Tb =

n∑
k=1

⟨xk, a⟩⟨yk,b⟩

=
n∑

k=1

( d1∑
i=1

X(i, k)ai ·
d2∑
j=1

Y (j, k)bj

)

=

d1∑
i=1

d2∑
j=1

aibj

( n∑
k=1

X(i, k)Y (j, k)
)

=

d1,d2∑
i,j=1

aibjCxy(i, j) (4.1)

where Cxy is the cross covariance matrix. Similarly, the length constraints can also be rewritten
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as
∑d1

i,j=1 aiajCxx(i, j) = 1 and
∑d2

i,j=1 bibjCyy(i, j) = 1. I remind the reader that Cxx and Cyy are
monolingual autocovariance matrices.

Maximizing this objective function, under the constraints, involves a careful selection of the
vectors a and b such that aibj is high whenever Cxy(i, j) is high. So, every non-zero entry of the
cross-covariance matrix restricts the choice of the projection directions. While this may not be a
severe problem when the training data is clean, but this is very uncommon especially in the case of
high dimensional data like text documents. Moreover, the inherent ambiguity of natural language
increases the chances of seeing a noisy word in any document. Every occurrence of a noisy word
will have a non-zero contribution towards the covariance matrix making it dense, which in turn
prevents the selection of appropriate projection directions.

In this section, I describe a technique to recover the sparsity of the covariance matrices by
removing the noisy entries from the covariance matrices. As far as I know, this is the first work that
attempts to recover the sparseness of the covariance matrices to improve the projection directions.
My work is different from the sparse CCA [71, 145] proposed in the machine learning literature.
Their objective is to find projection directions such that the original documents are represented as
a sparse vectors in the common subspace. Another seemingly relevant but different direction is
the sparse covariance matrix selection research [12]. Their objective is to find matrices such that
the inverse of the covariance matrix is sparse which has applications in Gaussian processes.

I break this task of sparsifying covariance matrices into two sub problems: computing an as-
sociation score for every word-pair and then using an appropriate strategy to identify the noisy
pairs based on their weights. I explore some simple ways to address both the steps in the follow-
ing two sections. Here I describe only a couple of them to convey the main idea of sparsifying
covariance matrices, and encourage the reader to refer to Appendix A for further details. For the
sake of convenience and clarity, I describe the technique in the context of cross-covariance matrix
between English and German language pair. But these techniques extend directly to monolingual
covariance matrices, and to different language pairs as well.

4.2.1 Computing Word Pair Association

The first step in filtering out the noisy word co-occurrences is to use an appropriate measure to
compute the strength of a word-pair (English and German words). This is a well studied problem
and several association measures have been proposed in the NLP literature [49, 86, 130]. These
association measures can be grouped based on the statistics they use [77]. Association measures
like covariance and point-wise mutual information, which only use the frequency with which a
word pair co-occurs, often overestimate the strength of low frequent words [130]. On the other
hand, measures like log-likelihood ratio [49] and mutual information (MI) use other statistics like
the marginal probabilities of each of the words. Here I describe three association measures that I
use to compute the strength of word-pairs.

1. Mutual Information : For any two words, ei and fj , let m11, m10, m01 and m00 denote the
number of documents in which both the words co-occur, only English word occurs, only
German word occurs and none of the words occur. Then the mutual information (MI) of this
word-pair is given by:

MI(ei, fj) =
1

m

∑
p,q∈{0,1}

mpq log mpq ×m
mp(·)m(·)q

mp(·) =
∑

q∈{0,1}

mpq and m(·)q =
∑

p∈{0,1}

mpq
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where m is the total number of documents. I treat the occurrence of a word in a document
slightly different from others, I treat a word as occurring in a document if it has occurred
more than its average frequency in the corpus. Log-likelihood ratio and the MI differ only
by a constant, so I use only MI in the experiments.

2. Yule’s ω : Yule’s ω is another popular association measure used in psychology [150]. It uses
same statistics used by mutual information but differs in the way they are combined. MI
converts the frequencies into probabilities before computing the association measure where
as Yule’s ω uses the observed frequencies directly, and doesn’t make any assumptions about
the underlying probability distributions. Given the same interpretation of the variables as
introduced above, the Yule’s ω is estimated as:

ω =

√
m00m11 −

√
m01m10√

m00m11 +
√
m01m10

(4.2)

This way of combining the frequencies bears similarity with the log-odds ratio.

3. Bilingual Dictionary : The above two association measures use the same training data that
is available to compute the covariance matrices in CCA. Thus, their utility in bringing ad-
ditional information, which is not captured by the covariance matrices, is arguable (experi-
ments show that they are indeed helpful). Moreover, they use document level co-occurrence
information which is coarse compared to the co-occurrence at sentence level or translational
information provided by a bilingual dictionary. So, I use bilingual dictionaries as the final
resource to weigh word co-occurrences. I use translation tables learnt using Giza++ [137]
on Europarl data set. I use a threshold on the conditional probability to filter out the low
probability translation pairs. Since the translation tables are asymmetric, I ensure that the
conditional probability in both the directions is above the chosen threshold.

While the first two association measures can also be applied to monolingual data, bilingual
dictionary can not be used for weighting monolingual word-pairs. So for sparsifying monolingual
covariance matrices, I use either of the first two schemes for weighting monolingual word-pairs.

4.2.2 Selection Strategy – Bipartite Matching

The next step after computing association measure for all word-pairs is to use them in select-
ing word-pairs that need to be retained. A straightforward way to remove the noisy word co-
occurrences is to zero out the entries of the cross-covariance matrix that are lower than a thresh-
old. But this is usually biased to frequent words. Since a frequent word co-occurs with other
words often, it naturally tends to have high association with most of the other words. As a result,
thresholding tends to remove all the less frequent word-pairs while leaving the co-occurrences of
the frequent words untouched. Eventually, this may lead to zeroing out some of the rows or the
columns of the cross-covariance matrix [93]. To overcome this, I pose this problem as a bipartite
graph matching problem.

Matching : I use matching for sparseness selection. I formulate the selection of the word-pairs
as a network flow problem [92]. The objective is to select word-pairs that have high association
measure while constraining each word to be associated with only a few words from the other
language. Let I denote a binary matrix of same size as that of the cross-covariance matrix with
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I(i, j) taking a value of 1 or 0 depending on if the word-pair (ei, fj) is selected or not. We want each
word to be associated with k words from other language, i.e.,

∑
j I(i, j) = k and

∑
i I(i, j) = k.

Moreover, we want word-pairs with high association score to be selected. We can encode this
objective and the constraints as the following optimization problem:

arg max
I

d1,d2∑
i,j=1

Cxy(i, j)I(i, j) (4.3)

∀i
∑
j

I(i, j) = k; ∀j
∑
i

I(i, j) = k; and ∀i, j I(i, j) ∈ {0, 1}

If k = 1, then this problem reduces to a linear assignment problem and can be solved optimally
using the Hungarian algorithm [98]. For other values of k, this can be solved by relaxing the
constraint I(i, j) ∈ {0, 1} to 0 ≤ I(i, j) ≤ 1. The optimal solution of this relaxed problem can
be found efficiently using linear programming [148]. The uni-modular nature of the constraints
guarantees an integral solution [156], so relaxing the original integer problem doesn’t introduce
any error in the optimal solution.

4.2.3 Monolingual Augmentation

The above selection strategy operates on the covariance matrices independently. In this section
I update the sparseness of the cross-covariance matrix based on the sparseness structure of the
autocovariance matrices. Specifically, I propose to augment the set of selected bilingual word-
pairs using the monolingual word-pairs. We first use any of the above mentioned strategies to
select bilingual and monolingual word-pairs. Let Ixy, Ixx and Iyy be the binary matrices that
indicate the selected word-pairs based on the bilingual and monolingual association scores. Then
the monolingual augmentation strategy updates Ixy in the following way:

Ixy ← Binarize(IxxIxyIyy)

i.e., we multiply Ixy with the monolingual selection matrices and then binarize the resulting ma-
trix. Monolingual augmentation is motivated by the following probabilistic interpretation:

P (x, y) =
∑
x′,y′

P (x|x′)P (y|y′)P (x′, y′)

which can be rewritten as P ← TxPT
T
y where Tx and Ty are monolingual state transition proba-

bilities.

4.2.4 Feature Selection for CCA

In this section I summarize my approach to sparsification for multi-view models. The training
phase involves finding projection directions for documents of both the languages. For that, we
compute the covariance matrices using the training data. Then use any of the word association
measures (Sec. 4.2.1) along with the bipartite matching algorithm (Sec. 4.2.2) to recover the sparse-
ness in either only the cross-covariance or all of the covariance matrices. Let Ixy, Ixx and Iyy be the
binary indicator matrices which represent the word-pairs that are selected based on the chosen
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sparsification technique. Now, we replace the covariance matrices as follows:

Cxx ← Cxx ⊗ Ixx ; Cyy ← Cyy ⊗ Iyy ; Cxy ← Cxy ⊗ Ixy (4.4)

where⊗ denotes the element-wise matrix product. Subsequently, we find the projection directions
using method described in Sec. 2.2.2.1. Let A and B be the matrices formed with top eigenvectors
as the columns. These projection matrices are used to map documents into the interlingual repre-
sentation. During prediction, we modify the Eq. 2.14 so that it accounts for the sparsity structure.
That is, given an English document x, finding an aligned German document y involves solving:

arg max
y

xT
(
(ABT )⊗ Ixy

)
y√

xT
(
(AAT )⊗ Ixx

)
x
√

yT
(
(BBT )⊗ Iyy

)
y

4.2.5 Experiments on Synthetic Data

I evaluate the effectiveness of the feature selection technique on the synthetic data first and
then proceed to real world data set in Sec. 4.3. I follow the generative story introduced in Bach
and Jordan [4] to generate synthetic multi-view data (Sec. 3.5.1). Their method does not assume
any correspondence between the feature dimensions of both the views. I modify their approach
slightly so that we know the actual correspondence between the features and use these true feature
correspondences for sparsification of the cross-covariance matrix.

I first generate a d dimensional vector in the common latent space and then map it into the
individual feature spaces. This is inverse of the projection step that we usually do. That is, usu-
ally we map the objects from the original feature spaces into the low-dimensional subspace but
here, for generating synthetic data, we generate the low-dimensional point first and then get its
representations in the high dimensional feature spaces. This is done as follows:

z ∼ N (0, Id) (4.5)
x|z ∼ (W1z + µ1) + η N (0, Id1) (4.6)
y|z ∼ (W1z + µ2) + η N (0, Id2) (4.7)

Notice that I use the same projection matrix W1 for both the views, this ensures a one-to-one
correspondence between the features of both the spaces. Moreover, I also introduce a parameter η
which controls the amount of noise in the data.

I generate a total of 3000 pairs of points and use 2000 of them for training the models and the
rest for evaluation. I use the true feature correspondences to form the cross-covariance selection
matrix Ixy (Sec. 4.2.4). For this experiment, I use the full monolingual covariance matrices. I train
both CCA and its sparse version on the training data and evaluate them on the test data. I repeat
this multiple times and report the average accuracies. I report the accuracy of the top ranked object
and the mean reciprocal rank (MRR) of the correct output. Fig. 4.1 shows the performance of CCA
and the sparse CCA, as we vary the noise parameter η. As the noise increases, the performance of
CCA drops quickly and the sparse version starts performing significantly better. This oracle exper-
iment demonstrates a significant performance gain when the true correspondences are available.
But this information is not available in the case of real world data sets, so we approximate it.
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Figure 4.1: Accuracy of CCA and our sparsified version with the noise parameter.

4.3 Document Alignment

In the previous section, I introduced a feature selection technique for CCA and showed its
effectiveness on a synthetic data set where the true sparsity is known. But the true sparsity is
rarely known in real life applications, hence we approximate it using other sources of information.
In this section, we will see the effectiveness of the feature selection for document alignment task
[93]. I remind the reader that in this task, we are given a comparable corpora and are told that
some source documents have a comparable document in the target language and vice versa. The
goal is to recover this hidden alignment and the recovered alignment is compared against the
ground truth. This task arises in the following applications:

• Comparable (parallel) document retrieval : This involves identifying document pairs from
a multilingual corpus that are related (translations) of each other [54, 186]. Cross-lingual
information retrieval (CLIR) [135, 10] is a different flavor of this task where a user query is
treated as a document in one of the languages.

• Parallel phrase extraction : Parallel phrases extracted from a comparable corpora acts as
an important source of training data for statistical machine translation (SMT) [131, 146].
Document alignment is used as a preprocessing step in the parallel phrase extraction to
limit the number of candidate phrase alignments and is shown to help in both efficiency and
accuracy.

• Transliteration Mining : Like in SMT, transliteration mining techniques [76, 147] use docu-
ment alignment as a preprocessing step to avoid the exponential number of possible candi-
dates [183]. Moreover, if we treat each name as a bag-of-ngrams then transliteration mining
and document alignment becomes similar problems [182].

• Cross-language text categorization : This task involves classifying cross-lingual documents
into a set of predefined classes [14]. In this task, usually, training data of documents and their
reference class labels is available in only one of the languages and the challenge involves
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classifying documents of a different language. Mapping documents of both the languages
into an interlingual representation and learning a classifier in this common subspace is a
good alternative for this task [142].

• Multilingual Web Search : This task [87] uses training data from a resource rich language
such as English to improve search accuracy in a relatively resource poor language (both
query and results are in the resource poor language). Typical approaches to this problem
[58, 59] involve computing cross-lingual document similarity between the candidate result
sets from different languages.

A central problem in all of the above tasks is to compute the similarity between a pair of docu-
ments from different languages. In the following section, we compare the effectiveness of CCA
and the sparse version with other approaches on the document alignment task. Most of the ex-
isting approaches to document alignment task use manually aligned document pairs to find a
common subspace. The subspace can be found using either generative approaches based on topic
modeling [125, 90, 199, 186] or discriminative approaches based on variants of principal com-
ponent analysis (PCA) and CCA [48, 185, 142, 68]. Both styles rely on document level term co-
occurrences to find the latent representation.

4.3.1 Experiments

I evaluate our idea of sparsifying the covariance matrices incrementally. I discussed multiple
ways for sparsifying the covariance matrices, with each method having parameters to control
the amount of sparseness. I use a small amount of development data for model selection and
parameter tuning and choose a few promising models. Finally, I compare these selected models
with state-of-the-art baselines on two language pairs and on two different data sets. In each case, I
use training data to learn the projection directions. And then, for each of the test documents, I find
the aligned document from other language. I report average accuracy of the top ranked document
and also the mean reciprocal rank (MRR) of the true aligned document.

4.3.1.1 Model Selection

For model selection, I use approximately 5000 document pairs collected from the Wikipedia
between English and Spanish. I use the cross-language links provided by Wikipedia as the ground
truth. I tokenize the documents, retain only the most frequent 2000 words in each language and
convert the documents into TFIDF vectors. I use 60% of the data for training different models
and the rest for model selection. I choose a few promising models based on this development set
results and evaluate them on bigger data sets.

Fig. 4.2 shows the performance of sparsifying with different association measures with vary-
ing levels of sparsity in the covariance matrices. The horizontal line represents the performance
of CCA on this data set. We start with 2000 non-zero entries in the covariance matrices and ex-
periment up to 20,000 non-zero entries. Since our data set has 2000 words in each language, 2000
non-zero entries in a covariance matrix implies that, on an average, every word is associated with
only one word. This results in highly sparse covariance matrices. Overall, we can see that re-
ducing the level of sparsity , i.e., selecting more number of elements in the covariance matrices,
increases the performance slightly and then decreases again. From the figure, it seems that spar-
sifying the covariance matrices might help in improving the performance of the task. But it is
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Figure 4.2: Comparison of feature selection using the word association measures with CCA. The
x-axis plots the number of non-zero entries in the covariance matrices and the y-axis plots the
accuracy of top-ranked document.

interesting to note that not all the models perform better than CCA. Though I don’t report results
here, I observe that MI and Yule’s ω perform competitively but they consistently outperform mod-
els that use other selection strategies [93]. So in the rest of the experiments I report results with MI
or Yule’s ω.

In the previous experiment, I used same level of sparsity for all the covariance matrices, i.e.,
same number of associations were selected for each word in all the three covariance matrices. In
the following experiment, I use different levels of sparsity for the individual covariance matrices.
Fig. 4.3 shows the performance of Yule+Match and Dict+Match combinations with different levels
of sparsity. In the Yule+Match combination, I use Yule’s ω association measure for weighting the
word-pairs and use matching for selection. In the Dict+Match combination, I use bilingual dic-
tionary for sparsifying cross-covariance matrix, i.e., I keep all the word-pairs whose conditional
translation probability is above a threshold. And for monolingual word-pairs, I use MI for weight-
ing and matching for word pair selection. For each level of sparsity of the cross-covariance matrix,
I experiment with different levels of sparsity on the monolingual covariance matrices. ‘Only XY’
indicates that I use the full monolingual covariance matrices. In ‘Match(k)’ runs, I allow each
word to be associated with a total of k words (Eq. 4.3). ‘Aug’ indicates that I use monolingual
augmentation to refine the sparsity of the cross-covariance matrix (Sec. 4.2.3).

From both the figures 4.3(a) and 4.3(b), we see that ‘Only XY’ run (dark blue) performs poorly
compared to the other runs, indicating that sparsifying all the covariance matrices is better than
sparsifying only the cross-covariance matrix. In the Yule+Match combination, Fig. 4.3(a), all the
runs seem to be performing better when each English word is allowed to associate with 2 or 3
Spanish words and vice versa. Among different ways of selecting the monolingual word-pairs,
Match(2)+Aug performs better than the remaining runs. So I use Match(2)+Aug combination for
the Yule’s ω measure.
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(a) Performance of Yule+Match combination. The x-axis
plots the number of Spanish words selected per each En-
glish word and vice versa. This determines the sparsity
of Cxy . Matching is used as selection criteria for all the
covariance matrices.

(b) Performance of Dict+Match combination. The x-axis plots
the threshold on bilingual translation probability and it deter-
mines the sparsity of Cxy . Matching is used to select only the
monolingual sparsity.

Figure 4.3: Comparison of Yule+Match and Dict+Match combination with different levels of spar-
sity for the covariance matrices. In both the figures, the x-axis plots the sparsity of the cross-
covariance matrix and for each value we try different levels of sparsity on the monolingual covari-
ance matrices (which are grouped together). The description of these individual runs is provided
in the relevant parts of the text. The y-axis plots the accuracy of the top-ranked document. CCA
achieves 61% accuracy on this data set.

Unlike the Yule+Match combinations, there is no clear winner for Dict+Match combinations.
First of all, the performance increase as we increase the translation probability threshold and then
decreases again (indicated by the ‘Average’ performance in Fig. 4.3(b)). On an average, all the sys-
tems perform better with a threshold of 0.01, which I use in the final experiments. In this case, both
Match(1) and Match(2)+Aug runs (orange and green bars respectively) perform competitively so
I use both of these models in our final experiments.

Based on the above experiments, I choose the following combinations for the final experiments.
Yule(l)+Match(k), where l ∈ {2, 3} is the number of Spanish words allowed for each English word
and vice versa and k=2 is the number of monolingual word associations for each word. I also run
both these combinations with monolingual augmentation, indicated by Yule(l)+Match(k)+Aug.
For dictionary based weighting, Dict+Match(k), I choose a translation probability threshold of 0.01
and try k ∈ {1, 2}. Again, I run these combinations with monolingual augmentation identified by
Dict+Match(k)+Aug.

4.3.1.2 Results

For the final experiments, I choose data in two language pairs (English-Spanish and English-
German) from two different resources, Europarl [105] and Wikipedia. For Europarl data sets,
I artificially make them comparable by considering the first half of English document and the
second half of its aligned foreign language document [125]. For Wikipedia data set, I use the
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Wikipedia Europarl

English-Spanish English-German English-Spanish English-German

Acc. MRR Acc. MRR Acc. MRR Acc. MRR

CCA 0.776 0.852 0.570 0.699 0.872 0.920 0.748 0.831
OPCA 0.781 0.856 0.570 0.700 0.870 0.920 0.748 0.831

Yule(2)+Match(2) 0.798∗ 0.866∗ 0.576 0.703 0.901∗ 0.939∗ 0.780∗ 0.853∗

Yule(2)+Match(2)+Aug 0.811∗ 0.876∗ 0.602∗ 0.723∗ 0.883 0.927 0.771∗ 0.847∗

Yule(3)+Match(2) 0.803∗ 0.870∗ 0.572 0.700 0.856 0.907 0.747 0.830
Yule(3)+Match(2)+Aug 0.793∗ 0.861∗ 0.610∗ 0.726∗ 0.878+ 0.925+ 0.763+ 0.843∗

Dict+Match(1) 0.811∗ 0.875∗ 0.656∗ 0.762∗ 0.928∗ 0.957∗ 0.874∗ 0.922∗

Dict+Match(2) 0.811∗ 0.876∗ 0.623∗ 0.736∗ 0.923∗ 0.955∗ 0.853∗ 0.907∗

Dict+Match(2)+Aug 0.825∗ 0.885∗ 0.630∗ 0.735∗ 0.897∗ 0.935∗ 0.866∗ 0.917∗

Table 4.6: Performance of our models in comparison with CCA and OPCA on English-Spanish
and English-German language pairs. ∗ and + indicate statistical significance measured by paired
t-test at p=0.01 and 0.05 levels respectively. When an improvement is significant at p=0.01 it is
automatically significant at p=0.05 and hence is not shown.

cross-language link as the ground truth. For each of these data sets, I choose approximately 5000
aligned document pairs. I remove the stop words and keep all the words that occur in at least
five documents. After the preprocessing, on an average, there are 4700 words in each language.
Subsequently I convert the documents into their TFIDF representation.

In Platt et al. [142], the authors compare different systems on the comparable document re-
trieval task and show that discriminative approaches work better compared to their generative
counter parts. So, here I compare only with the state-of-the-art discriminative systems such as
CCA and OPCA [142]. For each of the systems, I report the average results of five-fold cross val-
idation. I divide the data into 3:1:1 ratio for training, validation and test sets. The validation data
set is used to select the size of of the interlingual representation. For both CCA and my models,
I set the regularization parameter λ to 0.3. For OPCA, I manually tried different regularization
parameters ranging from 0.0001 to 1 and found that a value of 0.001 worked best.

The results are shown in Table 4.6. On these data sets, both CCA and OPCA performed com-
petitively. As described in Sec. 3.1.2, OPCA differs from CCA when features are shared across the
views. But in the data sets that I used here, vocabulary of both the languages is treated differ-
ently, so it is not surprising that they give almost the same results. From the results, it is clear that
sparsifying the covariance matrices helps improving the accuracies significantly. In all the four
data sets, the best performing method always used dictionary for cross-lingual sparsity selection.
This indicates that using fine granular information such as a bilingual dictionary gleaned from an
external source is very helpful in improving the accuracies. Among the models that rely solely on
the training data, models that use monolingual augmentation performed better on Wikipedia data
set, while models that do not use augmentation performed better on Europarl data sets. This sug-
gests that, when the aligned documents are clean (closer to being parallel) the statistics computed
from cross-lingual corpora are trustworthy. As the documents become comparable, we need to
use monolingual statistics to refine the bilingual statistics. Moreover, these models achieve higher
gains in the case of Wikipedia data set compared to the gains in Europarl. This conforms with our
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initial hunch that, when the training data is noisy the covariance matrices tend to be dense and
hence sparsification is relevant.

4.4 Discussion

In this Chapter, first, I showed that CCA can be applied to mine translations for unseen words
for machine translation. We have seen positive, consistent results across two languages and four
domains. The proposed approaches for both bilingual dictionary mining and integration into MT
are generic enough to be integrated into a wide variety of translation systems other than simple
phrase-based translation. Of course, unseen words are not the only cause of translation divergence
between two domains. We have not addressed other issues, such as better estimation of translation
probabilities or words that change word sense across domains. This problem requires significant
additional work, since it is quite a bit more difficult to spot foreign language words that are used in
new senses, rather that just never seen before. I will address the problem of mining sense specific
translations in Chp. 7.

In this Chapter, I also proposed a novel idea of sparsifyng covariance matrices to learn better in-
terlingual representations. I discussed sparsification in the context of CCA only, but the technique
is general and can be applied to other multi-view models, like OPLS and OPCA, that capture fea-
ture co-occurrences in terms of covariance matrices. Experimental results show that using external
information which is gleaned from cleaner resources brings significant improvements. Moreover,
we also observe that computing feature pair associations from the same training data along with
an appropriate selection criteria can also yield significant improvements. This is certainly encour-
aging and a promising direction is to explore more sophisticated techniques to recover the sparsity
based on the training data itself.
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Chapter 5

Regularized Interlingual Representation

Because of the wide usage of English, many NLP tasks have bilingual resources from English
into other languages. For e.g., significantly larger parallel texts are available between English and
other languages. Similarly, bilingual dictionaries and transliteration data sets are more accessible
from a language into English than into a different language. This situation has caused the NLP
community to develop approaches which use a resource rich languageQ (say English) as pivot (or
bridge) to build resources/applications between a new language pair P and R. Previous studies
in transliteration and dictionary mining show that these bridge language approaches perform
competitively with approaches that use resources between P and R. In this Chapter, I propose a
regularization framework for interlingual representations. The key aspect of my approach is that
it accounts for language specific variation in the bridge language resources (i.e., variations specific
to P ↔ Q and Q↔ R) and aims to minimize this variation as much as possible.

5.1 Problem Setting

Recall the notation that I use superscript and subscript to indicate language and index for
vector variables where as I simply use subscript to indicate the language for scalars and matrices.
That is, x(l)i represents ith vector in lth language while nl and Xl represent a scalar and a matrix of
the lth language respectively.

We assume that we have training data from L languages into a bridge language. Let dl be
the size of the feature space in lth language and c be the size of the bridge language’s feature
space. Let

{
(x(l)i ,p

(l)
i )
}

denote the ith = 1 · · ·nl aligned object pair from lth language into the
bridge language, where x(l)i ∈ Rdl and p(l)

i ∈ Rc. Though this training data is from lth language
into the bridge language, for brevity, I refer to this as the lth language training data. Hopefully, this
terminology becomes clear when I describe an example task in Section 5.1.1. Finally, letXl (dl×nl)
and Pl (c × nl) denote training data matrices of the lth language with x(l)i and p(l)

i i = 1 · · ·nl as
columns respectively.

Notice that the number of training examples (nl) in each language’s training data is different.
Moreover, we do not assume any explicit relation between the training examples across languages.
These two assumptions differentiate my formulation from other generalizations of multi-view
models, Sec. 2.2.5, which assume that a training sample is available in all the languages (views).
As will be discussed with an example in Section 5.1.1, it is a restrictive assumption and limits their
applicability. In contrast, my formulation relaxes this assumption and hence is more amenable to
the bridge language applications.
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English Bulgarian

Word IPA Word IPA

bashful /ˈbæʃfəl/ шибам (switch) /ˈʃibəm/
tuesday /ˈtuːzdeɪ/ лук (onion) /luk/
craft /kɹæft/ как (how) /kak/
book /bʊk/ музей (museum) /mʊˈzej/
head /hɛd/ спека (spekle) /spɛˈkɤ/

Table 5.1: Example phoneme dictionaries in English and Bulgarian. The English translation for
the Bulgarian words are also provided. Notice that, unlike the usual transliteration approaches,
the training data for my approach is words and not names (Sec. 5.4).

5.1.1 Example – Transliteration using Phonemic Alphabet

To understand the problem setting, consider the following name transliteration task. Given
L languages, the aim is to build a transliteration system between every pair of languages. This
task is relevant in scenarios like Bing translator1 and Google translate2, where a user can choose
to translate between any language pair. A straightforward supervised learning approach for this
task requires training data of name pairs between every pair of languages [104] which is very
expensive. A more practical setting is to obtain training data from every language into a common
bridge language. In this Chapter, I use international phonetic alphabet (IPA) in a manner akin to a
“bridge language”. I assume that we have a list of words and their IPA representations in each of
the L languages. The words in different languages need not have any relationship to each other.
Table 5.1 shows few words and their IPA representations in English and Bulgarian languages. I
refer to the set of words and their IPA representations as phoneme dictionary in this Chapter. Notice
that the common symbols in the IPA sequences indicate vague mapping between the character
sequences of English and Bulgarian. For e.g., both the words ‘bashful’ and ‘шибам’ have the
symbol ‘ʃ’ in their IPA sequences which indicate the mapping between the character sequences
between ‘sh’ and ‘ш’. The use of IPA as a bridge language offers several advantages which I
discuss later (Sec. 5.4 or refer to Jagarlamudi and Daumé III [89]). In this particular problem, IPA
is not really a language and thus the lth language training data is literally the training data in that
language.

We convert the phoneme dictionary of each language into feature vectors. That is, we con-
vert each word into a feature vector of n-gram character sequences and similarly we also convert
the IPA representations into feature vectors of n-gram IPA symbol sequences. For e.g., if we use
unigram and bigram sequences, then the feature vectors of ‘head’ and its IPA sequence ‘hɛd’ are
given by {h, e, a, d, #h, he, ea, ad, d#} and {h,ɛ, d,#h, hɛ, ɛd, d#} respectively. For brevity, I refer to
the spaces of n-gram character and IPA symbol sequences as character and phonemic spaces respec-
tively. The character space is different for each language while the phonemic space is common
to all the languages. Since we use IPA as bridge, even though two languages share a common
orthography (e.g., English and French) it is irrelevant in my formulation.

In this Chapter, we will see some techniques to learn an interlingual representation under this
problem setting. For clarity, I will describe the techniques in the context of name transliteration

1http://www.bing.com/translator/
2http://translate.google.com/
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Word IPA sequence by language

China /ˈtʃaɪ.nə/ (En), /ˈʃina/ (Du), /ˈçiːnaː/ (De)
America /əˈmɛrɪkə/ (En), /aˈme.ri.ka/ (Ro)
France /ˈfɹɑːns/ (En), /ˈfɹænts/ (En), /fʁɑ̃s/ (Fr)

Table 5.2: IPA sequences of few words in different languages indicated using language codes in
the parenthesis (‘En’ for English, ‘Du’ for Dutch, ‘De’ for German, ‘Ro’ for Romanian, and ‘Fr’ for
French).

task but they are more general and applicable in other bridge language applications as well. First,
I will describe Bridge-CCA [102] which is an extension of CCA to handle bridge language appli-
cations. Bridge-CCA learns mappings from all the languages into an interlingual representation.
It learns a single mapping function, from the phonemic space into the interlingual representation,
irrespective of the language and hence it ignores language specific phonemic variation. For e.g., as
shown in Table 5.2, the word China has different IPA representations depending on the language.
Since Bridge-CCA uses a single mapping function for the phonemic space it fails to map these
different representations into a same point in the interlingual representation. Later, I propose a
regularization framework which learns multiple mapping functions for the phonemic space de-
pending on the language. Thus my approach can map different representations of China into a
same point in the interlingual representation and handles language specific phonemic variation.
Subsequently I will report empirical evidence for multilingual transliteration task.

5.2 Bridge-CCA

Bridge-CCA [102] is originally proposed in the context of two language pairs. Though it can
be extended for multiple languages, in order to be faithful, I describe it as it is presented by the
authors [102]. In this case, the input training data consists of n1 (word, IPA) pairs in one lan-
guage represented as X1(d1 × n1) and P1(c× n1) and n2 (word, IPA) pairs from another language
captured using matrices X2(d2 × n2) and P2(c × n2). Fig. 5.1(a) shows example points from two
character spaces (black and blue spaces) into the common IPA space (red). The directed arrows
indicate alignment between examples. Bridge-CCA tries to map points from these individual fea-
ture spaces into a common subspace as shown in Fig. 5.1(b). Bridge-CCA reduces this problem
into the standard CCA problem by constructing a composite feature space of size d1+d2, which is
simply a concatenation of the character feature spaces from both the languages. Fig. 5.2 shows ex-
ample words in English and Bulgarian in the composite feature space. With this composite feature
space, the training data can be combined as follows:

Xcomp =

(
X1 0
0 X2

)
(d1+d2)×(n1+n2)

and Pcomp =
(
P1 P2

)
c×(n1+n2)

(5.1)

Now, it finds the projection directions a = [a(1)
T

a(2)
T
]T ∈ Rd1+d2 and p ∈ Rc such that the

following objective function is maximized:

aTXcompP
T
compp√

aTXcompXT
compa

√
pTPcompP T

compp
(5.2)
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(a) Aligned training data between black and
blue spaces indicated by arrows.

A1

U

A2

(b) Bridge-CCA maps all the input points into a
common interlingual representation.

Figure 5.1: On the left, we have aligned training from two character spaces (black and blue spaces)
into the common phonemic space. Bridge-CCA maps all the points into a common subspace (the
2-dimensional green space at the top).

Composite feature space Phonemic space{
h, e, a, d, #h, he, ea, ad, d#, 0, 0, 0, 0, 0, 0 · · ·

} {
h,ɛ, d,#h, hɛ, ɛd, d#

}{
· · · 0, 0, 0, 0, 0, 0, 0, 0, 0, 2 к, а, #к, ка,ак, к#

} {
2k, a,#k, ka, ak, k#

}
Figure 5.2: The composite character feature space for the English word ‘head’ and the Bulgarian
word ‘как’ are shown here. The Bulgarian n-gram character features for the English word head
are padded with zero’s. Similarly, the English n-gram character features for the Bulgarian word
are padded with zero.
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By following the procedure similar to that of CCA (Sec. 2.2.1), the projection directions can be
solved using the following generalized eigenvalue system:

M = P1X
T
1 (X1X

T
1 )

−1X1P
T
1 + P2X

T
2 (X2X

T
2 )

−1X2P
T
2 (5.4)

M p = λ2 (P1P
T
1 + P2P

T
2 )p (5.5)

X1P
T
1 p = λ X1X

T
1 a(1) (5.6)

X2P
T
2 p = λ X2X

T
2 a(2) (5.7)

Similar to the CCA, we form the mapping matrices A1 and A2 with the top k eigenvectors a(1)

and a(2) as columns respectively. During prediction, the similarity between two names in each
language x(1) and x(2) is computed using:

sim
(
x(1), x(2)

)
=

x(1)
T
A1A

T
2 x(2)√

x(1)TA1AT
1 x(1)

√
x(2)TA2AT

2 x(2)
(5.8)
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Figure 5.3: A single name (Gandhi) is shown in all the input feature spaces. The alignment be-
tween the character and phonemic space is indicated with double dimensional arrows. Bridge-
CCA uses a single mapping function U from the phonemic space into the common subspace (the
2-dimensional green space at the top), where as our approach uses two mapping functions U1 and
U2, one for each language, to map the IPA sequences into the common subspace.

5.3 Regularized Projections

As described earlier, Bridge-CCA uses a single mapping function (U ) for the phonemic space
irrespective of the language. In contrary, my approach learns different projection directions (U1

andU2) for phonemic space depending on the language. In what follows, I will describe the details
of my approach.

During the training stage, for each language, we find mappings Al ∈ R(dl×k) and Ul ∈ R(c×k)

from the character and phonemic spaces into a k dimensional subspace (or an interlingual rep-
resentation) such that a name gets mapped to the same k dimensional vector irrespective of the
language. Recall that, given a name x(l) it gets mapped to the vector AT

l x(l) and similarly an IPA
sequence p(l) gets mapped to UT

l p(l). During the testing stage, given a name x(l) in the source
(lth) language, we find its transliteration in the target (mth) language x(m) by solving the following
decoding problem:

arg min
x(m)

L
(
x(l), x(m)

)
(5.9)

where L
(
x(l), x(m)

)
= min

p∈Rc
∥AT

l x(l) − UT
l p∥2 + ∥AT

mx(m) − UT
mp∥2 (5.10)

Intuitively, this formulation uses the source language mappings to find the IPA sequence p that is
closest to the source name. Then it uses p, along with the target language mappings, to identify
the correct transliteration from a list of candidate transliterations.
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At a high level, existing bridge language approaches such as Bridge-CCA [102] assume that
Ul ≡ Um thus ignoring the language specific variation. To understand this, consider the exam-
ple shown in Fig. 5.3. The middle portion of this Figure shows the name Gandhi (represented as
point) in the character spaces of English and Hindi, three-dimensional blue and black spaces, and
its IPA sequences in the phonemic space (the two-dimensional red space in the middle). Notice
that, because of the phonemic variation, the same name is represented by two distinct points in
the common phonemic space.3 Now, since Bridge-CCA uses a single mapping function for both
the IPA sequences, it fails to map these two distinct points into a common point in the interlingual
subspace. The new formulation relaxes this hard constraint and learns different mapping direc-
tions (Ul and Um) to map the two sequences and hence my approach can potentially map both
the distinct IPA sequences into a single point. In the example shown in Fig. 5.3, my model (called
Regularized Projections) finds two different mapping functions U1 and U2, one for each language,
from the phonemic space into the common two-dimensional space at the bottom. As a result my
approach successfully handles the language specific phonemic variation. At the same time we
constrain the projection directions such that they behave similarly for the phonemic sounds that
are observed in majority of the languages.

5.3.1 Model Formulation

In this section I first formulate the problem of finding the mapping directions (Al andUl) of each
language as an optimization problem. In subsequent sections, I describe a method for solving the
optimization problem (Sec. 5.3.1) and also derive a closed form solution for the prediction problem
(Sec. 5.3.3). For simplicity, I describe my approach in terms of a single projection vectors, a(l) ∈ Rdl

and u(l) ∈ Rc, rather than full matrices, but the generalization is straightforward.

Inspired by CCA [80], we find projection directions in the character and phonemic spaces of
each language such that, after projection, a word is closer to its aligned IPA sequence. To under-
stand this, assume that we have a name (say “Barack Obama”) in all the languages4. Moreover,
let its feature vectors be x(l) and p(l) l = 1 · · ·L in the character and phonemic spaces respec-
tively. Then, we might try to find projection directions a(l) in each language and u in the common
phonemic space such that:

arg min
a(l),u

L∑
l=1

(
⟨x(l), a(l)⟩ − ⟨p(l),u⟩

)2
(5.11)

This model assumes that the projection direction u in the phonemic space is same for all languages
which is a hard constraint and does not handle the language specific variability as discussed in
the previous section. I model the language specificity by relaxing this hard constraint.

In the new model, intuitively, the parameters corresponding to the phonemic sounds that occur
in majority of the languages are shared across the languages while the parameters of the language
specific sounds are modeled per each language. This is achieved by modeling the projection di-
rections of the lth language phonemic space u(l) as u(l) ← u+ r(l). The vector u ∈ Rc is common to
the phonemic spaces of all the languages and thus handles sounds that are observed in multiple
languages. Where as r(l) ∈ Rc, the residual vector, is specific to each language and accounts for

3In reality, as explained in the previous section, the common variation that is observed in the IPA sequences is that
different features are triggered for different languages. But for visualization purpose, we showed the IPA sequences as
if they differ in the feature values.

4The model does not require same names in different languages; this is used only for easier understanding.
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the language specific phonemic variations. Thus the new formulation is given by:

arg min
a(l),u,r(l)

L∑
l=1

∥∥∥⟨x(l), a(l)⟩ − ⟨p(l),u + r(l)⟩
∥∥∥2 + τ∥r(l)∥2 (5.12)

where τ is a residual parameter. The first term of this summation ensures that a word and its IPA
sequence get mapped to closer points in the subspace while the second term forces the residual
vectors to be as small as possible. By enforcing the residual vectors to be small, this formulation
encourages the sounds that occur in majority of the languages to be accounted by u and the sounds
that are specific to the given language by r(l). The idea of common and residual vectors is akin to
a prior distribution in hierarchical Bayesian models [62]. But there is a subtle distinction, in the
sense that the prior distribution in Bayesian models usually serves as a smoothing distribution, a
distribution to back-off when there is not enough evidence in the data. In contrast, in my model,
the common projection vector is responsible for explaining most part of the observed phenomenon
and we back-off to the residual vectors only when it can not be explained by the common vector.

The final optimization problem is obtained by summing Eq. 5.12 over all the examples and all
the languages and is given by:

min
a(l),u,r(l)

L∑
l

( 1

nl

∥∥∥XT
l a(l) − P T

l (u + r(l))
∥∥∥2 + τ ∥P T

l r(l)∥2
)

(5.13)

s.t.
∑
l

1

nl
∥XT

l a(l)∥2 = 1 and
∑
l

1

nl
∥P T

l u∥2 = 1

The length constraints avoid the trivial solution of setting all the vectors to zero. In the subsequent
sections, I derive the solutions for the optimization problems presented here (Eq. 5.13 and Eq. 5.9).

5.3.2 Training the Model

We follow the standard procedure of forming the Lagrangian and setting its derivative to zero.
The Lagrangian L of the optimization problem in Eq. 5.13 is given by:

L =
∑
l

1

nl

∥∥∥XT
l a(l) − P T

l (u + r(l))
∥∥∥2 + τ

∑
l

∥P T
l r(l)∥2

+α
(∑

l

1

nl
∥XT

l a(l)∥2 − 1
)
+ β

(∑
l

1

nl
∥P T

l u∥2 − 1
)

where α and β are Lagrangian multipliers corresponding to the length constraints. Differentiating
L with respect to a(l), r(l) and u and setting the derivatives to zero yields the following equations,
respectively:

(1 + α)XlX
T
l a(l) −XlP

T
l r(l) = XlP

T
l u

−PlX
T
l a(l) + (1 + τnl)PlP

T
l r(l) = −PlP

T
l u

L∑
l

1

nl

(
PlX

T
l a(l) − PlP

T
l r(l)

)
= (1 + β)

∑
l

1

nl
PlP

T
l u
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[
(1 + α)XlX

T
l −XlP

T
l

−PlX
T
l (1 + τnl)PlP

T
l

] [
a(l)

r(l)

]
=

[
XlP

T
l

−PlP
T
l

]
u (5.14)

∑
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1

nl

[
PlX

T
l −PlP

T
l

] [a(l)

r(l)

]
= (1 + β)

∑
l

1

nl
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T
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∑
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nl

[
−F T

l
−Gl
1+τnl

] [El Fl

F T
l Gl

]−1
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−Fl
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u = (1 + β)

∑
l
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nl
PlP

T
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If Ml =
(
El − FlG

−1
l F T

l

)−1
, then

[
El Fl

F T
l Gl

]−1

=

[
Ml −MlFlG

−1
l

−G−1
l F T

l Ml G−1
l +G−1

l F T
l MlFlG

−1
l

]
(5.17)

We can rewrite these equations in matrix form (as shown in Eqs. 5.14 and 5.15) since the solution
becomes clear in this form. For brevity, letEl = (1+α)XlX

T
l , Fl = −XlP

T
l andGl = (1+τnl)PlP

T
l .

Then, u can be solved for using the generalized eigenvalue problem shown in Eq. 5.16. This step
involves computing an inverse of a (dl+c) matrix and an eigenvalue problem of size c. This can be
reduced further into a problem of smaller size by using inverse of a partitioned matrix as shown
in Eq. 5.17. This identity reduces the matrix inverse computation from a problem of size dl + c
into two smaller problems of size dl and c. This reduces the time complexity considerably since
the inverse computation is cubic in the size of the matrix.

Substituting Eq. 5.17 into Eq. 5.16 and further simplifying results in the following eigenvalue
problem for solving u:

∑
l

Gl + (τnl)
2F T

l MlFl

nl(1 + τnl)2
u = (1 + β)

∑
l

PlP
T
l

nl
u

whereMl =
(
El−FlG

−1
l F T

l

)−1. Notice that the termEl = (1+α)XlX
T
l depends on the Lagrangian

multiplier α. Because of this, we cannot solve for both the parameters and the Lagrangian multi-
pliers at the same time. One possible approach is to do an alternate optimization over the param-
eters and Lagrangian multipliers, but here I fix α = 1 (Sec. 5.4) and solve for u. Subsequently, we
use u to solve for a(l) and r(l) as follows:

a(l) = −τnlMlFl

1 + τnl
u (5.18)

r(l) =
τnlG

−1
l F T

l MlFl − I
1 + τnl

u (5.19)

= − u
1 + τnl

−G−1
l F T

l a(l) (5.20)

The new equations involve computing an inverse and eigenvalue problem of smaller sizes (i.e., dl
and c). In order to increase the stability of the system we regularize Gl and El by adding τI . We
retain the top k eigenvectors u and their corresponding a(l) and r(l) vectors and form the mappings
U , Al and Rl respectively. These mappings are used in predicting the transliteration of a word in
any language into another language which is described in the following section.
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5.3.3 Prediction

During the testing phase, given a source name we find the best possible IPA sequence for
this language and then use it to find the appropriate target language transliteration. Formally,
given a word x(l) in lth language, we find its transliteration into mth language x(m), by solving
the optimization problem shown in Eq. 5.9, where Ul = U + Rl and Um = U + Rm. Similar to
the previous case, the closed form solution can be found by taking the derivative with respect
to the unknown phoneme sequence and the target language transliteration and setting it to zero
(Appendix B.3). First, the IPA sequence p∗ that minimizes L

(
x(l), x(m)

)
is given by:

p∗ = C−1
lm

(
UlA

T
l x(i) + UmA

T
mx(m)

)
(5.21)

where Clm = UlU
T
l + UmU

T
m. We substitute this back in Eq. 5.10 and then solve for x(m), the best

transliteration in the mth language, as:

Am

(
I − UT

mC
−1
lmUm

)
AT

mx(m) = AmU
T
mC

−1
lmUlA

T
l x(l) (5.22)

Since Ul and Um may not be full rank matrices, to increase the stability of this prediction, we use
Clm = UlU

T
l + UmU

T
m + 0.001 I where I is an identity matrix. Notice that this solution doesn’t

depend on the p∗ and hence we don’t need to compute it explicitly.

5.4 Multilingual Transliteration

In this section, I use regularized projections technique to address the problem of building a
transliteration system between every pair of languages. Named entity (NE) transliteration in-
volves transliterating a name in one language into another language and is shown to be cru-
cial for machine translation (MT) [104, 2, 76, 113] and cross-lingual information retrieval (CLIR)
[1, 120, 181]. There exists a large body of literature in transliteration, especially in the bilingual
setting, well summarized by Ravi and Knight [147]. A straightforward supervised learning ap-
proach would require training data of name pairs between every pair of languages [104] or a set
of common names transliterated from every language into a pivot language. Though it is rela-
tively easy to obtain names transliterated into a pivot language (such as English), it is unlikely
that such data sets contain same names. Bridge language approaches overcome the need for com-
mon names [102]. However, such approaches still require training data consisting of bilingual
name transliterations (name-to-name mappings). Regularized projection technique enables us to
relax the need for name transliterations by using international phonetic alphabet (IPA) in a man-
ner akin to a “bridge language”. As described in Sec. 5.1.1, we assume that we have a phonemic
dictionary in L languages. An example phonemic dictionary in English and Bulgarian is shown
in Table 5.1.

The use of IPA as the bridge language offers several advantages. As shown in Table. 5.1, it
allows us to include any (word, IPA) pair in the training data and thus, it relaxes the need for
name pairs as the training data. Since we only need a phoneme dictionary in each language, our
approach does not require any bilingual resources to build the transliteration system. Moreover,
since our training data can contain any word (not only the NEs), it is easier to obtain such a
resource, for e.g., the phoneme dictionaries obtained from Wiktionary contain at least 2000 (word,
IPA) pairs in 21 languages. Our experiments show that we can build a decent transliteration
system with 2000 pairs. Further more, IPA is a better choice for pivot language than say English,
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because IPA allows us to represent phonemic sounds that does not exist in English. Finally, by
simply adding a phoneme dictionary of (L + 1)th language we can readily get a transliteration
system into any of the existing L languages.

Using IPA as the bridge language poses some new challenges such as the language specific
phonemic inventory. For e.g., Mandarin doesn’t have /v/, so it is frequently substituted with
/w/ or /f/. Similarly, !Xóõ (Southern Khoisan, spoken in Botswana) has 122 consonants, mostly
consisting of a large inventory of different word-initial click sounds [73], many of which do not
exist in any other documented languages. Besides this language specific phonemic inventory,
names have different IPA representations in different languages. For e.g., as shown in Table 5.2,
the IPA sequences for ‘China’ in English and Dutch have common IPA symbols but the English
IPA sequence has additional symbols. Moreover, a name can have multiple pronunciations with
in a language, e.g., ‘France’ has two different IPA sequences in English (Table 5.2).

To summarize, for the multilingual transliteration problem, my approach uses the phoneme
dictionaries of each language to learn mapping functions into an interlingual representation. Sub-
sequently, given a pair of languages, and a query name in one of the languages, we use the map-
ping functions of those two language to identify possible name transliterations. The mapping
functions explicitly model the language specific variability and thus account for fine grained dif-
ferences.

5.4.1 Related Work

There is a large body of the literature in named entity transliteration, so I will describe only
the most relevant ones to my approach. In transliteration, generative approaches aim to generate
the target language transliteration of a given source name [104, 99, 69, 2] while discriminative ap-
proaches assume a list of target language names, obtained from other sources, and try to identify
the correct transliteration [103, 165]. All these approaches require either bilingual name pairs or
phoneme sequences to learn to transliterate between two languages. Thus, if we want to build
a transliteration system between every pair of languages in a given set of languages then these
approaches need resources between every pair of languages which can be prohibitive.

Bridge language approaches propose an alternative and use a resource rich language such as
English as common language [102], but they still need bilingual resources. Moreover Bridge-CCA
[102] uses a single mapping function for the phonemic space of all the languages and thus it can
not handle language specific variability. In the original setting, authors use English as the pivot
and since the phonemic inventory of English is fixed, irrespective of the target language, this may
not be a serious concern. But it becomes crucial when we use IPA as the bridge language.

Approaches that map words in different languages into the common phonemic space have also
been well studied. But most of these approaches use language specific resources such as CMU pro-
nunciation dictionary [61] or a carefully constructed cost matrices for addition, substitution, and
deletion of phonemes between a pair of languages [172, 196]. Variants of Soundex algorithm [138]
such as Kodex [100] use hand constructed consonant to soundex code tables for name translitera-
tion. Similar to my approach these variants only require soundex mappings of a new language to
build transliteration system, but my model does not require mapping between n-gram characters
and the IPA symbols. Alternatively unsupervised approaches have also been explored [147], but
their accuracies are fairly low compared to the supervised and weekly supervised approaches.
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En. Bg. Ru. Fr. Ro.

Train 31K 36K 1141 36K 5211

Dev. – 1264 2000 2717 430
Test – 1264 2000 2717 431

# Features 5000 3998 2900 5000 3465

Table 5.3: Statistics of different data sets. Training data is monolingual phoneme dictionaries while
development/test sets are bilingual name pairs between English and the respective language.

5.4.2 Evaluation Aspects

The experiments are designed to evaluate the following three aspects of my model, and of my
approach to transliteration in general:

1. IPA as bridge : Unlike other phonemic based approaches (Sec. 5.4.1), I do not explicitly
model the phoneme modifications between pairs of languages. Moreover, the phonemic
dictionary in each language is obtained from Wiktionary (Sec. 5.4.3), which is likely to be
noisy. So, the first aspect I want to evaluate is the effectiveness of using IPA as the bridge
language. I also compare my approach with other bridge language approaches and establish
the importance of modeling language specific variance.

2. Multilinguality : In my method, simply adding a phonemic dictionary of a new language
allows us to extend our transliteration system into any of the existing languages. I evaluate
the effect of data from a related, but different, language on a transliteration system between
a given language pair.

3. Complementarity : Using IPA as bridge language allows us to build transliteration system
into resource poor languages. But I also want to evaluate whether such an approach can
help improving a transliteration system trained directly on name-pairs.

5.4.3 Data Sets and Experimental Setup

I use data sets from five languages in order to evaluate the effectiveness of our approach. The
phonemic dictionaries (list of words and their IPA representations as shown in Table 5.1) are ob-
tained from Wiktionary. The Wiktionary dump downloaded in October 2011 has at least 2000
(word, IPA) pairs in 21 languages which also includes some resource poor languages (e.g., Arme-
nian, Taiwanese, Turkish, etc.). In principle, my method allows us to build transliteration system
into any of these language pairs without any additional information, but the final performances
may vary depending on the language pair. But, in this paper, I use English (En.), Bulgarian (Bg.),
Russian (Ru.), French (Fr.), and Romanian (Ro.) for evaluation purposes, as they suffice to show-
case all the three aspects mentioned in the previous section. Table 5.3 shows the sizes of phonemic
dictionaries used for training the models. The development and test sets between English and
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the remaining language pairs are obtained from geonames data base5. These are geographic loca-
tion names from different countries written in multiple languages. Notice that, the domain of the
training and test sets is completely different.

I convert the phoneme dictionaries of each language into feature vectors. I use unigram and
bigram features in the phonemic space and unigram, bigram, and trigram features in the character
space. An example for feature generation is shown in Sec. 5.3. After converting the data into
feature vectors, I retain the most frequent 5000 features. The last row of Table 5.3 shows the
number of features in the character space of each of the languages. The phonemic space is common
to all the languages and has 3777 features. Though the phonemic features are common to all the
languages, as discussed in earlier, only a subset of features will be observed in a given language.
For e.g., in the data sets, of the total 3777 common phonetic features only 3312, 882, and 1009
features are observed in English, Bulgarian, and Russian languages respectively. This indicates
the diversity in the phonemic inventory of different languages.

I compare my approach against Bridge-CCA, a state-of-the-art bridge language transliteration
system which is known to perform competitively with other discriminative approaches [102]. I use
the phoneme dictionaries in each language to train my approach, as well as the baseline system.
The projection directions learnt during the training are used to find the transliteration for a test
word as described in Sec. 5.3.3. I report performance in terms of the accuracy (exact match) of
the top ranked transliteration and the mean reciprocal rank (MRR) of the correct transliteration.
I find transliterations in both the directions (i.e., target language transliterations given a source
name and vice versa) and report average accuracies. The regularization parameter (τ ) in both my
approach and Bridge-CCA is tuned on the development data set using a line search between [0, 1].

5.4.4 Description of Results

In this section I report experimental results on the three aspects mentioned above. Based on
the sizes of the phoneme dictionaries (shown in Table 5.3), we should focus on English-Bulgarian
and English-French language pairs to evaluate the ‘IPA as bridge’ and complementarity aspects.
For the multilinguality aspect, we focus on comparing the performance of English-Russian and
English-Romanian transliteration systems

5.4.4.1 IPA as Bridge

Fig. 5.4 shows the performance of my approach with the residual parameter τ (in Eq. 5.13) on
the development data set. When τ is small, the model does not attempt to constrain the projection
directions Ui’s and hence they tend to map names to completely unrelated vectors. As we increase
the residual parameter, it forces the residual vectors (Ri) to be smaller and thus the subspaces
identified for each language are closely tied together. Thus, it models the commonalities across
languages and the essential language specific variability. Based on the performance curves on the
development data, I fix τ = 50 in the rest of the experiments.

Table 5.4 shows the results of Bridge-CCA and my approach on the four language pairs. I report
results of my approach with the decoding proposed in Sec. 5.3.3 and a simple cosine similarity
measure in the common-subspace, i.e., cos

(
AT

l x(l), AT
mx(m)

)
. Comparison of the accuracies in rows

1, 2 and 3, show that simply using cosine similarity performs almost same as the Bridge-CCA

5http://www.geonames.org/
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Figure 5.4: Performance of transliteration system with τ on English-Bulgarian language pair.

En.–Bg. En.–Ru. En.–Fr. En.–Ro.

Acc. MRR Acc. MRR Acc. MRR Acc. MRR

1 Bridge-CCA 68.83 77.22 44.50 53.22 41.55 52.89 71.69 79.59

2 Ours (cosine) 67.68 76.52 45.07 53.63 42.45 53.06 74.13 81.28
3 Ours (Eq. 5.22) 83.70 88.32 63.47 73.01 70.68 78.13 77.38 84.22

4 Ours (cosine + Multi.) 68.91 77.44 49.15 57.20 42.55 53.02 77.49 84.04
5 Ours (Eq. 5.22 + Multi.) 84.45 88.43 66.70 75.85 71.09 78.43 77.49 84.04

Table 5.4: Results of our approach and the baseline system on the test set. The second block shows
the results when our approach is trained only on phoneme dictionaries of the language pair, the
third block shows results when we include other language data as well.

approach. However, using the decoding suggested in Eq. 5.22 gives significant improvements.
To understand why the cosine angle between AT

l x(l) and AT
mx(m) is not the appropriate measure,

assume that the vectors x(l) and x(m) are feature vectors of same name in two languages and let
p be its true IPA representation. Then, since my model learns projection directions such that
AT

l x(l)i ≈ UT
l p,

cos(AT
l x(l), AT

mx(m)) = cos
(
(U +Rl)

Tp, (U +Rm)Tp
)

The additional residual matrices Rl and Rm make the cosine measure inappropriate. At the same
time, my model forces the residual matrices to be minimal and this is probably the reason why
it performs competitively with the Bridge-CCA. On the other hand, the decoding method shown
in Eq. 5.9 searches over the best possible phoneme sequence and thus yields significant improve-
ments. In the rest of this Chapter, I report results with the decoding in Eq. 5.22 unless specified
explicitly. My approach achieves a maximum improvement of 29.13% accuracy over Bridge-CCA
in English-French and on an average it achieves 17.17% and 15.19% improvement in accuracy and
MRR respectively. Notice that even though our Russian phoneme dictionary has only 1141 (word,
IPA) pairs, my approach is able to achieve an accuracy of 63.47% and an MRR of 73% indicating
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En.–Bg. En.–Fr.

Acc. MRR Acc. MRR

CCA 95.57 96.76 95.82 96.67
Ours+CCA (dev. tuned) 95.69 96.90 96.14 96.90

∆ Err 2.7% 4.2% 7.5% 6.8%

Ours+CCA (test tuned) 95.80 96.95 96.34 97.04
∆ Err 5.4% 5.8% 12.3% 11.3%

Table 5.5: Comparison with a system trained on bilingual name pairs. I also show the percentage
error reduction achieved by a linear combination of my approach and CCA.

that the correct name transliteration is, on an average, at rank 1 or 2.

5.4.4.2 Multilinguality

The fourth and fifth rows of Table 5.4 also show the multilingual results. In particular, I train
our system on data from the three languages En., Bg., and Ru. and test it on En.–Bg. and En.–
Ru. test sets. Similarly, I train a different system on data from En., Fr., and Ro. and evaluate
it on En.–Fr. and En.–Ro. test sets. I split the languages based on the language family, Russian
and Bulgarian are Slavonic languages while French and Romanian are Romance languages, and
expect that languages in same family have similar pronunciations. Comparing the performance
of my system with and without the multilingual data set, it is clear that having data from other
languages helps improve the accuracy.

5.4.4.3 Complementarity

In the final experiment, I want to compare the performance of my approach, which uses only
monolingual resources, with a transliteration system trained using bilingual name pairs. I train a
CCA based transliteration system [182] on a training data of 3792 and 8151 location name pairs.
Notice that, for this approach, the training and test data for this system are from the same domain
and thus it has an additional advantage over our approach, which is trained on whatever happens
to be on Wiktionary.

The second row of Table 5.5 shows the results of CCA on English-Bulgarian and English-French
language pairs. CCA achieves high accuracies even though the training data is relatively small,
most likely because of the domain match between training and test data sets. As another baseline,
I tried using Google machine translation API to transliterate the English names of the En.–Bg. test
set. I hoped that since these are names, the translation engine would simply transliterate them
and return the result. Of the output, I observed that about 500 names are passed through the MT
system unchanged and so I ignore them. On the remaining names, it achieved an accuracy of
76.15% and the average string edit distance of the returned transliteration to the true transliter-
ation is about 3.74. The relatively low accuracy of the transliterations obtained from Google MT
system, compared to the 95% accuracy CCA baseline, is probably due to the fact that, presumably,
it is a transliteration generation system unlike CCA which is a transliteration mining approach.
For lack of fair comparison, I don’t report the accuracies of the Google transliteration output in
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Table 5.5.

Table 5.5 also shows the results of my system when combined with the CCA approach. For a
given English word, I score the candidate transliterations using my approach and then linearly
combine their scores with the scores assigned by CCA. I do a line search between [0, 1] for the
appropriate weight combination. The third and fourth rows of Table 5.5 show the results of the
linear combination when the weight is tuned based on the development and test sets respectively.
The improvements, though not significant, are encouraging and suggest that a sophisticated way
of combining these different systems may yield significant improvements. This experiment shows
that a transliteration system trained on word and IPA representations can actually augment a
system trained on bilingual name pairs leading to an improved performance.

5.5 Discussion

In this Chapter, I proposed a regularization framework for the bridge language approaches and
showed its effectiveness on the name transliteration task. My approach learns multiple projection
directions for the bridge language based on the language it is paired with. Thus it accounts for
language specific phenomenon.

I evaluated my model on multilingual name transliteration task. For this task, I use inter-
national phonetic alphabet (IPA) as the bridge language. The use of IPA allowed us to build a
transliteration system between L languages using only monolingual resources. Since my model
accounts for language specific phenomenon, it achieves significantly better results compared to
other bridge language based approaches. Experimental results also show that a transliteration
system built using IPA data can also help improve the accuracy of a transliteration system trained
on bilingual name pairs.

While the use of phoneme dictionaries (words, IPA pairs) allowed us to build a transliteration
system without any bilingual names, a transliteration system built purely on phoneme dictionaries
will not be able to handle phonemes that occur only in names. For e.g., Bulgarian has phoneme /xʲ/
that occur only in the foreign names. In order to handle such phonemes, either we need to include
some bilingual name pairs as part of the training data or combine the system with a transliteration
system trained on the name pairs (as described in Sec. 5.4.4.3).
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Chapter 6

Discriminative Reranking

Mapping inputs to outputs lies at the heart of many NLP applications. For e.g., given a sentence
as input: part-of-speech (POS) tagging involves finding the appropriate POS tag sequence [175];
parsing involves finding the appropriate tree structure [106] and statistical machine translation
(SMT) involves finding correct target language translation [22]. The accuracy achieved on such
tasks can often be improved with the help of a discriminative reranking step [36, 28, 161, 189].
Reranking step allows us to use arbitrary features which are often difficult to include in the base-
line models due to the computational tractability issues. But the effectiveness of reranking de-
pends on the joint features defined over both input and output spaces. This has led the community
to spend substantial efforts in defining joint features for reranking [52, 31]. Unfortunately, devel-
oping joint features over the input and output space can be challenging, especially in problems
where the exact mapping between the input and the output is unclear (for instance, in automatic
caption generation for images, semantic parsing or non-literal translation).

In this Chapter, inspired by dimensionality reduction, I propose a novel family of reranking al-
gorithms based on learning separate low-dimensional embeddings of the task’s input and output
spaces [91]. This embedding is learned in such a way that prediction becomes a low-dimensional
nearest-neighbor search (Eq. 2.14), which can be done computationally efficiently. A key quality
of my approach is that feature engineering can be done separately on the input and output spaces;
the relationship between inputs and outputs is learned automatically. Since my approach requires
within-space features, it makes feature engineering relatively easy.

6.1 Problem Setting

Let xi ∈ Rd1 and yi ∈ Rd2 be the feature vectors representing the ith(1 · · ·n) input and reference
output (or true output) from the training data. For e.g., in the POS tagging problem input is a
sentence and output is a POS tag sequence while in the parsing task the input is again a sentence
and the output is a parse tree. Each input is also associated with mi number of candidate outputs,
usually produced using a baseline system, and are represented as ŷij ∈ Rd2 j = 1 · · ·mi. Each can-
didate output (ŷij) is also associated with a non-negative loss Lij . Notice that there are absolutely
no constraints on the loss function. Finally, let X (d1 × n) and Y (d2 × n) denote the data matrices
with xi and yi as columns respectively.

For clarity, I will discuss my approach in the context of POS tagging, though of course it gen-
eralizes to any reranking problem. As mentioned above, in this particular problem, the input is a
sentence and the output is a POS tag sequence. For brevity, I refer to the feature space of sentence
and tag sequences as word space and tag space respectively. Table 6.1 shows an example sen-
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Input (xi) Buyers stepped in to the futures pit .
Reference Output (yi) NNS VBD IN TO DT NNS NN .

Candidate Outputs (ŷij)

Score Tag sequence Loss

-0.1947 NNS VBD RP TO DT NNS NN . 0.12
-6.8068 NNS VBD RB TO DT NNS NN . 0.12
-7.0514 NNS VBD IN TO DT NNS NN . 0
-7.1408 NNS VBD RP TO DT NNS VB . 0.25
-13.7528 NNS VBD RB TO DT NNS VB . 0.25
-13.9974 NNS VBD IN TO DT NNS VB . 0.12
-26.1895 NNS VBD FW TO DT NNS NN . 0.12
-32.9977 NNS VBD RP TO VBP NNS NN . 0.25
-33.1356 NNS VBD FW TO DT NNS VB . 0.25
-35.5381 NNS VBD RP TO NNP NNS NN . 0.25

Table 6.1: Example input sentence and output tag sequences for the POS tagging task. The first
block shows the input sentence (xi) and its reference tag sequence (yi). The next block shows
the candidate POS tag sequence output by a baseline trigram HMM tagger. The candidates are
ordered based on the baseline decoder score. Notice that the reference tag sequence is ranked
third. The incorrect tags are shown in red. The loss of a candidate sequence is calculated as the
proportion of mismatched tags.

tence, its reference and candidate POS tag sequences. At test time, given a sentence and a list of
candidate POS tag sequences as input, we run a feature extractor on the input sentence to obtain
a representation x ∈ Rd1 ; we run an independent feature extractor on each of the m-many outputs
to obtain representations ŷ1, . . . , ŷm ∈ Rd2 . We will project all of these points down to a low k-
dimensional space by means of matricesA ∈ Rd1×k (for x) andB ∈ Rd2×k (for ŷ). We then select as
the output the ŷj from the tag space that maximizes cosine similar to x in the lower-dimensional
space given as:

cos(AT x, BT ŷj) =
xTABT ŷj

√
xTAAT x

√
ŷT
j BB

T ŷj

(6.1)

The goal is to learn the projection matricesA andB so that the result of this operation is a low-loss
output. Given training data of sentences and their reference tag sequences, my approach implicitly
uses all possible d1 × d2 pairwise feature combinations across the views and learns the matrices
A and B that can map a given sentence (as its feature vector) to its corresponding tag sequence.
Considering all possible pairwise combinations enables our model to automatically handle long
range dependencies such as a word at a position effecting the tag choice at any other position.

6.2 Models for Low-Dimensional Reranking

In this section, I describe the approach to learning low-dimensional representations for rerank-
ing. For simplicity, I discuss everything in the context of POS tagging but the models are general
and apply to other situations as well. I propose both generative-style and discriminative-style
approaches to formalizing this intuition, as well as a softened variant of the discriminative model.
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In the subsequent section, we discuss computational issues related to these models. For easier
exposition, I describe our models in one-dimensional setting (i.e., to find vectors a and b instead
of A and B) as it can be extended trivially.

6.2.1 A Generative-Style Model

The first model I propose is akin to a generative probabilistic model, in the sense that it attempts
to model the relationship between an input and its reference output, without taking alternate
possible outputs into account. In the context of the intuition sketched in the previous section, the
idea is to choose A and B so as to maximize the cosine similarities on the training data between
each input and it’s correct (or minimal-loss) output. This objective function is same as that of CCA
(Sec. 2.2). This model intentionally ignores the information present in the alternative, incorrect
outputs. The hope is that by making the cosine similarities with the best output as high as possible,
all the alternate outputs will look bad in comparison.

Though this model is a direct application of CCA, I briefly describe it here so that the intu-
ition of further models become clear. Given a training data of sentences and their reference tag
sequences represented as X and Y (Sec. 6.1), the generative model finds projection directions, in
word and tag spaces, along which the aligned sentence and tag sequence pairs have maximum
cosine similarity. In the one-dimensional setting, it finds directions a ∈ Rd1 and b ∈ Rd2 such that
the correlation as defined in Eq. 6.2 is maximized.

arg max
a,b

aTXY T b
√

aTXXT a
√

bTY Y T b
(6.2)

As discussed in Sec. 2.4 maximizing this objective function is same as learning a classifier in the
joint feature space. To recall the expression Eq. 2.23;

aTXY T b =

n∑
i=1

⟨a, xi⟩⟨b,yj⟩ =
n∑

i=1

( d1,d2∑
l,m=1

wlmϕ
lm
i

)
(6.3)

where we replaced the scalars xi(l)yi(m) and a(l)b(m) with ϕlmi and wlm respectively. From the
above expression, it is clear that the generative model considers all possible pairwise combinations
of the input and output features (d1×d2) and learns which of them are more important than others.
Intuitively, it puts higher weight on a word and tag pair that co-occur frequently in the training
data, at the same time each of them is infrequent in its own view.

6.2.2 A Discriminative-Style Model

The primary disadvantage of our generative model is that it only uses input sentences and their
reference tag sequences and does not use the incorrect candidate tag sequences of a given sentence
at all. In what follows, I describe a model that utilize the incorrect candidate tag sequences as
negative examples to improve the projection directions (a and b). I achieve this by imposing con-
straints that explicitly penalize ranking high-loss outputs higher than low-loss outputs. For e.g., as
shown in Table 6.1, the incorrect tag sequences are ranked higher (at positions 1 and 2) compared
to the reference tag sequence which has lower loss. So, I will add constraints to penalize such
situations. The following two models explicitly attempt to score the reference tag sequence higher
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than the incorrect tag sequences, as is often done in the context of maximum-margin structure
prediction techniques [173, 178].

In this section, I describe a discriminative model that keeps track of the margin deviations and
finds the projection directions iteratively. Intuitively, after projecting into the lower dimensional
subspace, the cosine similarity of a sentence to its reference tag sequence must be greater than that
of its incorrect candidate tag sequences. Moreover, the margin between these similarities should
be proportional to the loss of the candidate translation, i.e., the more dissimilar a candidate tag
sequence to its reference is, the farther it should be from the reference in the projected space. From
the decomposition shown in Eq. 6.3, for a given pair of source sentence xi and a tag sequence yj ,
the generative model assigns a score of :

⟨a, xi⟩⟨b,yj⟩ = aT xiyT
j b

Each input sentence is also associated with a list of candidate tag sequences and since each of these
candidate sequences are incorrect, they should be assigned a score less than that of the reference
tag sequence. Drawing ideas from structure prediction literature [8], I modify the objective func-
tion in order to include these terms. This idea can be captured using a loss augmented margin
constraint for each sentence, tag sequence pair. Let ξi denote a non-negative slack variable, then I
define the objective function of the discriminative model as follows:

arg max
a,b,ξ≥0

λ

1− λ
aTXY T b−

∑
i

ξi (6.4)

s.t. aTXXT a = 1 and bTY Y Tb = 1

∀i ∀j aT xiyT
i b− aT xiŷT

ijb ≥ 1− ξi
Lij

where 0 ≤ λ ≤ 1 is a weight parameter. This objective function ensures that the margin be-
tween the reference and the candidate tag sequences in the projected space (as given by aT xiyT

i b−
aT xiŷT

ijb) is proportional to its loss (Lij). Notice that the slack is defined for each sentence and it
remains the same for all of its candidate tag sequences.

6.2.3 A Softened Discriminative Model

One disadvantage to the discriminative model described in the previous section is that it cannot
be optimized in closed form (as discussed in the next section). In this section, we consider a model
that lies between the generative model and the (fully) discriminative model. This softened model
has attractive computational properties (it is easy to compute) and will also form a building block
for the optimization of the full discriminative model.

For each sentence xi, its reference tag sequence yi should be assigned a higher score than any
of its candidate tag sequences ŷij i.e., we want to maximize aT xiyT

i b − aT xiŷT
ijb. In the fully

discriminative model, we enforce that this is at least one (modulo slack). In the relaxed version,
we instead require that this hold on average. In order to achieve this we add the following terms to
the objective function: ∀j = 1 · · ·mi

aT xiyT
i b− aT xiŷT

ijb = aT xirTijb (6.5)

where rij = yi − ŷij is the residual vector between the reference and the candidate sequences.
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Now, we simply sum all these terms for a given sentence weighted by their loss and encourage it
to be as high as possible, i.e.,

1

mi

mi∑
j=1

Lij

(
aT xirTijb

)
= aT xi

( 1

mi

mi∑
j=1

LijrTij
)

b (6.6)

The normalization by mi takes care of unequal numbers of candidate tag sequences. Now let
R denote a matrix of the same size as that of Y (i.e., d2 × n) with its ith column as given by
1
mi

∑mi
j=1 Lijrij , then we add the following term to the generative objective function:

n∑
i=1

aT xi
( 1

mi

mi∑
j=1

LijrTij
)

b = aTXRT b (6.7)

Finally, the projection directions are obtained by solving the following optimization problem :

arg max
a,b

(1− λ)aTXY T b + λ aTXRTb s.t. aTXXT a = 1 and bTY Y Tb = 1 (6.8)

where 0 ≤ λ ≤ 1 is a constant to be tuned on the development set.

6.3 Optimization

In this section, I describe how to solve the optimization problems associated with the models
that we discussed in the previous Section. First I discuss the solution of the generative model.
Next, I discuss the softened discriminative model, since its solution will be used as a subroutine in
the optimization of the fully discriminative model.

6.3.1 Optimizing the Generative Model

The optimization problem corresponding to the generative model turns out to be identical to
that of CCA [80], which immediately suggests a solution by solving an eigensystem (Sec. 2.2.2.1).
In particular, the projection directions are obtained by solving the generalized eigensystem:(

0 Cxy

Cyx 0

)(
a
b

)
=

(
Cxx 0
0 Cyy

)(
a
b

)
(6.9)

where Cxx = (1 − τ)XXT + τI , Cyy = (1 − τ)Y Y T + τI are covariance matrices, Cxy = XY T is
the cross-covariance matrix, Cyx = CT

xy, τ is a regularization parameter and I is an identity matrix
of appropriate size. Using these eigenvectors as columns, we form projection matrices A and B.
These projection matrices are used to map sentences and tag sequences into a common lower di-
mensional subspace. In general, using all the eigenvectors is sub-optimal from the generalization
perspective, so the optimal size of this subspace is tuned based on the development set.

6.3.2 Optimizing the Softened Model

In the softened discriminative version, the summation of all the difference terms over all can-
didate tag sequences and sentences (Eq. 6.7), enables a simpler objective function whose optimum
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can be derived by following a procedure very similar to that of the generative model. In par-
ticular, the projection directions are obtained by solving Eq. 6.9 except that Cxy is replaced with
X((1− λ)Y T + λRT ).

6.3.3 Optimizing the Discriminative Model

To solve the discriminative model, we begin by constructing the Lagrange dual. Let β1 and
β2 and αij be the Lagrangian multipliers corresponding to the length and the margin constraints
respectively, then the Lagrangian is given by:

L =
1− λ
λ

aTXY T b−
n∑

i=1

ξi − β1

(
aTXXT a− 1

)
− β2

(
bTY Y Tb− 1

)
+

n,mi∑
i=1,j=1

αij

(
aT xirTijb− 1 +

ξi
Lij

)

Differentiating the Lagrangian with respect to the parameters a,b and setting them to zero yields
the solution for the parameters in terms of the Lagrangian multipliers αij as follows:(

0 Cα
xy

Cα
yx 0

)(
a
b

)
=

(
Cxx 0
0 Cyy

)(
a
b

)
(6.10)

where Cα
xy = X

(
1−λ
λ Y T + RT

)
and R is a matrix of size d2 × n with ith column as given by

1
mi

∑mi
j=1 αijrij . I use superscript α

(
in Cα

xy

)
to indicate that this is dependent on the Lagrangian

multipliers αij . In other words, the solution is similar to that of the previous formulation except
that the residual vectors are weighted by the Lagrangian multipliers instead of the loss function.
Unlike the max margin formulations of SVM, it is not easy to rewrite the parameters a,b in terms
of the Lagrangian multipliers αij as Cα

xy itself depends on αij ’s. Hence, rewriting the parameters
in terms of the Lagrangian multipliers and then solving the dual is not amenable in this case.

In order to solve this optimization problem, we resort to an alternate optimization technique
in the primal space. First, we fix the Lagrangian multipliers αij and then solve for the parameters
a,b, β1, β2 and ξi. Projection directions a,b and their Lagrangian multipliers β1, β2 are obtained
by solving the generalized eigenvalue problem given in Eq. 6.10. β1 and β2 are the eigenvalues.
Using these projection directions, we determine the slack variable ξi for each sentence. In the
second stage of the alternate optimization, we fix a,b and ξi and take a gradient descent step
along αij to minimize the function. We repeat this process until the convergence.

The pseudocode is shown in Alg. 1. First we initialize the Lagrangian multipliers proportional
to the loss of the candidate tag sequences (step 1). This ensures that the eigenvectors solved in
step 6 are same as the output given by the previous formulation (Sec. 6.2.3). In general, in the ex-
periments, I observed that this is a good starting point. After solving the generalized eigenvalue
problem in step. 6, we consider the top k eigenvectors, as determined by the error on the develop-
ment set and normalize them so that they follow the length constraints (steps 7 and 8). In the rest
of the algorithm, we use these normalized projection directions to find the slack values which are
in turn used to find the update direction for the Lagrangian variables.

In step 10, we compute the potential slack value (ψij) for each of the constraints so that the
constraint is satisfied and then choose the minimum of the positive ψij values as the slack for this

72



Algorithm 1 Alternate optimization algorithm for solving the parameters of the discriminative
model.
Require: X,Y, Ŷ , L, λ, τ
Ensure: A,B

1: α = L;
2: rij = yi − ŷij ; Cxx = (1− τ)XXT + τI ; Cyy = (1− τ)Y Y T + τI
3: repeat
4: Form R with ith column as 1

mi

∑mi
j=1 αijrij

5: Cα
xy = X

(
1−λ
λ Y T +RT

)
6: Solve for the eigenvectors of Eq. 6.10. .
7: Form matrices A,B with top k eigenvectors as columns; k is determined using dev. set.
8: Let An & Bn be normalized versions of A and B s.t. they follow the length constraints.
9: for each sentence i = 1 · · ·n do

10: j = 1· · ·mi, ψij =
(
1− xTi AnB

T
n rij

)
Lij

11: ξi = min
{
0 , ψij | s.t. ψij > 0

}
12: if ξi > 0 then
13: dij = xTi AnB

T
n rij −

(
1− ξi

Lij

)
14: αij = αij − γ dij
15: end if
16: end for
17: until slack values doesn’t change
18: return A,B

sentence (step 11). If the chosen slack value is equal to zero, it implies that ψij ≤ 0 ∀j = 1 · · ·mi

which in turn implies that all the constraints of a given input sentence are satisfied by the current
projection directions and hence there is no need to update the Lagrangian multipliers. Otherwise,
some of the constraints are still not satisfied and hence we will update their corresponding La-
grangian multipliers in steps 13 and 14. In specific, step 13 computes the deviation of the margin
constraints with the new slack value and step 14 updates the Lagrangian multipliers along the
gradient direction.

In principle, this approach is similar to the cutting plane algorithm used to optimize slack re-
scaling version of Structured SVM [178], but it differs in selecting the slack variable (step 11). The
cutting plane method chooses ξi as the maximum of {0, ψij} where as we choose the minimum
of the positive ψij values as the slack. Intuitively, this means that the cutting plane algorithm
chooses a constraint that is most violated which results in fewer constraints. This is crucial in
structured SVM, because solving the dual problem is cubic in terms of the number of examples and
constraints. In contrast, my approach selects the slack such that at least one of the constraints is
satisfied and adds all the remaining constraints to the active set. Since step 6 considers a weighted
average of all these constraints the complexity depends only on the number of training examples
and not the constraints.

6.3.4 Combining with Viterbi Decoding Score

All the three formulations discussed until now do not consider the Viterbi decoding score as-
signed to each candidate tag sequence. As explained in Collins and Koo [36], the decoding score
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plays an important role in reranking the candidate sentences. In this section, I describe a sim-
ple linear combination of the Viterbi decoding score and the score obtained by projecting into
the lower dimensional subspace, using mappings obtained by any of the three methods we saw
earlier.

For a given sentence xi and candidate tag sequence pair ŷij , let sij and pij be the scores assigned
by Viterbi decoding and the lower dimensional projections (Eq. 6.1), respectively. Then I define
the final score for this pair as a simple linear combination of these two scores as:

Score(xi, ŷij) = sij + w pij (6.11)

The weightw is optimized using a grid search on the development data set, I search forw from 0 to
100 with an increments of 1 and choose the value for which the error is minimum on development
set.

6.4 Reranking for POS Tagging

Reranking is relative less explored for POS tagging due to the already higher accuracies of
baseline taggers in English [35], but it is shown to improve accuracies in other languages such
as Chinese [82]. Since my models consider all pair-wise combination features they automatically
consider the long range dependencies. In the following sections, I evaluate the effectiveness of
our discriminative reranking models on POS tagging.

To summarize the approach, we convert the training data into feature vectors and use any
of the three methods discussed above to find the lower dimensional projection directions (a and
b). Each of those approaches involve solving a similar generalized eigenvalue problem (Eq. 6.9)
with the cross covariance matrix Cxy defined differently in the three approaches. As discussed in
Sec. 2.2.2, this problem can be solved in different ways, but I use the following approach since it
reduces the size of the eigenvalue problem.

C−1
yy C

T
xyC

−1
xx Cxy b = ω b (6.12)

a =
1√
ω
C−1
xx Cxy b (6.13)

where ω is the eigenvalue. Assuming that d2 ≪ d1, which is usually true in POS tagging because
of the smaller tag vocabulary, these equations solve a smaller eivenvalue problem. After solving
the eigenvalue problem, we form matrices A and B with columns as the top k eigenvectors a and
b respectively. Given a new sentence and candidate tag sequence pair (xi, ŷij), their similarity is
obtained using Eq. 6.1. Now, based on the development data set we find the weights for the linear
combination of the projection and Viterbi decoding scores (Eq. 6.11).

During the reranking stage, we first use Eq. 6.1 to compute the projection score for all the
candidate tag sequences and then use Eq. 6.11 to combine this scores with the decoding score. The
candidate tag sequences are reranked based on this final score.

6.4.1 Related Work

There has been lot of literature on POS tagging, discriminative reranking and the margin for-
mulations of CCA. In this section, I discuss approaches that are most relevant to the problem and
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the approach.

In NLP literature, discriminative reranking has been well explored for parsing [36, 28, 160,
123, 97] and statistical machine translation [161, 189, 115]. Collins [35] proposed two reranking
approaches, namely boosting algorithm and a voted perceptron, for the POS tagging task. Later
Huang et al. [82] propose a regularized version of the objective function used by Collins [35]
and show an improved performance for Chinese. Their algorithm finds a weight vector w that
minimizes the following loss function:

Loss(w) =

n,mi∑
i,j=1

Sije
−Mij(w) +R(w) (6.14)

Si,j = Scored(xi,yi)− Scored(xi, ŷij)

Mij(w) = −w0Lij +
∑
k

wk

(
hk(xi,yi)− hk(xi, ŷij)

)
(6.15)

where R(w) is the regularization term on the weight vector and hk are binary feature functions.
In all of the above reranking approaches, the feature functions are defined jointly on the input
and output, whereas in my approach, the features are defined separately within each view and
the algorithm learns the relationship between them automatically. This is the primary difference
between my approach and the existing rerankers.

In principle, the margin formulations that I described in this Chapter are similar to the max
margin formulations of CCA [169] and maximum margin regression [168, 188]. These approaches
solve the following optimization problem:

min ∥W∥2 + C 1T ξ (6.16)
s.t. ⟨yi,Wϕ(x)i⟩ ≥ 1− ξi ∀i = 1 · · ·n

WhereC is the cost parameter,W is a transformation between input and output spaces and ξ is the
slack vector. My approach differs from these formulations in two main ways: the score assigned
by the generative model (equivalent to CCA) for an input-output pair (xTi abTyi) can be converted
into this format by substituting W ← baT , but in doing so we are ignoring the rank constraint.
It is often observed that, dimensionality reduction leads to an improved performance and thus
the rank constraint becomes crucial. Another major difference is that, the constraints in Eq. 6.16
represent that any input and reference output pair should have at least a margin of 1, whereas
in my approach, the constraints include incorrect outputs along with their loss value. In other
words, my formulation is more suitable for the reranking problem while Eq. 6.16 is more suitable
for regression or classification tasks.

6.4.2 Data Sets

In this section, I report POS tagging experiments on four languages: English, Chinese, French
and Swedish. The data in all these languages is obtained from the CoNLL 2006 shared task on
multilingual dependency parsing1. I only consider the word and its fine grained POS tag (columns
2 and 5 in respectively) and ignore the dependency links in the data. Table 6.2 shows the data
statistics in each of these languages.

1http://ilk.uvt.nl/conll/
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Train Dev. Test

English # sent. 15K 2K 1791
# words 362K 47K 43K

Chinese # sent. 50K 4K 3647
# words 292K 26K 25K

French # sent. 9K 2K 1351
# words 254K 57K 40K

Swedish # sent. 8K 2K 1431
# words 137K 31K 28K

Table 6.2: Training and test data statistics.

My models Word space:
{

he, the, ng, ing, ling, re, ure, sure
}

Tag space:
{

DT, NN, NN, DT_BOS, NN_DT, NN_NN
}

Baseline
{

(he,DT), (the,DT), (he,DT_BOS), (the,DT_BOS), (ng,NN), (ng,DT_NN),

Rerankers (ing,NN), (ing,DT_NN), (ling,NN), (ling,DT_NN), (re,NN), (re,NN_NN),
(ure,NN), (ure,NN_NN), (sure,NN), (sure,DT_NN)

}
Table 6.3: Features generated for the low-dimensional discriminative models and the baseline
rerankers on the example sentence “the/DT selling/NN pressure/NN”. BOS is the beginning of
sentence marker.

I use a second order Hidden Markov Model [175] based tagger as a baseline tagger in our ex-
periments. This model uses trigram transition and emission probabilities and is shown to achieve
good accuracies in English and other languages [82]. I refer to this as the baseline tagger in the
rest of this Chapter and is used to produce n-best list for each candidate sentence. The n-best list
for training data is produced using multi-fold cross-validation similar to Collins and Koo [36] and
Charniak and Johnson [28]. The first block of Table 6.4 shows the accuracies of the top-ranked tag
sequence (according to the Viterbi decoding score) and the oracle accuracies on the 10-best list. As
expected the accuracies on English and French are high and are on par with the state-of-the-art
systems. From the oracle scores, it is clear that though there is a chance for improvement using
reranking, the scope for improvement in English is less compared to the 5 point improvement
reported for dependency parsing [28]. This indicates the difficulty of the reranking problem for
POS tagging in well-resourced languages.

6.4.3 Reranking Features and Baselines

In this Chapter, except for Chinese, I use suffixes of length two to four as features in the word
space and unigram and bigram tag sequences as features in the tag view. That is, I convert each
word of the sentence into suffixes of length two to four and then treat each sentence as a bag
of suffixes. Similarly, I treat a candidate POS tag sequence as a bag of unigram and bigram tag
features. For Chinese, I use character suffixes of length one and two as features for the sentences
and use the same unigram and bigram POS tag sequences on the tag view. We did not include
any alignment based features, i.e., features that depend on the position. Although it is possible to

76



Developement Set Test set

English Chinese French Swedish English Chinese French Swedish

Baseline 96.74 92.55 96.94 93.22 96.15 92.31 97.41 93.23
Oracle 98.85 98.41 98.61 96.96 98.39 98.19 99.00 96.48

Collins (Sufx) 96.66 93.00 96.87 93.50 96.06 92.81 97.35 93.44
Regularized (Sufx) 96.60 93.12 96.90 93.36 96.00 92.88 97.38 93.35

Generative 96.82 93.14 97.18 93.46 96.24 92.95 97.43 93.26
Softened-Disc 96.85 93.14 97.28 93.49 96.32 92.87 97.53 93.24
Discriminative 96.85 93.17 97.27 93.50 96.3 92.91 97.53 93.36

Collins (n-gm) 96.74 93.14 97.06 93.44 96.13 92.74 97.54 93.45
Regularized (n-gm) 96.78 93.14 97.01 93.45 96.14 92.80 97.52 93.40

Table 6.4: Accuracy of the baseline HMM tagger and different reranking approaches. For compar-
ison purposes, we also showed the results of Collins and Koo [36] its regularized versions with
n-gram features. Our models use only suffix features so we bolded the best system among those
that use suffix features. The improvements of our discriminative models are statistically signifi-
cant at p = 0.01 and p = 0.05 levels on Chinese and English respectively.

incorporate the alignment based features by posing it as a feature selection problem as described
in Sec. 4.2. Table 6.3 shows the features that are fired for an example sentence.

I compare my models with a boosting-based discriminative approach [36] and its regularized
version [82]. In order to enable a fair comparison, I use suffix and tag pairs as features for both
these models. For e.g., we would generate the following features for the word ‘selling’ in the
phrase “the/DT selling/NN pressure/NN”: (ng, NN), (ng, DT_NN), (ing,NN), (ing,DT_NN),
(ling,NN), (ling,DT_NN). For comparison purposes, I also show results by running these rankers
with n-gram features [35].

6.4.4 Results

There are following hyper parameters in each of my models, regularization parameter τ , weight
parameter λ in the discriminative and softened discriminative models, the weight for the linear
combination of the Viterbi decoding score and the projection score (w) and, finally, the size of the
lower dimensional subspace (k). I use grid search to tune these parameters based on the devel-
opment data set. For discussion on the sensitivity to the hyperparameters and more discussion
please refer to Appendix C.

Table 6.4 shows the results of different models on the development and test data sets. On the
test data set, the baseline reranking approaches perform better than the HMM decoder in Chinese
and Swedish languages, but they underperform in English and French languages. This is justi-
fiable because the individual characters are good indicators of POS tag information for Chinese
and this additional information is being exploited by the reranking approaches. Swedish, as a
Germanic language has compound word phenomenon which makes the baseline HMM decoder
weaker compared to English and French.

The fourth block shows the performance of my models on the same data sets. Except in
Swedish, one of my models outperforms the baseline decoder and the other reranking approaches.
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English Chinese French Swedish

Softened-Disc (all sentences) +0.17 +0.56 +0.12 +0.01
Discriminative (all sentences) +0.15 +0.6 +0.12 +0.13

Softened-Disc (changed sent. only) +0.92 +4.31 +1.12 +0.08
Discriminative (changed sent. only) +0.88 +4.77 +0.9 +0.73

Table 6.5: Improvement over the baseline systems on all sentences and only on the sentences for
which the reranking models changed the top scoring candidate sequence.

En. Zh. Fr. Sv.

Generative 94.83 89.89 96.1 91.89
Softened-Disc 95.04 89.61 95.97 91.95
Discriminative 94.95 89.76 95.82 92.11

Table 6.6: Accuracies without combining with Viterbi decoding score.

The fact that my models outperform the baseline system and the other reranking approaches in-
dicate that, by considering all the pairwise combinations of the input features low-dimensional
discriminative reranking models capture long range dependencies that are left by other models.
Among the different formulations of my approach, maximizing the margin between the correct
and incorrect candidates performed better than generative, and ensuring that the margin is pro-
portional to the loss of the candidate sequence (discriminative) led to even more improved results.
Except in Chinese, the discriminative version performed at least as well as the other variants.
Compared to the baseline decoder, the discriminative version achieves a maximum improvement
of 0.6 points in Chinese while achieving 0.13, 0.12 and 0.15 points of improvement in Swedish,
French and English languages respectively.

I also reported the results of the baseline rerankers with n-gram features in the fifth block of
Table 6.4. I remind the reader that my models use only suffix features, so for a fair comparison the
reader should compare my results with the baseline rerankers run with the suffix features. The
performance of these baseline rankers improved when I include the n-gram features but it is still
less than the discriminative model in most cases.

In the analysis, I found that on some sentences the top scoring POS tag sequence did not change
even after reranking. Table 6.5 shows the performance improvement of my models on only the
sentences whose top ranked tag sequence changed after reranking. For comparison, it also shows
the average improvements on all sentences. From the Table, we can clearly see that the improve-
ments are substantial. Finally, Table 6.6 shows the performance of our models without combining
with the Viterbi decoding score. By comparing the accuracies in Tables. 6.4 and 6.6, it is clear that
the low-dimensional discriminative rerankers are not as effective by themselves – which is in ac-
cordance with the behavior observed elsewhere [36] – but they provide an invaluable signal to the
existing models.
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6.5 Discussion

In this Chapter, I showed a novel use of dimensionality reduction techniques for discrimina-
tive reranking problem and show improvements for the POS tagging task in four different lan-
guages. Here, I restricted myself to showing the utility of the techniques and, hence, did not
experiment with different features, though it is an important direction. By using only with-in
space features, my models are able to beat the reranking approaches that use potentially more
informative alignment-based features. As discussed in Chapter 4, it is also possible to include
alignment-based features into the reranking models by posing the problem as a feature selection
problem on the covariance matrices [93].

As in the previous Chapters, the reranking models involve an inverse computation and an
eigenvalue problem. While these operations can be potentially expensive, there are alternative
approximation techniques that scale well to large data sets [70]. I leave this for future work.
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Chapter 7

Compositional Embeddings

In the previous Chapters, I discussed how to learn a lower dimensional subspace under two
different situations: 1) when we have training data from multiple languages into a common bridge
language, and 2) when an object is associated with a ranked list of objects from another view. In
both the above settings, an object in each of the views is represented as a single vector and we
learnt transformation functions to map these objects into a common low-dimensional representa-
tion. But in many cases, the objects have richer structure that is usually ignored. For example, in
many IR tasks sentences/documents are typically represented as bag-of-words. While this rep-
resentation is convenient for computation, it throws away lot of useful information such as the
syntactic structure and the word meaning. An alternative representation is to use the syntactic
tree structure of a sentence with nodes being words and an edge between two words characteriz-
ing the syntactic relation between the two words. This representation can be further enriched by
replacing the lexical identity of each word by a d-dimensional vector which captures the meaning
of the word. Using word vectors allows applications to automatically detect synonyms and han-
dle them appropriately. But as mentioned earlier, representing an object as a vector is desirable
due to its computational advantages. So we want to design models to compute a vector represen-
tation of an object by taking advantage of its structure. The vector representation output by our
model can be substituted for a bag-of-word representation in any of the existing applications.

In this Chapter, I propose models to compute vector representation of an object based on its
structure. For conciseness I call such function as composition function and discuss a general problem
setting called multi-view multivariate regression (MMR) to learn the parameters of the composition
function. For generality, I discuss MMR in the context of vector based compositionality learning
(Sec. 7.1) and then a specific case of MMR to the problem of learning token based embeddings
from type based representations (Sec. 7.2).

• Vector based Compositionality Learning: In this problem setting, we assume that the mean-
ing of a word is represented as a point in a d-dimensional vector space [51, 159, 66] and the
meaning of a phrase or a sentence can be represented by a collection of points in the same
vector space. Since a phrase or a sentence has much more information than a word, we use
a collection of points as opposed to a single point representation [126, 163]. The collection
size depends on whether we are representing a phrase or a sentence and also on the task.
The optimal value of collection size can be estimated from development data. In the rest of
this Chapter, I mainly discuss models to learn point-wise representation of a sentence and it
is trivial to obtain the rest of the points in the collection.

Vector based semantic learning problem is to compute the semantic representation of a sen-
tence based on the individual word representations and its syntactic structure. The aim
of this problem is to find vector representations for sentences such that two sentences that
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express the same meaning (e.g., “I ate an apple” and “I had a fruit”) lie closer in the d-
dimensional space. This problem is different from the compositionality learning as setup
in [114, 197, 171] where the aim to learn the representation of a sentence in terms of logic
statements. While the representation in terms of logic is suitable for tasks such as question
answering, it is not well suited for computing similarity between two texts [94]. In the rest
of this Chapter, by compositionality learning I refer to the problem of vector based compo-
sitionality learning1.

• Learning Token Based Embeddings: The second problem we consider in this Chapter is
to learn token based embeddings from type based representations. Techniques like distri-
butional semantics [51, 118, 176, 66] or interlingual representations (Chp. 4) learn vector
representations of a word by aggregating information over all of its contexts. The learnt rep-
resentation is dependent only on the word and is independent of any given context [128, 37].
But words are used in different senses depending on the context. Consider the classic exam-
ple of the word ‘bank’. It means river bank in the sentence “they pulled the canoe up on
the bank” where as it means a financial institution in the sentence “he cashed a check at the
bank”. Representing a word using a single vector can not capture its different senses. In
order to differentiate these two meanings of the same word, we may want to learn vector
representations of the same word specific to each context.

For conciseness, I refer to the representation of a word in isolation as type based repre-
sentation/embedding and its representation in a specific context as token based represen-
tation/embedding2. In this problem setting, I discuss how to adapt type based embeddings
to their tokens. As we will see later, this can be cast as a specific case of MMR and is very
close to the problem of multivariate linear regression.

In my preliminary experiments I found out that compositionality learning depends crucially
on the quality of the word embeddings. Simply using type based embeddings is not sufficient to
perform better than a bag-of-word representation. So in this Chapter, I only discuss the modeling
aspect of the compositionality learning problem. But I will present both modeling aspect and
experimental evidence for the second problem, learning token based embeddings.

7.1 Compositionality Learning

Appropriate models for computing the meaning conveyed by a natural language text unit (such
as a phrase, a sentence or a document) are essential in many NLP applications such document clas-
sification [127], question answering [122], information retrieval [121], and so on. The earliest work
on compositionality and composition operators is the logic-based semantic frameworks devel-
oped by Montague [129]. The principle of compositionality states that the meaning of a sentence
can be expressed in terms of the meaning of its constituent expressions and the rules of composi-
tion – which are in turn defined by the syntax of the sentence. As argued in [94], representation
in terms of logic formulas is not well suited for modeling similarity between textual units. So,
researchers started looking into alternative representations that are amenable to similarity com-
putations.

1In general, compositionality learning refers to computing the meaning of textual n-grams such as phrases or sen-
tences. But in this Chapter, I mainly discuss in the context of sentences but, once the composition function is learnt,
with no additional effort it can be used to learn the meaning of phrases as well.

2I use token and “a word in a context” interchangeably.
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7.1.1 Representations for Text

Since their introduction, vector-space models (VSM) [155, 180] have shown great success in
NLP applications. Vector space models represent a document as a bag of words. While this
representation is simple, it encounters sparseness problems due to the growing vocabulary size.
Moreover, the synonymous and polysemous nature of words pose another problem (referred to as
lexical gap) in these models. Dimensionality reduction techniques such as latent semantic analy-
sis (LSA) [53] are proposed to reduce the dimensionality and are shown to address the sparseness
and the lexical gap problem to some extent. But even these approaches do not fare well for shorter
documents or sentences due to the increased sparseness, which is worsened by the fact that most
of the content words do not repeat within a single sentence. On the other hand, word space mod-
els (WSM) [157] represent a word as a vector of all its context words. These models rely on the
distributional hypothesis that the meaning of a word is determined “by the company it keeps”
[51]. WSMs have been shown to be very useful in many tasks such word sense discrimination
[159], synonymy identification [176], bilingual dictionary mining [40], and so on.

However, both these models are insufficient to represent the meaning of natural language text
[94]. VSMs represent text as bag of words and hence completely ignore the context information.
Where as the WSMs are limited to representing words and suffer from sparsity problem when we
consider longer word n-grams. Computational models of semantics, such as Montague grammar
[129], address the problem of computing the meaning of phrases or sentences. The central problem
in these approaches is the compositionality problem, which attempts to compose the meaning of
longer word n-grams from its constituents (like words or phrases).

7.1.2 Vector based Compositionality Learning

In the context of VSMs, there has been some work in the compositionality, mainly, for short
phrases or specific word combinations such as noun-noun or adjective-noun combinations. In this
line of work, the most common composition operator is the averaging operator [176, 140, 159]. The
main disadvantage of the averaging operator is its insensitivity to the word order and the syntactic
role of words [110]. Mitchell and Lapata [126] and Widdows [190] discuss several other composi-
tion operators for bigrams and provide some preliminary experimental results. Tensor product of
vectors has also been used as a compositionality operator [162, 141]. But most of these operators
are illustrated only on hand picked examples and are not thoroughly tested. Studies that address
empirical validation are done on smaller data sets and hence the results are inconclusive. Mitchell
and Lapata [126] observe that multiplicative models perform better for verb-noun compositions,
Geisbrecht [64] finds tensor product to be working better where as Guevara [67] observes that
addition operator performs better at adjective-noun compositions. Recently, Reddy et al. [149]
evaluate different compositionality operators for noun-noun compositions on a relatively bigger
data set. They observed that weighted vector addition [126] performs competitively with other
operators. For this reason, apart from the computational advantages, I choose weighted vector
addition as the basic composition operator for my models.

Matrix operators have also been used for modeling the composition operation. Baroni and
Zamparelli [13] model adjectives and nouns as matrices and vectors respectively. Subsequently,
they model the adjective-noun composition as a matrix vector multiplication. Further along this
direction, Rudolph and Giesbrecht [154] represent all the words as matrices and use matrix mul-
tiplication as the composition operator. The authors argue that, because matrix multiplication is
not commutative, it is sensitive to the word order and hence it is preferable over vector opera-
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tors. They also show that by appropriately defining the matrices the matrix multiplication can
subsume most of the vector composition operators. Despite the compelling arguments in favor of
the matrix operators, vector operators are simple, amenable to learning, and are easier to extend
to longer word n-grams such as sentences.

All the above approaches discussed till now consider composition at small word n-grams (usu-
ally bigrams). Though some of them can be extended to longer units such as a sentence, they do
not consider the syntactic structure. Alternative formulations using recursive autoencoders, used
in parsing sentences [164] and paraphrase detection [163], compute vector representation of a sen-
tence using its syntactic structure. In these approaches, the authors use binary parse tree of a
sentence to compute the vector representation of the sentence based on the representations of its
words. Each node of the parse tree is associated with a neural network which takes a 2× d length
vector as input (concatenated vector of both the children) and outputs a d-dimensional vector,
which is passed along to its parent. Starting from the leaf nodes, which are words, they compute
the vector representation of all the internal nodes and then finally of the root node. They use para-
phrase corpus [44] to learn parameters of the neural network. In what follows, I will describe a
model to compute the vector representation of a sentence based on its dependency tree structure
as well as the word representations. In that aspect, my approach is similar to these approaches but
the composition function and the way we optimize is complete different from theirs.

7.1.3 Problem Setting

To reiterate, we assume that the meaning of a word or a sentence can be represented as a point
in a d-dimensional vector space. Furthermore, we assume that the vector representations of indi-
vidual words are given to us by other means (such as distributional semantics [51, 118, 176, 66]).
The aim is to compose the meaning of a sentence based on its constituent words. In order to
achieve that, I use weighted vector addition as the basic composition operator [176, 140, 159]. For
example, the vector representation of the phrase “green apple” is given by α g⃗(green)+β g⃗(apple)
where α and β are the weights and g⃗(w) is a function that returns the vector representation of the
word w. Both the basic assumptions made in my model – representability of a sentence/word as
vector and vector addition as the composition operator – are arguable and, as discussed earlier
(Sec. 7.1.2), alternative representations and operators do exist. But I choose them for their compu-
tational simplicity. Notice that although this model seems simple, based on the way the weights
are defined it can exhibit diverse modeling abilities. For e.g., the weight can be as simple as a scalar
that does not depend on the syntactic role of the word to as sophisticated as a linear transforma-
tion matrix which encodes the word’s syntactic role. In the latter case, the resulting composition
function is sensitive to the word order as well.

With the above setup, I will address the compositionality learning problem in the first half of
this Chapter. During this process, similar to [163], I use the dependency parse of a given sen-
tence to identify the syntactic role of a word. At a higher level, I design the composition function
such that the vector representation of two sentences that express the same meaning (e.g., “I ate
an apple.” and “I had a fruit.”) are close to each other. The parameters of such a composition
function can be learnt using paraphrased sentence pairs as training data. But unfortunately, such
paraphrased sentences are not widely available in many languages. To overcome this, I propose
to use bilingual parallel corpus developed for machine translation as the training data.

In the bilingual scenario, we simultaneously model two composition functions one per each
language such that the two vector representations output by the composition functions, for a par-
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Figure 7.1: Dependency parse trees for English sentence “I cut a green apple with a sharp knife”
and its French translation “Je coupé une pomme verte avec un couteau bien aiguisé”. Notice that
the dependency relations (edge labels) need not be same in different languages.

allel sentence pair, are close to each other. In order to compare the vector representations of sen-
tences in different languages, they should be in the same space. So, we first need to map the
vocabulary of both the languages into a common d-dimensional space. In this section, we assume
that such representation is available, but it can be obtained from techniques described in Chapter 4
or using multilingual topic models [90, 20]. Next, we independently get the dependency tree rep-
resentations of the parallel sentences. Fig. 7.1 shows parse trees of an example parallel sentence
pair in English and French. It is a coincidence that both the parse trees have the same structure for
this example sentence pair but, in general, they can differ in several ways. Please refer to [46] for
a detailed description on the translational divergences. Also, notice that the dependency relations
in both the languages need not be same. As shown in the Figure, in both the parse trees, all the
nodes (words) except the root are associated with a d dimensional vector. Finally, the task is to
compose the vector representation of the individual nodes (or words) to find the representation for
the root node (proxy for the entire sentence). We will simultaneously learn composition functions
in both the languages such that the “root vectors” of both the sentences are close to each other.

7.1.4 Multi-view Multivariate Regression (MMR)

Multivariate linear regression [116] generalizes univariate linear regression to multiple vari-
ables. In univariate linear regression, input variables (xi i = 1 · · · k) and the response variable (z)
are scalars and the relationship between them is modeled in a linear fashion, i.e.,

z =

k∑
i=1

βixi + ϵ

where βi is the weight for the ith input variable and ϵ is an error term which is normally dis-
tributed. Given n such observations, the weights βi are usually estimated using linear least squares
estimation [74].

In multivariate regression, the input variables (xi ∈ Rd1 i = 1 · · · k) and the response variable
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z ∈ Rd2 are vectors and the relation between them is again modeled using a linear combination,
i.e.,

z =
k∑

i=1

Wixi + ϵ (7.1)

where Wi ∈ Rd2×d1 captures the dependence of the ith input variable on the response variable
and ϵ is a d2 dimensional error term which is normally distributed. This formulation has k ×
d2 × d1 number of unknowns. If we assume that the error terms corresponding to each of the d2
dimensions are uncorrelated, i.e., E[ϵ(i)ϵ(j)] = 0 when i ̸= j, then it can be reduced to a set of d2
independent univariate linear regression problems. Given n observations, we form a univariate
linear regression problem corresponding to each dimension of the response variable. Thus we get
d2 univariate linear regression problems each with k × d1 unknown variables and n equations.

In this section, I consider a further generalization of multivariate linear regression problem
which I refer to as multi-view multivariate regression (MMR). We assume that we have two
sets of input variables,

(
xl ∈ Rd1 l = 1 · · ·V f

)
and

(
ym ∈ Rd2 m = 1 · · ·V e

)
, and we want to

model the correlation between these sets of input variables. To relate to the compositionality
learning problem described in Sec. 7.1.3, think of each view as a language, each object as a sen-
tence and each variable as a word in that language. In the MMR setting, we can represent each
sentence/document as a collection of words where a word is in turn represented as a multidi-
mensional vector. This representation can be understood as enriching the traditional bag-of-word
representation by replacing the lexical identity of a word with richer information about the word
itself. A major difference between the MMR setting and that of CCA is that, here, each variable (xl
or ym) is multivariate where as variables in CCA are scalars. In fact, MMR problem setting can be
converted into a CCA problem, by constructing a single giant multivariate random variable per
each view by appending all the individual input variables, i.e., x = [xT1 · · · xTV f ]

T . But this poses
serious computational challenges as discussed in later sections.

7.1.4.1 Vector based Compositionality Learning as MMR

To remind the notation, I use superscript to indicate language and subscript to indicate the
index. Let xl ∈ Rd and ym ∈ Rd be the vectors representing lth and mth word in both the lan-
guages. Notice that words from both the languages lie in the same d-dimensional space. Such a
representation can be obtained using techniques described in Chapter 4 or by multilingual topic
modeling techniques [90, 20]. Let w be a word in either of the languages and g⃗(w) be a function
that returns the vector representation of the word in the interlingual space, i.e., g⃗(w) ∈ Rd. I used
CCA as described in Sec. 4.1.2 to map the vocabulary of both the languages into the interlingual
representation. Notice that for simplicity I am using the same function g⃗(.) to map a word from
either of the languages into the interlingual representation. But, based on the word’s language it
first computes its feature vector and then uses appropriate transformation to map the word into
the interlingual representation. Let

{
(sfi , s

e
i ) | i ∈ 1 · · ·n

}
represent n parallel sentence pairs in

both the languages. Let T f
i and T e

i represent the dependency tree structure of sentences sfi and sei
respectively.

I model compositionality as a function G(T ,Θ) ∈ Rd, parameterized by Θ, that takes a tree
T as input and outputs a d-dimensional vector. I keep the functional form of the composition
function

(
G
)

same in both the languages, but the parameters
(
Θf and Θe

)
vary based on the

language. As a result, we will learn different composition functions for both the languages. There
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Figure 7.2: Dependency parse trees for English sentence “I ate a green apple”. The paths of differ-
ent words to its root and the set of edge labels are also shown. pw denotes the path of the word w
to the root.

are several possible formulations of the composition function and I will discuss one such function
in Sec. 7.1.5. Once the composition function is fixed, the compositionality learning becomes the
problem of learning the parameters of the function. As briefed in the previous section, the aim
of compositionality learning is to find the parameters Θf and Θe such that, for a given parallel
sentence pair (sfi , s

e
i ), the squared Euclidean distance between their vector representations in the

interlingual space ∥G(T f
i ,Θ

f ) − G(T e
i ,Θ

e)∥2 is as small as possible. This can be expressed as the
following optimization problem:

arg min
Θf ,Θe

n∑
i=1

∥G(T f
i ;Θf )− G(T e

i ;Θ
e)∥2 (7.2)

This is the general form of the objective function and later we show that with a particular choice
of the composition function the optimization problem reduces to MMR problem.

7.1.5 Path Parameterized Model

In this Section, for simplicity, I first describe the composition model on a smaller sentence
shown in Fig. 7.2. But when I discuss the objective function, in the bilingual context, I use the
example sentences shown in Fig. 7.1.

In this model, we consider a labelled path from a node (word) in the tree to the root as a unit.
Fig. 7.2 shows an example parse tree and all the paths. I also showed the paths of the example
parallel bilingual sentence pair in Table. 7.1. I would like to point out that it is possible for a path
to be observed multiple times in a single sentence. For e.g., a ditransitive main verb needs two

objects in a sentence so the path from the verb the root, i.e., root←−− · obj←−− · will be observed twice.
At first it may appear that the total number of paths can grow exponentially, but I remind the
reader that each path is associated with a word token in the sentence. So the total number of paths
is bounded by the total number of tokens. But we can expect that the number of unique paths

to be much smaller than the total number of tokens because certain paths like root←−− · obj←−− · and
root←−− · subj←−− · are very frequent.
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English sentence paths French sentence paths

root←−− · root←−− ·
root←−− · subj←−− · root←−− · subj←−− ·
root←−− · obj←−− · root←−− · obj←−− ·
root←−− · obj←−− · det←−− · root←−− · obj←−− · det←−− ·
root←−− · obj←−− · nmod←−−− · root←−− · obj←−− · mod←−− ·
root←−− · vmod←−−− · root←−− · vmod←−−− ·
root←−− · vmod←−−− · obj←−− · root←−− · mod←−− · obj←−− ·
root←−− · vmod←−−− · obj←−− · det·←−− root←−− · mod←−− · obj←−− · det←−− ·
root←−− · vmod←−−− · obj←−− · nmod←−−− · root←−− · mod←−− · obj←−− · mod←−− ·

Table 7.1: All the paths in the dependency parse of the English and French sentences shown in
Fig. 7.1.

In this model, each unique path is associated with a weight which specifies the contribution of
the vector at that node towards the root. The intuition for considering path as a unit is that, the
path captures syntactic role of a word within a sentence and hence we can see it as a proxy for
the syntactic role. We want words with different syntactic roles to contribute differently towards
the meaning of the sentence. For example, one might expect that the meaning of a sentence to be
more closer to the meaning of the main verb, so the path corresponding to the main verb should
get relatively higher weight. In what follows, I first describe the compositionality model for the
example sentence shown in Fig.7.2 and then formulate the objective function for the bilingual case
in the next section.

Let P be the set of unique paths and |P | denote the total number of unique paths. Given a
sentence s and its dependency tree T , let w ∈ T be a word in the tree and pw denote the path

of the word w to the root node in the tree,
(
e.g., pgreen is root←−− · obj←−− · nmod←−−− ·

)
then the vector

representation of the entire sentence is given by:

G(T ,θ) =
∑
w∈T

θ(pw)g⃗(w) (7.3)

where θ is a parameter vector of size |P | and θ(pw) is the weight associated with the path pw. To
illustrate, under this model, the vector representation of the example sentence shown in Fig. 7.2 is
given as follows:

θ(pate)g⃗(ate) + θ(pI)g⃗(I) + θ(papple)g⃗(apple) + θ(pa)g⃗(a) + θ(pgreen)g⃗(green) (7.4)

Since this is linear in terms of θ, the composition function of a sentence can be rewritten as a
matrix-vector multiplication as follows:

G(T ,θ) = X θ (7.5)

where the word vectors of the sentence are captured in the matrix X , which is a d × |P | matrix
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with ith column given by the word vector occurring at the path pi.3 If a path is not observed in
the tree of this sentence then we will set the column to a zero vector. Since only a tiny fraction
of the total paths will be observed in a sentence, this matrix tends to be very sparse. Moreover, if
multiple words play the same syntactic role with in a sentence then the vectors corresponding to
those words are added.

7.1.6 Optimizing Path Parameterized Model

Now, I will use the above composition function and setup the parameter learning as an MMR
problem. Let P f and P e represent the set of unique paths in both the languages and let θf and
θe be the parameter vectors of size |P f | and |P e| respectively. Given a parallel sentence pair
(sfi , s

e
i ) and their dependency trees (T f , T e), using the path parameterized model as the compo-

sition function, the relation between these two sentences is captured in a linear fashion and the
combination weights are estimated using:

arg min
θf ,θe

∥∥∥ ∑
wf

l ∈T f

θf (p
wf

l
)g⃗(wf

l )−
∑

we
m∈T e

θe(pwe
m
)g⃗(we

m)
∥∥∥2 (7.6)

where p
wf

l
and pwe

l
are the paths of the words wf

l and we
m in their respective dependency trees.

In order to avoid the trivial solution of setting both the parameter vectors to zero vectors, we put
l2-norm constraints on the parameter vectors. Notice that this is an MMR problem, a multi-view
generalization of the multivariate linear regression problem.

We will rewrite the objective in terms of matrix-vector products as it immediately admits a
solution. As explained in the previous paragraph, for the given parallel sentence pair (sfi , s

e
i ) their

vector representations are given by Xi θ
f and Yi θ

e where Xi and Yi are matrices capturing the
respective sentence word vectors and are of sizes d× |P f | and d× |P e| respectively. By rewriting
the Eq. 7.6 in terms of matrix-vector products and summing over all the n parallel sentence pairs,
we arrive at the following optimization problem:

arg min
θf ,θe

n∑
i=1

∥Xiθ
f − Yiθe∥2 s.t.

∑
i

θf TXT
i Xiθ

f = 1 and
∑
i

θeTY T
i Yiθ

e = 1 (7.7)

With simple algebra this can be rewritten as follows:

arg max
θf ,θe

θf T
( n∑

i=1

XT
i Yi

)
θe s.t. θf T

(∑
i

XT
i Xi

)
θf = 1 and θeT

(∑
i

Y T
i Yi

)
θe = 1 (7.8)

The objective function in this form is very similar to that of CCA (Sec. 2.2.1), which immediately
suggests a solution by solving an eigensystem. By following a procedure very similar to solving
CCA, the parameter vectors are obtained by solving the generalized eigensystem:(

0 Cxy

Cyx 0

)(
θx

θy

)
=

(
Cxx 0
0 Cyy

)(
θx

θy

)
(7.9)

3I slightly abuse the notation here. I use p(.) to index a path in the set of all paths P and also as a function that
returns the path of a word in a sentence. To make it clear, I use pi when i is index to represent the ith path in the set P ;
pword as a function that returns the path of a word in a sentence.
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where Cxy =
∑

iX
T
i Yi, Cxx = (1 − τ)

∑
iX

T
i Xi + τI and Cyy = (1 − τ)

∑
i Y

T
i Yi + τI are the

covariance matrices, τ is a regularization parameter and I is the identity matrix of appropriate
size.

7.1.7 Discussion

The generalized eigensystem shown in Eq. 7.9 has multiple solutions, in terms of different
eigenvectors, but with different eigenvalues. Each eigenvector is a valid parameter vector and can
be used to map an input sentence to a point in the interlingual representation. So, by considering
the top k eigenvectors (with high eigenvalue) we can represent the sentence as a collection of k
points in the interlingual representation. The value of k depends on the task and is determined
based on the development data.

Here, I described a compositionality model and one can come up with alternative models
which handle the deficiencies of the path parameterized model. For e.g., one disadvantage of
this formulation is that the new covariance matrices

(∑
iX

T
i Yi,

∑
iX

T
i Xi and

∑
i Y

T
i Yi

)
are in the

order of number of unique paths and can potentially be very big. Another detail is that, it learns
weights for only the paths that are seen in the training data. If a test sentence contain paths that
are not observed in the training data, then they will get a zero weight and hence doesn’t contribute
to the sentence meaning at all. This can be addressed in two ways; using back-off paths as is done
in language modeling literature or by decomposing the path weight onto its edges.

In my preliminary experiments, I used compositionality learning to address the task of mining
a English translation sentence given a French sentence and vice versa. I compared my approach
with a CCA based baseline system where each sentence is represented as a bag-of-words. In my
experiments, I found out that the compositionality learning approach under-performs the bag-of-
word model. In the analysis, I found out that this is due to the poor quality word embeddings. An
oracle experiment where I used accurate embeddings yielded significant gains and the resulting
model outperformed the bag-of-word model by a huge margin. The major difference between
the original word embeddings and the oracle embeddings is that, the latter differentiate different
occurrences of a single word. That is, multiple tokens of the same word type are represented
differently. So, instead of trying to improve the compositionality model, in the reminder of this
Chapter, I discuss how to learn word embeddings at the token level. As we shall see later, this can
be cast as a multivariate linear regression problem – a specific case of the MMR problem.

7.2 Learning Token Based Embeddings

Most of the approaches to compute word embeddings compute them for words in isolation
[118, 128, 37, 139]. That is, though these approaches consider all the contexts in which a word has
appeared to construct its representation, the final representation is a property of the word type and
is independent of any given context. In reality, words are polysemous and a word can be used in
different senses depending on its context. For example, the word ‘shot’ means the ‘act of shooting’
in the sentence “his shot was slow but accurate” but it means ‘a small drink’ in the sentence “he
poured a shot of whiskey”. These are only two examples of the many possible senses of the word
‘shot’. Computing a single vector representation for ‘shot’ will not be able to capture its different
senses. To better capture the granularity, we may want to compute a unique representation for
each of its different senses. Since we do not always know the number of different senses of a word,
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we consider a slightly different but relevant problem of learning a context specific representation
for words [159, 158, 42]. For clarity, I refer to the context specific word representation as token
based embedding/representation and the representation independent of the context as type based
embedding/representation.

I address the task of learning token based embeddings in two stages: 1) in the first stage we use
an existing distributional semantic method to compute the type based representations and then, 2)
adapt the type based representations to each context. In this section, I assume that the type based
representations are given to us and primarily focus on the task of learning token based word
embeddings from the type based representations. I formulate this task as a multivariate linear
regression problem which is a special case of MMR setting that we considered in the previous
section.

7.2.1 Potential Applications

But before moving on to the modeling details, I will describe couple of potential applications
where token based embeddings may become relevant.

7.2.1.1 Unsupervised POS Tagging

There are two main approaches to unsupervised POS tagging: clustering using latent variable
models [55, 65] or clustering based on dimensionality reduction [158, 109]. In [109], authors show
that, approaches using dimensionality reduction outperform their generative counter parts. In
brief, these approaches use WSMs to represent each word, i.e., each word is represented as a vector
of all its context words. Then, they use SVD to reduce the dimensionality followed by k-means
algorithm [119] to cluster the words into different groups. Subsequently they align the clusters
to POS tags and decide the POS tag of a word based on its cluster label. This line of approach
starts with word type vectors and labels the POS tag based on the word type. All the tokens of
a single word are assigned the same POS tag. This can be relaxed if we have a context specific
representations. We first construct token based embeddings and cluster at token level. Thus we
should be able to assign different POS tag to different tokens of same word type.

7.2.1.2 Re-scoring Candidate Translations for MT

SMT systems rely on word/phrase level translation tables to translate sentences from one lan-
guage into another. A translation table lists possible translations of a word irrespective of the con-
text in which it occurred. For example, Table 7.2 shows a few English translations of the French
word ‘rapport’ along with their translation probabilities. For concreteness, we call them type level
translations since they are independent of the word’s context. If we have a decent mechanism
to learn token based embeddings for a word, we can use it to re-score the type level translations
based on the word’s context. The re-scored translations are referred to as token level translations.
We want to re-score the translations such that, given a French sentence “Il a rédigé un rapport”
(whose English translation is “He wrote a report”) we score the English translation ‘report’ higher,
where as given the sentence “Quel est le rapport” (translates to “What is the relationship”) we as-
sign high score to the translation ‘relationship’.

Mining token level translations can interact with SMT in the following ways: 1) to mine trans-
lations in the new sense. In [26], it is shown that significant gains can be achieved in domain
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French English p(e|f)

rapport report 0.3
rapport document 0.3
rapport relationship 0.1
rapport reporting 0.05

Table 7.2: Type level translations of the French word rapport.

adaptation for MT by first spotting the words that take a new sense in the new domain and then
mining translations in the new sense. Once a French word has been spotted as it is used in a new
sense [25], we can use our approach to mine the translations in the new sense. 2) In domain adap-
tation for MT, phrase sense disambiguation (PSD) classifier is used to re-score the translations
learnt from an old domain to the new domain [27]. The token-level translation score can be fed as
an additional feature to the PSD classifier.

7.2.2 Problem Setting

In the following sections, I describe my approach to adapt type level word embeddings to the
token level. Since the aim of this task is to learn a specific representation for each sense of a word
we need a corpus labelled with word senses. Unfortunately, such data sets are not readily available
in many languages and even in the languages they are available, they are limited in both size and
the vocabulary coverage. In order to overcome this, we again fall back to the bilingual parallel
sentence pairs. In my approach, I first word-align the parallel sentence pairs and then look at the
target language translation of a given source word. The target language translation is treated as a
proxy for its sense [21, 151, 43, 50, 85, 124, 112]. At a higher level, all the contexts in which a source
word is translated into the same target word are treated to be of a single usage of the source
word. For example, Table 7.3 shows two different contexts in which the French word ‘rapport’
occurred. It also shows the aligned English translation in both the cases. In the first sentence
‘rapport’ is translated as ‘report’ and in the second sentence it is translated as ‘relationship’. This
is an indicator that the usage of the word has changed and that the token embedding of ‘rapport’
should be different in these two sentences.

I use such word aligned parallel data as training data for the token level adaptation. Notice
that the words in the context give an indication of the target translation, e.g., the cue word ‘rédigé’
in the first sentence is a good indicator that the translation could be ‘report’. We refer to the word
that we are adapting as focus word and the words in its context as cue words. We limit the cue
words to be a window of words around the focus word. I discuss token level adaptation in the
context of French and English, but I do not use any language specific information so the approach
should be applicable to other language pairs as well.

Il          a redige un

He        wrote        a             report

rapport Quel     est       le rapport

What    is        the       relationship

Table 7.3: Two different contexts/tokens of the word ‘rapport’. Notice that the word translates
into different English words depending on the context.
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7.2.3 Learning Token Based Embeddings as Multivariate Linear Regression

I remind the notation that, given a word w in either of the languages, g⃗(w) ∈ Rd is a function
that returns the type level interlingual representation of the word. I used CCA as described in
Sec. 4.1.2 to map the vocabulary of both the languages into the interlingual representation. Let{
(wf

i , w
e
i ), i = 1 · · ·n

}
be n aligned French-English word token pairs derived from the word-

aligned parallel data and let g⃗tok(w
f
i ) be the token adapted embedding of the word wf

i . I want to
highlight that wf

i and we
i are tokens, so we can get context information about them.

Following the arguments mentioned in Sec. 7.1.2, I use weighted linear combination as the
composition operator. That is, the token vector of a focus word is assumed to be a weighted linear
combination of the cue word type vectors. Formally, given a French word wf

i its token vector
g⃗tok(w

f
i ) is given as:

g⃗tok(w
f
i ) = β(0)g⃗(wf

i ) +
∑

wf
j ∈N (wf

i )

β(wf
j )g⃗(w

f
j ) (7.10)

whereN (wf
i ) is the set of cue words that are in the neighbourhood of the focus word wf

i , β(wf
j ) is

the contribution of the cue word wf
j and β(0) is a special weight which indicates the contribution

of the focus word towards itself. Intuitively, we would expect the type and token vectors to be
similar to each other, so we would expect β(0) to be higher than the other weights.

We use word aligned parallel data to learn the weight vector β. For each French token, we
know its English translation. So, we want to find the weight vector such that the token vector of
the French word is closer to the type vector of the English word4. This can be expressed using the
following objective function:

arg min
β

n∑
i=1

∣∣∣∣g⃗tok(wf
i )− g⃗(w

e
i )
∣∣∣∣2 (7.11)

arg min
β

n∑
i=1

∣∣∣∣∣∣(β(0)g⃗(wf
i ) +

∑
wf

j ∈N (wf
i )

β(wf
j )g⃗(w

f
j )
)
− g⃗(we

i )
∣∣∣∣∣∣2 (7.12)

Intuitively, we are using the cue words to capture the contextual information. And the target
language translation provides additional information about the sense in which the focus word is
used in each of the contexts [21, 151, 43, 50, 85, 124, 112]. The idea is that all the contexts in which
the focus word translates to the same word should modify the type vector in the same way.

If we consider a window of three words around the focus word, then the token vector of ‘rap-
port’ in the above two running examples is given as:

β(0)g⃗(rapport) + β(rédigé)g⃗(rédigé) + β(un)g⃗(un) + β(a)g⃗(a) (7.13)
β(0)g⃗(rapport) + β(est)g⃗(est) + β(le)g⃗(le) + β(Quel)g⃗(Quel) (7.14)

And the weights are learned such that the resulting token vectors are close to the type vectors
g⃗(report) and g⃗(relationship) respectively. Thus the target language aligned words help us differ-
entiate the different senses of the focus word. In the above example, we also considered the stop
words but this is an experimental choice and in my experiments I ignore them.

4Token and Type rather than Token vectors in both the languages. We use type vectors on the target side because,
the context on the target side is usually unknown.
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The adaptation model shown in Eq. 7.10 is very similar to the multivariate linear regression
(Eq. 7.1) except that dependence between the input variables and the response variable is cap-
tured using scalars instead of a transformation matrix. This simplification is done purposefully
to make it computationally feasible. If we formulate the objective in terms of the full multivariate
regression problem then it involves V f×d×d parameters – V f being the vocabulary size in French
– which is really big and poses computational as well as overfitting problems.

Since the adaptation function (Eq. 7.10) is linear in terms of the weight vector, it can rewritten
as a matrix-vector product which will become useful in learning the weight vector. Let Z be a
(d × V f ) matrix which stores the type vectors of all the French words. The lth column of Z stores
the type vector of the lth French word wf

l . Let Ii be a V f × (V f +1) indicator matrix corresponding
to the ith French token. The first column of this matrix indicates the type of focus word and the
rest of the columns indicate the cue words around the focus word. In particular,

Ii(j, 1) =

{
1, if focus word at ith token is wf

j

0, otherwise
(7.15)

Ii(j, j + 1) = Frequency of the cue word wf
j in the context of the focus word (7.16)

The rest of the elements of this matrix are set to zero, hence this is highly sparse. This matrix has a
special structure as shown in Fig. 7.3 which we will use in improving the efficiency of optimization
(Sec. 7.2.4). The first column has only one non-zero value and it is also one, the remaining matrix
is a diagonal matrix which stores the frequency of the context words.

0

1

0

0

0

0

2

0

0

0

Frequency of the cue words
Index of the focus word

0

0

1

Figure 7.3: Structure of the indicator matrix for the ith token.

With this indicator matrix the adaptation function in Eq. 7.10 can be rewritten as g⃗tok(w
f
i ) =

Z Ii β and the objective function in Eq. 7.12 can be rewritten as follows:

arg min
β

∑
i

∥ZIiβ − g⃗(we
i )∥2 (7.17)

7.2.3.1 Laplacian Regularization

I add two kinds of regularization on the weight vector to prevent overfitting and to enforce
related cue words to get similar weights. Intuitively, given a focus word say ‘rapport’ we want the
cue words ‘rédiger’, ‘rédigé’ and ‘écrire’ (all of them mean ‘write’) to influence the token vector in
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the same way. But there is no term in the objective function that encourages this property. From
Eq. 7.10, notice that the contribution of a cue word wf

j towards the token adapted vector is given
by β(wf

j )g⃗(w
f
j ). To make sure that all the related cue words contribute in a similar fashion, we

need to enforce that their type vectors, g⃗(wf
j ), are close and their weights are also same. Based

on the construction of the mapping function g⃗(.), hopefully, it maps all of these points to a closer
points in the interlingual representation so their type based embeddings are close to each other.
So in order to ensure that they influence the token based embedding in the same way, we need to
make sure that the weights for all these cue words are also same. I use Laplacian regularization
[29] to achieve this.

S̃ =


1 0 · · · 0
0
... S
0

 (7.18)

Let S be a V f ×V f matrix which stores the pairwise similarities of the French word pairs and let S̃
be a (V f +1)×(V f +1) matrix constructed by extending S as shown in Eq. 7.18. This modification
is to accommodate for the special weight β(0) that we introduced for the focus word itself. Then
we add regularization term of the form:

V f+1∑
i,j=1

S̃(i, j)
(
β(i)− β(j)

)2
= βTLβ

where L is the Laplacian corresponding to the similarity matrix S̃ and is computed using L =
D − S̃ where D is a diagonal matrix with D(i, i) =

∑
j S̃(i, j). This regularization encourages cue

words that are similar to have similar weights. I use S = ZZT where Z is a d× V f matrix defined
in the previous section. Based on our observations from Sec. 4.3, we notice that using a dense
similarity matrix S introduces lot of noise and hence we sparsify it by running maximal matching
algorithm [98]. I run maximal matching multiple times so that each row is aligned to multiple
columns.

After adding the l2 and Laplacian regularization terms, the final objective function is given by:

arg min
β

∑
i

∥ZIiβ − g⃗(we
i )∥2 + τ ∥β∥2 + λ βTLβ (7.19)

where τ and λ are hyperparameters which decide the weight of the corresponding regularization
terms.

7.2.3.2 Discriminative Adaptation

In this section, I use the discriminative ranking idea introduced in Chap. 6 to take advantage of
additional information that is available in terms of candidate translations. The above model only
uses the target translation of a French word and it ignores the remaining candidate translations.
In the running example shown in Table 7.3, for the first sentence the previous model only uses
the fact that the word ‘rapport’ translates to ‘report’. But it ignores the fact that there are other
candidate translations (such as ‘document’, ‘relationship’, etc.) and that ‘report’ is a better choice
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than the remaining candidate translations. In this model, we explicitly use this information. The
aim is to learn a weight vector such that the token vector is closer to the correct translation but
is farther from the other candidate translations. From the experimental results in Chp. 6, we saw
that soft-discriminative model is as good as the full discriminative model and is simpler. So, here
we limit to the soft-discriminative treatment and not the fuller version.

Before formulating the new objective function, we slightly rewrite the objective function shown
in Eq. 7.19 as follows:

arg min
β

∑
i

∥ZIiβ − g⃗(we
i )∥2 + τ ∥β∥2 + λ βTLβ (7.20)

arg max
β

∑
i

2 βT ITi Z
T g⃗(we

i )−
∑
i

βT ITi Z
TZIiβ − τ ∥β∥2 − λ βTLβ (7.21)

We add the discriminative term to the above function such that the token vector moves away from
the other candidate translations. The resulting new objective function is given by:

arg max
β

(1− µ)
(∑

i

2 βT ITi Z
T g⃗(we

i )−
∑
i

βT ITi Z
TZIiβ

)
− τ ∥β∥2 − λ βTLβ

+ µ
∑
i

∑
we

j∈Trans(wf
i ) & we

i ̸=we
j

βT ITi Z
T
(
g⃗(we

i )− g⃗(we
j )
)

(7.22)

where Trans(wf
i ) returns the English translations of the French wordwf

i and µ is a hyperparameter
which indicates the weight of the discriminative constraints with respect to the original objective.
In Chp. 6 each of the candidate output sequences has loss value and we used it to weigh the con-
straint corresponding to that candidate. But unfortunately, the loss of the candidate translations
given a French token is unknown so we treat all of them equally likely.

7.2.4 Optimization and Efficient Implementation

Optimizing the objective function in Eq. 7.22 is trivial. Differentiating it with respect to β and
setting it to zero will result in the following system of linear equations which can be solved very
efficiently. ((

1− µ
)∑

i

ITi Z
TZIi + τI + λL

)
β

=
(
1− µ

)∑
i

ITi Z
T g⃗(we

i ) + µ
∑

i , we
j∈Trans(wf

i )

ITi Z
T
(
g⃗(we

i )− g⃗(we
j )
)

(7.23)

where I is an identity matrix of size (V f+1)×(V f+1). Notice that it is different from the Ii matrix
which is an indicator matrix for ith token. This is a system of linear equations of the form Aβ = b
and efficient techniques exist to solve this problem once A and b are known. Once we solve for
the weight vector β, we use Eq. 7.10 to compute the token embedding of any given token.

The quantities in the above equation can be computed efficiently by exploiting the special struc-
ture of the indicator matrix Ii. The reader can skip the rest of this section, if he/she is not interested
in the implementation details. Let’s first consider the term

∑
i IiZ

TZIi. Using the structure of the

95



Ii matrix as shown in Fig. 7.3,
ZIi =

[
g⃗(wf

i ) Z diag(cfi )
]

where wf
i is the French word at ith token, cfi is a bag-of-word representation (V f × 1 vector) of

the ith token’s context, window of words around it, and diag(cfi ) returns a diagonal matrix of size
V f × V f with cfi as its diagonal elements. Using this

∑
i

ITi Z
TZIi =


∑

i g⃗(w
f
i )

T g⃗(wf
i )

∑
i g⃗(w

f
i )

TZ diag(cfi )∑
i diag(cfi )Z

T g⃗(wf
i )

∑
i diag(cfi ) Z

TZ diag(cfi )

 (7.24)

It turns out that all the four quantities in the above matrix can be efficiently computed using the
covariance matrix Cff = ZZT . The top-left corner term is nothing but

∑V f

l=1 #(wf
l )Cff (l, l) where

#(wf
l ) is the number of tokens of the word type wf

l observed in the training data. Let F be a
V f × V f matrix such that F (l,m) denotes the total number of times the word wf

m appeared in
the context of any of the tokens of the word wf

l . Notice that this matrix is not symmetric. Then
the top-right corner term is given by the column-wise sum of the matrix F ⊗ Cff where ⊗ is the
element-wise matrix multiplication or the Hadamard product. Bottom-left term is the transpose
of the top-right hand corner term. Finally, let C be the matrix storing the context of all the tokens,
i.e., C is a V f × n matrix with ith column denoting the context of the ith token, cfi . Then the
bottom-right hand corner term is given by

(
CCT

)
⊗ Cff

The computation of the terms in the right hand side of Eq. 7.23 is very similar to the procedure
for computing the top-left and bottom-left hand corner terms, except we use cross-covariance
matrix instead of the auto-covariance matrix.

On a final note, softwares such as Matlab has very efficient and parallelized implementations
of matrix-matrix multiplications. So implementing it as described above saves significant amount
of computing time. Moreover, when computing the top-right hand corner term, notice that the
matrix F is very sparse, usually the number of non-zero elements are of the order O(n) where
n is the total number of tokens, so it is wiser to find the sparse structure of this matrix first and
multiply only the non-zero elements instead of naive element-wise matrix multiplication. In doing
so, you can usually finish the operation in O(n) time instead of O(V f 2) time complexity.

7.2.5 Co-regularization

The model described in the previous section uses only one single parameter vector for all the
focus words. It inherently assumes that the contribution of a cue word towards adapting a focus
word does not depend on the identity of the focus word. This is too restrictive. The presence
of the cue word ‘rédigé’ may be a good indicator to disambiguate the sense of the focus word
‘rapport’. But it may not be an equally good indicator for a different focus word such as ‘premier’
(whose possible translations are ‘prime minister’ and ‘first day’). One obvious way to relax this
assumption is to use one parameter vector for each focus word type. This modification is very easy
to incorporate in to the model. Under this relaxation, the objective function defined in Eq. 7.22
decomposes over the individual focus word types. Given a French word type wf , the β in Eq. 7.22
is replaced with βwf and we only sum over the tokens of that word. I refer to this model as ‘Local’
model in the reminder of this Chapter.
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Unfortunately, this decomposition over the word types does not use evidence from other focus
words. For example, if a cue word co-occurs with many different focus words then it may not be a
good indicator. A more elegant way to incorporate this information is to use the co-regularization
idea proposed in Chp. 5. Each focus word (wf ) has its own weight vector βwf but all these weight
vectors are co-regularized as follows:

βwf = β + rwf (7.25)

That is, there is a common weight vector β – akin to the prior distribution in Bayesian models –
and each focus word has a residual weight vector rwf . We explicitly try to minimize the residual
vectors as much as possible. That is, a cue word is allowed to take a non-zero weight in the focus
word’s residual weight vector (rwf ) only if the common weight vector (β) fails to explain it. Under
this model, the new objective function is modified as follows:

arg max
β,r

w(.)
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(∑

i
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+ γ

∑
wf

∥rwf ∥2 (7.26)

The only modifications are, the replacement of β with β
wf

i
= β+rwf and addition of regularization

term for the residual vectors
∑

wf ∥rwf ∥2. The optimization is over both β and rw(.) .

The above objective function can be solved by following a procedure very similar to the one
outlined in Chp. 5. As we saw previously, the solution first involves solving for the common
weight vector β and then the residual vectors rw(.) . Unfortunately, solving for the common vector
involves computing an inverse matrix for each word type, which is computationally very intensive
given the vocabulary size. So, in the experiments I present experimental evidence only for the local
model, but I outlined the co-regularized model for completeness.

7.2.6 Data Sets and Experimental Setup

In this section, I present experimental evidence on the task of re-scoring English translation
candidates of a French token. I present experimental results on corpora from three different genre
i.e., Scientific (Science), Medical (EMEA), and Movie subtitles (Subs) [177]. In each of the domains,
I use parallel data to generate French tokens for training and testing the models. Recall that the
models use window of words around the source token to learn the token based embedding. So, in
order to filter out tokens that do not have enough contextual evidence, I filter out sentences that
are shorter than four and longer than 40. Some of these corpora contain a considerable fraction of
repeated sentences. These sentences can skew the context statistics, so I also remove the duplicate
sentence pairs. I word align the remaining parallel sentence pairs using the word aligner from
the Portage machine translation system [111]. I word-align in both directions and intersect the
alignments.

In each of these corpora, I first extract the most frequent 20K words (excluding the stop words)
and learn interlingual representations for these words using CCA (Sec. 4.1.2). The bilingual dic-
tionary required to construct the training data for learning interlingual representations is also
constructed from the same parallel sentence pairs. Then, I go through the each of the corpora
again and extract all the French and English word pairs that are aligned at least 10 times. Hence
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Domain # sent. # Fr. # (Fr.,En.) # Tokens
pairs word types word-pairs

Science 107 K 730 1831 127 K
EMEA 82.4 K 553 1551 94 K
Subs 7.55 M 4014 13512 1.4 M

Table 7.4: Data statistics in each of the three different corpora.

the French words that we consider are ambiguous. Of these tokens, I retain only those French
tokens whose context (window of three words onto its left and right) contains at least one word
from the list of 20K frequent words. Table 7.4 shows the data statistics after the preprocessing.

For each French token, its aligned English word is treated as the reference translation and the
rest of its translations are considered as candidate translations. And the task is, given the French
token, to re-score all the candidate translation such that the reference translation is at the top. No-
tice that the reference translations, which are used to compute the accuracies, are also generated
automatically and hence likely to contain errors. We measure the effectiveness of reranked trans-
lations using accuracy of the top-ranked translation and the mean reciprocal rank (MRR) of the
correct translation.

We use the following three step process to re-score the candidate translations: 1) first we learn
the type based embeddings for both French and English words, 2) learn the token based embed-
dings for the French tokens using the method described above, and then 3) compute the distance
between the French token and English type embeddings and use it to rerank the English trans-
lations. I compare my approach with two other baseline systems. The first approach (‘Max.
Probable’) ranks the candidate translations based on the lexical probability p(we

m|w
f
l ) learnt on

the parallel data from that domain. Second baseline is the phrase-sense disambiguation classifier
(‘PSD. Classifier’) [27]. Given a French token, we train a classifier to predict the most likely trans-
lation depending on the context. We use the same set of features as in Carpuat and Wu [27]. For
all these approaches, I run 10 fold cross-validation on all the three domain data sets and report
average micro and macro evaluation measures5. In each split, for each word type we split 80%,
10% and 10% of the tokens into training, validation and test splits respectively. We use the valida-
tion data to do a grid search for the optimal hyperparameter setting of τ, µ and λ for our approach
and the l1 and l2 regularization parameters for the ‘PSD. Classifier’. We use VW classifier6 as the
classifier for ‘PSD. Classifier’.

7.2.7 Description of Results

In this section, I present experimental results comparing the efficacy of token based embed-
dings with the above mentioned baseline systems. Table 7.5 shows the accuracy of the top-ranked
translation and Table 7.6 shows the MRR values. Overall, the observed trend is same under both
the evaluation measures, so I resort my discussion to mainly about the accuracy of the top ranked

5Macro evaluation measure is average of averages, we first compute accuracy per each word and then average the
word accuracies. Where as for micro evaluation measure is simply the ratio of total number of correct tokens to the
total number of tokens. Macro evaluation is dominated by the accuracy on the less frequent words where as micro
evaluation gets dominated by the most frequent words.

6We use http://hunch.net/~vw/ version 7.1.2, and run it with the following arguments that affect learning
behavior: --exactadaptivenorm --power t 0.5
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Science EMEA Subs

Method Micro Macro Micro Macro Micro Macro

Max. Probable 77.97 69.26 67.07 62.73 61.24 65.75
PSD. Classifier 78.48 71.90 83.55 82.70 60.21 64.61

Type Embed. 75.98 68.22 67.10 65.18 62.23 63.67
Avg. Embed. 71.76 73.19 62.29 72.8 57.55 66.22

Token Embed. 79.64 74.35 72.23 73.92 61.93 66.78
Token Embed. (Local) 82.2 78.91 79.7 82.48 65.17 70.72

Table 7.5: Accuracy of the top-ranked translation.

translation but the observations equally hold to MRR measure as well. Overall, the accuracies are
higher in Science domain followed by the EMEA and the Subs domains.

The second block of the Table 7.5 shows the results of the baseline systems. The ‘Max. Proba-
ble’ baseline achieves decent accuracies on all the three data sets. Recall that we used the lexical
translation probability table learnt from the same domain parallel data. This baseline achieves bet-
ter scores in this setting compared to using a translation probability table learnt from a different
domain, but, with bigger data (such as parliamentary proceedings). The next baseline system is
the ‘PSD. Classifier’. It performed better than ‘Max. Probable’ baseline in Science and EMEA data
sets but performs slightly lesser on the Subs data. Moreover, the improvements are prominent
on the EMEA data set. This seems in accordance with the number of parallel sentence pairs in
each of the data sets. EMEA data set has the least number of parallel sentence pairs and hence
the word-alignments learnt from this domain are likely noisy. In such cases, using additional in-
formation derived from the French token such as its context and the POS tag seems to be helpful.
At this point, I want to highlight that, as mentioned earlier, the gold truth data is also generated
automatically and hence likely to contain errors. So it is possible that the accuracy numbers on
EMEA data, which has less number of parallel sentence pairs, are erroneous.

The third and fourth blocks of the Table 7.5 show performance of different systems which use
interlingual representation. Before discussing the performance on the three data sets, I first present
the efficacy of the type embeddings learnt by the CCA on these data sets. As explained earlier,
we use the same lexical probability table used by ‘Max. Probable’ baseline to learn the type em-
beddings for the French and English words. To estimate the quality of these embeddings, for each
French word I compute distance between its type embedding and the embeddings of all the En-
glish words7. I choose the closest English word and check if it is indeed a valid translation by
checking against the list of candidate translations for the French word. If the type embeddings
are of high quality, then the closest English word returned must be a valid translation. Under this
task, the type embeddings achieve 94.07%, 89.88% and 74% accuracy on Science, EMEA and Subs
data sets respectively. This shows that for majority of the words, the closest candidate returned by
the type embeddings is indeed a valid translation.

Now, we move on to the discussion about the performance of the adapted token embeddings
on the task of re-scoring translations. I present experimental results with multiple variants in the
third block of Table 7.5. The first row within this column (‘Type Embed.’), presents the results

7Notice that the comparison here is between the type embeddings of both language words. There is no adaptation
here.
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Science EMEA Subs

Method Micro Macro Micro Macro Micro Macro

Max. Probable 87.71 83.61 80.61 79.63 74.52 80.32
PSD. Classifier 88.08 85.05 90.66 90.79 74.26 79.74

Type Embed. 86.67 83.12 80.17 80.82 75.83 79.17
Avg. Embed. 84.22 85.52 77.32 84.81 72.74 80.26

Token Embed. 88.68 86.32 83.08 85.55 75.26 80.59
Token Embed. (Local) 90.01 88.71 87.82 90.38 77.69 83.00

Table 7.6: MRR of the reference translation.

without any token level adaptation, i.e., we simply use the word’s type embedding as its token
embedding. It is encouraging to see that the accuracies of this variant are comparable to the ‘Max.
Probable’ baseline. It is justifiable given that the type embeddings are learnt from the same lexical
translation probability table used by the baseline system as well. The next variant (‘Avg. Embed.’)
simply averages the type embeddings of the focus word and the cue words. This is a special case
of the token adaptation where we use equal weight for the focus and the cue words. This variant
is referred as second order context vectors in the word sense discrimination literature [159, 143].
Surprisingly, averaging seems to perform better than ‘Type Embed.’ in macro evaluation while it
performs poorly under micro evaluation measures. Macro accuracy, being the average of averages,
is dominated by the less frequent words. So, this indicates that a simple averaging is better for
less frequent words but it hurts on the most frequent words.

The next variant (‘Token Embed.’) uses the token adaptation as described in Sec. 7.2.4. This
model uses a single global parameter vector β for all the focus words. Comparing the performance
of this model with the ‘Type Embed.’ variant, it is clear that adapting the type embeddings to the
token level is useful. Except on EMEA data set, this model performs competitively with the ‘PSD.
Classifier’. In the final variant, ‘Token Embed. (Local)’, we learn a parameter vector for each focus
word as described in the beginning of Sec. 7.2.5. This variant has more degrees of freedom to fit to
the data and it outperforms previous variants. Except, on EMEA data set this variant outperforms
all the baselines as well as all the previous variants. On EMEA data set, ‘PSD. Classifier’ still wins.
As specified earlier, the trend of different systems is same under the MRR evaluation measure
as well. Though the local token adaptation based model wins over the global model, it can not
handle word types that are not seen during the training. But the global model can handle the
unseen word types as well. The co-regularized model (Sec. 7.2.5), being a hybrid of local and
global models can potentially be advantageous over both the models. But it needs to be verified.

7.3 Discussion

In this chapter, I discussed models to compute the vector representation of an object based on
either its structure or its context. I used these models to address two problems: vector based com-
positionality learning and learning token based embeddings from the type based embeddings.
For both these tasks, the required training data is not available with in a language. Hence, I dis-
cussed a novel use of parallel data developed for MT to learn the parameters of the composition
functions. Though these two problems look different, at a superficial level, the underlying prob-
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lem being solved in both the tasks is same, i.e., composing a set of individual vectors into a single
vector. Moreover, as observed in my preliminary experiments, the former problem depends on
the latter as it requires token specific word embeddings. I presented experimental evidence only
on the task of learning token based embeddings but, in future, I would like to evaluate if the
compositionality learning can be improved by the token based embeddings.

The composition functions that I presented here use weighted linear combination of the vec-
tors. This is a very basic model and extensions of it are definitely possible. For e.g., in the task of
learning the token embeddings, weighted linear combination implies that the token representa-
tions can be obtained by shifting the type embeddings. While this is a reasonable assumption to
handle polysemous words (words that take related senses) but it is inadequate for homonyms –
words that have same surface form but refer to complete difference senses e.g., ‘bank’ has ‘finan-
cial institution’ and ‘river bank’ sense. A simple linear shifting of the type embedding may not
be sufficient to handle homonyms. In future, I would like to extend the composition functions by
associating a transformation matrix with each syntactic role/cue word rather than a scalar weight.

Moreover, since the weighted linear combination operator is insensitive to the word order, our
adaptation model does not take advantage of the order. But, the word order can be incorporated
into our model, by adding the position information into the context representation of the focus
word. Even without using the position information, our model is still able to perform better
than the ‘PSD. Classifier’ baseline on two data sets. This shows the effectiveness of using word
embeddings. The information learnt by our approach can easily be fed into the PSD classifier as
an additional feature.

The problem of learning token based embeddings is especially interesting from a modeling
perspective. It provides an opportunity to incorporate the ideas that are independently explored
in the previous chapters on a single problem bringing my dissertation to a natural conclusion.
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Part III

Conclusion and Future Work
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Chapter 8

Conclusion and Future Research

To summarize my contributions, in this dissertation, first I demonstrated the effectiveness of
interlingual representation by mining word translations for out-of-vocabulary words and incor-
porating them into an MT system. Subsequently, I identified that interlingual representations are
relevant in several other NLP applications. Afterwards, I showed how to incorporate the well
known ideas of co-regularization and max-margin learning to learn better interlingual represen-
tations. Finally, I discussed how to enrich the existing text representations such as bag-of-word
models by incorporating the word meanings into the representation. In this Chapter, I conclude
based on the insights I gained in modeling various NLP problems in terms of dimensionality re-
duction and also discuss some future research directions.

8.1 Conclusion

The idea of dimensionality reduction has been around for a long time. It has been explored
in multiple areas of computer science such as computer vision, information retrieval, NLP etc..
Fig. 8.1 shows the popularity of dimensionality reduction in computer vision vs. NLP. In both
the sub Figures, the x-axis plots the year. Figure 8.1(a) shows the number of papers published
in vision and NLP conferences per year. These numbers are obtained using Google scholar by
issuing the query ‘PCA OR SVD OR “dimensionality reduction” OR CCA’. The number of papers
published in vision community is obtained by restricting the search query to conferences that have
“vision” in their name, where as the number of NLP papers is obtained by restricting the query
to conferences with “computational linguistics” or “natural language processing” in their name.
Before going into the discussion of this Figure, I want to emphasize that these numbers are only
approximate, but they are sufficient illustrate the trend.

From the Fig. 8.1(a), we can see that dimensionality reduction is definitely more popular in
vision than in NLP. This could be because, in computer vision, pixels are represented using real
valued numbers and most of the image processing operators are defined as matrix operations. So,
it is natural to think in terms of operations from linear algebra. Moreover, the number of vision
conferences and the total number of papers published in these conferences is significantly higher
that that of NLP. In order to remove this bias, I plot the popularity of dimensionality reduction
compared to Bayesian approaches within these areas in the next Figure. I use the query ’Bayesian
OR “expectation maximization” OR posterior’ to estimate the number of papers that use Bayesian
approaches. Here, the x-axis denotes the year and the y-axis denotes the ratio of the number of
papers that use dimensionality reduction to the number papers that use Bayesian techniques. A
value of 1 on the y-axis indicates that there are equal number of papers using each of the tech-
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(b) Popularity of dimensionality reduction compared to
expectation maximization in computer vision and NLP.

Figure 8.1: Popularity of SVD in Computer Vision and Natural Language Processing. Please refer
to the paragraphs for description of how these values are computed.

niques and a higher value indicates that more number of papers use dimensionality reduction. As
shown in Fig. 8.1(b), dimensionality reduction is not as popular in NLP as it is in vision.

The high popularity of Bayesian approaches in NLP is probably due to the discrete nature of
words. In computational linguistics, we usually represent a word using its lexical identity. This
representation makes it a discrete variable. If a word tends to be in multiple states (a state can
be a syntactic role such as a POS tag or semantic meaning such as its sense) then we usually
model the phenomenon using latent variables. Even in the case where a word is allowed to be
in multiple states, the data that we observe contain the word in one of the states and there is no
clear interpretation, yet, for a continuous transition between these states. Discrete latent variable
models seem a natural fit for such situations. Having said that, the work that I presented in
Sec. 7.2 addresses the problem of allowing a word to be in multiple states, by learning token
specific representations. Though it is not complete, it appears to be a promising step along the
direction of enabling dimensionality reduction based approaches to incorporate this supposition.

Despite the past trend, I have high hopes that dimensionality reduction techniques will gain
popularity in NLP. Because, traditionally, it has been used primarily in an unsupervised setting
to reduce the size of the feature space and to remove feature correlations. While it served its
purpose in reducing the feature space, thus enabling faster computation, the reduction step is not
tied to the task at hand. Hence, the learnt low-dimensional subspaces are usually not optimal
for the task. The recent advances in multi-view dimensionality reduction enable us to learn low-
dimensional representations that are effective for a given task. The work that I presented in this
dissertation provides an extensive evidence for this hypothesis. Though, in some cases, the models
relying solely on the low-dimensional embeddings are unable to beat the state-of-the-art systems,
as observed in the reranking for POS tagging in Chp. 6, they still provide invaluable signal to the
state-of-the-art systems. Incorporating this signal into the existing systems yields significant gains.
Work by other researchers also confirms this. In [179], the authors show that features derived from
low-dimensional word embeddings can be used to improve the accuracy of named entity tagging
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and chunking.

Aligning objects from different views is at the core of many NLP problems. If you can formulate
your problem as a mapping problem between two objects, then I highly encourage you to try the
multi-view dimensionality reduction based techniques. Here I give another example task where
I was pleasantly surprised by the value addition brought by the low-dimensional embeddings.
Consider sentence paraphrase identification task. Given a pair of sentences within a language,
the task is to identify if they are paraphrases of each other or not. As a training data, we are
provided with sentence pairs along with their labels (paraphrased or not). This task fits right
into the framework of mapping problem, i.e., given a sentence find its paraphrased sentence. I
used a simple modification of CCA, to allow the label information into the model, to compute the
low-dimensional representation such that paraphrased sentences lie closer in the reduced space.
Subsequently, given a test sentence pair, I project both of them into the sub-space and compute the
distance between their projections. If the distance is less than a threshold, I hypothesize that they
are paraphrases otherwise not. I experimented with the Microsot Research paraphrase corpus
[44]. The data is split into 3001, 1075 and 1725 sentence pairs for training, validation and test
purposes respectively. By selecting the threshold based on the validation data set, this approach
is able to get approximately 72% accuracy. This is less than the state-of-the-art performance. A
classifier trained for this task using POS tag, dependency tree based features and various other
features achieves 75.42% accuracy [187, 39]. But by adding the distance in the reduced space as an
additional feature I was able to improve it 76.36% accuracy. Though this is still less than the state-
of-the-art system (76.8% [163]), the value added by this feature over a system that uses carefully
hand constructed features is surprising.

Another salient aspect of the dimensionality reduction based approaches is that we can solve
for the global optimum. On the other hand, most of the latent variable models that we use in NLP
are solved using expectation maximization or Gibbs sampling which are prone to local optima.
Recent developments in spectral methods for latent variables [81] show that even in the latent
variable models the global optimum can be found using SVD. The core functionality needed by
the dimensionality reduction based techniques is matrix-matrix, matrix-vector multiplications,
eigen decomposition, inverse computation etc.. These problems have been studied for a long time
and tools are readily available in most of the programming languages. In most cases, these tools
are highly optimized for both efficiency and numerical stability. So, it is very easy to try and
implement these techniques. Overall, based on my insights I strongly feel that dimensionality
reduction has unexplored merits for NLP tasks.

8.2 Future Research

I conclude this dissertation by pointing some future research directions. I see two major future
directions that can benefit from interlingual representations: integrating word embeddings into
the generative models and exploring the use of interlingual representations for machine transla-
tion.

8.2.1 Integrating Word Embeddings into Generative Models

As observed through out this dissertation, and especially in Chp. 4, the low-dimensional vector
representations provide an effective way to compute the similarity between words. More impor-
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tantly, once the mapping functions to the interlingual representation are learnt, we only need
monolingual corpora to learn the low-dimensional embedding of an unseen word. The abun-
dant availability of the monolingual copora makes it possible to learn word representations for
many words. Now we use both the above observations to address one of the crucial and recurring
problems in NLP, smoothing to handle unseen words.

The generative models being used in NLP, usually, contain two kinds of parameters: non-
lexical and lexical probabilities. The former are of the form p(zi|zj), the probability of a latent
variable given another latent variable, and the latter are of the form p(w|zi), the probability of a
word (lexical entity) given a latent variable. The lexical probabilities are hard to estimate for the
rare and unknown words because there is not enough evidence for them in the training data. So,
most of the NLP applications require some smoothing to handle these unknown words.

Word embeddings provide an elegant way of handling the rare words. The idea is, when we
encounter a rare word, we compute its word embedding (which we can do because of abundant
monolingual data) and use it to find a frequent word that we can back-off to. This can be intro-
duced into the generative models by modeling the lexical probabilities as a function of the word
embeddings. For example:

p(w|zi) ∝ exp
(
λ(zi)

T g⃗(w)
)

where g⃗(w) returns the low-dimensional embedding of the word w and λ(zi) is the weight vector
associated with the latent variable zi. Since we only need monolingual corpora to obtain the
low-dimensional embedding it can handle words that are rare and unknown with respect to the
training data. Moreover, this function automatically handles smoothing because two words that
are related are hopefully closer in the reduced space and hence it assigns roughly same probability
to both these words. In this way, low-dimensional word embeddings provide a cleaner way to
handle the unknown words.

This direction becomes even more promising for multilingual NLP applications. Because, the
past research in multilingual modeling only shares non-lexical probabilities across languages [34].
But if we model lexical probabilities as shown above then they can also be shared across languages.
The only missing link is the representation of words from both the languages into a common space
which we can do using an interlingual representation.

8.2.2 Interlingual Representations and MT

Machine translation is a natural and a potentially important application of interlingual repre-
sentation. I want to highlight that the interlingual representation that I introduced in this disser-
tation are completely different from the traditional interlingua, where we believe that there are
“deep structures” that underly the surface realizations in different languages. The connection be-
tween such interlingua and MT has already been studied [45, 84, 83, 47]. Instead, here, I discuss
about the potential benefits of dimensionality reduction based interlingual representation for MT.

The low-dimensional reranking models that I discussed in Chp. 6 are especially interesting in
the context of machine translation. As I discussed in that Chapter, and shown in Fig. 8.2, the
reranking models inherently consider a giant feature vector of all possible feature pairs, from the
input and output space, and learns a weight vector in this outer product space. One way to use
this for MT is to rerank the n-best translations output by the decoder. In this setting, the input will
be a source language sentence and the output is the target language translation. If we represent
each sentence as a bag-of-words, then the rerankers inherently considers all possible source, target
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Figure 8.2: Feature space of the Low-dimensional discriminative rerankers.

language word pairs during reranking. In doing so, the approach considers long range word
dependencies that are hard to model during decoding. But, the challenge is the scalability of the
rerankers. When we represent a sentence as a bag-of-words, the size of the feature space in each
language is really high. As we saw in Chp. 2, computing interlingual representation is an O(n3)
operation where n, in this case, is the size of the vocabulary. This is computationally infeasible in
the naive implementation. In order to overcome this, we need to explore online and randomized
techniques to solving SVD. Fortunately, the research in randomized SVD techniques has matured
and some tools are readily available [70]. In future, I would like to explore the scalability of
discriminative reranking models using randomized SVD and test its effectiveness on the task of
reranking n-best translations for machine translation.

Other components of my research that are related to MT are the vector based compositionality
learning and mining token level translations. In Chp. 7, I presented only an intrinsic evaluation of
the token based embeddings. In future, I would like to work on how to incorporate the rescored
translations into the MT system and test their effectiveness on the sentence level translations.
Moreover, I would also like to use token based representations in the vector based compositional-
ity learning. An interesting direction, that has not been explored at all, is to study if the composed
sentence level vectors can help MT.
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Appendix A

Selection Strategies

After computing association measure for all word pairs, the next step in sparsification is the
selection of word pairs to retain. In this section, I describe some approaches such as thresholding
and matching for the word pair selection. Again, I describe them in the context of cross-covariance
matrix but all of them extend to with in language covariance matrices.

A.1 Thresholding

A straight forward way to remove the noisy word co-occurrences is to zero out the entries of the
cross-covariance matrix that are lower than a threshold. To understand the motivation, consider
the rewritten objective function of CCA, aTXY Tb =

∑
ij Cxy(i, j)a(i)b(j). This is linear in terms

of the individual components of the cross-covariance matrix. So, if we want to remove some of the
entries of the covariance matrix with minimal change in the value of the objective function, then
the optimal choice is to sort the entries of the covariance matrix and filter out the less confident
word pairs.

A.2 Relative Thresholding

While the thresholding strategy described in the above section is very simple, it is often biased
by the frequent words. Since a frequent word co-occurs with other words often, it naturally tends
to have high association with most of the other words. As a result, absolute thresholding tends
to remove all the less frequent word pairs while leaving the co-occurrences of the frequent words
untouched. Eventually, this may lead to zeroing out some of the rows or the columns of the cross-
covariance matrix. To circumvent this, we try thresholding at word level. For every English word,
we choose a few Spanish words that have high association and vice versa. every Spanish word
we choose a few Since the nearest neighbour property is asymmetric, we take the union of all the
selected word pairs. That is, we retain a word pair, if either the Spanish word is in the top ranked
list of the English word or vice versa.

A.3 Experimental Results

In the experiment, we combine the three association measures, Covariance (Cov), MI and Yule’s
ω, with the three selection criteria, Threshold, Relative Threshold (RelThreshold) and Matching
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Figure A.1: Comparison of the word association measures along with different selection criteria.
The x-axis plots the number of non-zero entries in the covariance matrices and the y-axis plots the
accuracy of top-ranked document.

(Match). Fig. A.1 shows the performance of these different combinations with varying levels of
sparsity in the covariance matrices. The horizontal line represents the performance of CCA on
this data set. We start with 2000 non-zero entries in the covariance matrices and experiment up to
20,000 non-zero entries. Since our data set has 2000 words in each language, 2000 non-zero entries
in a covariance matrix implies that, on an average, every word is associated with only one word.
This results in highly sparse covariance matrices.

Overall, we observe that reducing the level of sparsity , i.e., selecting more number of elements
in the covariance matrices, increases the performance slightly and then decreases again. From the
figure, it seems that sparsifying the covariance matrices might help in improving the performance
of the task. But it is interesting to note that not all the models perform better than CCA. In fact,
both the models that achieve better scores use Matching as the selection criteria. This suggests
that, apart from the weighting of the word pairs, appropriate selection of the word pairs is also
equally important. This is the reason why I only reported results with Matching as the selection
criteria in Sec. 4.3.1. From this figure, we observe that Mutual Information and Yule’s ω perform
competitively but they consistently outperform models that use covariance as the association mea-
sure.
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Appendix B

Derivations

B.1 Inverse of a Block Matrix

Let M =
(
E − FG−1F T

)−1, then the inverse of the block matrix
[
E F

F T G

]
is given by:

[
E F

F T G

]−1

=

[
M −MFG−1

−G−1F TM G−1 +G−1F TMFG−1

]
It is easy to verify this identity by multiplying with the block matrix and then showing that it is
identity matrix.

B.2 Optimizing Regularized Interlingual Projections

The Laplacian of the regularized projections is:

L =
∑
l

1

nl
||XT

l a(l)−P T
l (u+r(l))||2+τ

∑
l

∥P T
l r(l)∥2+α

(∑
l

1

nl
∥XT

l a(l)∥2−1
)
+β
(∑

l

1

nl
∥P T

l u∥2−1
)

Differentiating the Lagrangian with respect to a(l), r(l) and u and setting them to zero, yields the
following constraints:

∂L
∂a(l)

=
1

nl
Xl

(
XT

l a(l) − P T
l

(
u + r(l)

))
+ α

XlX
T
l a(l)

nl

= (1 + α)
1

nl
XlX

T
l a(l) − 1

nl
XlP

T
l (u + r(l))

∂L
∂a(l)

= 0 ⇒ (1 + α)XlX
T
l a(l) −XlP

T
l r(l) = XlP

T
l u (B.1)

∂L
∂r(l)

= − 1

nl
Pl

(
XT

l a(l) − P T
l (u + r(l)

)
+ τPlP

T
l r(l)

= − 1

nl
PlX

T
l a(l) +

( 1

nl
+ τ
)
PlP

T
l r(l) +

1

nl
PlP

T
l u

∂L
∂r(l)

= 0 ⇒ −PlX
T
l a(l) + (1 + τnl)PlP

T
l r(l) = −PlP

T
l u (B.2)
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∂L
∂u

= −
∑
l

1

nl
Pl

(
XT

l a(l) − P T
l (u + r(l)

)
+ β

∑
l

1

nl
PlP

T
l u

= −
∑
l

1

nl
PlX

T
l a(l) +

∑
l

1

nl
PlP

T
l r(l) + (1 + β)

∑
l

1

nl
PlP

T
l u

∂L
∂u

= 0 ⇒
∑
l

1

nl
PlX

T
l a(l) −

∑
l

1

nl
PlP

T
l r(l) = (1 + β)

∑
l

1

nl
PlP

T
l u (B.3)

These constraints can be comprehensively written in matrix format as follows:[
(1 + α)XlX

T
l −XlP

T
l

−PlX
T
l (1 + τnl)PlP

T
l

] [
a(l)

r(l)

]
=

[
XlP

T
l

−PlP
T
l

]
u (B.4)

∑
l

1

nl

[
PlX

T
l −PlP

T
l

] [a(l)

r(l)

]
= (1 + β)

∑
l

1

nl
PlP

T
l u (B.5)

Let El = (1 + α)XlX
T
l , Fl = −XlP

T
l and Gl = (1 + τnl)PlP

T
l . Then the constraints become:[

El Fl

F T
l Gl

]−1 [a(l)

r(l)

]
=

[
−Fl
−Gl
1+τnl

]
u (B.6)

∑
l

1

nl

[
−F T

l
−Gl
1+τnl

] [a(l)

r(l)

]
= (1 + β)

∑
l

1

nl
PlP

T
l u (B.7)

Then, we write a(l) and r(l) interms of u using Eq. B.6 and substitute in Eq. B.7. Then, u can be
solved for using the following generalized eigenvalue problem:

∑
l

1

nl

[
−F T

l
−Gl
1+τnl

] [El Fl

F T
l Gl

]−1
[
−Fl
−Gl
1+τnl

]
u = (1 + β)

∑
l

1

nl
PlP

T
l u (B.8)

After solving for u, we can compute a(l) and r(l) as follows:[
a(l)

r(l)

]
=

[
El Fl

F T
l Gl

][ −Fl
−Gl
1+τnl

]
u (B.9)

B.3 Prediction Problem in Regularized Projections

Given a name in lth language as x(l), its transliteration in mth language is obtained by solving:

x(m)∗ = arg min
x(m)

L
(
x(l), x(m)

)
where (B.10)

L
(
x(l), x(m)

)
= min

p∈Rc
∥AT

l x(l) − UT
l p∥2 + ∥AT

mx(m) − UT
mp∥2

Differentiating the loss L
(
x(l), x(m)

)
with respect to p and setting it to zero, results in:

∂L

∂p
= Ul

(
UT
l p−AT

l x(l)
)
+ Um

(
UT
mp−AT

mx(m)
)
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∂L

∂p
= 0 ⇒

(
UlU

T
l + UmU

T
m

)
p =

(
UlA

T
l x(l) + UmA

T
mx(m)

)
(B.11)

⇒ p =
(
UlU

T
l + UmU

T
m

)−1(
UlA

T
l x(l) + UmA

T
mx(m)

)
(B.12)

⇒ p = C−1
lm

(
UlA

T
l x(l) + UmA

T
mx(m)

)
where Clm = UlU

T
l + UmU

T
m (B.13)

Now in order to solve for the relation between x(l) and the optimal x(m), we need to substitute p
back in the loss function and solve for the x(m). Solving it analytically leads to a gaudy expression.
Instead, to keep it simple, we treat the optimal p solved by Eq. B.13 as if it is independent of x(m)

(which it is clearly not) and proceed for solving x(m). Under this assumption, the relation between
x(l) and x(m) is obtained by differentiating the loss function w.r.t to x(m) and setting it to zero.

Am(AT
mx(m) − UT

mp) = 0

AmA
T
mx(m) = AmU

T
mC

−1
lm

(
UlA

T
l x(l) + UmA

T
mx(m)

)
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(
I − UT

mC
−1
lmUm

)
AT

mx(m) = AmU
T
mC

−1
lmUlA

T
l x(l) (B.14)
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Appendix C

Reranking Sensitivity

There are following hyper parameters in the low-dimensional discriminative reranking models:
regularization parameter τ , weight parameter λ in the discriminative and softened discriminative
models, the linear combination weight w with the Viterbi decoding score, and finally, the size
of the lower dimensional subspace (k). I use grid search to tune these parameters based on the
development data set. The optimal hyperparameter values differ based on the model and the
language, but the tagging accuracy is relatively robust with respect to these parameter values. For
English, the best values for the discriminative model are τ = 0.95, λ = 0.3 and k = 75. For the
same language, Fig. C.1 shows the performance with respect to τ and λ parameters, respectively,
with other parameters fixed to their optimal values. Notice that, although the performance varies
it is always more than the accuracy of the baseline tagger (96.74%).
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Figure C.1: Tagging accuracy with hyperparameters τ and λ on English development data set.
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Relevant Publications
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Hal Daumé III and Jagadeesh Jagarlamudi. Domain adaptation for machine translation
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USA, June 2011. ACL.
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Empirical Methods in Natural Language Processing, pages 930–940, Edinburgh, Scotland, UK.,
July 2011. ACL.

Chapter 5

Jagadeesh Jagarlamudi and Hal Daumé, III. Regularized interlingual projections: eval-
uation on multilingual transliteration. In Proceedings of the 2012 Joint Conference on Em-
pirical Methods in Natural Language Processing and Computational Natural Language Learning,
EMNLP-CoNLL ’12, pages 12–23, Stroudsburg, PA, USA, 2012. Association for Computa-
tional Linguistics.
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Jagadeesh Jagarlamudi and Hal Daumé III. Low-dimensional discriminative reranking. In
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