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ABSTRACT 

Hydropower is the most important renewable energy source on the planet. Though 

it provides abundant benefits to society, it also has environmental and ecological 

consequences. Dam construction significantly alters natural flow conditions. Fish 

numbers decline and other aquatic life may be adversely affected, especially during 

migration and reproduction cycles, due to degradation of their natural habitat. High 

summer water temperatures in hydropower reservoirs and elevated total dissolved gas 

(TDG) concentrations in downstream tailrace regions can increase mortality rates of fish 

passing through the dam. 

This study proposes to develop a numerical model to improve the prediction of 

hydrodynamics and water-quality parameters in hydropower flows. The main focus is to 

simulate temperature dynamics and TDG distribution in the McNary Dam forebay and 

tailrace. Existing numerical temperature and TDG models, developed by Politano et al. 

(2008, 2009c), were improved and implemented into the open-source CFD code 

OpenFOAM. These newly developed models can be used to evaluate the efficiency of 

operational changes or structural modifications to reduce the negative environmental 

impacts of hydropower facilities. 

The forebay temperature model was based on the incompressible Reynolds-

Averaged Navier-Stokes (RANS) equations with the Boussinesq approximation. 

Turbulence was modeled with an improved realizable k   model taking into account 

wind turbulence generation at the free surface. A thermal model incorporating solar 

radiation and convective heat transfer at the free surface was employed. The model was 

validated against field data collected on August 18th, 2004 at McNary Dam. Observed 

vertical and lateral temperature distributions and dynamics in the forebay were captured 

by the model. The incorporation of the atmospheric heat flux, solar radiation, and wind-

induced turbulence improved the temperature predictions near the free surface. 
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The multi-phase TDG model utilized the Volume of Fluid (VOF) method 

combined with a Detached Eddy Simulation (DES) approach to calculate hydrodynamics. 

A one-way coupling approach was used to incorporate a TDG model, which includes the 

transport and dissolution of bubbles entrained in the spillway and takes into account 

bubble size change caused by dissolution and compression. The capability of the present 

model to predict spillway flow regimes was evaluated against observations in a reduced 

scale laboratory model. Simulation results demonstrated that flow regimes downstream of 

a spillway can be adequately reproduced by the numerical model. The capability of the 

model to quantify dissolved gas exchanges and TDG distribution was evaluated using a 

tailrace sectional model. The model captured TDG production and observed longitudinal 

TDG reduction under different flow regimes. Disparities between predicted and measured 

average TDG values fell within 4%. The model developed in this study is an effective 

predictive numerical tool to identify flow regimes and quantify TDG production under 

various flow conditions in near dam regions when lateral flows are not important. 
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CHAPTER I 

INTRODUCTION 

1.1 Background and Motivation 

Hydropower is the most widely used form of renewable energy in the world and 

the global installed capacity has grown rapidly over the past several decades. Hydropower 

is renowned for its low costs, low environmental impact, flexibility, and reliability. The 

hydropower capacity of United States has remained relatively stable in recent decades 

since most large dams were built before 1980. Today, more than 7% of the total U.S. 

electricity supply is generated by hydropower. According to the U.S. Department of 

Energy (DOE), about 40% of all U.S. hydropower originates in the Columbia River Basin. 

Up to 70% of the electricity in the Pacific Northwest is generated by hydropower. 

Despite these benefits, hydropower does have negative impacts on local habitats 

and ecosystems as free flowing rivers become impounded reaches. The large dams and 

reservoirs required for the operation of hydroelectric power stations change natural flow 

conditions, pool elevations, and channel morphologies. They also block spatial 

connections and historic fish migration pathways in rivers (Braatne et al. 2008). Many 

aquatic species numbers have significantly declined due to the installation of hydropower 

facilities. Fish are especially vulnerable during migration and reproduction cycles due to 

compromised migration routes and habitat loss. With more than 400 dams in the 

Columbia River and Snake River Basin, fish passage at dams has been a major problem 

for nearly as long as dams have been built in the basin (Lichatowich 1999). Many aquatic 

organisms in this region are listed as endangered or threatened by the U.S. Fish and 

Wildlife Service (USFWS). Federal and State governments have been passing legislation 

to mitigate negative impacts of hydropower since the 1890s. 

One of the negative impacts of hydropower is the elevation of summer water 

temperatures in the reservoir upstream of dams. Hydroelectric projects impound water 
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into reservoirs, disrupting natural temperature dynamics and distribution. High summer 

temperatures warm surface layers in the reservoir and can cause thermal stratification 

(Zhao et al. 2011). A strong vertical thermal gradient (thermocline) can be observed in 

the reservoirs. In the water column, a high temperature water layer forms near the 

surface. A cold, low dissolved oxygen water layer forms at the bottom. Vertical mixing 

between these layers is inhibited. This phenomenon imposes adverse impacts on the 

environment and local eco-systems near dams. The drinking water quality may also be 

affected. Recreational resource may be limited by excessive plankton growth. Fish 

populations may decrease due to thermal stress (Zeng and Rasmussen 2005; Lackey and 

Holmes 1972). 

In addition to changes in the forebay area, tailrace water quality can also be 

affected by dams. Particularly, dissolved gas content in the water may increase from pre-

construction conditions. Spillway operations significantly impact the amount of dissolved 

gases in the tailrace of hydraulic dams (Beeman and Maule 2006). Fish migrating through 

hydropower dams exposed to high levels of total dissolved gas (TDG) can suffer gas-

bubble disease. Currently, dissolved oxygen and TDG levels upstream and downstream 

of dams are major environmental concerns in building a new dam and re-licensing of 

existing hydropower projects. 

Many efforts have been made to reduce fish fatalities when traveling through 

dams. To facilitate diadromous fishes’ natural migration, fish ladders have been installed 

on most dams occupying salmon habitats, to enable access to upstream spawning grounds 

(Fryer et al. 2010). Fish-friendly turbines (Robb 2011) and efficient downstream passage 

systems (Katopodis and Williams 2011) are active areas of research to mitigate potential 

hazards to fish migrating downstream. 

Many studies have focused on optimizing operations and structural modifications 

to reduce environmental impacts and improve water quality without detriment to 

electrical production (Strain et al. 2008, Ferrari et al. 2009). Such studies require a deep 
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understanding and accurate modeling of the physical processes that impact fish and other 

aquatic organisms. Advances in computer technology have made the use of 

Computational Fluid Dynamics (CFD) modeling possible to analyze abatement options 

and to complement the laboratory models traditionally employed by the hydropower 

community. CFD models have emerged as economical and efficient tools for hydropower 

studies (Teklemariam et al. 2002). The development of numerical tools to model various 

problems encountered by hydraulic projects has benefited both the hydropower 

community and the environment.  

The goal of this thesis is to improve existing temperature and TDG prediction 

models, and to implement these models in an efficient open-source CFD tool. These 

numerical models can provide reliable results and impact engineering decisions on 

designs and operations of large scale hydraulic structures. Given the computational 

limitations as well as time constraints, computational resources are focused to critical 

regions to resolve key flow characteristics. Hydrodynamic details that do not strongly 

affect the large scale flow patterns and distribution of water quality parameters are not the 

main focus of this study.  

1.2 Study Area 

McNary Dam is a concrete, gravity-type hydroelectric dam that spans the main 

stem of the Columbia River. It is about 2.25 km long, climbing to 56 m above the 

streambed, and located at river kilometer (rkm) 470 upriver from the mouth of the 

Columbia in Astoria, Oregon. Construction of McNary Dam began in 1947 and was 

completed, with all generating units operating, in 1957. It is operated by the U.S. Army 

Corps of Engineers (USACE) Walla Walla District and is one of the largest hydroelectric 

power facilities in the Pacific Northwest. The dam is composed of twenty-two spillways 

with an overall length of 400 m, and a powerhouse that contains fourteen 70,000 kilowatt 

hydroelectric generator units that can generate 980 megawatts at maximum capacity. To 
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protect and enhance fish migration across the dam, two fish passage facilities were 

constructed on both north (Washington) and south (Oregon) shores of the dam. These 

facilities consist of fish ladders for adult migrating salmon and steelhead. Two spillway 

weirs were installed in 2007 to create a surface-oriented route for downstream juvenile 

salmon passage at the dam. 

The reservoir created by McNary Dam (Lake Wallula) extends 98 rkm upstream 

to the Hanford Reach on the Columbia River, and 16 rkm up the Snake River until 

reaching Ice Harbor Dam. When at full pool, Lake Wallula’s elevation is about 103.6 m 

above sea level. Downstream of McNary Dam, the river is impounded by John Day Dam 

located 123 rkm downstream of McNary Dam and forms Lake Umatilla, which is a 166 

km long reservoir with a full-pool elevation of about 81.7 m. The study area for this 

thesis encompasses 5.2 km, extending from 4.1 km upstream of McNary Dam to about 

1.1 km downstream of the dam. Figure 1.1 shows the location of McNary dam and the 

area of study. An aerial view of the McNary Dam forebay and tailrace is shown in Figure 

1.2. 

1.3 Approach 

The models introduced in this study are implemented based on the CFD code 

OpenFOAM (Open Source Field Operation and Manipulation). OpenFOAM is an open 

source CFD software programmed in C++. The code was designed to meet requirements 

for both research uses as well as industrial applications. As an open source toolbox, it 

provides a flexible and programmable environment that allows researchers to implement 

complex and coupled physical models extending current numerical modeling capabilities. 

Its high modularity and object oriented features also enable seamless transition from a 

model development framework to industrial application by representing differential 

equations in their natural way in the software as closely as possible.  



5 
 

For a system of equations governing the problem of interest, OpenFOAM offers 

the user an unrestricted choice to specify numerical schemes to solve different terms in 

the equations, such as derivatives and interpolations. Continuum equations are discretized 

and matrix equations are constructed using the finite volume method applied to cells of 

any shape. Matrix equations are then solved segregated within an iterative sequence and 

coupled using well-known algorithms such as SIMPLE or PISO.  

OpenFOAM was first released in 2004 and has been continuously developed in 

recent years. A large set of individual solvers that addresses a specific problem in fluid 

dynamics or other engineering mechanics has been developed. For example, interFoam is 

a transient solver developed to solve two incompressible, isothermal immiscible fluids 

using a VOF (volume of fluid) phase-fraction based interface capturing approach. One of 

the most important features of OpenFOAM is that the user can write their own solvers for 

specific simulation conditions. In order to create an efficient practical tool, a solid 

understanding of physics and numerical method is required. Other customized objects, 

such as boundary conditions or turbulence models, can be created to work with existing 

solvers without having to modify or recompile the existing source code. Another 

advantage OpenFOAM has is that the code is parallelized at a fundamental level allowing 

user customized solvers to easily run in parallel.  

A large number of peer-reviewed scientific and engineering papers and studies 

have been conducted using OpenFOAM and validated against field/experimental data or 

other CFD software (e.g. Karvinen and Ahlstedt 2008; Carneiro et al. 2008; Mahmoodi et 

al. 2012 among others). Recently, there has been increasing interest in conducting 

numerical studies related to environment hydraulics and open channel flows. 

OpenFOAM has been proven to be efficient and accurate in carrying out studies in many 

relevant research areas (Panara et al. 2006; Pasiok and Stilger-Szydlo 2010; Sinha et al. 

2012).  



6 
 

Standard solvers available in OpenFOAM include heat transfer and multi-phase 

flow capabilities, and provide a promising starting point for development of more 

complex models. OpenFOAM release version 2.0 was used for the work presented in this 

study. 

1.4 Goals and Objectives 

The main goals of this thesis are: 

1) Develop an unsteady, three-dimensional CFD model capable of predicting the 

hydrodynamics and temperature dynamics in the forebay of a dam within an 

order of days. 

2) Validate the forebay model by comparing the predicted temperature profiles 

with measurements collected in McNary Dam. 

3) Develop an unsteady, three-dimensional, multi-phase numerical model 

capable of predicting spillway flow regimes under different spillway flowrates 

and tailrace elevations, and TDG distribution in the tailrace.  

4) Validate the multi-phase model against flow regimes observed in a reduced-

scale sectional model that includes two spillway bays, deflectors, and a 

portion of the tailrace of McNary Dam. 

5) Compare TDG predictions in a portion of the McNary tailrace against field 

data. 

1.5 Outline of the Thesis 

The outline of this thesis is as follows: 

Chapter II describes development of the forebay numerical model. A literature 

review of temperature modeling in deep reservoirs is provided. Mathematical and 

computational methodologies for the numerical model developed in this chapter are 

explained in detail. The numerical results are discussed and validated using field 

measurements in McNary Dam. 



7 
 

Chapter III focuses on the development of the multi-phase numerical model to 

predict spillway flow regimes and TDG distribution in the tailrace of a dam. Relevant 

literature is reviewed. Governing equations and computational methodology for the three-

dimensional hydrodynamics and TDG model are described in detail. Effects of grid size 

density on the predicted flow field are evaluated and discussed. Predicted flow regimes 

under different flow conditions are discussed and compared against observations from a 

reduced scale laboratory model study of McNary Dam. Predicted TDG distributions 

under different flow conditions are discussed and compared against field measurements. 

In chapter IV, summaries of research findings and recommendations for future 

work are presented.  
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Figure 1.1 Map of the Columbia River Basin showing the location of McNary Dam 
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Figure 1.2 Aerial view of McNary Dam forebay and tailrace (Source: Google Earth) 
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CHAPTER II 

MCNARY DAM FOREBAY MODEL 

The temperature dynamics in the impounded reservoir upstream of a hydropower 

dam do not follow the pre-construction temperature seasonal cycles due to changes in 

flow condition. Vertical profiles and spatial distributions of water temperature in river 

reaches and reservoirs are crucial parameters that strongly affect water quality. High 

temperature is an environmental and ecological issue that affects water bodies. Water 

temperature changes of a few degrees can dramatically impact chemical and biological 

reaction rates and alter dissolved oxygen levels. These changes can harm aquatic 

organisms, since most have enzyme systems that operate optimally in a narrow 

temperature range. Juvenile fish are particularly vulnerable to elevated temperatures 

during summer months in forebays and tailraces at hydropower dams in the Columbia 

River Basin. 

High summer water temperatures at McNary forebay have, for several decades, 

been considered a principal cause of juvenile fish mortality in the fish bypass facilities. 

Severe fish mortality in July 1994 was reported, believed to be primarily a result of 

elevated water temperatures. Daily fish mortality ranged from approximately 3% to 8% 

from July 10 to 12, 1998, coincident with fish facility water temperatures above 21 ℃ 

(Smith et al. 2000). The McNary Dam operator, USACE Walla Walla District, has 

conducted several field and laboratory studies collecting water temperature, atmospheric 

and climatic data, to address and actively attempt to solve the problem. Numerical 

models capable of predicting temperature dynamics and distributions in the reservoir 

were developed to better understand the main mechanisms leading to high temperatures, 

and ultimately reduce impacts of high local temperature on fish. 

2.1 Goals and Objectives 

The main goals of this chapter are: 
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1) Develop an unsteady, three-dimensional CFD model capable of predicting the 

hydrodynamics and temperature distribution in the forebay region of a dam.  

2) Validate the thermal model against field data collected at McNary Dam. 

2.2 Outline of this Chapter 

The outline of this chapter is as follows: Section 2.3 is a literature review of 

temperature modeling and effects of water temperature on fish. In Section 2.4, 

mathematical and computational methodologies for the forebay numerical model are 

described in detail. Boundary and simulation conditions are explained. Section 2.5 

presents simulation results. Modeled hydrodynamics and temperature dynamics are 

discussed. Predicted vertical temperature profiles are compared against field 

measurements for selected data stations. Section 2.6 provides a summary of the results. 

2.3 Previous and Related Studies 

2.3.1 Thermal Stratification 

Hydropower dams decelerate rivers and usually store a large body of water in 

upstream reservoirs. During summers, solar radiation and air convection warm the 

uppermost layers of the reservoir. Warmer and lighter waters rise above cooler and 

denser waters, causing thermal stratification. Thermal-stratified reservoirs are composed 

of three layers. The epilimnion, the top-most layer, consists of well-mixed, high 

temperature water. The hypolimnion, or bottom layer, remains dense and cold due to 

extinction of solar radiation. A thin but distinct layer in between the epilimnion and 

hypolimnion, the metalimnion, contains large temperature gradients and may change in 

depth in response to seasonal and/or daily weather variations. 

Stratification in a reservoir acts as a barrier, preventing mixing of water 

temperatures, dissolved substances, and nutrients within the water column. Due to the 

insufficient irradiance for photosynthesis, the hypolimnion usually contains low levels of 
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dissolved oxygen which can cause anoxia, in turn leading to significant increases in the 

release of undesirable substances, such as methane, carbon dioxide, and hydrogen 

sulphide (Bellanger et al. 2004), and an overall degradation of water quality. This 

condition can harm fish, such as lake trout, that need cold water to survive. 

Hydropower dam operations may impose additional adverse impacts on water 

quality in the tailrace and ecological systems. When water from a stratified reservoir is 

released for power generation or to maintain a given river flow, temperatures, dissolved 

oxygen, and dissolved nutrients from exiting turbines or spillways are not consistent with 

downstream, well mixed river flows. This phenomenon can disrupt life-cycles of certain 

aquatic species. It may bring about declines in fish and snail populations due to water 

quality degradation and incompatible spawning temperatures (Hurford et al. 2010). 

Previous field and numerical studies for the temperature distribution at McNary 

Dam reveal noticeable vertical temperature profiles in the reservoir during summer. 

However, owing to the relatively shallow water and high velocity, the stable stratified 

water column with distinct layers was not observed in the reservoir.  

2.3.2 Temperature and Fish 

Cold blooded fish, such as juvenile salmon, cannot control their body 

temperatures. Their metabolism is strongly influenced by temperatures in their 

surrounding environment. Effects of water temperature on juvenile salmon and other 

species have been extensively studied since the 1950s (Brett 1952). The influence of 

temperature on fish tolerance, performance, metabolism, food consumption, growth, 

reproduction, and aggregation continues to this day as a subject of intense research. In 

general, increased water temperature imposes additional stresses and higher mortality risk 

on fish. 

In a thermal-stratified reservoir, dissolved oxygen amounts vary with water 

temperature and other factors. In general, warmer water holds less oxygen. Aquatic 
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organisms need to breathe rapidly and swim near the free surface in the highly 

oxygenated water layers. This process requires additional energy and may exhaust 

juvenile fish traveling downstream. The thermal stratification and resultant partitioned 

nutrient-poor epilimnion and nutrient-rich hypolimnion also have adverse consequences 

on fish survival and reproduction. A very high negative correlation was found between 

thermal stratification and monthly fish yields (Mtada 1987). Laboratory and field 

investigations have been conducted to improve the survival rate of migrating fish at 

hydropower dams (Somero and DeVries 1967; Lessard and Hayes 2003). 

Complementing experimental studies, numerical models were developed to predict water 

temperature under diverse flowrates and atmospheric conditions (Politano et al. 2008). 

2.3.3 Wind-Induced Turbulence 

The surface boundary layer (SBL) is the most dynamic zone in a lake or reservoir. 

Exchanges of physical and chemical properties, including momentum, kinetic energy, 

heat, gas, and others in the SBL are driven by wind and heat flux induced turbulence. 

Thermal energy from the atmosphere is absorbed by surface waters and redistributed in 

the SBL by turbulence. Among these two main mechanisms, wind induced turbulence is 

the dominant mixing mechanism in the SBL (Etemad-Shahidi et al. 2010). 

The turbulence characteristic near the surface is complex (Craig and Banner 

1994). Total input surface shear stress generated by wind is used to create waves at the 

very top of the water column and maintain currents in the SBL. At large scales, it is 

commonly assumed that wind creates a boundary-layer close to the upper surface. In this 

boundary layer, shear stress is assumed constant, resulting in a vertical velocity profile 

following the Law-of-the-Wall. The production of turbulent kinetic energy in this 

logarithmic region can be estimated by the vertical gradient of energy flux, expressed as a 

function of wind velocity and water depth (Batchelor 1953).  
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In large-scale environmental and fluid dynamics modeling, assumption of this 

log-layer near the surface has been widely accepted. Verdier-Bonnet et al. (1999) 

investigated three-dimensional effects of different k ε−  models on coastal circulations. 

Wind generated shear stress at the surface was treated as the origin of coastal turbulence. 

Their simulation results agreed with similar previous studies. Pringle (2007) estimated 

wind-driven turbulence in the upper ocean by comparing observations of turbulence 

avoidance in zooplankton. The author evaluated a turbulence threshold level prompting 

plankton to move deeper to avoid wind-driven turbulence near the surface. The 

dissipation of turbulence kinetic energy, ε , was used to indicate turbulence intensity. 

Chen et al. (2009) simulated the vertical movement of buoyancy regulating cyanobacteria 

in wind-driven currents. They found that wind driven turbulence affected velocity fields 

contributing to vertical cyanobacteria migration. An isotropic k ε−  model was applied, 

taking into account wind-induced turbulence near the free surface. Model results revealed 

a relationship between wind speed over the water surface and cyanobacteria intensity.  

2.3.4 Temperature Models 

Temperature models employing a one-dimensional approach have been 

constructed over the last few decades. Stefan and Ford (1975) developed a deterministic, 

process-oriented, unsteady, one-dimensional lake water quality model. The model used a 

one-dimensional vertical transport equation to predict temperature as a function of depth 

and time. The authors successfully applied the model to several lakes (Stefan et al. 1980; 

Ford and Stefan 1980). A later study by Hondzo and Stefan (1993) generalized the 

temperature model for a wide range of lake classes and meteorological conditions. 

Surface wind mixing, vertical turbulent diffusion, convective heat transfer, and heat flux 

from solar radiation were incorporated into the model through regression analysis of field 

data. A recent study by Kirillin (2010) coupled a global climate model with a one-

dimensional lake temperature model to evaluate impacts of global warming on lakes. The 
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model revealed relationships between daily and monthly mean air and water temperature. 

This one-dimensional approach fails when the horizontal advective term cannot be 

neglected. Another commonly used one-dimensional approach assumes a well-mixed 

temperature for any cross-section. Gooseff et al. (2005) used this approach to evaluate 

climate change effects on water temperature in the lower Madison River. This approach, 

unfortunately, cannot be used to predict thermal stratification in reservoirs. 

Multi-dimensional models accounting for both vertical and longitudinal 

temperature distributions have been extensively applied. Lei and Patterson (2002) used 

two-dimensional Navier-Stokes and energy equations with the Boussinesq approximation 

to study natural convection in a reservoir sidearm subject to solar radiation. Bednarz et al. 

(2009) used a similar approach to investigate transient flow responses to periodic water 

surface temperature changes in a reservoir model. Their two-dimensional reservoir model 

consisted of a sloping bottom region and a uniform water depth region. Unsteady flow 

patterns and stable stratification obtained in the numerical simulations were validated by 

experiments (Bednarz et al. 2008). Fan et al. (2009) used a three-dimensional model to 

simulate lateral and vertical water temperature distributions in the Fenhe Reservoir. 

Parameters of the model were calibrated with field data, and simulation results were 

consistent with measurements. Liu and Chen (2012) used the three-dimensional 

circulation model developed by Zhang and Baptista (2008) to simulate water temperature 

dynamics at a buoy station in Yuan-Yang Lake in north-central Taiwan. Water 

temperature measured at different depths was used to calibrate and validate the model. 

Temporal and spatial temperature distributions were satisfactorily predicted by the 

model. 

A fully three-dimensional model, assuming a non-hydrostatic approach, was used 

to predict hydrodynamics and temperature distribution at McNary Dam by Politano et al. 

(2008). Heat flux due to short and long wave radiation at the free surface were included 

through user-defined functions (UDFs). Heat convection at the water-air interface was 
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incorporated into the model considering the air temperature and effects of wind. Good 

agreement was obtained between the numerical results and field data measured on August 

18, 2004, except near the water surface. This model improved the temperature prediction 

in large-scale flows. 

For this study, a three-dimensional numerical model was developed extending the 

approach of Politano et al. (2008) using the open-source code OpenFOAM. The model 

aims to more accurately simulate temperature dynamics and distribution, particularly near 

the water surface. Wind shear stress effects on temperature distribution have been proven 

negligible (Politano et al. 2006) and therefore are not considered in this study. 

Turbulence production due to wind was included into the realizable k ε−  model to 

account for temperature mixing near the free surface. Simulation results were compared 

with field data collected on August 18, 2004 at McNary Dam.  

2.4 Mathematical and Numerical Models 

2.4.1 Mathematical Model 

The river hydrodynamics is solved using the incompressible RANS equations 

with the Boussinesq approximation: 

0∇ ⋅ =U   (2.1) 

( ) ( )( ) ( )0 0 0 01effp T T
t

ρ ρ µ ρ β∂
+ ∇ ⋅ = −∇ +∇ ⋅ ∇ +∇ +  − −  ∂

TU UU U U g  (2.2) 

where U  represents the velocity, p  the pressure, T  the water temperature, g  the 

acceleration due to gravity, β  the thermal expansion coefficient, 0ρ  the water density at 

reference temperature 0 25T =  ℃, and eff tµ µ µ= +  is the effective viscosity, with µ  and 

tµ  denoting molecular and eddy viscosity, respectively. 

Studies have shown that the realizable k ε−  model provides better results than 

the standard or other traditional k ε−  models in many cases involving complex 
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secondary flow (Shih et al. 1995). In this model, the turbulent kinetic energy k  and the 

turbulent dissipation rate ε  are obtained from: 

( ) ( )0 0 0
t

k b k
k

k k k G G S
t

µ
ρ ρ µ ρ ε

σ
  ∂

+∇ =∇ + ∇ + + − +  ∂    
U  (2.3) 

( ) ( )
2

0 0 0 1 2 0 1 3
t

bC S C C C G S
t kk ε ε ε

ε

µ ε ερ ε ρ ε µ ε ρ ε ρ
σ νε

  ∂
+∇ =∇ + ∇ + − + +  ∂ +   

U  (2.4) 

where kG  and bG  are the productions of turbulence kinetic energy by the mean velocity 

gradients and buoyancy, respectively. ν  is the turbulent kinematic viscosity, 3 tanh v
u

C ε =  

where v  and u  are the velocity components parallel and perpendicular to the gravity, 

respectively. 1.0kσ =  and 1.2εσ =  are the turbulent Prandtl numbers for k  and ε , 

respectively. The coefficient 1C  is evaluated as 1 0.43,
5

C max η
η

 
=  + 

 with  kSη
ε

= , 
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 ∂ ∂
= +  ∂ ∂ 

. The realizable k ε−  model constants are 1 1.44C ε =  

and 2 1.9C = . kS
 
and Sε  are the source terms for k  and ε , respectively. 

In a reservoir, turbulence produced by wind can be critical. The momentum input 

at the water surface can be caused by skin friction directly onto the water lid as well as by 

wave-induced pressure fluctuations and wave and drift-related current interactions (Anis 

and Moum 1995). The extremely complex nature of this wave-affected layer precludes 

consideration of the effects of this thin zone (typically less than 1 m) on temperature in 

the present study. Below the wave-affected surface layer, the steady-state vertical profiles 

of the horizontal velocity follow the law-of–the-wall. The classical logarithmic-layer 

characteristic is thus applicable (Craig and Banner 1994). Wind effects on k  and ε  can 

be included as source terms in Equations (2.3) and (2.4) following Wüest and Lorke 

(2003): 

3
*

*k
k

uS
k z

=   (2.5) 
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1 kS C S
kε ε
ε

=   (2.6) 

where kk  is the Von Kármán constant and *z  the vertical distance from the free surface. 

The friction velocity *u  is given as 0
*

0

u τ
ρ

= . 

The wind stress is determined as 2
0 a w wD Uτ ρ= , where aρ  is air density, wU  the 

wind speed, and wD  the wind drag coefficient calculated following Wüest and Lorke 

(2003): 

1.150.0044w wD U −≈   (2.7) 

Notice that the wind drag coefficient is strongly affected by the state of the 

surface wave development. Waves produce additional roughness, increasing friction at 

the free surface and enhancing momentum flux transferred from air to water. 

Observations found that young and underdeveloped waves are shorter, steeper, and of 

higher frequencies and therefore appear rougher and produce more turbulence than more 

mature waves. Due to the limited extent of the McNary reservoir, the wave field typically 

stays underdeveloped. The above approximation under-predicts the wind-induce 

turbulence because it is based on a fully developed wave field. 

In the realizable k ε−  model, the turbulent viscosity is given by  

2

0t
kCµµ ρ
ε

=   (2.8) 

with the coefficient Cµ  calculated from  

*

0

1

s

C
kUA A

µ

ε

=
+

  (2.9) 

where *U  is defined as ij ijij ijS S +Ω Ω  with ijΩ  being the mean rate-of-rotation tensor. 

The constants 0 4.0A =  and 6sA cosφ= , where ( )11 6
3

cos Wφ −= , 


3
ij jk kiS S S

W
S

= , and 



ij ijS S S= . 
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The production of turbulence kinetic energy by the mean velocity gradient is 

evaluated with the Boussinesq hypothesis: 

2
k tG Sµ=   (2.10) 

The buoyancy-induced production of both k  and ε  is given by  

t
b

t

G T
Pr
µ

β= ∇g   (2.11) 

where 0.85tPr =  is the turbulent Prandtl number for energy. This term tends to suppress 

turbulence if stratification is established, as in the case of this study. 

Modeling of the energy budget and reservoir temperature cycles requires 

incorporation of short and long wave radiation and heat convection at the free surface. 

The incident solar radiation can be included as a positive energy source in the energy 

conservation equation while the other heat fluxes are considered at the free surface as 

boundary conditions. In this study it is assumed that the heat flux to the underlying soil is 

negligible. Water temperature T  can be calculated from the energy conservation equation 

for incompressible flows: 

( ) ( )0 0p p eff rad
TC C T T S
t

ρ ρ α∂
+ ∇ ⋅ = ∇ ⋅ ∇ +

∂
U   (2.12) 

where pC  is the specific heat and eff tα α α= +  is effective thermal conductivity, with α  

and tα , the molecular and turbulent thermal conductivity, respectively. Pressure work, 

energy source due to viscous dissipation, and kinetic energy are not considered. radS  

represents energy source due to solar radiation, which is calculated following Beer’s law 

as: 

( )*
0radS S exp zϕ ϕ= −   (2.13) 

with 0S  the incident radiation and *z  the vertical distance from the free surface. ϕ  is the 

absorption coefficient, or attenuation coefficient that describes the reduction of solar 

radiation intensity as it passes through the water body. A typical range for φ  in a 
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reservoir is from 0.02 to 0.2 m-1 (Smith and Baker 1981). Politano et al. (2006) 

performed a sensitivity study of this parameter and demonstrated that a value of 0.5ϕ =

m–1 matched the field data. In this study, 0.5ϕ = m–1 was used. 

2.4.2 Computational Grid 

The McNary Dam forebay (Figure 2.1) was meshed with multi-block grids 

containing only hexahedral elements using the commercial grid generator Gridgen. The 

main features of the dam, including the powerhouse units, spillway bays, fish collection 

facilities, and the navigation lock were meshed with approximately 1.7 million grid 

points (Figure 2.2). Nodes were clustered near the free surface to resolve the flow field 

and capture temperature distributions in the most dynamic zone. Grids at the reservoir 

bottom were created conforming to measured bathymetric data. Figure 2.2 shows grid 

details. Sections A, B, and C on the lower left show cross-sections of the grid at the 

inflow section, middle section, and near the structures, respectively. Since the focus of 

this study is to evaluate temperature dynamics in the McNary Dam forebay area, detailed 

structures within the powerhouse units were simplified or not included. Adequacy of the 

grids was tested by comparing results obtained with two grids: an original grid and a fine 

grid refined 20.5 times in all directions. Temperature profiles obtained with these grids 

were almost identical (Wang et al. 2013a). 

2.4.3 Simulation Conditions 

Water temperature measurements were available from the USACE for 43 of 46 

stations along 6 transects at 15 minute intervals for the summer of 2004. Station 

nomenclature employs a two-character transect identifier (T1-T6), and a two-character 

point identifier (e.g. P1) indicating the sampling station location in the river cross-section 

direction. For example, station T2P3 refers to the third monitoring station starting from 

the Oregon shore on the second transect. Figure 2.3 illustrates data collection stations 

along with bathymetric information in the study domain. The model extended about 4100 
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m upstream of the dam to minimize influences of the boundary conditions. Weather 

conditions, including air temperature, longwave radiation, incident shortwave radiation, 

and wind magnitude, were collected every 10 minutes as provided by the Walla Walla 

District/OA Systems Weather Station.  

In this study, atmospheric and operational conditions on August 18, 2004 were 

used to simulate the flow field and temperature dynamics in the McNary Dam forebay. 

Hourly water temperature data collected at T6 was interpolated and imposed at the inflow 

boundary. Figure 2.4 shows inlet temperature contours at 6 AM, 12 PM, 6 PM, and 12 

AM. On the simulated day, the average river flow was 4380 m3/s. As illustrated in Figure 

2.5, the measured river discharge indicated a nearly constant flow condition from 6 AM 

to 5 PM. Transient flows were observed before and after this period due to turbine 

operation variations. Since inclusion of a variable flowrate requires a much smaller time 

step, a constant flow condition was assumed as in Politano et al. (2008). Effects of this 

simplification are discussed in Section 2.5. The incident radiation 0S
 
was calculated as the 

difference between measured incoming and reflected solar radiation (Figure 2.6). Data 

collected between 9 AM and 5 PM was distributed in a scattered manner due to reflection 

and absorption effects of clouds. 

2.4.4 Boundary Conditions 

Free Surface: the water surface is modeled with a rigid-lid approach, assuming a flat 

surface with zero shear stress. Water surface elevation is obtained from field data 

provided by the USACE. Heat flux at the free surface, q , is modeled as a linear function 

of the difference between water and air temperatures (Edinger et al. 1968): 

( )aq h T T= −   (2.14) 

where aT  is the air temperature, and h  is the heat transfer coefficient calculated as in 

Ahsan and Blumberg (1999): 
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( )w
26.9 0.345h C U+=   (2.15) 

where C is the Bowen coefficient, and 0.62C = mb/℃, which relates the wind effect on 

sensible heat flux to that on latent heat flux. In this study an average measured wind 

speed on August 18, 2004 of 1.74 m/s is used. 

Air temperature data collected in the field is fitted with a quadratic sinusoidal 

function to represent temporal temperature variations at the free surface. 

( )2 5
10sin 21.4

24a

t
T

π − 
= + 

 
  (2.16) 

where t  is the time in hours. Figure 2.7 shows the function used to adjust the air 

temperature on August 18, 2004. Energy balance at the free surface corresponds to a 

mixed boundary condition. In OpenFOAM, the temperature at the boundary face faceT  is 

determined using (Vilums 2011): 

( )1face centerT fTa f T= + −   (2.17) 

with centerT  the temperature at the cell center, and 
1

1 effk
f

hδ

−
 

= + 
 

. δ  is the distance from 

the cell center to the face, and effk  is the effective thermal conductivity. This condition 

was implemented in OpenFOAM using the utility groovyBC. 

Walls and River Bed: a non-slip condition and zero heat flux are used for all walls, river 

banks, and the river bed. Standard wall functions available in OpenFOAM are used. 

Outflows: the powerhouse, spillways, and fishways are modeled as outflows with a 

specified outflow discharge. Zero temperature gradients are imposed on the outflows. 

Inflow: a given total river flow and measured temperature, provided by USACE, are 

specified at the upstream inflow section. Velocity is assumed to be uniformly distributed. 

Turbulent variables are assumed to be zero at the upstream end of the study domain. 



23 
 

2.4.5 Numerical Method 

The mathematical model described in the preceding section was implemented in 

the control-volume open-source code OpenFOAM. OpenFOAM uses a co-located 

methodology. The PIMPLE algorithm, which is a mixture of the PISO (Pressure Implicit 

with Splitting of Operators) and SIMPLE (Semi-Implicit Method for Pressure-Linked 

Equations) algorithms, was used to couple pressure and velocity. The Euler blended 

Crank-Nicholson method was used to discretize the temporal term. This is a first-order, 

bounded implicit method. Convective terms were discretized using Gauss limited Linear 

(Gauss refers to the standard finite volume discretization of Gaussian integration). 

Lapacian terms used Gauss linear corrected interpolation to calculate values from cell 

centers to face centers. Due to the transient nature of the problem, an adaptive time-

stepping technique based on the Courant number was employed. A maximum Courant 

number of 0.5 was used for this study. Numerical tests using Courant numbers of 1 and 

1.5 were also performed (Wang et al. 2013a). Temperature profiles for these Courant 

numbers were almost identical. The model, however, becomes more unstable as the 

Courant number increases. 

Unsteady atmospheric conditions observed on August 18, 2004 were applied 

repeatedly over many diurnal cycles. The model was run with a constant initial uniform 

temperature of 22 ℃ until a periodic solution was obtained. Figure 2.8 shows the 

temperature evolution at the powerhouse exits.  

2.5 Numerical Results 

Daily flow pattern and temperature dynamics in the McNary forebay on August 

18, 2004 were obtained with the model. The predicted flow field in the forebay is 

unsteady and highly three-dimensional due to the influence of the dam structures, 

reservoir bathymetry, and dynamic atmospheric conditions. Note that the flow is coupled 

with energy and therefore temperature changes can result in unsteady velocity 
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distributions. Predicted velocity vectors (black vectors) for a horizontal plane 1 meter 

beneath the free surface at 6 AM, 12 PM, 6 PM, and 12 AM, are shown in Figure 2.9. 

Velocity vectors near the river bed (20 meters below the water surface, area colored in 

gray) are plotted in the same figure as red vectors. Since the spillway was not operating 

on the simulated day, river flow exits at powerhouse units in the central area of the 

forebay. A high velocity zone is observed near the powerhouse region. The influence 

zone of powerhouse intakes extends up to 1000 meters upstream of the structures. The 

predicted vertical velocity profile is not uniformly distributed. Flows in the upper water 

column are entrained toward the powerhouse region and move away from the 

Washington shore. On the other hand, flows near the bottom tend to follow the 

bathymetry. Low velocity eddies are observed near the navigation lock in response to the 

structure and relatively shallow waters close to the bank. This phenomenon decreases 

local temperature mixing with the main channel and increases residence time in this 

region. 

The spatial and temporal temperature cycles are a consequence of both convective 

heat transfer from the river upstream and periodic heating/cooling of the atmosphere 

(Figures 2.6 and 2.7). Positive heat flux during the day warms the water body. Longwave 

radiation along with lower air temperatures cools the surface layer after sunset. Figure 

2.10 shows the predicted temperatures near the water surface at various times during the 

simulated day. The lag between air and water temperatures results in the lowest and 

highest predicted temperatures being observed at around 7 AM and 5 PM, respectively. 

Due to the non-uniform vertical velocity field (Figure 2.9), warm surface waters are 

transported towards the Oregon side, while cooler waters at the bottom migrated to the 

Washington shore. An overall higher temperature is predicted near the Oregon side of the 

reservoir. Predicted temperatures around the navigation lock is about 1 to 2 ℃ lower than 

the water temperature through the powerhouse. This low temperature zone greatly 
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benefits the Washington Fishway. Shallow waters with strong mixing, as predicted by the 

model, raise temperatures near the Oregon Fishway. 

Predicted and measured temperatures at 0.5 meter beneath the free surface for 

sampling stations along transect 4 are shown in Figure 2.11. The x-axis denotes distance 

from the Oregon shore. Data points in this figure, from left to right, represent stations 

T4P1 to T4P6. As illustrated, the predicted temperature evolution in the lateral direction 

agrees quantitatively with field data. Higher general temperatures are predicted near the 

Oregon shore, consistent with field observations. Field data does show a higher 

variability than the model at around 6 PM. This phenomenon may be attributed to 

transient flow conditions during this period (Figure 2.6). Since in the current study, the 

flowrate is assumed constant, this effect is not captured by the model. 

Figure 2.12 shows predicted temperature distributions through powerhouse unit 7 

at 6 AM, 12 PM, 6 PM, and 12 AM. The daily thermal cycle is predicted by the model. 

The nearly uniform vertical velocity in the McNary forebay gradually accelerates 

approaching the powerhouse intake. Average gatewell temperatures increases as warm 

waters are entrained from the free surface. As seen in this figure, water in the surface 

layer, heated after sunrise by short wave radiation and air convection, is transported to the 

gatewells imposing risk of additional stress to fish traveling towards the gatewells. 

Predicted temperature dynamics in the simulation domain are compared with field 

measurements and discussed in detail for four stations, T1P4, T2P4, T3P4, and T4P3, to 

demonstrate the capability of the model to represent temperature dynamics in the forebay. 

These selected data points are located in the main stream, where temperature distribution 

is strongly affected by the flow convection and heating/cooling of the atmosphere. 

Comparison between predicted and measured temperature profiles for other stations can 

be found in Figures 2.15 to 2.24. Notice that the capability of the model to predict the 

forebay temperature dynamics focuses on agreement between field data and predictions 

in several stations at different times. The model is validated by determining the accuracy 
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of predictions of forebay temperature dynamics from the perspective of the intended use 

of the model. It is important to note that the model validity is confined to the area of 

study and restrained by inputs and parameters used. This limits the use of the model to 

this dam. Its application to any other dam would require re-validation. 

Figure 2.13 shows vertical temperature profiles at 6-hour intervals predicted by 

the model (solid lines), along with field data (symbols) for stations T1P4, T2P4, T3P4, 

and T4P3. Good agreement between predicted and measured data is obtained. The 

measured temperature profile is captured by the numerical model. Below 15 m from the 

water surface, an undisturbed, well mixed temperature profile is predicted for all stations. 

Predicted temperatures in this layer match quantitatively well with field measurements. 

Differences between the numerical and field data fall within 0.5 ℃.  

Water temperature in the top layer is more sensitive to the meteorological 

conditions. A strong temperature gradient in the first 5 m beneath the free surface is 

predicted by the model. Although deviations between modeled and measured 

temperature profiles in this layer are relatively large, general trends and daily 

temperature fluctuations due to heat transfer are reasonably reproduced by the model. 

Incorporation of the wind-induced turbulent diffusion and clouds albedo help to distribute 

thermal energy uniformly in this layer. Differences between the numerical and field data 

are less than 1℃ for all four stations. In most cases, predicted temperature profiles near 

the free surface with the present model are closer to the measured data than those 

obtained by Politano et al. (2008) (Wang et al. 2013b). Note that measured surface 

temperature mixing is stronger near dam structures (T1P4 and T2P4) than in the forebay 

region (T3P4 and T4P3) at 6 AM. This can be attributed to the transient flows before 6 

AM (Figure 2.6) not captured by the current model. Errors in field measurements near the 

free surface may be attributed to difficulties in data acquisition under strong vertical 

temperature gradients. Evaluation of the model prediction accuracy is difficult since 
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uncertainty analysis of the field data is not provided. However, the overall agreement 

between numerical results and field measurements is satisfactory at all stations 

Figure 2.14 shows the effect of each of the thermal processes on the predicted 

vertical temperature distributions at station T4P1. Vertical temperature profiles predicted 

without solar radiation, convective heat transfer at the free surface, and wind induced 

turbulence are plotted in the first column of Figure 2.14. The free surface was assumed to 

be adiabatic in this case. The above mentioned processes were included in sequence and 

the resulting temperature profiles are illustrated in the second, third, and fourth columns, 

respectively. Field data is represented in the plots as symbols. Temperature distributions 

near the forebay bottom are not affected by the applied thermal and turbulence models. 

Influence of the models can only be seen in the surface layer. As illustrated in the figure, 

the solar radiation, which is a positive energy source, increases surface water layer 

temperatures during the day. Temperature profiles predicted with solar radiation at 12 

PM and 6 PM are closer to the field data than model predictions without radiation. 

However, surface water temperatures at night (6 AM and 12 AM) are over predicted due 

to an absence of cooling mechanisms. Long wave radiation and heat transfer between 

water and air enhance cooling process at night. An improvement of temperature 

prediction at 6 AM and 12 AM is observed with incorporation of the atmospheric 

convection and long wave radiation. Incorporation of the wind-induced turbulence results 

in a more smoothly distributed thermal energy near the free surface. In general, 

incorporation of thermal and turbulence models better represents heat transfer and mixing 

processes in the reservoir and improves overall prediction near the water surface. 

2.6 Summary 

An unsteady three-dimensional numerical model was developed to predict 

hydrodynamics and temperature dynamics in the forebay of a hydropower dam. The 

model is based on the open-source code OpenFOAM, and solves the incompressible 
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RANS equations with the Boussinesq approximation. Turbulence was modeled with a 

realizable -k ε  model with wall functions. Solar radiation and convective heat transfer at 

the free surface were incorporated into the model. Wind-induced turbulence was modeled 

by assuming a logarithmic boundary layer beneath the free surface. Simulation results 

were compared against field data collected in McNary Dam for a typical summer day. 

The main conclusions are: 

1) The model captures the observed spatial and temporal temperature fluctuation.  

2) The flow pattern in the forebay of McNary Dam is highly three-dimensional 

and coupled with temperature. 

3) Incorporation of solar radiation, atmospheric convection, and wind-induced 

turbulence improves the temperature predictions near the free surface. 

4) The presented computational fluid dynamics model can be used to evaluate 

operational conditions or structural modifications to improve fish survival in 

the dam. 
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Figure 2.1 Aerial view of McNary dam forebay (source: Google Earth) 
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Figure 2.2 Numerical grid of McNary forebay and dam structures with details 
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Figure 2.3 McNary reservoir bathymetry and data collection sites 
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Figure 2.4 Inlet boundary temperature contours  
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Figure 2.5 Measured and simulated flow rate 
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Figure 2.6 Net radiation as a function of time 
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Figure 2.7 Measured air temperature and adjusted function as function of time 
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Figure 2.8 Predicted temperature evolution at powerhouse units 
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Figure 2.9 Predicted velocity distribution at 1 m (black vectors) and 20 m (red vectors) 
beneath the free surface  
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Figure 2.10 Predicted temperature contours at 1 m beneath the free surface 
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Figure 2.11 Predicted and measured temperature at Transect 4 as a function of the 
distance from the Oregon shore 

  



40 
 

 

Figure 2.12 Predicted vertical temperature contours through powerhouse unit 7 
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Figure 2.13 Predicted and measured temperature profiles at 6 AM, 12 PM, 6 PM, and 12 
AM at stations T1P4, T2P4, T3P4, and T4P3 
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Figure 2.14 Predicted temperature profiles with adiabatic free surface (first column), 
solar radiation model (second column), convective heat transfer (third 
column), and wind induced turbulence (last column). 
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Figure 2.15 Predicted and measured temperature profiles at 6 AM, 12 PM, 6 PM, and 12 
AM at stations T1P1, T1P2, T1P4, and T1P5 
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Figure 2.16 Predicted and measured temperature profiles at 6 AM, 12 PM, 6 PM, and 12 
AM at stations T1P6, T1P7, and T1P8 
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Figure 2.17 Predicted and measured temperature profiles at 6 AM, 12 PM, 6 PM, and 12 
AM at stations T2P2, T2P3, T2P4, and T2P5 
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Figure 2.18 Predicted and measured temperature profiles at 6 AM, 12 PM, 6 PM, and 12 
AM at stations T2P6, T2P7, and T2P8 
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Figure 2.19 Predicted and measured temperature profiles at 6 AM, 12 PM, 6 PM, and 12 
AM at stations T3P1, T3P2, T3P3, and T3P4 
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Figure 2.20 Predicted and measured temperature profiles at 6 AM, 12 PM, 6 PM, and 12 
AM at stations T3P5, T3P6, T3P7, and T3P8 
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Figure 2.21 Predicted and measured temperature profiles at 6 AM, 12 PM, 6 PM, and 12 
AM at stations T4P1, T4P2, and T4P3 
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Figure 2.22 Predicted and measured temperature profiles at 6 AM, 12 PM, 6 PM, and 12 
AM at stations T4P4, T4P5, and T4P6 
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Figure 2.23 Predicted and measured temperature profiles at 6 AM, 12 PM, 6 PM, and 12 
AM at stations T5P1, T5P2, T5P3, and T5P5 
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Figure 2.24 Predicted and measured temperature profiles at 6 AM, 12 PM, 6 PM, and 12 
AM at stations T5P6, T5P7, and T5P8 
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CHAPTER III 

MCNARY DAM SPILLWAY MODEL 

The level of total dissolved gas (TDG) indicates the amount of gases dissolved 

into the water. In a natural riverine environment, the saturation of dissolved gases in 

water is usually referred to “normal equilibrium” at standard atmospheric pressure. Gas 

supersaturation can occur both as a natural phenomenon, such as at falls, and due to 

hydraulic structures. The primary source of TDG supersaturation in the Columbia and 

Snake River Basin is the spill from hydroelectric dams. During spillway or sluiceway 

releases, highly aerated flows are generated. Bubbles are entrained along the spillway 

face and at the location where spillway flow plunges into the tailrace. These bubbles 

collectively have a large total surface area, facilitating mass transfer between air and 

liquid. The dissolution rate increases with bubble depth. If entrained bubbles are carried 

by plunging flows deep into the stilling basin, supersaturation with respect to the 

equilibrium at atmospheric pressure occurs.  

Elevated TDG concentrations negatively impact fish and many other 

invertebrates. Substantial mortality associated with high TDG levels have been reported 

(Elston 1997; Tan 2006). To meet water quality standards for TDG, USACE has 

conducted laboratory and field investigations to support TDG management and fish 

passage designs for their dams in the Columbia River Basin. Numerical TDG models can 

be very useful in devising means to prevent flow conditions leading to TDG 

supersaturation. 

3.1 Goals and Objectives 

The main goals of this chapter are: 

1) Develop an unsteady, three-dimensional, multi-phase numerical model 

capable of: 
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a. Predicting the spillway jet regimes under different spillway flowrates and 

tailrace elevations. 

b. Predicting the TDG distribution and degassing processes in the tailrace 

region of a dam. 

2) Determine the required mesh resolution for the presented numerical model. 

3) Compare predicted flow patterns against observed flow regimes in a reduced-

scale laboratory model.  

4) Evaluate spillway flow regimes predicted at prototype and reduced-scale 

laboratory models.  

5) Compare predicted TDG distributions against field measurements in the 

McNary Dam tailrace. 

3.2 Outline of this Chapter 

The outline of this chapter is as follows. Section 3.3 presents a literature review of 

free-surface flow modeling, TDG modeling, and TDG impacts on fish. Section 3.4 

presents and describes in detail mathematical and computational methodologies used in 

the numerical model of the McNary Dam spillway. Boundary conditions are also 

thoroughly explained. Section 3.5 presents simulation results for the reduced-scale 

spillway model. The capability of the current model to predict spillway regimes 

downstream of a dam is validated and discussed. Numerical results for TDG distribution 

in the prototype McNary Dam tailrace spillway model are presented in Section 3.6. 

Model parameter influences are evaluated and discussed. Section 3.7 summarizes the 

modeling effort presented in this chapter. 
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3.3 Previous and Related Studies 

3.3.1 TDG 

Spillway operations significantly impact the amount of dissolved gases in the 

tailrace of a hydraulic dam. Dominant mechanisms contributing to dissolved gas 

production/reduction downstream of a spillway can be divided into two main processes. 

Near the spillway, air bubbles are entrained along the spillway face and carried into the 

stilling basin by plunging spillway jets. Air-to-water mass transfer is increased by the 

elevated total air-water surface area as well as the high pressures deep in the stilling basin 

(Geldert et al. 1998). In the downstream river channel, dissolved gas concentrations 

diminish through degasification at the free surface and mixing with adjacent waters. 

Supersaturation of TDG downstream of a spillway was first documented as an 

environmental concern in Ebel and Raymond (1976). It has been established that fish 

exposed to high TDG levels while migrating through a hydropower dam might suffer 

gas-bubble disease (Ebel 1969; Beiningen and Ebel 1970; Meekin and Allen 1974; 

Arntzen et al. 2009). In response, regulations and laws have been enacted and enforced to 

control TDG generation downstream of hydropower plants. The US Environmental 

Protection Agency (EPA) established the water quality standard for TDG saturation at 

110% in 1972 (EPA 1987). However, the extreme structural and operational measures 

necessary to reduce TDG supersaturation often come into conflict with efforts to protect 

fish and restore natural river conditions. In the Columbia River System, spills required 

for fish passage frequently result in exceedance of the TDG standard at many dams. 

Based on a further review of the most recent studies by the National Oceanic and 

Atmospheric Administration (NOAA) in 1995 and 2000 Biological Opinions (NOAA 

1995; 2000), the TDG allowance level was increased to 115% in forebays and 120% in 

tailraces for Columbia and Snake River dams to allow spill of substantial volumes of 

water to bypass downstream migrant juvenile salmon during the spring and summer 
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(Weitkamp 2008). To meet these standards, considerable efforts have been applied to 

monitoring and management of TDG concentrations over the US (e.g. Hampton 2002; 

Beeman et al. 2003).  

3.3.2 Spillway Jet Regimes and Water Entrainment 

One alternative to minimize TDG supersaturation in the tailrace is to install flow 

deflectors on the spillway face. The concept of the deflector is to redirect spilling jet 

horizontally, preventing spillway flow from plunging deep into the stilling basin, thus 

reducing gas dissolution (Nielsen et al. 2000). Ideally, this structural modification 

changes the regular plunging flow into a skimming flow, where surface jets containing 

most of the spilling momentum remain tangential to the free surface, transporting bubbles 

in a thin superficial flow layer. Distinct flow conditions may, however, occur 

downstream of a spillway deflector. These regimes depend on geometry, spill flowrate, 

and tailwater elevation (Dierking 2001). Deflector performance is usually tested in 

reduced scale hydraulic model studies before installation in the field (Nielsen et al. 2000). 

Spillway flow deflectors greatly influence circulation patterns in the stilling basin 

and tailrace. Strong vertical circulation cells are observed beneath deflected spilling jets. 

In addition, strong lateral flows are created and powerhouse flows can be entrained by the 

spill flows changing the flow patterns in the tailrace (USACE 2001). This phenomenon is 

called water entrainment and has been reported in both field (e.g. Schneider and Wihelms 

1996) and model studies (e.g. Fuller 1997). The main mechanism causing water 

entrainment was studied by Turan et al. (2007). The authors recognized that consideration 

of anisotropic turbulence and bubble effects is required for proper modeling of the water 

entrainment. 

3.3.3 Turbulent Free-Surface CFD Models 

In recent years, considerable attention has been given to numerical simulations of 

two-phase free surface flows to investigate unsteady fluvial processes. A comprehensive 
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review of mathematical and numerical models for two-phase free surface flow is found in 

Caboussat (2005). Among various models and numerical methods developed to simulate 

free surface flow, the Volume of Fluid (VOF) method and Level Set Method (LSM) are 

very popular and have been successfully applied to capture the free surface location in 

many studies. The VOF method has proven to be very useful for fluvial regimes that do 

not have a sharply defined interface (Brocchini and Peregrine 2001) and is used to 

resolve the free-surface in this study. 

Calculation of free surface shape in a tailrace is a key element in the accurate 

approximation of jet regime and water entrainment phenomenon. The VOF method has 

been demonstrated as very useful for the study of free-surface flow in short river channels 

(Ma et al. 2002). VOF applications for large water bodies are limited by heavy 

computational resource requirements (Politano et al. 2009; 2012; Fu et al. 2010). 

Turbulence is an important characteristic of fluids and has been actively studied in 

CFD related areas for several decades. Most widely used free-surface flow numerical 

models are based on the Reynolds-Average Navier-Stokes (RANS) equations coupled 

with isotropic turbulence closure models. Water entrainment caused by spillway 

deflectors is significantly under-predicted by isotropic RANS models (Haug et al. 2003). 

Further research by Turan et al. (2007) on mechanisms causing entrainment in spillway 

flows revealed that an anisotropic turbulence model is required to adequately capture the 

entrainment phenomenon and predict the flow pattern in the tailrace. The authors found 

that turbulence levels near the free surface were over-predicted by isotropic turbulence 

models. The resulting spilling surface jet was too weak to induce observed water 

entrainment levels in the field. The authors proposed to use a Reynolds stress model 

(RSM) taking into account the attenuation of the normal fluctuations at the free surface to 

provide anisotropic closure for the RANS equations. Their model successfully 

reproduced the entrainment levels measured downstream of a reduced scale laboratory 

model for Brownlee dam. Since implementation of the attenuation of normal velocity 
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fluctuations at the free surface requires major changes to the structure of existing VOF 

method in the OpenFOAM, in the present study, a more advanced anisotropic turbulence 

model is adopted to improve prediction of the flow field that directly controls TDG 

distribution in the area of interest.  

The prohibitive expense of Direct Numerical Simulation (DNS) for high Reynolds 

number flows prompts the enlistment of the Large Eddy Simulation (LES)/Detached 

Eddy Simulation (DES) technique as a practical option. In LES, large eddies are 

considered problem-dependent, and determined by model geometries and boundary 

conditions. They are resolved directly. Small eddies are assumed to be less geometrically-

dependent and modeled as isotropic and universal. In the current study, the transport of 

momentum, mass, energy, and other passive scalars, such as bubbles and TDG, are 

mainly carried out by large eddies in the dam tailrace, and therefore can be adequately 

represented by a LES model.  

The primary difficulty in the application of standard LES models to wall-bounded 

flows is that the cost scaling of the near-wall region is identical to DNS. As an 

alternative, combined RANS and LES methodologies were developed which employing 

RANS model in the boundary layer while treat the rest of the flow in a LES-like manner. 

One example of this hybrid technique is the DES approach first proposed in Spalart et al. 

(1997). Their DES model was originally derived from the Spalart-Allmaras (SA) one-

equation eddy-viscosity RANS model. The model reduces to RANS formulation near 

solid surfaces, and to a subgrid model away from the wall. This SA-DES model became 

widely applied due to its simplicity and reasonable accuracy. Utilization of this DES 

turbulence model can adequately resolve anisotropic eddies near the free surface without 

the implementation of the vertical velocity fluctuation attenuation at the free surface. 

Compared to the RANS-RSM approach employed by Turan et al. (2007), utilization of 

the SA-DES approach requires more computational resources. However, since the rate-

controlling processes of the flow pattern and TDG production/reduction in the tailrace 
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occur in the resolved large scales, it is expected that DES will reduce errors introduced by 

turbulence modeling and produce more accurate and reliable predictions in the present 

study (Lu et al. 2008). 

Increasing computing power in recent years has led many engineers and 

researchers to employ the VOF method coupled with LES/DES turbulent closure in the 

study of free-surface related problems. Christensen (2006) performed a LES-VOF based 

simulation of waves approaching the shore and breaking over a beach with uniform slope. 

The set-up, undertow, and turbulence levels were analyzed and compared to experimental 

data. Satisfactory results for wave height decay and undertow were obtained on a rather 

coarse mesh. Lu et al. (2008) proposed a hybrid numerical model combining finite 

element method, LES, and VOF method to predict free-surface flow over a semi-circular 

obstruction. Numerical and experimental results matched well in these simulations. Wan 

et al. (2009) developed a hybrid finite element/volume (FE/FV) solver combining the 

merits of both methods. The authors incorporated the SA-DES turbulence model and 

VOF method to solve flows involving two immiscible fluids. The model was validated by 

comparing simulation results against benchmark data. Whitworth (2011) used the VOF 

method to analyze cavitating flow over a Delft Twist 11 foil using DES as the turbulence 

model. By comparing with results predicted using RANS turbulence models, the author 

found that the DES turbulence model predicts better cavitation patterns in highly dynamic 

flows. Li et al. (2011) investigated hydraulic characteristics along the side wall for a 

proposed arrangement-scheme of a sudden lateral enlargement and vertical drop using 

DES and VOF method. The authors selected the two equations, realizable k ε−  model 

and Smagorinsky subgrid model as their DES approach. The numerical results agreed 

well with data obtained from an experimental study. Cataño-Lopera et al. (2012) 

examined flow characteristics around a partially buried short cylinder in a simulated river 

bed using VOF as the multi-phase model and LES as the turbulence closure model. The 
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author found that the use of LES model allows studying of the highly unsteady coherent 

turbulent structures generated both by the object and the surrounding bedforms.  

The LES/DES-VOF approach was also applied to study hydrodynamics in open 

channel flows. Keylock et al. (2005) examined the potential for using LES as a fluvial 

modeling tool and provided some examples of early work that used LES in a fluvial 

context. Recent work by Sanjou and Nezu (2010) and Huai et al. (2011) studied flow 

structures in a natural fluvial channel with non-submerged vegetation over mainstream 

and compound channel. The authors demonstrate the VOF method combined with LES 

approach as an effective tool in the study of open channel flows around hydraulic 

structures.  

3.3.4 TDG Models 

The TDG concentration at a given location depends on extremely complex 

processes involving dissolved gas transport and mass transfer across boundaries (bubble-

liquid and air-liquid). In addition, the intrinsic unsteady flow field in the tailrace 

combined with a dynamic bubble phase leads to a strong unsteady three-dimensional 

TDG field, further complicating the process. 

Early attempts to predict TDG downstream of dams were based on 

laboratory/field experiments and data fitting. Although this approach proved reasonably 

effective, it is relatively expensive and time-consuming. Spillway deflectors have been 

designed based on laboratory experiments and tested in the field to alter flow patterns and 

lower TDG production in the tailraces. One primary shortcoming of these studies is that 

the laboratory models cannot quantitatively reproduce turbulence and many water-quality 

parameters, such as temperature and TDG, due to model scaling issues. No quantifiable 

prediction of TDG concentration can be made by laboratory experiment. A “performance 

curve” relating flow conditions to past experiences was commonly employed. This 
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approach poses potential environmental and financial risks when applied to the design of 

TDG control structures. 

On the other hand, physically based models describing gas transfer processes have 

been developed to quantitatively predict TDG levels downstream of a spillway. An early 

analytical predictive model for dissolved gas concentration was proposed by Roesner and 

Norton (1971). An important improvement to this model was made by Geldert et al. 

(1998), taking mass transfer across the free surface and at the bubble-liquid interface into 

account. Depth-averaged TDG levels downstream of a spillway can be determined by 

their model. Most of these early works rely on empirical correlations for TDG transport 

and are therefore limited their utilization to where specific hydrodynamic and TDG data 

are available. In addition, due to the multi-dimensional nature of the tailrace region, flow 

characteristics governing bubble behavior and mass transfer cannot be adequately 

represented by the above discussed models thus compromising the predictability of these 

models.  

Limited research is found in multi-dimensional modeling of dissolved gas in the 

literature. Orlins and Gulliver (2000) developed a two-dimensional, laterally averaged 

numerical model to predict TDG generation and transport. Their model used an 

incompressible mass transport equation to simulate TDG accounting for convection, 

turbulent diffusion, and mass transfer across the interfaces. This model advanced the state 

of numerical modeling of TDG downstream of a spillway. However, hydrodynamic data 

including flow velocity, turbulent variables, and bubble distribution were required as 

inputs. The authors used data from a physical model and TDG field measurements, which 

limited the predictive capability of this model. Weber et al. (2004) improved the model 

by predicting the hydrodynamics and extending the model to three-dimensions. The 

authors used a rigid-lid approach which did not predict spillway jet regimes. A skimming 

surface jet flow condition was assumed in the study and an effective penetration depth of 

entrained air-bubbles was estimated based on previous hydraulic model studies. Two 
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coefficients, named the TDG production parameter and the surface exchange parameter, 

were calibrated and fitted to field measurements. Their model was applied to estimate 

TDG distribution downstream of Wanapum Dam and Hells Canyon Dam with reasonable 

success. Urban et al. (2008) specified three distinct flow regions downstream of a 

spillway. Different governing equations were applied to these regions simulating the 

main physical processes that affect TDG concentrations. The flow field was calculated 

following a relationship developed in an experimental study by Ead and Rajaratnam 

(2002). Good agreement between model predictions and field measurements was 

obtained for the Ice Harbor Dam tailrace. Note that in the models mentioned above, as 

the dominant source of TDG generation/reduction, bubble distributions in the tailrace 

were not fully simulated but calculated using parameters based on empirical correlations. 

This factor becomes more important with the non-uniform flow field induced by the 

installation of spillway deflectors. 

To predict tailrace hydrodynamics and TDG distribution, Politano et al. (2007) 

developed an anisotropic two-phase flow model capable of predicting water entrainment 

caused by spillway deflectors. The author used a mixture model to predict bubble and 

TDG distribution. A bubble number density transport equation was introduced to account 

for bubble size variation due to mass transfer and compression. The free-surface shape 

and spillway regime were simulated using the VOF method. A rigid-lid approach was 

used for TDG calculations. Attenuation of normal velocity fluctuation at the free-surface 

was taken into account to capture tailrace water entrainment. This model has been 

successfully applied and quantitative agreement between the numerical results and field 

data for TDG concentrations were obtained at several dams (Turan et al. 2007; Politano 

et al. 2009a; 2009b; 2011; Arenas Amado et al. 2011). 

Limitations of this mathematical model were discussed thoroughly in Politano et 

al. (2009c). Their model focused on the mass transfer and transport processes in the 

tailrace assuming a known entrainment gas volume fraction and bubble size distribution. 
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In applying this model, the free-surface shape was fixed during bubble and TDG 

computation due to the difficulties in implementation of normal fluctuation attenuation at 

the free surface with the VOF method, and more importantly, to reduce required 

computational resources. This approach has been proven adequate for predicting TDG 

distribution in engineering applications. However, use of a fixed surface imposes limits in 

prediction of unsteady nature of the flow and TDG dynamics in a tailrace. First, free-

surface shape downstream of a spillway is highly complex and unsteady due to spillway 

jets. Strong disorder patterns or even roll-over waves may occur near a dam. A degree of 

approximation and/or simplification needs to be applied to ensure mesh quality when 

fixing the free-surface in a rigid-lid approach. The effectiveness of determining free-

surface shape is highly dependent on previous experience and can be time consuming. 

Since unique meshes need to be created for each specific simulation condition, the 

relative mesh quality from case to case may increase uncertainty in final solutions. 

Second, the tailrace flow field is highly dynamic and unsteady. Transient water surface 

oscillations downstream of hydraulic structures were observed in both field and 

numerical studies (Cook and Richmond 2001). The selection of a proper “steady state” 

for TDG calculation is not trivial and may hinder further studies on TDG transport under 

unsteady flow conditions. Despite the disadvantages, the model provides a good base for 

further improvement in dissolved gas production and transport modeling, which is the 

main focus of the present study. 

In the current work, the author attempted to extend past successes of Politano et 

al. (2009c), in developing an unsteady TDG model based on the VOF method using the 

open-source code OpenFOAM. The model aims to more accurately simulate flow 

patterns and TDG distributions in the vicinity of a spillway. The multi-phase TDG model 

was developed using a one-way coupling approach, assuming the influence of the bubble 

field on the liquid field is negligible, to calculate the dynamic evolution of TDG 

distribution downstream of a dam. 
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3.4 Mathematical and Numerical Models 

In this section, numerical models and governing equations used in this chapter are 

described in detail. 

3.4.1 Mathematical Model 

In the conventional VOF method, conservation equations for mass and 

momentum are solved simultaneously with a transport equation for an indicator function 

that represents the volume fraction occupied by one fluid.  

0∇ ⋅ =U   (3.1) 

( ) ( ) ( ) bp
t
ρ

ρ µ ρ
∂

+∇ ⋅ = −∇ +∇ ⋅ ∇ +
∂
U

UU U f   (3.2) 

( ) 0
t
γ γ∂
+∇ ⋅ =

∂
U   (3.3) 

where U  represents the velocity vector field, ρ  and µ  are the effective local density and 

viscosity, respectively, p  is the pressure, bf  are body forces per unit mass including 

gravity and surface tension effects at the interface, and γ  is the volume fraction of one 

phase. 

The physical properties of fluid at any point in the computational domain are 

calculated as weighted averages based on distribution of the volume fraction as: 

( )1l gρ ρ γ ρ γ= + −   (3.4) 

( )1l gµ µ γ µ γ= + −   (3.5) 

where subscripts l  and g  denote liquid and gas phases. 

Governing equations for LES/DES are obtained by applying a filtering procedure 

to the mass and momentum conservation equations represented by equations (3.1) and 

(3.2) (Smagorinsky 1963): 

0∇ ⋅ =U   (3.6) 
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( ) ( ) ( ) bp
t

ρ
ρ µ ρ

∂
+∇ ⋅ = −∇ +∇ ⋅ +∇ ⋅ ∇ +

∂

U
UU τ U f  (3.7) 

where τ  is the subgrid-scale stress defined by 

= −τ UU UU   (3.8) 

This extra term arises from the non-linear advection term. It cannot be resolved in 

the flow and thus requires to be modeled. Substituting the subgrid-scale turbulent 

viscosity tµ  into Equation (3.7), we obtain: 

( ) ( ) ( )( )t bp
t

ρ
ρ µ µ ρ

∂
+∇ ⋅ = −∇ +∇ ⋅ + ∇ +

∂

U
UU U f  (3.9) 

In the above procedure, fluid variables are separated into resolved and subgrid 

parts as = +U U U' . The resolvable scale part U  represents the large eddies, while the 

subgrid scale part U'  is included through the subgrid-scale model. The line over the top 

of a letter indicates the resolvable scale part and will be omitted in the following text for 

clarity. 

The SA-DES model utilized in this study is a simple derivative of the SA one-

equation eddy-viscosity RANS model. The transported variable in the SA model, υ , is 

identical to the turbulent kinematic viscosity, except in the near-wall region. The 

transport equation for υ  is given by (Spalart et al. 1997): 

( )
( )



( ) ( ) ( )2
2

1
bG C Y

t υ υ
υ

ρυ
ρυ µ ρυ υ ρ υ

σ

∂
 +∇ ⋅ = + ∇ ⋅ + ∇ + ∇ −
 ∂

U  (3.10) 

The turbulent viscosity tµ  in equation (3.9) is defined as: 



1t fυµ ρυ=   (3.11) 

where 1fυ  is the viscous damping function and given by 
3

1 3 3
1

f
Cυ
υ

χ
χ

=
+

 with 
υχ
υ

= , and 

υ  the molecular kinematic viscosity. 

Gυ  represents production of turbulent viscosity and is modeled as: 

 

1bG C Sυ ρ υ=   (3.12) 
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where 
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f
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υ

χ
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= −
+

. S  is defined as 2 ij ijS ≡ Ω Ω  with ijΩ  the 

mean rate of rotation tensor. 

Yυ  is the destruction of turbulent viscosity in the near-wall region. This term 

expresses the confinement of eddies by the wall (inviscid) and viscous damping. It is 

modeled by: 





2

1Y C f
dυ ω ω
υρ
 

=  
 

  (3.13) 

where the function fω  is used to obtain a faster decaying behavior of destruction in the 

outer region of the boundary layer and is defined as 
1/66
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Constants of the model are: 

1 0.1355bC = , 2 0.622bC = , 


2
3υσ = , 0.41κ = , 



1 2
1 2

1b bC CCω
υκ σ

+
= + , 2 0.3Cω = , 3 2Cω = , 

1 7.1Cυ = . 

The difference between the above SA-DES model and the standard SA model is 

the replacement of the distance to the nearest wall d , by d , where  ( ), DESd min d C≡ ∆  

with ∆  the largest grid space in the x , y , and z  directions, and 0.65DESC = . For the 

numerical grid used in this study, wall-parallel grid spacing in most regions exceeds the 

boundary layer thickness. Therefore d d=  and the SA-RANS model is retained 

throughout the boundary layer. Away from solid boundaries where large unsteady 

turbulence scales play a dominant role, the one-equation model for subgrid-scale eddy 

viscosity works as a LES model. 

The presence of bubbles changes the effective local density and viscosity of the 

fluid. In addition, the relative velocity between bubbles and liquid phases produces an 

extra force on the fluid changing the flow field. Interactions between bubbles and fluid 

may impact spillway jet behavior as demonstrated in two-phase, mixture model 
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simulations by Turan et al. (2007). Cook and Richmond (2001) conducted a numerical 

study to investigate hydrodynamic flow fields downstream of hydraulic structures. The 

authors used the VOF method provided in the commercial code FLOW-3D to track the 

dynamic free-surface in the tailrace. Air entrainment and influences of bubbles were not 

included in their study. The general flow patterns and predicted velocity vectors were 

compared with observations in laboratory and field. The authors found that predicted 

flow fields in hydraulic jump and skimming flow conditions matched observations within 

a reasonable error tolerance without consideration of bubbles. However, large differences 

between observed and predicted velocities occurred downstream of the flow jet off a 

cantilever outfall. The differences may result from a lack of air entrainment by the falling 

jet. To the author’s knowledge, measurements of gas volume fractions in a tailrace are 

not available and therefore there is a lack of experimental data to correlate effects of 

bubbles on the flow field in a tailrace environment. In this study, the hydrodynamics were 

solved assuming that impact of the bubbles on the flow field is negligible. 

A critical issue in VOF simulations is numerical diffusion at the free surface, 

where the phase indicator γ  changes abruptly from 1γ =  in the liquid phase to 0γ =  in 

the air phase. In the present study, a modified approach proposed in Rusche (2002) is 

used. The free-surface is “compressed” by introducing an extra artificial compression 

term in equation (3.3) as following: 

( ) ( )( )1 0
t
γ γ γ γ∂
+∇ ⋅ +∇ ⋅ − =

∂ rU U   (3.14) 

where = −r l gU U U  is the vector of relative velocity. The detailed derivation of this 

equation can be found in Berberović et al. (2009). 

The continuity and momentum equations for the bubble phase are (Politano et al. 

2009c): 

( ) S
t
α α∂
+∇ ⋅ = −

∂ bU   (3.15) 
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0 bpα αρ= − ∇ + + bg M   (3.16) 

where α  is the gas volume fraction for the bubble phase. bU  is bubble velocity and bρ  is 

bubble density calculated following the ideal gas law: 

b
Mp
RT

ρ =   (3.17) 

with M  the average molar mass of air, R  the ideal, or universal gas constant, and T  the 

temperature of the bubble. S  represents the bubble-liquid mass transfer, and bM  is the 

interfacial momentum transfer between phases. Lift force, turbulent dispersion force, and 

virtual mass are considered negligible compared with drag force in the current study. 

Therefore, the interfacial momentum is obtained following Politano et al. (2009c) as: 

3
8

DC
R

ρα= −b br brM U U   (3.18) 

with brU  the relative velocity of the bubble with respect to the liquid phase. Several 

options for the drag coefficient have been suggested in the literature (Ishii and Zuber 

1979; Tomiyama 1998). In this study, the following equation is used: 

( )0.687
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where bD  represents the bubble diameter, and l b
b

l

D
Re

ρ
µ

= brU  is the bubble Reynolds 

number.  

The transport equation for bubble number density N  is (Politano et al. 2009c): 

( ) 0N N
t

∂
+∇ ⋅ =

∂ bU   (3.20) 

The bubble radius is calculated from: 

1
33

4
R

N
α
π

 =  
 

  (3.21) 
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TDG concentration C  can be calculated following Politano et al. (2009c). Notice 

that the equation for TDG transport is analogous to that of the phase indicator function. 

The same numerical technique can be employed to solve the TDG transport equation and 

adopt it into the multi-fluid formulation. 

( ) ( )( )1l t
l l

C C C S
t Sc

α ν
α γ γ ν α

 ∂  +∇ ⋅ +∇ ⋅ − = ∇ ⋅ + ∇ +  ∂   
rU U  (3.22) 

where ν  and tν  are the kinematic molecular and turbulent viscosity, respectively, and Sc  

is the Schmidt number. The rate of mass transfer between bubble and liquid phases is 

modeled as (Politano et al. 2009c): 

24 l

p
RS NR k C

H

σ

π

 + 
= − 

 
 

  (3.23) 

where lk  is the mass transfer coefficient due to turbulence. The first two terms on the left 

hand side of equation (3.22) represent convection of TDG at the velocity of the fluid. The 

last term introduces the “compression” effect, similar to the phase indicator function γ  in 

the VOF method, to avoid diffusion at the interface (Bohorquez 2008).  

Bubbles are free to flow across the interface between air and liquid. For TDG 

concentration, the mass transfer at the interface is a function of the local TDG level and 

TDG saturated concentration at atmospheric pressure. This TDG flux is usually 

negligible in the aerated zone compared to TDG variation due to bubble dissolution, and 

therefore is not considered in the present study. 

3.4.2 Boundary Conditions 

Appropriate boundary conditions are required for computational modeling of any 

physical problem. In OpenFOAM, boundary conditions are setup for each flow variable 

as a Dirichlet, a Neumann, or a mixed condition, to represent the physical properties of a 

specific boundary type. This flexibility allows users to define any simulation conditions 
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as needed. However, it does require a deeper understanding of the physical conditions 

being studied. The boundary conditions utilized in this study are summarized in Table 3.1 

and discussed in the following text. 

Inflow: the spillway sluice gates are modeled as inlet boundaries. At spillway inflows, 

imposing a uniform velocity profile calculated using the spillway rating curve under-

predicts fluid velocity, as reported in Politano and Dvorak (2012). To take into account 

the contraction downstream of spillway gates, the gate opening can be obtained assuming 

no energy loss at the spillway gate. The spillway inflow gate opening h  is calculated 

from: 

2

2
H h

g
= +

U
  (3.24) 

Q hW= uU   (3.25) 

( )cos φ=uU U   (3.26) 

where H  is the height difference between water surface elevation (WSE) at the forebay 

and spillway gate, W  is the width of the spillway, Q  is the flowrate at the gate, uU  the 

longitudinal velocity, and φ  the local angle of the spillway. This approach has been 

widely used to study flows under sluice gates (Kim 2007). Turbulent variables are 

assumed to be zero at the upstream end. 

Outflows: outflow boundary conditions are used to regulate flows exiting the 

computational domains. Pressure needs to be appropriately assigned at the outflow to 

control flowrate and surface elevation in the tailrace. For this study, the outflow boundary 

at the downstream end is split into two domains that allow only one fluid (air or water) to 

flow through. Pressure at the water-outflow is assumed hydrostatic. Atmospheric pressure 

is imposed at the air-outflow. Velocity and all other modeled variables are assigned a 

zero-gradient at both the water and air outflows.  
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Walls and River Bed: a no-slip condition (zero velocity) and zero flux for all other 

modeled variables are used at river banks, river beds, and walls. Although this study does 

not take boundary roughness into consideration, previous research by Meselhe and 

Odgaard (1998) demonstrated this approach to be satisfactory for deep large scale river 

reaches with low velocities and wide roughness variations.  

Slip Wall and Symmetry: zero shear stress and zero flux conditions for all quantities 

across the plane are specified for the slip wall and symmetric boundary.  

Pressure outlet: a pressure outlet boundary condition with atmospheric pressure is 

applied at the top of the computational domain to allow free flow of air and avert 

unrealistic pressure values. The same condition is applied at the air-outflow boundary. 

3.4.3 Numerical Method 

The TDG mathematical model described in the preceding section was 

implemented in the OpenFOAM solver. The PIMPLE algorithm was used to couple 

pressure and velocity. The first order implicit Euler method was applied to the unsteady 

terms. In a LES/DES simulation, central schemes are generally preferred. In this study, 

the limited linear differencing scheme was used as the discretization method for the 

spatial derivative terms to balance accuracy and stability. The specialized scheme 

proposed by Rusche (2002) was applied for the compression term in equation (3.14) 

which produces smoother air-liquid interfaces during simulation. Zero velocity and 

turbulence for the entire domain were imposed as initial conditions. Unsteady solutions 

were obtained using a variable time step with a fixed Courant number of 0.4. 

3.5 Sectional Spillway Model at Reduced-Scale 

The capability of the presented VOF-DES model to predict flow regimes 

downstream of a spillway is discussed in this section. Predicted flow patterns under 

different tailwater elevations are compared with observations from a reduced-scale 

laboratory model. 
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3.5.1 Simulation Conditions 

The installation of spillway deflectors is considered to be the most expeditious 

and efficient method to alleviate TDG supersaturation downstream of spillways. 

Reduced-scale hydraulic model studies are usually conducted to determine effects of 

spillway deflectors on flow patterns in the stilling basin and downstream river channel. 

Although turbulence levels, entrained bubble sizes, and bubble residence times in the 

flow cannot be accurately reproduced due to the scaling issue, the flow regimes under 

diverse deflector geometries, TWE, and flowrates are usually determined using reduced-

scale models. A performance curve combining deflector performance and tailwater 

curves is generated from these hydraulic model studies. Each curve is used as an analysis 

tool for a deflector design specific to the project site. 

A 1:25 scale laboratory model of the McNary Dam spillway was constructed by 

Northwest Hydraulic Consultants (NHC) in 1999 to investigate the performance of 

spillway deflectors. The Froude criterion was used for dynamic similitude in this study. 

Flow variable scaling ratios are summarized in Table 3.2. The model included the 

spillway, stilling basin, and a portion of the downstream channel. It was constructed in a 

1.46m (wide) ×2.44m (high) ×15.5m (long) flume to simulate 36.6m of river width, and 

390m of river length. One full central spillway bay and two half bays were reproduced, as 

shown in Figure 3.1. The flume walls were fabricated from transparent acrylic plastic, 

which allowed visualization of the flow patterns in the forebay and stilling basin in the 

half bays.  

The performance curve for McNary Dam was obtained from this hydraulic model 

study (NHC 2001). As illustrated in Figure 3.2, this performance curve shows 

corresponding flow regimes with respect to different tailwater elevations and flowrates. 

Four categories were used to classify flow regimes in this study. When the tailwater 

elevation is high, the deflector is highly submerged and inundated by the spillway jet. 

Flow rolls back and a hydraulic roller forms on the deflector, and very few bubbles are 
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transported deep into the stilling basin. With decreasing tailwater, the hydraulic jump 

becomes undular jump. The spillway jet exiting the deflector ramps up on the 

downstream water surface. Flow recirculation below the jet is developed as a support for 

surface oriented jet down the spillway. Skimming flow condition occurs when the 

momentum of the surface jet is deflected tangentially along the free surface. The surface 

of the tailwater is relatively flat with no plunging action and little downwelling. At low 

tailwater condition, water jet plunges deep with a weak supporting recirculation, 

transporting considerable amount of air deep into the stilling basin. Skimming flow is 

considered to be the most desirable condition in designing and testing deflector 

performance (NHC 2001; Dierking 2001). 

Operational configurations used in the reduced-scale laboratory model to evaluate 

effects of stilling basin and downstream bathymetric elevations on deflector performance 

(test 3c-1 in NHC 2001) were followed in this study. Deflector performance was tested 

by raising tailrace elevations while maintaining the spill flowrates. Based on available 

video and graphical data, four tailwater elevation conditions (FR 1, FR 2, FR 3, and FR 

4) were selected to evaluate the numerical model in predicting flow regimes. Simulation 

conditions for these tests are outlined in Table 3.3. Notice that all values are documented 

in prototype-scale. According to the spillway performance curve (Figure 3.2), 

corresponding flow regimes for these tailwater conditions are hydraulic jump, undular 

jump, skimming flow, and plunging flow, respectively. 

3.5.2 Computational Grid 

The commercial grid generator Gridgen V15 was used to create numerical grids 

for the spillway model at both the reduced-scale and prototype-scale. Multi-block grids 

containing only hexahedral elements were used. Methodology for selecting the 

appropriate numerical meshes for DES simulations is discussed in the following text. 

Note that numerical meshes in this chapter were constructed intending to resolve flow 
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characteristics and transport of scalars for the current application. The grid selecting 

procedure descripted in the following text may not be the best approach in other 

circumstances.  

In the VOF-DES model applied in the present study, filter width for the governing 

equations is directly related to local mesh size, which indicates correlation between grid 

cell size and hydrodynamics (Pope 2004). A mesh sensitivity test is necessary to verify 

that the time-averaged flow field results do not strongly depend on the applied mesh. The 

turbulent integral length scale was used to identify appropriate mesh size for this study. 

According to the Kolmogorov’s Energy Spectrum, integral length scales are the 

largest scales in the energy spectrum. Eddies in these scales contain most of the energy 

and are highly anisotropic. Momentum, energy and other flow variables are mainly 

transported by these eddies. One way to estimate the turbulent integral length scale is by 

(Umlauf and Burchard 2003; Van Maele and Merci 2008) 

3/2

I
kl
ε

=   (3.27) 

where Il  represents the integral length scale, k  and ε  are turbulent kinetic energy and 

turbulent dissipation rate obtained from a RANS simulation. To examine and determine 

the turbulent integral length scale and grid size needed for DES simulations, an unsteady 

RANS simulation was first performed. The standard k ε−  model was used to evaluate 

turbulent variables required for grid size calculation.  

Numerical meshes were created for the reduced-scale spillway model for both 

RANS and DES simulations. The plastic flume wall was modeled as a slip wall. A 

symmetric plane was used to separate adjacent spillway bays. Tailwater elevation was 

controlled at the outflow boundary, about 15 meters downstream from the spillway crest. 

Details regarding boundary conditions are discussed in Section 3.4.2. A relatively coarse 

mesh was generated for the RANS simulation. The numerical grid with boundary 

conditions for the RANS simulation is shown in Figure 3.3. Refinement near the free 
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surface is required to minimize numerical diffusion in VOF simulations. Grid points were 

clustered and nodes were highly concentrated near the predicted free-surface to best 

resolve the interface between air and fluid phases. 

Although the general flow pattern is relatively consistent, the flow field in the 

stilling basin is highly unsteady due to the spillway jet. The free surface and flow patterns 

directly downstream of the deflector are oscillatory and chaotic. Figure 3.4 shows the 

predicted time-averaged turbulent integral length calculated by equation (3.27) using the 

time-averaged turbulent kinetic energy and turbulent dissipation rate. The flow time used 

for averaging is about 10 times the mean flow residence time. Turbulent integral length is 

low in high turbulence regions, indicating that smaller eddy sizes are required to be 

resolved in these areas. As illustrated in the figure, the predicted integral length scale 

between the spillway deflector and baffle piers is about 0.2 m, and about 0.4 m in the 

downstream channel. This suggests a finer mesh for the upstream part of the spillway 

model and a relatively coarse mesh in the downstream region. Obviously, near the 

spillway surface and stilling basin bottom, the integral length scale becomes smaller as a 

solid boundary is approached. Since the flow regime downstream of a spillway depends 

mainly on large scale phenomenon, the mesh in this region need not be as fine as dictated 

by the level of Il . This was confirmed using a mesh that was not refined near the wall and 

will be discussed later in this section. 

Typically, over 80% of the turbulent kinetic energy (TKE) should be resolved for 

an LES calculation (Wang et al. 2012). The relationship between ( ) /k l k  and / Il l  given 

by Aleksy (2007) is plotted in Figure 3.5, and briefly summarized in Table 3.4. The 

vertical axis in Figure 3.5 represents the resolved versus total cumulative TKE. The 

horizontal axis is the ratio between grid spacing l  and the length scale of eddies, or 

turbulent integral scale. In compliance with the 80% rule, the ratio of / Il l  should be less 

then approximately 42% to guarantee reliable LES results. Grid spacing l  for DES 

simulations can be calculated based on the RANS simulation results shown in Figure 3.4. 
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To examine the dependence of flow variables on the applied mesh, a baseline case study 

with average grid spacing to integral length scale ratio of 0.083 was performed. Base on 

previous studies (e.g. Aleksy 2007 and Van Maele and Merci 2008), the mesh size for the 

baseline mesh is sufficiently refined in both horizontal and vertical directions. Three 

coarser meshes were created by systematically coarsening in all three directions by a 

factor of 20.5. A summary of the test cases (MT 1, MT 2, MT 3, and MT 4) with different 

ratios of / Il l  is tabulated in Table 3.5. Numerical meshes for the DES mesh sensitivity 

study cases MT 1 to MT 4 (Table 3.5) are shown in Figures 3.6 to 3.9. The numbers of 

grid points for cases MT 1 to MT 4 are approximately 1.4×106, 7.0×105, 3.6×105, and 

1.8×105, respectively. Note that in the current study, the main focus is on the flow regime 

variation and gas transfer process near the water surface. Numerical resources were 

mainly concentrated near the predicted free surface to capture the water surface shape 

and transport of bubbles. Mesh spacing criteria and y-plus near solid surfaces were not 

honored in this study. 

Time-averaged volume fraction contours along with the standard deviations for 

test cases MT 1 to MT 4 are shown in Figure 3.10. Time-averaged velocity magnitude 

and vectors for these cases are shown in Figure 3.11. These figures clearly show that 

DES results can strongly depend on the mesh, particularly if the mesh is not sufficiently 

refined. It can be seen that the predicted free-surface shape and velocity contours remain 

similar in the two most refined meshes (MT 1 and MT 2). As the mesh becomes coarser, 

the large scale eddies in the stilling basin cannot be adequately resolved thus deviations 

between simulation solutions get larger. The predicted free-surface fluctuation 

downstream of the spillway deflector is lower in case MT 3, and is not captured in the 

coarsest mesh (MT 4). Large-scale unsteadiness and surface waves in the stilling basin 

enhance turbulent mixing and weaken surface jet strength. Notice that the free-surface 

shape is relatively flat and the surface jet remain stronger with the coarse mesh, due to 

the incapability of resolving the large-scale unsteadiness in the stilling basin. The 
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simulation results indicate that when the grid is fine enough to accurately resolve the 

large scale unsteadiness, further refining the grid will cease to significantly influence the 

mean results. 

The predicted velocity magnitude statistics and deviations on different meshes are 

given in Table 3.6. Instantaneous velocities were collected at two collection points: Point 

1 (P1) located directly above the edge of the spillway deflector, where the maximum 

velocity is predicted. Point 2 (P2) is placed between the deflector end and the baffle piers, 

where high velocity gradients are expected. Data were sampled at a 0.01 s time interval 

for 100 s near the free-surface, assumed at 0.5γ = , on the flume wall. 10000 data samples 

were obtained at each point. The averaged velocity ( meanU ) was calculated by blanking 

data with 0.5γ < , which is considered as air phase. Instantaneous velocity magnitudes at 

P1 and P2 with blanking are shown in Figure 3.12. As shown in this figure, turbulence 

fluctuation is appropriately predicted by the two most refined meshes (MT 1 and MT 2). 

As the mesh is coarsened (MT 3), velocity fluctuation becomes less consistent. In the 

coarsest mesh (MT 4), only mean flow fluctuation can be captured. 

The velocity uncertainty was estimated based on a 95% confidence interval using: 

,
n

mean v P
SU t

n
±   (3.28) 

where ,v Pt  is value for Student’s distribution, determined from the number of degrees of 

freedom. nS  is the sample standard deviation and n  is the sample size. The deviations are 

given in terms of percentage from the numerical benchmark cU , obtained using the 

Richardson extrapolation method (Xing and Stern 2010). Since solutions from the 

coarsest grid (MT 4) cannot correctly reproduce large scale unsteadiness, only solutions 

from the three fine grids were used to conduct a grid triplet study. The calculated 

convergence ratios at the two sampling points fall between 0 and 1, indicating monotonic 

convergence was achieved. The standard deviations and deviations from numerical 

benchmark cU  at P1 are much smaller compared to values at P2 with the same mesh. 
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This is because the velocity at P2 is strongly affected by the predicted large scale eddies 

and surface fluctuations in the stilling basin. Coarsening the mesh can also significantly 

influence regions with high velocity gradients. It is shown that the two most refined 

meshes (MT 1 and MT 2) predict similar flow patterns (Figures 3.10 and 3.11) and have 

averaged deviations within 5%. Therefore, it can be concluded that the grid spacing in 

case MT 2 is sufficiently refined to resolve large scale unsteadiness and eddies in the 

present study. 

Flow instability can occur as vortex shedding and wakes behind blunt bodies, or it 

can occur as a turbulent shear flow away from walls. In the latter case, the instability is 

initially introduced in the turbulent shear layer due to velocity discontinuity, and is 

advected downstream (Oertel 1990). Immediate downstream of a spillway, a high 

velocity spilling jet is injected into the relatively quiescent tailwater. This phenomenon 

creates velocity shear between the entering and ambient water, and generates unsteady 

waves and turbulent mixing in the stilling basin. In the present study, the large scale 

unsteadiness in the stilling basin does not originate from the near-wall region. Flow 

regime prediction is thus not strongly affected by the resolved boundary layer near the 

walls. In the DES turbulence model used in the present study, the unsteady SA-RANS 

turbulence model is employed in the boundary layer. A high quality RANS grid is 

sufficiently refined to be used in this region. To verify this, a numerical mesh in MT 2 

with less refinement near the wall was used as a test case, MT 5. As shown in Figure 

3.13, relatively large grid spacing is used near the deflector and spillway face. Grid 

spacing in the other part of the mesh remain the same as MT 2. The number of grid points 

is reduced to about 5.6×105. Since the simulation time step directly relates to the local 

cell size. Using a coarser mesh can shorten computational time and improve the overall 

efficiency of this study. The predicted time-averaged volume fraction and velocity 

characteristics for case MT 5 are shown in Figures 3.14 and 3.15, respectively. 

Simulation results from case MT 5 are compared against the corresponding results in case 
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MT 2. Free surface shapes and flow field pattern show qualitative agreement between the 

two cases. Flow pattern remain almost identical as the mesh becomes coarser near the 

wall. The instantaneous velocities are plotted in Figure 3.16. The calculated velocity 

statistics are listed in Table 3.6. Comparing results from simulation cases MT 2 and MT 

5, it can be seen that turbulence characteristics predicted by the two meshes are similar. 

The large scale unsteadiness is captured in MT 5. The averaged deviation from the 

numerical benchmark cU  is 5.84%. These results illustrate that coarsening the mesh near 

the wall has only marginal influence on the overall flow field. Thus, the grid spacing in 

case MT 5 is used henceforth.  

Based on the mesh quality criteria determined above, four numerical grids (FR 1, 

FR 2, FR 3, and FR 4) were created for the simulation conditions presented in Section 

3.5.1 (Figures 3.17 to 3.20). Notice that for simulation cases FR 3 and FR 4, additional 

mesh volumes were provided above the stilling basin to allow extra space for the 

expected ramping surface and to avoid influence of the boundary condition on the flow 

pattern.  

3.5.3 Numerical Results 

Photos illustrating the flow pattern and entrained bubble distribution under 

diverse flow conditions (Table 3.3) found in NHC (2001) are shown in Figure 3.21. The 

photo illustrating the skimming flow regime is absent in this report. As a complement, a 

short video clip recording these flow patterns was obtained from USACE. Figures 

showing flow conditions were extracted and plotted in Figure 3.22. These two figures are 

used to qualitatively compare with flow patterns predicted by the numerical model.  

The VOF-DES numerical model discussed in Sections 3.4 was used to predict 

flow regime variation corresponding to tailwater elevation changes downstream of a 

spillway bay. Zero velocity and turbulence were used as initial conditions for the entire 

domain. Figure 3.23 shows the evolution of flowrates at the downstream end of the 
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numerical model for the four simulated conditions. As illustrated in this figure, 

hydrodynamics downstream of the spillway are highly unsteady due to the presence of 

spillway water jets and hydraulic jumps. The simulations go through an initial transient 

stage and reach a statistical steady state, which is identified by the convergence of the 

cumulative average flowrate to the target value (0.041 m3/s) at the exit. The inherently 

unsteady nature of the LES/DES methodology requires a sufficiently long flow-time to 

obtain meaningful flow and turbulence statistics, typically a few mean flow residence 

time. In the present study, the time-averaged simulation results were obtained by 

averaging flow variables over 10 units of mean flow residence time.  

The mean volume of fraction contours and iso-surfaces are shown in Figures 3.24 

to 3.27 for simulation cases FR 1 to FR 4, respectively. Contours are plotted at the slip 

wall boundary. Iso-surfaces are extracted at 0.5γ =  and colored by free-surface elevation. 

The zero free surface level represents the downstream tailrace water height in each 

simulation case listed in Table 3.3. The corresponding flow regimes for these tailwater 

levels are plunging flow, skimming flow, undular flow, and hydraulic jump, respectively. 

Visual comparisons of free surface shapes between numerical results and photographic 

laboratory model data show a qualitative agreement with the corresponding flow regimes. 

When the tailwater level is too low to support the jet and prevent it from plunging, the 

spillway jet impacts the free surface of the tailwater at a downward angle (Figure 3.24). 

When the tailwater elevation is high, the spillway jet begins to ramp above the water 

surface (Figure 3.26). If the tailrace water level is high enough, the flow rolls back onto 

the spillway deflector and a hydraulic jump is generated (Figure 3.27). Since the flow 

kinetic energy is dissipated at the hydraulic jump formed in case FR 4, the maximum free 

surface elevation of the ramping wave is lower in FR 4 than in FR 3. This is also shown 

in the laboratory model (Figures 3.21 and 3.22). The skimming regime shown in Figure 

3.25 only occurs when there is a balance between the upholding recirculation beneath the 
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jet and plunging jet momentum. The flow jet is surface-oriented and the free surface is 

relatively flat in this condition. 

The mean velocity magnitude contours and velocity magnitude iso-surfaces for 

different flow regimes are shown in Figures 3.28 to 3.31. In the plunging flow condition 

(Figure 3.28), the downward momentum is sufficiently strong to cause flow to plunge off 

the deflector. The plunging jet may carry entrained bubbles to depths increasing TDG 

production. In the skimming flow (FR 2) shown in Figure 3.29, the flow momentum is 

transported tangential to the free surface, which may greatly reduce downward bubble 

transport. The flow pattern in the undular jump (FR 3) and hydraulic jump (FR 4) 

conditions are similar. The spillway jet is deflected about 20 to 40 degrees above 

horizontal. An undulating surface with a standing wave is formed on the downstream 

water surface. However, some notable differences are apparent. A stronger recirculation 

is observed beneath the jet for the hydraulic jump condition. Bubbles transported from 

upstream can be trapped downstream near the deflector. On the contrary, the recirculation 

in the undulating surface jet condition is much weaker. The jet diffuses gradually and 

penetrates deeper in the stilling basin. Bubbles under this flow condition may tend to 

spread into the downstream part of the stilling basin. Moreover, the restrained surface jet 

and roll-over wave in the hydraulic jump condition help to transport trapped bubbles in 

the stilling basin to the free surface increasing degasification. According to the model, 

fewer bubbles may be transported to the downstream channel in the hydraulic jump 

condition compared with the undular jump condition. This trend is confirmed by 

laboratory model study (Figures 3.21 and 3.22). 

In summary, the qualitative agreement between the numerical results and 

reduced-scale laboratory model demonstrates that flow regimes downstream of a spillway 

are adequately reproduced by the numerical model.  
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3.6 Prototype-Scale Spillway Model 

The capability of the presented numerical model to predict flow regimes at 

prototype scale is discussed in this section. Predicted flow patterns downstream are 

compared against simulation results in the reduced-scale presented in the last section 

under the corresponding flow conditions.  

To evaluate the capability of the model to predict TDG distribution, operational 

configurations and tailwater elevations observed at the McNary Dam during a TDG field 

study (Wilhelms 1997) are applied to the model. Bubble behavior and TDG distribution 

in the McNary Dam tailrace region under different flow conditions are qualitatively 

discussed. The capability of the presented numerical model to quantify dissolved gas 

exchange is evaluated against TDG field measurements.  

3.6.1 Simulation Conditions to Predict Spillway Flow 

Regime at Prototype-Scale  

As mentioned earlier, the geometrical similarity and the Froude number were 

honoured in the hydraulic model study. However, the Reynolds number and Weber 

number in reduced-scale model are much smaller than in the prototype-scale. 

Consequently, turbulence and surface tension effects cannot be appropriately scaled. As a 

result, flow regime predictions in the reduced scale laboratory model may not match field 

observations due to the model effect. In addition, hydrostatic pressures present in the 

model-scale are too small to induce gas supersaturation. Therefore, bubble behaviour and 

TDG distribution cannot be evaluated in the reduced-scale model. 

Numerical simulation cases FRP 1 to FRP 4 were conducted to assess flow 

patterns at prototype scale under the corresponding flow conditions used in the reduced-

scale (Table 3.3). The letter P following FR (flow regime) represents “prototype”. 

Equivalent geometric dimensions and flowrates were obtained following the relationship 

listed in Table 3.2.  
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3.6.2 Simulation Conditions for TDG Predictions 

Spatial and temporal patterns of TDG concentrations were investigated 

downstream of the McNary spillway stilling basin by the USACE on February 11 

through 13, 1997. A detailed description of this near-field study of TDG in the McNary 

dam can be found in Wilhelms (1997). 

TDG measurements were collected directly below the spillway on a grid of 

instruments set on five lateral transects and three longitudinal profiles. A map 

representing the layout of TDG measuring instruments (not the actual locations) is shown 

in Figure 3.32. The station nomenclature contains a two-character profile identifier (Q1, 

Q2, Q3, Q4, Q5), a two-character transect identifier (T1, T2, T3), and a single-letter 

depth identifier (B-bottom, U-upper). Thus, station Q3T2B refers to an instrument 

located on profile Q3, transect 2, on the channel bottom. 

The instruments were mounted along five steel cables anchored to the spillway 

piers between bays 1 and 2 (Q5), bays 4 and 5 (Q4), bays 11 and 12 (Q3), bays 17 and 18 

(Q2), and bays 20 and 21 (Q1). Lateral transects 1, 2, and 3 were located approximately 

122m (400ft), 188m (617ft), and 198m (977ft), downstream from the piers, respectively. 

Two instruments were installed at most locations to provide a bottom measurement and a 

surface-to-mid-depth measurement. The bottom and surface instruments measured TDG 

saturation at 15 and 5 minute intervals, respectively. 

Notice that cables were initially installed perpendicular to the spillways. 

However, the entrained flow from the powerhouses realigned the cables on Q1 and Q2, 

angling the deployment toward the spillway bays. Additionally, vertical positioning of 

the surface-to-mid-depth instruments changed throughout the testing period in response 

to drag on the instruments, cables, and buoys. Vertical positions at the data acquisition 

sites are not available in the field report (Wilhelms 1997). Therefore, only TDG 

concentrations collected by the bottom instruments were used to compare TDG 

prediction with numerical simulations.  
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The TDG production and/or reduction result from gas exchanges in the stilling 

basin, and mixing with adjacent waters. Observed TDG saturation along profiles Q1, Q2, 

and Q3 were heavily influenced by powerhouse flows due to the water entrainment 

phenomenon and therefore cannot be used to analyze the gas absorption and desorption in 

this region. On the other hand, profile Q5 extended downstream between bays 1 and 2, 

which are non-deflectored and used special split-leaf gates. Hydraulic actions caused by 

split-leaf operations are very different from those in deflectored spills or conventional 

stilling basins. Simulation of flows and TDG patterns under this condition is outside the 

scope of this study and is recommended for future work to increase the understanding of 

TDG processes in a dam. The measured streamwise distribution of TDG along profile Q4 

is highly correlated with spillway discharge from spillway bays 4 and 5, and thus it was 

selected to analyze gas exchange characteristics of the McNary Dam tailrace.  

The spillway deflector performance tests were conducted with the existing 

deflector and stilling basin geometry in Test 3e of the reduced-scale laboratory model 

study (NHC 2001). The resulting performance curve (Figure 3.33) was used to compare 

with the predicted flow regimes at prototype scale. Note that the range of the hydraulic 

jump formation in Figure 3.33 is more extensive than in Figure 3.2. This is mainly 

attributed to the lack of transition radius, since it results in more splash as the flow 

impinges directly on the level deflector that enhances energy dissipation. The spillway jet 

kinetic energy is lost in this process thus facilitates formation of the hydraulic jump 

(NHC 2001). 

Four prototype spillway operational and tailwater elevation conditions (TD 1, TD 

2, TD 3, and TD 4), corresponding to the four flow regimes described earlier, were 

selected to evaluate gas entrainment characteristics and TDG patterns under these flow 

conditions. The discharge, tailwater elevation, and flow regime for each case are 

summarized in Table 3.7. The tailwater elevation of a hydropower dam is mainly 

determined by total river discharge and forebay elevation of the downstream dam, which 
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did not vary greatly for the simulated day. Therefore, differences in flow patterns can be 

mainly attributed to differences in spillway flowrates. The flow regimes change from the 

plunging to surface jump condition due to a decrease in spillway discharge from cases 

TD 1 to TD 4, as illustrated in Figure 3.33. 

During the field study, each spill pattern was set for a minimum duration of 2 

hours. Flow patterns and TDG concentrations fluctuated during the transient period 

between two flow conditions. TDG measurements show that this transient stage usually 

last about 30 minutes before the steady state condition is reached where TDG values only 

vary within a relatively narrow range. To ensure a representative TDG saturation for each 

flow condition, only measurements in the second hour of each spill pattern were used in 

the analysis.  

3.6.3 Computational Grid 

To determine appropriate mesh spacing to model the spillway at prototype scale, 

the procedure outlined in Section 3.5.2 was followed. Since turbulence levels in the 

model-scale and prototype model are different, the turbulent integral length scales in the 

prototype were re-evaluated by conducting a RANS simulation. The time-averaged 

turbulent integral length is shown in Figure 3.34. The overall integral length scale pattern 

is similar in both model-scale (Figure 3.4) and prototype-scale. However, the levels are 

different indicating different eddy sizes existing in these two different scales.  

Four additional meshes were created with the same grid spacing to eddy length 

scale ratio ( / Il l ) listed in Table 3.4, with the integral length scale Il  being from the 

prototype-scale model (Figure 3.34). These meshes were used to evaluate the dependence 

of flow variables on the applied mesh for prototype-scale simulation, and denoted as 

MTP 1 to MTP 4. The letter P following MT (mesh test) represents “prototype”.  

The simulation results for the time-averaged volume fraction contours along with 

the standard deviations, and the time-averaged velocity magnitude and vectors for test 



86 
 

cases MTP 1 to MTP 4 are shown in Figures 3.35 and 3.36, respectively. Comparing 

these figures with the corresponding figures for the model-scale tests (Figures 3.10 and 

3.11), it becomes clear that the trend of the dependence of flow variables on mesh density 

is consistent for model-scale and prototype-scale. The spillway jet induced large scale 

unsteadiness in the stilling basin that cannot be captured in the coarsest mesh (MTP 4). 

Flow patterns in the two most refined meshes (MTP 1 and MTP 2) look qualitatively 

similar. Table 3.8 provides an overview of flow statistics for the prototype-scale model. 

The averaged velocity magnitude, standard deviation, confidence interval, numerical 

benchmark, and deviations are calculated as described in Section 3.5.2. The averaged 

deviation in the case MTP 2 is only about 3.44%. Therefore, the grid spacing in case 

MTP 2 was selected to predict the flow pattern in the prototype spillway model. 

Based on the grid spacing determined in the above discussion, the estimated mesh 

size for the entire McNary tailrace region requires about 40 million grid points (22 

spillway bays, 14 powerhouse units, and the downstream river channel). The enormous 

computational resources needed to conduct a study with such a huge mesh are not 

currently available to the author. CFD computations in this study were performed on the 

University of Iowa’s Helium Cluster. IIHR owns 20 8-core nodes with 24 GB of memory 

for each node. All nodes use Intel Xeon processors. The estimated time for running the 

comprehensive McNary tailrace model on this cluster is approximated 500 days. Since 

computational capacity changes very rapidly, the lack of computational resources might 

be overcome in the near future.  

In the present study, only part of the McNary Dam tailrace was modeled to reduce 

the computational resources required. The model geometry included two half spillway 

bays, flow deflectors, sluice gate, and measured bathymetry. Symmetric planes were used 

to separate the adjacent spillway bays. The tailwater elevation was controlled at the 

outflow boundary. The model was extended approximately 380m downstream of the dam 

to minimize outflow boundary effects. Numerical meshes were generated following the 
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mesh quality criteria determined in the above discussion. Three-dimensional views of the 

prototype spillway mesh are shown in Figures 3.37 to 3.40, corresponding to the four 

simulation conditions shown in Table 3.7. Note that the geometry for the prototype-scale 

and model-scale spillway bays (Figures 3.17 to 3.20) is identical, except for the absence 

of the radius transition that joins the sloping spillway to the level deflector. 

3.6.4 Numerical Results for Flow Regime Predictions at 

Prototype-Scale 

Predicted flow patterns at reduced-scale and prototype-scale under different flow 

conditions are compared on the left and right frames, respectively, in Figures 3.41 to 

3.44. The figures in each plot show (from top to bottom): volume fraction contours, 

volume fraction iso-surface colored by free surface elevation, velocity magnitude 

contours, and velocity magnitude iso-surface. Since the Reynolds number for the 

prototype-scale is 125 times larger than it is for the model-scale, the performance curves 

derived from laboratory model study may not accurately represent the flow 

characteristics at prototype. Notice that in the present study, the spillway gate openings 

were adjusted according to equations (3.24) to (3.26) to include the flow contraction at 

the gate. The energy loss was assumed negligible in this approach. However, past 

investigations on gate contraction (Kim 2007; Cassan and Belaud 2011) show that energy 

losses by friction and water surface oscillations may affect the contraction coefficient. 

Field observations show that the experimental values of contraction coefficients always 

exceed the theoretical values by 5-10% (Kim 2007). Neglecting the energy loss will 

result in a higher kinetic energy in the current simulations, which may affect the 

prediction of spillway regime and flow patterns in the tailrace area. Numerical simulation 

that includes the upstream reservoir is needed to accurately capture the contraction at the 

gate.  
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As illustrated in Figures 3.41 to 3.44, the predicted kinetic energy is consistently 

higher in prototype-scale compared to the corresponding reduced-scale results. The 

inflow velocity in prototype-scale is increased by 45.3% due to the contraction at the 

gate. As seen in Figure 3.41, the spillway jet in the prototype model impacts the free 

surface at a larger downward angle and plunges deeper into the stilling basin. Flow 

patterns for the skimming flow regime shown in Figure 3.42 are similar in both scales, 

with a slightly weaker surface jet for the prototype due to higher turbulent diffusion near 

the free surface. The upward deflected standing wave in the undular jump condition is 

lower due to the higher kinetic energy in prototype scale (Figure 3.43), and the transition 

from undular to hydraulic jump is delayed since there is enough energy in the jet to 

maintain the flow pattern, as illustrated in Figure 3.44. These simulation results indicate 

that the flow regime variation in the stilling basin is very sensitive and highly dependent 

on the accurate modeling of the flow conditions at the gate and over the spillway. 

According to the model, the flow conditions observed in the reduced scale laboratory 

model may not accurately reproduce the flow regime observed in the field. Further 

studies are needed with validation against field data to assess the flow characteristic 

differences in the reduced-scale and prototype-scale. 

3.6.5 Numerical Results for TDG Predictions 

The flow regimes predicted by the model under selected simulation conditions at 

prototype scale (Table 3.7) are first compared against the performance curve obtained in 

the reduced-scale laboratory model (Figure 3.33). The time-averaged volume fraction 

contours, the free-surface iso-surface colored by elevation, velocity magnitude contours, 

and velocity magnitude iso-surface for simulation cases TD 1 to TD 4 are shown in 

Figures 3.45 to 3.49, respectively. Good agreement between the predicted and observed 

flow regimes is seen under different flow conditions. The flow patterns in the stilling 

basin and downstream channel are consistent with the observations in the reduced-scale 
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model. A strong recirculation is observed beneath the surface jet in cases TD 1 and TD 4, 

which may affect downstream transport of entrained bubbles. Notice that the spillway jet 

dissipates rapidly due to presence of the hydraulic jump in case TD 4. The standing wave 

is lower and the flow jet is weaker in the hydraulic jump condition (TD 4) compared to 

the undular jump (TD 3). Since the tailwater elevations are relatively stable in the four 

flow conditions, the decreasing discharges from cases TD 1 to TD 4 result in decreasing 

flow velocities in the downstream channel from cases TD 1 to TD 4. Transported passive 

scalars, such as bubbles and TDG, travel slower under lower streamwise velocity. 

Although time-averaged flow patterns in the two half bays appear symmetrical with 

respect to the vertical axial centerplane, it should be noted that the instantaneous flow 

field is highly unsteady and oscillatory. Fluctuated waves and recirculation below the jet 

may occasionally bring bubbles to depth or adjacent bays, which can cause TDG 

variations within the stilling basin.  

As discussed in Politano et al. (2009c), the TDG model presented in this study 

lacks some effects of the dissolved gas exchange process that may be important under 

specific flow conditions. First, the air entrainment model is not included in the current 

study. Air entrainment occurs primarily during the plunging process, but also along the 

spillway face. The mechanisms of bubble entrainment are far from being completely 

understood. In the past three decades, researchers have published studies involving 

circular and planar plunging jets impinging vertically or at an angle with simplified or 

idealized geometries (Bin 1993; Ma et al. 2010; Kiger and Duncan 2012). However, 

significant research effort is needed to better understand air entrainment processes on the 

impact region of spillways with different flow regimes and complex geometries. Given 

the extremely complicated nature of the problem, the present model seeks to identify 

trends for the TDG distribution by tuning two parameters to match known flow field and 

TDG measurements. Since no data is currently available in the literature for bubble size 



90 
 

or void fraction in a prototype spillway, effects of these two parameters on TDG 

distributions are evaluated in this study. 

Breakup and coalescence of bubbles are also neglected in the model. Since the 

level of bubble interaction with each other may vary depending on spillway flow regimes 

and turbulence intensity, neglecting these processes may have significant consequences 

under certain flow conditions (i.e. plunging and hydraulic jump regimes). A polydisperse 

two-phase model, such as the one used by Politano et al. (2000), can be included when 

available gas entrainment measurements in the field be available.  

Since only two half spillway bays of the McNary Dam tailrace are modeled, it is 

assumed that the flow fields and TDG distributions are not strongly affected by lateral 

flows and mixing from the adjacent bays. As observed in the field, flow jets from the 

neighboring spillway bays were entrained into each other periodically due to turbulent 

surging. The impact may be important when large differences in flow conditions and 

TDG levels exist in ambient waters. Nevertheless, TDG measurements closer to the 

spillway are less affected by the flow field nearby. Since the current model cannot 

account for effects of lateral flow and water entrainment from the powerhouse, a fully 

three dimensional model for the entire McNary tailrace region is proposed as future work, 

once adequate computational resources are available. 

To perform TDG calculations, the gas volume fraction for the bubble phase was 

assumed zero and measured forebay TDG was imposed over the entire tailrace as initial 

conditions. TDG concentrations developed gradually over a period of time and reached 

equilibrium in about 1500 seconds. Figure 3.49 shows the evolution of the area-weighted 

average TDG at the downstream outflow boundary for simulation cases TD 1 to TD 4. 

Notice that the convergence slowed from cases TD 1 to TD 4, due to the decreasing 

flowrate and increasing residence time.  

Figures 3.50 to 3.53 depict the spatial distributions of time-averaged gas volume 

fraction for the four selected flow conditions. Due to the lack of measured data, a gas 
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volume fraction of 3% and bubble diameter of 0.8 mm were used at the inlet for these 

simulations following assumptions in previous studies for other hydropower dams 

(Politano et al. 2007; 2011). The gas volume fraction and bubble diameter may vary at 

different dams due to variations in structure, air-entrainment level, and flow regime. 

Effects of the two parameters on predicted TDG distributions are further evaluated later 

in this section. As clearly shown in these figures, the transport of bubbles is significantly 

affected by the characteristic flow pattern of each spillway jet regime. As seen in Figure 

3.50, a high gas volume fraction is observed in the stilling basin. Bubbles are transported 

deep to the stilling basin floor with the plunging flow and trapped by the strong 

recirculation below the jet. Rising bubbles in this recirculation may be sunk once again 

by the downwelling jet and remain in the deep region for long periods of time. A large 

portion of bubbles remain in the lower water column and rise slowly towards the water 

surface. The downward bubble transport is greatly reduced in the skimming flow 

condition (Figure 3.51). Bubbles are mainly carried by the horizontal surface jet near the 

free surface and leave the liquid phase gradually as they advance in the flow direction. 

The surface jet is first deflected upward and then splashes down with the remaining 

downward momentum in the undular and hydraulic jump conditions (Figures 3.52 and 

3.53). Some bubbles can be transported by the recirculation to the lower water column. 

However, the spillway jet does not penetrate deep to the spillway bottom and remains 

near the free surface. Rising bubbles in the flow recirculation are likely to be redirected 

along the surface, which favor bubbles to exit at the free surface. Compared to the 

skimming flow condition, the undular jump and surface jump regimes can cause bubbles 

to travel deeper in the upstream part of the stilling basin. However, bubbles are rapidly 

brought back to the surface resulting in a lower gas volume fraction in the downstream 

channel. This trend was also observed in a bubble entrainment study using a reduced-

scale spillway (Hoschek et al. 2008). It can be noted that, as shown in Figure 3.53, a large 

portion of bubbles are trapped in the roll-over wave formed on the deflector. These 
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bubbles can easily approach the free surface, resulting in less gas volume fraction in the 

downstream channel for the hydraulic jump condition compared to the undular jump 

condition.  

The time-averaged bubble diameter contours are shown in Figures 3.54 to 3.57 for 

simulation cases TD 1 to TD 4. Air bubbles shrink at the lower elevation, and as bubbles 

rise toward the water surface, they grow larger in size. The reduction of bubble diameter 

at depth is mainly due to the high pressure found near the stilling bottom, and to the 

bubble dissolution. The elevated pressure facilitates mass transfer for bubble dissolution 

and compresses bubbles in the deep water column. On the other hand, bubbles may 

absorb air and become larger near the surface under low pressure and supersaturated local 

TDG concentrations. Comparing bubble sizes under different flow conditions, it can be 

seen that bubble diameters near the stilling basin floor in the skimming flow condition are 

smaller than in other flow conditions. This is mostly attributed to the effects of bubble 

dissolution in a region of very low gas volume fraction. As illustrated in Figures 3.50 to 

3.53, the bubble gas volume fraction near the stilling basin bottom is much smaller in the 

skimming flow condition than in other conditions. Therefore, bubble dissolution has a 

large influence on bubble size variation with a low bubble gas volume fraction, as shown 

in equation (3.21). 

The TDG source is an important component in the TDG transport equation (Eqn. 

3.22) that governs the production and reduction of TDG concentrations. It is proportional 

to the difference between the local TDG level and saturation concentration at local 

conditions. The local bubble size also has a strong effect on the TDG source, since 

smaller bubbles have a longer residence time (less buoyancy force) and a larger 

interfacial area per unit volume. The predicted TDG source distributions for different 

flow regimes are plotted in Figures 3.58 to 3.61. A positive source represents areas of 

TDG production. Where the TDG source is below zero, gas is transferred from water to 

bubbles, reducing the local TDG level, also known as degasification. As shown in these 
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figures, a high positive TDG source zone is found in stilling basin lower water columns 

for all spillway regimes. The TDG source levels are higher between the deflector and the 

first row of baffle piers, where bubbles are initially brought to depth. The TDG source 

values decrease a little near the end sill, though they remain high compared to the 

downstream channel. As illustrated in these figures, predominant TDG production occurs 

in the stilling basin. The degasification process starts near the free surface when water is 

supersaturated at local conditions and continues in the downstream channel. The plunging 

flow condition produces the highest TDG source level among the four flow regimes. The 

source is considerably smaller in the skimming flow condition than in other flow regimes.  

The TDG distribution is determined by considering convective transport, 

dissolution of bubbles, and mixing. Figures 3.62 to 3.65 show spatial distributions of 

time-averaged TDG concentrations downstream of the spillway under different flow 

regimes. Since most air dissolution occurs within the stilling basin, TDG levels continue 

to increase in the stilling basin due to the positive TDG source in this region. High TDG 

values are observed immediately downstream of deflector and near the end sill. Flow 

recirculation beneath the spilling jet and downstream of baffle piers accumulate TDG that 

is transported from upstream. Since there is a lack of bubbles in the deep region of the 

downstream channel, TDG levels gradually decrease as they move away from the 

spillway due to the degasification near the free surface and turbulent diffusion. The 

highest TDG concentration is observed in the plunging flow condition. The peak TDG 

level is found near the spillway end sill and reaches about 165%. The highest TDG 

concentrations for the skimming flow, undulate jump, and hydraulic jump conditions are 

approximately 143%, 153%, and 153%, respectively. The simulation results suggest that 

under the same air volume fraction (air entrainment) and bubble size, the plunging flow 

condition produces the highest TDG level, while the skimming flow condition results in 

the lowest TDG concentration.  
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As mentioned earlier, the entrained gas volume fraction and bubble size 

distribution can vary greatly in the tailrace impact region of spillway jets under different 

flow regimes. In addition, bubbles may breakup and coalesce differently due to varied 

shear stresses and turbulence intensities in each flow condition. Measurements at 

prototype of entrained air are not available in the literature. In the present model, two 

parameters are calibrated to match TDG measurement and achieve a reasonable solution 

with the smallest error. The parameters are entrained gas volume fraction and entrained 

average bubble size. The effects of these imposed variables were evaluated numerically. 

The TDG concentrations along the center line of the two neighboring spillways at the 

river bottom are plotted in Figures 3.66 to 3.69 for the four flow conditions. TDG 

measurements at Q4T1B and Q4T2B are shown in the same figure along with model 

predictions. The effects of the entrained gas volume fraction and average bubble diameter 

on the predicted TDG concentration are shown in the middle (b) and bottom (c) plots of 

Figures 3.66 to 3.69, respectively. The TDG contours on the stilling basin bottom and 

downstream river bed that correspond to predictions with minimum error in each case are 

shown on the top (a) in each figure. 

The entrained gas volume fraction determines the amount of gas that can be 

released to the liquid along the spillway and in the tailrace. As revealed in equation 

(3.23), the TDG source is proportional to the gas volume fraction. Therefore, higher gas 

volume fraction results in higher TDG production. This trend is clearly seen in plot (b) of 

Figures 3.66 to 3.69. The general pattern of TDG variation along the longitudinal 

distance is similar under different gas volume fractions. The gas dissolution mainly 

occurs within the stilling basin. A sudden drop in TDG concentration is found at about 85 

meters downstream from the spillway piers separating adjacent spillway bays due to the 

presence of the stilling basin end sill. Bubbles and TDG are confined by the end sill and 

more likely to accumulate within the stilling basin. The TDG concentration gradually 

decreases downstream of the stilling basin due to the degasification near the free surface 
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and turbulent diffusion within the water column. Reduction rates in the first 50 meters 

downstream from the end sill are slightly higher for large gas volume fractions, and 

become identical further in the downstream channel. Since the mass transfer rate between 

bubble and liquid is proportional to the difference between the TDG concentration at 

equilibrium and local TDG, the removal of TDG at low pressure is faster with high 

supersaturation levels produced by high entrained gas volume fractions assumed at the 

inlet. The standard deviation in the stilling basin is much higher than in the downstream 

channel, where TDG variation is strongly affected by unsteady flow patterns due to 

spillway jets. 

Since the mechanism governing the bubble size distribution during air 

entrainment is not yet well understood, field measurements at specific project sites are 

important. These data can be used for modeling the bubble size distributions needed for 

the present model. The size of entrained bubble affects the distribution of bubble gas 

volume fraction and TDG in several aspects. Larger bubbles have higher terminal rise 

velocities, plunge shallower, and approach the free surface more rapidly. The residence 

time is shorter for larger bubbles compared to smaller bubbles. Also, the interfacial area 

density is smaller and bubble pressure is lower for larger bubbles with the same gas 

volume fraction. As shown in equation (3.23), these effects result in a smaller TDG 

source for large bubbles. In plot (c) of Figures 3.66 to 3.69, it can be seen that the effects 

of bubble size on TDG distribution are more complex and use completely different 

mechanisms compared to the bubble gas volume fraction. When the bubble size is large, 

the vertical relative velocity between bubble and liquid is large and therefore large 

bubbles leave the free surface before transferring important amounts of mass to the liquid 

phase. TDG concentrations slightly increase within the stilling basin and remain nearly 

constant due to the lack of bubbles in the downstream channel. If bubble size is small 

enough, bubbles follow closely with the flow and plunge deep toward the river bottom. 

These bubbles dissolve quickly into the liquid and contribute strongly to TDG 
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concentrations. Notice that when small bubbles are entrained, they can be transported 

near the bottom in the downstream channel, and bubble dissolution and TDG levels can 

be strongly affected by the shape of the bathymetry. River beds with local lower 

elevations have higher pressure, thus producing more TDG compared to elevated river 

beds. In general, small bubbles produce more TDG in the stilling basin and have larger 

impacts on TDG distribution in the downstream channel than do larger bubbles.  

Figure 3.70 shows TDG concentrations predicted at different gas volume fractions 

and bubble sizes for the four flow conditions at Q4T1B and Q4T2B. In general, the gas 

volume fraction has a nearly linear effect on TDG concentration in the downstream 

channel. TDG levels rise as the gas volume fraction increases. The upstream station 

Q4T1B has a higher TDG value compared to the downstream station Q4T2B, due to 

degasification in the longitudinal direction. On the other hand, the dependency of TDG 

concentration on bubble size is more complicated. The TDG concentration rises as the 

bubble size gets smaller. When the bubble size is sufficiently small to allow travel to the 

river bottom, the TDG concentrations near the river bed become sensitive to river bed 

elevation and local pressure. As illustrated in Figure 3.70, the upstream station Q4T1B 

has a lower TDG than downstream station Q4T2B for bubbles of 0.1 mm, due to the 

higher river bed elevation at the former location (Figure 3.71).  

Field observations and laboratory experiments suggest that the entrained bubble 

gas volume fraction can vary significantly under different flow regimes (Hoschek et al. 

2008). On the other hand, entrained bubble size is usually within a relatively small range 

for varying conditions. Therefore, in the present study, the model was calibrated 

assuming that the bubble diameter was 0.8 mm, following previous numerical studies 

(Politano et al. 2007; 2011). The gas volume fractions that match better the measured 

TDG are 0.02, 0.0225, 0.0125, and 0.0085 for flow regimes plunging, skimming, 

undulate jump, and hydraulic jump, respectively, as shown in Figures 3.66 to 3.69. 

Notice that measured TDG reductions in the longitudinal direction are higher compared 
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to predictions in cases TD 1 and TD 4. This is likely due to the dilution of the lateral flow 

and water entrained from the powerhouse region, which is not captured by the present 

model. 

The predicted TDG values after calibration at each data collection location along 

with the field measurements are summarized in Table 3.9. The model captured the trend 

of TDG reduction in the longitudinal direction under different flow regimes. The 

differences between the predicted and measured TDG are within 4%.  

3.7 Summary 

An unsteady, three-dimensional two-phase numerical model was developed using 

the open-source CFD code OpenFOAM. The model was used to study hydrodynamics 

and TDG distribution in the tailrace region of McNary Dam. The model utilized the VOF 

method combined with a DES approach to resolve the free surface and flow fields 

downstream of a spillway. A one-way coupling approach was used to incorporate the 

TDG model developed by Politano et al. (2009c) into the VOF-DES hydrodynamic 

model.  

The adequate mesh resolution to resolve the large-scale unsteadiness in the 

integral scale vortices was determined for this study. It has been shown that, as the mesh 

becomes coarser, large scale eddies induced by the free shear flow in the stilling basin 

can no longer be resolved to a sufficient extent and the predicted spillway jet velocity 

differs strongly from the value obtained from a more refined grid.  

Predicted flow regimes under varying flow conditions for the reduced-scale and 

prototype-scale numerical spillway models were validated against observations in a 

reduced scale laboratory model. The spillway jet regime depends on both spill flowrate 

and tailwater elevation. Simulation results demonstrated that the flow regimes 

downstream of a spillway can be adequately reproduced by the numerical model for both 

the model-scale and prototype-scale.  
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Bubble behaviours and TDG distributions under different flow regimes were 

evaluated at prototype scale by assuming the same entrained gas volume fraction and 

bubble size. Simulation results show that bubbles were transported deep into the stilling 

basin in the plunging flow condition, producing high TDG concentrations in the river 

channel. On the other hand, the skimming flow condition proved to be the most favorable 

condition by minimizing TDG production when compared to other flow regimes.  

The effects of the model inputs, gas volume fraction and bubble size, were then 

analyzed under different flow regimes. TDG levels increase with the gas volume fraction. 

In contrast, smaller bubble sizes result in higher TDG concentrations, since smaller 

bubbles travel deeper into the stilling basin and have larger interfacial area and residence 

time, facilitating gas transfer from bubbles to the liquid.  

Finally, the model was calibrated and validated against measured TDG 

concentrations. Simulation results demonstrated that the model captured observed TDG 

reductions in the longitudinal direction under different flow regimes. Differences 

between predicted and measured average TDG values are below 4%.  

The model developed in this study can be used as a predictive numerical tool to 

identify flow regimes and TDG production under different flow conditions in the near 

dam region when lateral flows are not important. However, due to computational 

limitations of the present study, additional validations of simulation results for the entire 

McNary tailrace region are needed to enable this model as a comprehensive, practical 

design tool for evaluating tailrace TDG mitigation measures.  
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Table 3.1 Summary of boundary conditions utilized in this study 

 U  p  γ  υ  α  N  C  

Inlet Dirichlet Neumann Dirichlet Dirichlet Dirichlet Dirichlet Dirichlet 

Outlet Neumann Dirichlet Neumann Neumann Neumann Neumann Neumann 

Pressure 
Outlet Neumann Dirichlet Neumann Neumann Neumann Neumann Neumann 

Walls Dirichlet Neumann Neumann Dirichlet Neumann Neumann Neumann 
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Table 3.2 Summary of scaling ratios for the model at reduced-scale 

Parameter Scaling Relationship Ratio 

Length Lr 1:25 

Velocity Lr
1/2 1:5 

Discharge Lr
5/2 1:3125 

Unit Discharge Lr
3/2 1:125 

Pressure Lr 1:25 
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Table 3.3 Summary of simulation conditions for the model at reduced-scale 

 Spillway 
discharge (m3/s) 

Water surface elevation (m) 
Flow regime 

Forebay Tailwater 

FR 1 255 103 79.7 Plunging 

FR 2 255 103 80.8 Skimming 

FR 3 255 103 83.7 Undular 

FR 4 255 103 84.6 Hydraulic Jump 
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Table 3.4 Ratio of resolved and total cumulative TKE against ratio of resolved and 
integral length scale 

( ) /k l k  / Il l  

0.1 6.10 

0.5 1.60 

0.8 0.42 

0.9 0.16 
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Table 3.5 Ratio of resolved and total cumulative TKE against ratio of resolved and 
integral length scale for cases MT 1 to MT 4 

Case / Il l  ( ) /k l k  

MT 1 0.083 0.99 

MT 2 0.125 0.95 

MT 3 0.17 0.9 

MT 4 0.25 0.85 
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Table 3.6 Velocity statistics at reduced-scale for cases MT 1 to MT 5 
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Table 3.7 Simulation conditions for the model at prototype-scale  

 Spillway discharge (m3/s) Water surface elevation (m) Flow regime 
Bays 4 and 5 Forebay Tailwater 

TD 1 385.1 103.2 81.4 Plunging 
TD 2 201.0 103.1 80.8 Skimming 
TD 3 155.7 103.0 81.9 Undular 
TD 4 107.6 103.0 81.5 Hydraulic Jump 

 

  



106 
 

Table 3.8 Velocity statistics at prototype-scale for cases MTP 1 to MTP 4 
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Table 3.9 Comparison between predicted and measured TDG in different flow conditions 

Station 
Predicted TDG Measured mean TDG 

Deviation (%) Averaged nS  Averaged nS  
TD 1 

Q4T1B 1.4671 0.0354 1.4737 0.0090 -0.45 
Q4T2B 1.4225 0.0202 1.3779 0.0040 3.23 

TD 2 
Q4T1B 1.2726 0.0136 1.2775 0.0033 -0.38 
Q4T2B 1.2513 0.0057 1.2537 0.0019 -0.19 

TD 3 
Q4T1B 1.2867 0.0103 1.2918 0.0024 -0.39 
Q4T2B 1.2656 0.0066 1.2633 0.0017 0.19 

TD 4 
Q4T1B 1.2109 0.0064 1.2285 0.0027 1.43 
Q4T2B 1.1960 0.0019 1.1845 0.0022 -0.97 
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Figure 3.1 Layout of the McNary Dam reduced-scale model (NHC 2001). 
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Figure 3.2 Performance curve for the reduced-scale laboratory model (NHC 2001). 
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Figure 3.3 Computational mesh and boundary conditions at reduced-scale for RANS 
simulation. 
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Figure 3.4 Time-averaged turbulent integral length in reduced-scale model. 

  



112 
 

 

Figure 3.5 Relationship between ( ) /k l k  and / Il l  (Aleksy 2007). 
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Figure 3.6 Computational mesh for the reduced-scale DES model. Case MT 1. 
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Figure 3.7 Computational mesh for the reduced-scale DES model. Case MT 2. 
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Figure 3.8 Computational mesh for the reduced-scale DES model. Case MT 3. 
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Figure 3.9 Computational mesh for the reduced-scale DES model. Case MT 4. 
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Figure 3.10 Time-averaged volume fraction contours and standard deviations at reduced-
scale for cases MT 1 to MT 4. 
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Figure 3.11 Time-averaged velocity magnitude and vectors at reduced-scale for cases MT 
1 to MT 4. 
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Figure 3.12 Comparison of instantaneous velocity magnitudes at P1 and P2 at reduced-
scale for cases MT 1 to MT 4. 
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Figure 3.13 Computational mesh at reduced-scale for the DES simulation case MT 5. 
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Figure 3.14 Time-averaged volume fraction contours and standard deviations at reduced-
scale for cases MT 2 and MT 5 
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Figure 3.15 Time-averaged velocity magnitude and vectors at reduced-scale for cases MT 
2 and MT 5 
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Figure 3.16 Instantaneous velocity magnitudes at P1 and P2 at reduced-scale for cases 
MT 2 and MT 5 
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Figure 3.17 Computational mesh at reduced-scale for DES simulation case FR 1 
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Figure 3.18 Computational mesh at reduced-scale for DES simulation case FR 2 
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Figure 3.19 Computational mesh at reduced-scale for DES simulation case FR 3 
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Figure 3.20 Computational mesh at reduced-scale for DES simulation case FR 4 
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Figure 3.21 Photos for different flow regimes in the reduced-scale laboratory model 
(NHC 2001) 
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Figure 3.22 Photos for different flow regimes in the reduced-scale laboratory model 
extracted from video clip 
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Figure 3.23 Evolution of the flow rate at the downstream end at reduced-scale for cases 
FR 1 to FR 4 

  



131 
 

 

Figure 3.24 Time-averaged volume fraction contours and iso-surface colored by free 
surface elevation at reduced-scale for case FR 1 
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Figure 3.25 Time-averaged volume fraction contours and iso-surface colored by free 
surface elevation at reduced-scale for case FR 2 
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Figure 3.26 Time-averaged volume fraction contours and iso-surface colored by free 
surface elevation at reduced-scale for case FR 3 
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Figure 3.27 Time-averaged volume fraction contours and iso-surface colored by free 
surface elevation at reduced-scale for case FR 4 
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Figure 3.28 Time-averaged velocity magnitude and iso-surface at reduced-scale for case 
FR 1 
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Figure 3.29 Time-averaged velocity magnitude and iso-surface at reduced-scale for case 
FR 2 
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Figure 3.30 Time-averaged velocity magnitude and iso-surface at reduced-scale for case 
FR 3 
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Figure 3.31 Time-averaged velocity magnitude and iso-surface at reduced-scale for case 
FR 4 
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Figure 3.32 Bathymetry and TDG instrument locations during the TDG field study 
(Wilhelms 1997) 
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Figure 3.33 McNary Dam spillway deflector performance curve (NHC 2001) 

  



141 
 

 

Figure 3.34 Time-averaged turbulent integral length at prototype-scale  
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Figure 3.35 Time-averaged volume fraction contours and standard deviations at 
prototype-scale for cases MTP 1 to MTP 4 
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Figure 3.36 Time-averaged velocity magnitude and vectors at prototype-scale for cases 
MTP 1 to MTP 4 
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Figure 3.37 Computational mesh at prototype-scale for DES case TD 1 

  



145 
 

 

Figure 3.38 Computational mesh at prototype-scale for DES case TD 2 
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Figure 3.39 Computational mesh at prototype-scale for DES case TD 3 
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Figure 3.40 Computational mesh at prototype-scale for DES case TD 4 
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Figure 3.41 Flow patterns in reduced-scale and prototype-scale for cases FR 1 and FRP 1. 
Top to bottom: volume fraction contours, volume fraction iso-surface colored 
by free surface elevation, velocity magnitude contours, velocity magnitude 
iso-surface. 
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Figure 3.42 Flow patterns in reduced-scale and prototype-scale for cases FR 2 and FRP 2. 
Top to bottom: volume fraction contours, volume fraction iso-surface colored 
by free surface elevation, velocity magnitude contours, velocity magnitude 
iso-surface. 
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Figure 3.43 Flow patterns in reduced-scale and prototype-scale for cases FR 3 and FRP 3. 
Top to bottom: volume fraction contours, volume fraction iso-surface colored 
by free surface elevation, velocity magnitude contours, velocity magnitude 
iso-surface. 
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Figure 3.44 Flow patterns in reduced-scale and prototype-scale for cases FR 4 and FRP 4. 
Top to bottom: volume fraction contours, volume fraction iso-surface colored 
by free surface elevation, velocity magnitude contours, velocity magnitude 
iso-surface. 
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Figure 3.45 Time-averaged flow pattern for case TD 1. Top to bottom: volume fraction 
contours, volume fraction iso-surface colored by free surface elevation, 
velocity magnitude contours, velocity magnitude iso-surface. 
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Figure 3.46 Time-averaged flow pattern for case TD 2. Top to bottom: volume fraction 
contours, volume fraction iso-surface colored by free surface elevation, 
velocity magnitude contours, velocity magnitude iso-surface. 
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Figure 3.47 Time-averaged flow pattern for case TD 3. Top to bottom: volume fraction 
contours, volume fraction iso-surface colored by free surface elevation, 
velocity magnitude contours, velocity magnitude iso-surface. 
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Figure 3.48 Time-averaged flow pattern for case TD 3. Top to bottom: volume fraction 
contours, volume fraction iso-surface colored by free surface elevation, 
velocity magnitude contours, velocity magnitude iso-surface. 
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Figure 3.49 Evolution of TDG at the downstream end for prototype-scale cases TD 1 to 
TD 4 

  



157 
 

 

Figure 3.50 Time-averaged gas volume fraction contours for case TD 1 
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Figure 3.51 Time-averaged gas volume fraction contours for case TD 2 
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Figure 3.52 Time-averaged gas volume fraction contours for case TD 3 
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Figure 3.53 Time-averaged gas volume fraction contours for case TD 4 

  



161 
 

 

Figure 3.54 Time-averaged bubble diameter contours for case TD 1 
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Figure 3.55 Time-averaged bubble diameter contours for case TD 2 
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Figure 3.56 Time-averaged bubble diameter contours for case TD 3 
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Figure 3.57 Time-averaged bubble diameter contours for case TD 4 
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Figure 3.58 Time-averaged TDG source contours and iso-surfaces for case TD 1 
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Figure 3.59 Time-averaged TDG source contours and iso-surfaces for case TD 2 
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Figure 3.60 Time-averaged TDG source contours and iso-surfaces for case TD 3 
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Figure 3.61 Time-averaged TDG source contours and iso-surfaces for case TD 4 
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Figure 3.62 Time-averaged TDG contours and iso-surfaces for case TD 1 
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Figure 4.63 Time-averaged TDG contours and iso-surfaces for case TD 2 

  



171 
 

 

Figure 3.64 Time-averaged TDG contours and iso-surfaces for case TD 3 
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Figure 3.65 Time-averaged TDG contours and iso-surfaces for case TD 4 

  



173 
 

 

Figure 3.66 TDG concentration as a function of distance from spillway pier for case TD 
1. Top to bottom: TDG contours on the stilling basin bottom and downstream 
river bed, TDG concentration at different gas volume fraction, TDG 
concentration at different bubble diameters. 
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Figure 3.67 TDG concentration as a function of distance from spillway pier for case TD 
2. Top to bottom: TDG contours on the stilling basin bottom and downstream 
river bed, TDG concentration at different gas volume fraction, TDG 
concentration at different bubble diameters. 
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Figure 3.68 TDG concentration as a function of distance from spillway pier for case TD 
3. Top to bottom: TDG contours on the stilling basin bottom and downstream 
river bed, TDG concentration at different gas volume fraction, TDG 
concentration at different bubble diameters. 
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Figure 3.69 TDG concentration as a function of distance from spillway pier for case TD 
4. Top to bottom: TDG contours on the stilling basin bottom and downstream 
river bed, TDG concentration at different gas volume fraction, TDG 
concentration at different bubble diameters. 
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Figure 3.70 TDG concentration as a function of gas volume fraction (left column) and 
bubble diameters (right column) for simulation cases TD 1 to TD 4 
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Figure 3.71 The stilling basin bottom elevation and downstream bathymetry contours 
(top), and along the center line of the two neighboring spillways (bottom) 
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CHAPTER IV 

SUMMARY, CONCLUSIONS, AND RECOMMENDATIONS 

4.1 Summary 

This thesis documents the development and application of unsteady, three-

dimensional computational fluid dynamics models to simulate the flow pattern and water-

quality parameters within the forebay and tailrace area of a hydropower dam. Current 

numerical models for temperature and TDG prediction are improved and implemented 

into the open-source CFD code OpenFOAM.  

The hydrodynamics and temperature dynamics in the forebay are evaluated by 

solving the incompressible RANS equations with the Boussinesq approximation. A 

realizable k ε−  model that accounts for the production of wind turbulence is developed. 

Solar radiation and convective heat transfer at the free surface are included. Model results 

are compared with field data collected on August 18, 2004 at McNary Dam. Observed 

vertical and lateral temperature distributions are accurately captured.  

A numerical model to predict spillway jet regimes is developed using the VOF 

method coupled with a DES turbulent model. A one-way coupled multi-phase TDG 

model is included. Criterion for the local mesh size of the DES grid has been verified 

based on the integral turbulent length scale. The model accurately simulates the effect of 

spill flowrate and tailrace elevation on the spillway jet regime. The numerical model 

qualitatively agrees with jet regime obtained in a 1:25 scale laboratory model of McNary 

Dam. A simplified model including a small region of the tailrace at prototype scale was 

developed. Predicted TDG concentrations quantitatively agree with field measurements 

in the tailrace of McNary Dam. 
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4.2 Conclusions 

The research presented herein demonstrates the viability of numerically modeling 

the complex hydrodynamic and water-quality parameters found in hydropower flows 

using the open-source CFD code OpenFOAM.  

The application of the developed model to the McNary forebay has led to the 

following observations and conclusions: 

1) The flow pattern in the McNary Dam forebay near the dam is primarily 

determined by the operational configuration of the hydropower facility. An 

unsteady and highly three-dimensional flow field is predicted by the model 

due to the influence of dam structures, reservoir bathymetry, and dynamic 

heat transfer processes. The predicted vertical velocity profile is not uniformly 

distributed.  

2) The temperature dynamics and distribution in the McNary Dam forebay is a 

consequence of both transport from the upstream river and atmospheric heat 

transfer processes. The surface layer of the reservoir is warmed by solar 

radiation and air convection during the day, and chilled after sunset due to the 

long wave radiation and cooler air temperature. The incorporation of the 

wind-induced turbulence improves the temperature prediction near the free 

surface. 

3) The observed temperature lateral gradient is captured by the numerical model. 

Comparison between predicted and measured vertical temperature profiles 

shows satisfactory agreement. The daily temperature variation due to heat 

transfer is reproduced by the model. 

4) This study demonstrates the potential for using the numerical model to assess 

structural and operational alternatives to redirect and reduce the forebay 

temperature, and ultimately alleviate high local temperature impacts on fish. 
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CFD models are developed to study the spillway jet regimes for both reduced and 

prototype scales. Upon validation, the model is used to analyze transport of entrained 

bubbles and TDG distribution under various flow conditions at prototype scale. The 

tailrace model led to the following conclusions: 

1) Spillway jet regime and transport of TDG downstream of a spillway depend 

mainly on large scale phenomenon. DES results are heavily dependent on the 

mesh density; if the mesh is not refined sufficiently, the spillway regime is not 

properly predicted. As the mesh becomes coarser, the large scale eddies are no 

longer resolved and the predicted flow velocity strongly differs from that 

obtained on a more refined grid.  

2) Flow regimes downstream of a spillway can be adequately reproduced by the 

numerical model in model-scale. Spillway flow regimes vary with tailwater 

elevation and spillway flowrate. A plunging flow occurs when the tailrace 

level is low or the spilling flowrate is high. The flow regime alternates from 

plunging flow to skimming flow, undulate jump, and hydraulic jump 

conditions with either increasing tailrace elevation or decreasing flowrate.  

3) The transport of entrained bubbles is significantly affected by the spillway 

flow regimes. Bubbles are transported deep into the stilling basin floor for the 

plunging flow regime, while the skimming flow condition effectively prevents 

bubbles from traveling to depth.  

4) The predicted TDG concentration depends on convective transport, 

dissolution of bubbles, and turbulent mixing. For the same entrained gas 

volume fraction and bubble size, more TDG is produced by the plunging flow 

due to increased dissolution of bubbles at high pressure near the bottom of the 

stilling basin. On the other hand, the skimming flow regime minimizes TDG 

production by concentrating the bubbles near the free surface. This regime 

produces the lowest TDG levels among all flow regimes.  
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5) Both TDG concentration and distribution are strongly affected by the 

entrained gas volume fraction and bubble size. TDG increases with the gas 

volume fraction. Smaller bubbles, with higher interfacial area, travel deeper 

into the stilling basin and produce higher TDG in the tailrace. TDG near the 

bottom also depends on river bathymetry. If bubbles are small enough to fill 

up the lower water column of the river channel, more TDG is produced. 

6) The presented simulation results improve our understanding of bubble 

transport and TDG production under diverse flow conditions. Quantitative 

agreement between predicted and measured TDG concentration at prototype 

scale demonstrates the potential of the model to be used as a predictive 

numerical tool to identify flow regimes and TDG production under various 

operational alternatives or structural options. 

4.3 Recommendations 

The present study provides a framework for using an open-source CFD model to 

simulate large scale complex flows of engineering interest. The author offers the 

following recommendations for enhancing the forebay temperature model: 

1) The present study assumed a constant flow rate and wind velocity during the 

simulated period. The effect of variable flow and wind conditions on the 

temperature distribution can be investigated using the present model.  

2) The present study did not take into consideration wave-affected boundary 

layer effects on temperature. Studies show that turbulent kinetic energy 

dissipation is significantly enhanced below surface waves (Terray et al. 1996). 

The enhancement factor can be estimated as a function of the wave height and 

water depth. The influence of this energetic zone can be incorporated into the 

current model to further improve temperature prediction in the surface layer. 
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3) The numerical model developed in the present study became unstable when 

simulating buoyancy-driven flows with strong buoyancy contributions. More 

research, involving the development of more stable numerical techniques, is 

needed to improve robustness of the present method.  

The limitations of the presented McNary spillway TDG model have been 

extensively discussed in Chapter III. Recommendations for future work regarding this 

model include the following: 

1) The present study employed the VOF method coupled with DES turbulent 

closure to simulate flow patterns downstream of a spillway. Other anisotropic 

turbulence models, such as the Reynolds stress transport models (RSTM) 

implemented in Turan et al. (2007), can also be utilized to investigate the 

influences of turbulent model on predicted flow field. The attenuation of 

normal fluctuations at the free surface can be implemented using VOF based 

interface tracking technique (e.g. Barkhudarov 2004), or implementing a 

Level Set method in OpenFOAM. Computational resource requirements can 

be significantly reduced by this approach.  

2) The numerical TDG model developed in the present study is based on a one 

way coupling approach. The influence of the gas phase on the liquid phase 

might play an important role in predicting spillway jet regime and water 

entrainment observed in the field. More research is required to fully couple 

the hydrodynamic and the multi-phase TDG model.  

3) Preliminary simulations of the spillway jet regime at reduced and prototype 

scales suggest that the regime observed in the laboratory may not accurately 

reproduce the regime at the prototype due to scaling issues. Further 

comparison between flow patterns in the reduced and prototype scales is 

needed. Incorporation of proper flow contraction at the gate or inclusion of the 

forebay is recommended.  



184 
 

4) When computer resources are available and the entire tailrace can be modeled, 

the capability of the model to capture three-dimensional effects present in the 

tailrace needs to be evaluated. Additional validation is needed against flow 

field measurement in the tailrace region before the present model can be used 

as a practical design tool. 
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