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1 Introduction 

This thesis consists of 6 papers, all of them using experimental methods. 

The experimental approach appeals to me, since a good design may allow a 

clear cut identification of the effects under study. In spite of all its advan-

tages, however, the typical experimental study performed in the laboratory 

also has drawbacks due to its stylized setting and often restricted subject 

pool. I believe that enlarging the value of laboratory experiments by under-

standing more about the link from the lab to “real life” is important. I at-

tempt to do this in my research by combining lab and field studies in order 

to allow comparison of the results, by using non-standard samples, or by 

staging experimental studies outside of the lab in a more natural setting. 

The papers included in this thesis range from natural field experiments, 

where the participants did not know that they were participating in a study 

(Dreber, von Essen and Ranehill, 2009), across mixtures of field and lab 

studies (Cárdenas, Dreber, von Essen and Ranehill, 2010), framed field ex-

periments (Johannesson, Östling and Ranehill 2010), and to pure lab ex-

periments (von Essen and Ranehill, 2011; and Dreber, von Essen and Ra-

nehill, 2011).  

The first three studies in this volume investigate gender differences in 

competitiveness across cultures, age groups, and tasks. Competitiveness in 

economics is measured either as a performance increase as a response to a 

competitive setting compared to an individual setting or as self-selection 

into a competitive setting. Typically, an individual setting is staged in such a 

way that participants in a study perform a task, and are paid independently 

of the other participants' performance, for example according to a piece 

rate payment scheme. In a competitive setting, on the other hand, the pay-

ment structure mimics a tournament, where only the best in a randomly se-

lected group is paid a premium. Gender differences in preferences for 

competition are interesting because they have been proposed as one me-
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chanism through which gender differences in the labor market arise. Men 

are typically more competitive and risk seeking than women, and are there-

fore hypothesized to perform better under competitive pay contracts and to 

self-select into highly competitive professions to a larger extent than wo-

men. Occupations with varying pay tend to pay more on average, due to 

compensating wage differentials. The original economic studies that 

brought this hypothesis forward and illustrated the gender gap in competi-

tiveness did so mainly in samples of university students solving math exer-

cises or mazes under time pressure and under different pay schemes 

(Gneezy, Niederle and Rustichini, 2003, Datta Gupta, Poulsen and Villeval, 

2005, Niederle and Vesterlund 2007) .  

The first paper in this volume, “Outrunning the gender gap” came about 

as a critique and extension to this rather stereotypic setting by providing 

variation in the sample, the setting, and the tasks. Previous studies have 

shown that if anywhere, gender differences exist in spatial ability and possi-

bly some areas of mathematics (Voyer, Voyer and Bryden, 1995, Else-

Quest, Shibley Hyde and Linn. 2010). In addition, stereotypes about the 

general capacity of different groups have been shown to influence the per-

formance of the disadvantaged group negatively (Spencer, Steele, & Quinn, 

1999). Hence, male associated areas such as mathematics and spatial ability 

may not be suitable for investigating gender differences in competitive per-

formance and choice. One previous study that looked at competitiveness in 

running in a sample of Israeli children aged 10-11 found that only boys 

reacted to a competitive setting by running faster than they did in an indivi-

dual setting (Gneezy and Rustichini, 2004). We let children aged 8-10 years 

in Sweden, one of the world‟s most gender neutral countries according to 

gender equality indices, compete in running, skipping rope, and dancing du-

ring PE classes. We thus introduced two tasks in an area associated with 

female skills to investigate whether this caused girls to compete relatively 

more. Contrary to previous literature, we did not find any gender diffe-

rences in performance increase under a competitive setting compared to an 

individual in any task. Boys and girls competed equally. 

Encouraged by this result, we moved on with studies number two and 

three, and investigated competitive behavior and risk taking across cultures 

and ages. We examine the impact of culture and gender norms on girls' and 

boys' competitive behavior in chapter two, “Gender differences in competi-
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tiveness and risk taking: comparing children in Colombia and Sweden”, 

where we look at competitiveness in a large sample of children aged 9-12 in 

Sweden and Colombia. Our hypotheses were that gender differences in be-

haviors would be more pronounced in the Colombian sample than in the 

Swedish one. As in the first paper in this volume, this study investigates 

competitive behavior among children during their physical education class 

in skipping rope and running. In addition, it also includes competition in a 

math and a language task during a regular school class as well as a task that 

measures risk behavior. The choice to compete implies a riskier choice than 

the choice not to do so, and controlling for risk is necessary since men and 

boys are often found to be less risk averse than women and girls (Croson 

and Gneezy, 2009). If not controlled for, potential gender differences in 

competitive behavior may simply be due to underlying differences in risk 

preferences. In many ways, the results in this study did not correspond to 

our hypotheses. Colombian boys and girls competed equally in both measu-

rements of competitiveness mentioned above, namely performance and 

choice, and we found mixed results in Sweden. We found an indication that 

girls increase their performance more under tournament incentives, but that 

boys are more likely to select competition when the choice is available. This 

illustrates that gender differences in competitiveness do not generalize easi-

ly across cultures, tasks, and samples.  

The second implication of our first study was that competition may not 

only vary with culture, but also with age. We did not find any gender diffe-

rences among young boys and girls, but would we get the typically gendered 

behavior found in previous studies among Swedish adolescents? If gender 

differences in preferences can explain part of the gender gap in labor mar-

ket outcomes, assessing gender differences before individuals enter the la-

bor market is relevant. Many important decisions that have implications for 

labor market outcomes, such as education choices, are taken during adoles-

cence. For this reason we set out to study gender differences in economic 

preferences among individuals aged 16-18 years in Sweden. Apart from 

studying competitiveness in math and language, we also measured altruism 

and risk taking, thus focusing on the three areas where the most robust 

gender differences in preferences are found in the economic literature. 

They are all potentially important for labor market behavior. Our results 

largely support previous literature. Adolescent girls are more altruistic and 
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risk averse than adolescent boys. In terms of competitiveness, we find no 

gender difference in performance change as a response to competitive set-

tings. We do find, however, that boys more often select a competitive pay-

ment scheme in the math task, but not the language task. Hence gender dif-

ferences in competitive behavior are task dependent in this case. 

Both we and other researchers presented new studies after we began 

these research projects. Now knowing much more about the shape of gen-

der differences in competitiveness across ages, tasks, and cultures, I look 

forward to continuing this strand of research to add to our knowledge re-

garding the determinants of these differences, as well as their implications 

for behavior in real life settings and individual economic outcome. 

The three last papers in this volume are on different themes. Still on the 

theme of competition, paper four deals with one of today‟s major health 

challenges: the trend in increasing BMI and decreasing physical activity ob-

served in Western countries. I study how the introduction of the competi-

tive element in a “step contest” can be used to promote physical activity in 

a large framed field experiment. The use of pedometers has previously been 

found to increase physical activity by itself (Bravata et al. 2007). Participants 

in a step contest not only use a pedometer to record their steps, but register 

the number of steps they walk daily and compete both individually and in 

teams for a symbolic prize. We find that in addition to the base line effect 

of pedometer use found in Bravata et al. (2007), step competitions increase 

the number of steps walked per day by about 1000 steps. Compared to the 

average effect of pedometer use found in previous studies, this represent an 

additional increase in the number of steps walked per day of 40%. This is a 

sizeable additional effect on physical activity. One long term goal of my re-

search is to apply knowledge from behavioral economics to real world pro-

blems. The increasing trend in obesity is one area where I think behavioral 

economics may provide useful insights and it is an area where I would like 

to continue working.   

The next study was the first project I began as a PhD student. When I 

began my PhD, I found myself in what I considered a rather peculiar male 

hierarchy. Having always been interested in the effect of status and hierar-

chy on peoples‟ perception, I decided to do a study on this theme. Status 

has been largely ignored in economics, apart from research on consumer 

patterns (Veblen, 1899, Frank, 2000). In contrast, status is treated in socio-
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logy and psychology as a fundamental framework through which we un-

derstand our social environment and assign entitlements and appropriate-

ness. As such, social status is also likely to influence our decisions in eco-

nomic interactions. A few previous economic studies indicated that high 

status individuals made more money in economic experiments (Ball and 

Eckel, 1996 and 1998, Ball et al., 2001, and Glaser et al., 2000). Interestin-

gly, the driving factor in these studies did not seem to be high status indivi-

duals behaving differently, but rather that low status individuals differentia-

ted between high and low status individuals by proposing better deals, or by 

acting more trustworthily towards high status opponents than low status 

opponents. Participation in these studies was not anonymous, however, and 

the experimental design thus did not exclude strategic concerns in relation 

to future interaction. These studies also all pertained to the domain of gi-

ving. I was interested in whether high social status also “buys you a larger 

action span”, that is if high status individuals are less likely to be punished 

for the same actions as low status individuals. Social hierarchy is inherently 

linked to punishment. You may perhaps avoid being generous to your su-

perior, but you would not punish him or her. We therefore introduced so-

cial status in a dictator game with third party punishment. Social status was 

inconspicuously implemented by adding the names of the dictator on the 

third party's decision sheet. The participants in the dictator game never 

knew the name of the third party. Half of the third parties then faced a 

noble dictator, and half faced a common dictator. We find that only men 

react to social status, and mainly in male to male interactions. Male third 

parties punish common males almost twice as much as noble males. This 

result suggests that social status has important implications for men‟s deci-

sions to use economic punishment, and that this holds true in situations 

where reputation or strategic concerns have no importance. Though the 

results from this study should be interpreted with caution due to the small 

sample size, I think our finding is an interesting indication for future stu-

dies.  

The last chapter in this volume touches on a slightly different subject 

than the other chapters. Research in sociology and development psychology 

suggests that pubertal timing is correlated with educational outcomes. In 

particular, some studies show that girls that mature early have, on average, 

lower grades (Simmons and Blyth 1987, Semon Dubas et al. 1991, Cava-
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naugh et al. 2007), lower academic goals (Graber et al. 1997), and a higher 

probability of dropping out of school early (Cavanaugh et al. 2007). We use 

a survey of Swedish adolescents aged 15-16 years to investigate some of the 

potential mechanisms through which this effect may be mediated. In parti-

cular, we measure attitudes to risk, time preferences, and priorities of 

school versus friends. Some of the most salient characteristics of adoles-

cence include an increase in the importance attached to peer relations and 

an increase in behaviors with inherently risky and impulsive elements, such 

as drinking, smoking, and having unprotected sex (Arnett 1999, Steinberg 

2010, Boyer 2006). These behaviors have previously also been linked to low 

academic achievement among adolescents. We find that girls that mature 

early have lower grades as well as lower educational aspirations. However, 

we do not find any evidence that risk attitudes, time preferences or changes 

in priorities regarding school versus friends mediate the relation between 

puberty and educational outcome. There is no correlation between the po-

tential mediating factors and pubertal development in our data. Future stu-

dies should attempt to further investigate the mechanisms behind the corre-

lation between pubertal timing and educational outcomes, preferably in a 

large longitudinal sample.   
  

 

18 

naugh et al. 2007), lower academic goals (Graber et al. 1997), and a higher 

probability of dropping out of school early (Cavanaugh et al. 2007). We use 

a survey of Swedish adolescents aged 15-16 years to investigate some of the 

potential mechanisms through which this effect may be mediated. In parti-

cular, we measure attitudes to risk, time preferences, and priorities of 

school versus friends. Some of the most salient characteristics of adoles-

cence include an increase in the importance attached to peer relations and 

an increase in behaviors with inherently risky and impulsive elements, such 

as drinking, smoking, and having unprotected sex (Arnett 1999, Steinberg 

2010, Boyer 2006). These behaviors have previously also been linked to low 

academic achievement among adolescents. We find that girls that mature 

early have lower grades as well as lower educational aspirations. However, 

we do not find any evidence that risk attitudes, time preferences or changes 

in priorities regarding school versus friends mediate the relation between 

puberty and educational outcome. There is no correlation between the po-

tential mediating factors and pubertal development in our data. Future stu-

dies should attempt to further investigate the mechanisms behind the corre-

lation between pubertal timing and educational outcomes, preferably in a 

large longitudinal sample.   
  



 

19 

1.1 References 

 
Arnett J., 1999, “Adolescent storm and stress, reconsidered”, American Psy-
chologist, 54:317–26. 
  
Ball S., Eckel C., 1996, "Buying status: experimental evidence on status in 
negotiation", Psychology and Marketing, 13, 381-405. 

 
Ball S. Eckel C., 1998, "Stars upon thars", Working Paper. The University 
of Texas at Dallas. 

 
Ball S., Eckel C., Grossman P. Zame W., 2001, "Status in markets", The 
Quarterly Journal of Economics, 116:1, 161-188. 

 
Boyer T., 2006, “The development of risk-taking: a multi-perspective view” 
Developmental Review, 26: 291–345. 
 
Bravata D.M., Smith-Spangler C., Sundaram V., Gienger A. L., Lin N., 
Lewis R., Stave C. D., Olkin I., Sirard J. R., 2007, “Using pedometers to in-
crease physical activity and improve health”, Journal of the American Medical 
Association 298, 2296–2304. 

 
Cárdenas J.C., Dreber A., von Essen E., Ranehill E., ”Gender differences in 
competitiveness and risk taking: comparing children in Colombia and Swe-
den”, Forthcoming in Journal of Economic Behavior and Organization. 

 
Cavanagh S., Riegle-Crumb C., Crosnoe R., 2007, “Puberty and the educa-
tion of girls” Social Psychology Quarterly, 70:2, 186-198. 

 
Croson R., Gneezy U., 2009, “Gender differences in preferences.” Journal of 
Economic Literature, 47(2): 1-27. 

 
Datta Gupta, N., Poulsen, A., Villeval, M.C., 2005, ”Male and female com-
petitive behavior – experimental evidence”. IZA Discussion Paper, No. 
1833. 

 

 

19 

1.1 References 

 
Arnett J., 1999, “Adolescent storm and stress, reconsidered”, American Psy-
chologist, 54:317–26. 
  
Ball S., Eckel C., 1996, "Buying status: experimental evidence on status in 
negotiation", Psychology and Marketing, 13, 381-405. 

 
Ball S. Eckel C., 1998, "Stars upon thars", Working Paper. The University 
of Texas at Dallas. 

 
Ball S., Eckel C., Grossman P. Zame W., 2001, "Status in markets", The 
Quarterly Journal of Economics, 116:1, 161-188. 

 
Boyer T., 2006, “The development of risk-taking: a multi-perspective view” 
Developmental Review, 26: 291–345. 
 
Bravata D.M., Smith-Spangler C., Sundaram V., Gienger A. L., Lin N., 
Lewis R., Stave C. D., Olkin I., Sirard J. R., 2007, “Using pedometers to in-
crease physical activity and improve health”, Journal of the American Medical 
Association 298, 2296–2304. 

 
Cárdenas J.C., Dreber A., von Essen E., Ranehill E., ”Gender differences in 
competitiveness and risk taking: comparing children in Colombia and Swe-
den”, Forthcoming in Journal of Economic Behavior and Organization. 

 
Cavanagh S., Riegle-Crumb C., Crosnoe R., 2007, “Puberty and the educa-
tion of girls” Social Psychology Quarterly, 70:2, 186-198. 

 
Croson R., Gneezy U., 2009, “Gender differences in preferences.” Journal of 
Economic Literature, 47(2): 1-27. 

 
Datta Gupta, N., Poulsen, A., Villeval, M.C., 2005, ”Male and female com-
petitive behavior – experimental evidence”. IZA Discussion Paper, No. 
1833. 

 



 

20 

Dreber, A., von Essen, E., Ranehill, E., “Outrunning the gender gap: boys 
and girls compete equally”, Forthcoming Experimental Economics. 

 
Dreber, A., von Essen, E., Ranehill, E., 2011, “In bloom: gender differ-
ences in preferences among adolescents", Working Paper Series in Eco-
nomics and Finance 734, Stockholm School of Economics.  

 
Else-Quest, N.M., Shibley Hyde, J., Linn, M.C., 2010, “Cross-national pat-
terns of gender differences in mathematics: a meta-analysis.” Psychological 
Bulletin, 136 (1): 103-127. 

 
Von Essen, E., Ranehill E., 2011, “Status and submission: social status bi-
ases economic sanctions”, Working Paper Series in Economics and Finance 
732, Stockholm School of Economics. 

 
Frank, R., 2000, Luxury Fever: Money and Happiness in an Era of Excess, Prince-
ton: Princeton University Press 2000. 

 
Glaeser, E. L., Laibson, D. I., Scheinkman, J. A. and Soutter, C. L., 2000. 
“Measuring trust”. Quarterly Journal of Economics, 115, 811-846. 

 
Gneezy, U., Niederle, M., Rustichini, A., 2003, “Performance in competi-
tive environments: gender differences.” Quarterly Journal of Economics, 118(3): 
1049-1074. 

 
Gneezy, U., Rustichini, A., 2004, “Gender and competition at a young age.” 
American Economic Review. 94(2): 377-381. 

 
Graber, J. A., Lewinsohn, P. M., Seeley J. R., Brooks-Gunn, J., 1997, “Is 
psychopathology associated with the timing of pubertal development? Jour-
nal of the American Academy of Child and Adolescent Psychiatry 36 (12) 

 
Johannesson, M., Östling, R., Ranehill, E., 2010, “The effect of competition 
on physical activity: a randomized trial”, The B.E. Journal of Economic Analysis 
& Policy: Vol. 10 : Iss. 1 (Topics), Article 91.  

 

 

20 

Dreber, A., von Essen, E., Ranehill, E., “Outrunning the gender gap: boys 
and girls compete equally”, Forthcoming Experimental Economics. 

 
Dreber, A., von Essen, E., Ranehill, E., 2011, “In bloom: gender differ-
ences in preferences among adolescents", Working Paper Series in Eco-
nomics and Finance 734, Stockholm School of Economics.  

 
Else-Quest, N.M., Shibley Hyde, J., Linn, M.C., 2010, “Cross-national pat-
terns of gender differences in mathematics: a meta-analysis.” Psychological 
Bulletin, 136 (1): 103-127. 

 
Von Essen, E., Ranehill E., 2011, “Status and submission: social status bi-
ases economic sanctions”, Working Paper Series in Economics and Finance 
732, Stockholm School of Economics. 

 
Frank, R., 2000, Luxury Fever: Money and Happiness in an Era of Excess, Prince-
ton: Princeton University Press 2000. 

 
Glaeser, E. L., Laibson, D. I., Scheinkman, J. A. and Soutter, C. L., 2000. 
“Measuring trust”. Quarterly Journal of Economics, 115, 811-846. 

 
Gneezy, U., Niederle, M., Rustichini, A., 2003, “Performance in competi-
tive environments: gender differences.” Quarterly Journal of Economics, 118(3): 
1049-1074. 

 
Gneezy, U., Rustichini, A., 2004, “Gender and competition at a young age.” 
American Economic Review. 94(2): 377-381. 

 
Graber, J. A., Lewinsohn, P. M., Seeley J. R., Brooks-Gunn, J., 1997, “Is 
psychopathology associated with the timing of pubertal development? Jour-
nal of the American Academy of Child and Adolescent Psychiatry 36 (12) 

 
Johannesson, M., Östling, R., Ranehill, E., 2010, “The effect of competition 
on physical activity: a randomized trial”, The B.E. Journal of Economic Analysis 
& Policy: Vol. 10 : Iss. 1 (Topics), Article 91.  

 



 

21 

Niederle, M. Vesterlund, L., 2007, “Do women shy away from competi-
tion? Do men compete too much?.” Quarterly Journal of Economics, 122, 
1057–1101. 

 
Semon Dubas, J., Graber, J. A., Petersen, A.C., 1991, “The Effects of Pu-
bertal Development on Achievement during Adolescence”, American Journal 
of Education, 99(4): 444-460. 

 
Simmons R. G., and D. A. Blyth (1987). Moving into adolescence. Hawthorne, 
N.Y.: Aldine De Gruyter. 

 
Spencer, S. J., Steele, C. M., & Quinn, D. M. (1999). “Stereotype threat and 
women‟s math performance.” Journal of Experimental Social Psychology, 35, 4–
28. 

 
Steinberg, Laurence. 2010. “Commentary: a behavioral scientist  looks at 
the science of sdolescent brain development.” Brain Cognition, 72(1): 160-
164.  

 
Veblen, T., 1899, Theory of the Leisure Class: An Economic Study in the Evolution 
of Institutions. New York: Macmillan.  

 
Voyer, D., Voyer, S., Bryden, P.M., 1995, “Magnitude of sex differences in 
spatial abilities: a meta-analysis and consideration of critical variables.” Psy-
chological Bulletin, 117(2):250-270. 

 

21 

Niederle, M. Vesterlund, L., 2007, “Do women shy away from competi-
tion? Do men compete too much?.” Quarterly Journal of Economics, 122, 
1057–1101. 

 
Semon Dubas, J., Graber, J. A., Petersen, A.C., 1991, “The Effects of Pu-
bertal Development on Achievement during Adolescence”, American Journal 
of Education, 99(4): 444-460. 

 
Simmons R. G., and D. A. Blyth (1987). Moving into adolescence. Hawthorne, 
N.Y.: Aldine De Gruyter. 

 
Spencer, S. J., Steele, C. M., & Quinn, D. M. (1999). “Stereotype threat and 
women‟s math performance.” Journal of Experimental Social Psychology, 35, 4–
28. 

 
Steinberg, Laurence. 2010. “Commentary: a behavioral scientist  looks at 
the science of sdolescent brain development.” Brain Cognition, 72(1): 160-
164.  

 
Veblen, T., 1899, Theory of the Leisure Class: An Economic Study in the Evolution 
of Institutions. New York: Macmillan.  

 
Voyer, D., Voyer, S., Bryden, P.M., 1995, “Magnitude of sex differences in 
spatial abilities: a meta-analysis and consideration of critical variables.” Psy-
chological Bulletin, 117(2):250-270. 



 

22 

 

 

22 

 



 

23 

2 Outrunning the Gender Gap – 
Boys and Girls Compete Equally 

By: Anna Dreber, Emma von Essen, and Eva Ranehill  

                                                      
 
We are grateful for comments from Johan Almenberg, Anne Boschini, Hannah 
Riley Bowles, Armin Falk, Uri Gneezy, Moshe Hoffman, Magnus Johannesson, 
Astri Muren, Paul Nystedt, Mats Persson, David G. Rand and seminar participants 
at the Gender in Negotiation and Decision Making Seminar at Harvard Kennedy 
School, Harvard Business School, Harvard University, Ratio Institute, Santa Fe In-
stitute, Stockholm School of Economics, Stockholm University, the 3rd Nordic 
Conference on Behavioral and Experimental Economics, University of Bonn and 
University of Zürich. Financial support from the Jan Wallander and Tom Hedelius 
Foundation (A.D., E.R.) and the Carl Silfvén Foundation (E.R) is gratefully ac-
knowledged, as well as financial support from the Swedish Council for Working 
Life and Social Research (FAS). 

 

23 

2 Outrunning the Gender Gap – 
Boys and Girls Compete Equally 

By: Anna Dreber, Emma von Essen, and Eva Ranehill  

                                                      
 
We are grateful for comments from Johan Almenberg, Anne Boschini, Hannah 
Riley Bowles, Armin Falk, Uri Gneezy, Moshe Hoffman, Magnus Johannesson, 
Astri Muren, Paul Nystedt, Mats Persson, David G. Rand and seminar participants 
at the Gender in Negotiation and Decision Making Seminar at Harvard Kennedy 
School, Harvard Business School, Harvard University, Ratio Institute, Santa Fe In-
stitute, Stockholm School of Economics, Stockholm University, the 3rd Nordic 
Conference on Behavioral and Experimental Economics, University of Bonn and 
University of Zürich. Financial support from the Jan Wallander and Tom Hedelius 
Foundation (A.D., E.R.) and the Carl Silfvén Foundation (E.R) is gratefully ac-
knowledged, as well as financial support from the Swedish Council for Working 
Life and Social Research (FAS). 



 

24 

 

ABSTRACT: Recent studies find that women are less competitive than men. This 

gender difference in competitiveness has been suggested as one possible explana-

tion for why men occupy the majority of top positions in many sectors. In this 

study we explore competitiveness in children, with the premise that both culture 

and gendered stereotypes regarding the task at hand may influence competitive be-

havior. A related field experiment on Israeli children shows that only boys react to 

competition by running faster when competing in a race. We here test if there is a 

gender gap in running among 7-10 year old Swedish children. We also introduce 

two female sports, skipping rope and dancing, to see if competitiveness is task de-

pendent. We find no gender difference in reaction to competition in any task; boys 

and girls compete equally. Studies in different environments with different types of 

tasks are thus important in order to make generalizable claims about gender differ-

ences in competitiveness.  

2.1 Introduction 

Men occupy the majority of top positions in most societies, both in the pri-

vate and in the public sector. The proposed reasons for this remain highly 

controversial within academia as well as politics (Ceci and Williams 2006). 

Today, women in many countries are at least as likely as men to pursue 

higher education, and female labor force participation has risen to levels 

similar to that of men. Meanwhile, a number of recent studies show that 

women compete less than men. Competitiveness is typically measured as 

either a preference for competition, such as self-selecting into a tournament 

instead of a piece-rate payment scheme, or by the performance response as 

a reaction to a competitive setting compared to a non-competitive setting. 

Many studies find that only males perform better under competition 

(Gneezy et al. 2003, Gneezy and Rustichini 2004a). It has also been shown 

that women tend to prefer the non-competitive setting even when there is 

no gender gap in performance in the competitive setting and that men 

compete more than what is optimal for them while women compete less 

(Niederle and Vesterlund 2007). Some studies find that competitiveness 

depends on the gender of the opponent(s) (Gneezy et al. 2003, Gneezy and 

Rustichini 2004a, Datta Gupta et al. 2005, Price 2008) whereas some find 

that women‟s competitiveness depend on the institutional framework (e.g., 

Niederle and Yestrumskas 2008, Niederle et al. 2009, Balafoutas and Sutter 
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2010). These gender differences have been suggested as a possible explana-

tion for the gender gap in the labor market. The policy implications of a 

gender gap in competitiveness depend on the causes of the gap. Whether 

these gender differences are innate or acquired later in life remains un-

known. Children therefore provide an interesting subject pool for the study 

of this distinction.  

In this paper, we explore whether there are gender differences in compe-

titiveness among children. Two previous studies also investigate this. Booth 

and Nolen (2009) look at willingness to compete in solving mazes among 

adolescent boys and girls from single sex schools and from mixed schools. 

Boys compete equally in both schools and more than girls do, whereas girls 

in single sex schools compete more than girls from mixed schools. In a 

field experiment looking at 9-10 year old Israeli children, Gneezy and Rus-

tichini (2004a) find that boys, but not girls, respond to competition by run-

ning faster against another child than when running alone. Moreover, they 

find that the gender of the opponent matters only for girls, who compete 

less when running against another girl.  

In this study we run a field experiment on 7-10 year old children in Swe-

den. The design is inspired by that of Gneezy and Rustichini (2004a), where 

the children compete in running. In addition, in our study the children also 

compete in skipping rope and dancing. The running task is included in or-

der to have a comparison to previous work, while varying country (Israel vs 

Sweden), even though some parameters differ between the two studies. The 

other two tasks are included to study whether there are male and female 

areas of competition. If tasks are gendered, it is possible that this leads to 

gender differences in both motivation for, and payoffs from, competing. 

Most competitiveness studies build on tasks such as solving mazes and per-

forming simple arithmetic, which are generally considered as male tasks. 

Several studies show that women perform worse on standardized tests 

when they are reminded of negative stereotypes about female math ability 

(Inzlicht and Ben-Zeev 2003, O‟Brien and Crandall 2003, Shih et al. 1999, 

Steele 1997).
1
 This kind of stereotype threat has been suggested as one rea-

                                                      

 
1 Interestingly when women are told that there are no differences between men and women 

in abstract math tests, women perform as well as men (Spencer et al. 1999). 
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and Nolen (2009) look at willingness to compete in solving mazes among 

adolescent boys and girls from single sex schools and from mixed schools. 

Boys compete equally in both schools and more than girls do, whereas girls 

in single sex schools compete more than girls from mixed schools. In a 

field experiment looking at 9-10 year old Israeli children, Gneezy and Rus-

tichini (2004a) find that boys, but not girls, respond to competition by run-

ning faster against another child than when running alone. Moreover, they 

find that the gender of the opponent matters only for girls, who compete 

less when running against another girl.  
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den. The design is inspired by that of Gneezy and Rustichini (2004a), where 

the children compete in running. In addition, in our study the children also 

compete in skipping rope and dancing. The running task is included in or-

der to have a comparison to previous work, while varying country (Israel vs 

Sweden), even though some parameters differ between the two studies. The 

other two tasks are included to study whether there are male and female 

areas of competition. If tasks are gendered, it is possible that this leads to 

gender differences in both motivation for, and payoffs from, competing. 

Most competitiveness studies build on tasks such as solving mazes and per-

forming simple arithmetic, which are generally considered as male tasks. 

Several studies show that women perform worse on standardized tests 

when they are reminded of negative stereotypes about female math ability 

(Inzlicht and Ben-Zeev 2003, O‟Brien and Crandall 2003, Shih et al. 1999, 

Steele 1997).
1
 This kind of stereotype threat has been suggested as one rea-

                                                      

 
1 Interestingly when women are told that there are no differences between men and women 

in abstract math tests, women perform as well as men (Spencer et al. 1999). 
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son why women in mixed gender groups compete less than men in some of 

the tasks previously studied in this literature (Gneezy et al. 2003). There is 

mixed evidence on the role of the task on the gender gap in competitive-

ness. Günther et al. (2009) and Grosse and Reiner (2010) find a gender dif-

ference in performance change in a math task but not in a word task, whe-

reas Wozniak et al (2010), using a maze task and the same word task, find 

no difference in the gender gap between the two tasks.
2
 Thus, to explore 

competitiveness more generally than what has previously been done, in par-

ticular on children, we also look at what we consider more female tasks. 

Since our experiment is conducted with children, our inspiration comes 

from tasks that children perform. The tasks were chosen in agreement with 

the teachers.  

Competitiveness is measured in the same way for all three tasks. First the 

children perform the task individually. Their performance is measured and 

they are then matched together in pairs of two depending on their result. 

Thereafter the children perform the task a second time in these matched 

pairs. Competitiveness is measured as the difference in performance bet-

ween the individual and matched performance, and is thus considered as 

the reaction to competition. We have a control group of children who per-

form the task alone a second time, as in Gneezy and Rustichini (2004a). 

This allows us to control for unobservable factors that could cause diffe-

rences in the outcome, such as, e.g., one gender getting tired faster than the 

other. 

Given previous literature, we hypothesize that if there is a gender gap in 

running, boys will compete more than girls. We also hypothesize that if 

there is a gender gap in the female tasks it will be the opposite since, if any-

thing, these tasks have positive stereotypes regarding female ability.  

We find no evidence in support of our hypotheses. We find no gender 

differences in competitiveness among children in Sweden in any of the 

three tasks. Boys and girls increase their performance equally in the compe-

titive setting for running and skipping rope, and there is no difference bet-

ween the average increases. Regarding the dancing task, both boys and girls 

                                                      

 
2 Wozniak et al. (2010) find no gender gap in performance change but find that men are 

more likely to self-select into competitions. 
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decrease their performance when competing, and this decrease in perfor-

mance is not significantly different between the two genders. Our results 

also indicate that the gender of the opponent does not alter performance of 

either gender in any of the three tasks. Moreover, the findings from the 

control group indicate that our results are not driven by gender differences 

in factors such as tiredness. 

This contradiction to earlier results by Gneezy and Rustichini (2004a) 

may be explained by context, such as culture. It has previously been shown 

that cultural factors such as gender norms may influence competitive beha-

vior. Gneezy et al. (2009) compare a matrilineal society in India with a pa-

triarchal society in Tanzania and find that women prefer the competitive 

setting more than men in the matrilineal society, whereas the inverse is 

found in the patriarchal society.
3
 Our results suggest that cultural factors 

matter also among Western countries. Even though we cannot directly test 

this, we speculate that the difference between our results and those of 

Gneezy and Rustichini (2004a) may be due to differences in gender norms. 

Even though Sweden and Israel are both Western societies with high fe-

male labor force participation, Sweden usually performs higher on gender 

equality indices.
4
  

Our paper is organized as follows. In section 2, we describe the experi-

mental design of our field study. In section 3, we present our results. We 

conclude in section 4, where we also discuss the possible explanations for 

our findings as well as promising directions for future research. 

2.2 Experimental design 

The field experiment was conducted in 11 primary school classes in the 

Stockholm area during 2008 and 2009. We contacted all primary schools in 

                                                      

 
3 The task at hand is the toss of a tennis ball into a bucket. Gneezy et al. (2009) are unaware 

of any resemblance between this task and some popular task in the cultures that are being 

studied, thus it is unlikely that the specific task had a certain gendered stereotype. In general, 

however, throwing objects could be considered more male in many cultures since men have 

typically been the hunters (e.g., men hunt through spear throwing).  
4 The Global Gender Gap Report 2009 lists Sweden as number four in the world in terms of 

gender equality. Israel ranks 45th out of 134 countries.  
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Stockholm with a letter explaining that we intended to study competitive-

ness among children. There was no mentioning of the gender dimension. 

All tasks were performed during physical education classes and the experi-

ment was overseen by the teacher. The children, aged 7-10 years old, did 

not realize that they were participating in an experiment (as in Gneezy and 

Rustichini 2004a). The teachers did not mention the study to the children, 

and the tasks are standard in Swedish physical education classes. On two or 

three different occasions, the children competed in running, skipping rope 

and modern dance. These three tasks were carefully chosen. Running has 

previously been explored in Gneezy and Rustichini (2004a) and is part of 

physical education in Sweden. Skipping rope is a task that girls perform 

during school breaks throughout the world, including Sweden. Dancing is 

often considered female (Henschel-Pellet 2001), and during the Swedish 

school year it typically takes up one physical education class. The running 

task was administered by the teachers on a separate occasion (as in Gneezy 

and Rustichini 2004a), whereas the skipping rope was instructed and ad-

ministered by the experimenters as an exercise complementary to the danc-

ing, thus the experimenters were present at the occasion the dance competi-

tion. The dancing task was designed, instructed and scored by a profes-

sional dance teacher on one or two occasions depending on the length of 

the class. To avoid that teachers treated boys and girls differently in order 

to affect the results of the study, all teachers, including the dance teacher, 

were unaware of the gender dimension of the study. The children were 

given 40 minutes to practice the dancing task together with the whole class 

and the dance teacher, and 5 minutes to practice the skipping rope task 

prior to the start of the experiment. 

In running, performance is measured by how fast the children ran 60 

meters, the distance normally used for short distance running in Swedish 

schools. Note that this distance differs from what Gneezy and Rustichini 

(2004a) used, 40 meters. In skipping rope (where two individuals turn the 

rope while one child jumps), performance was measured as the number of 

jumps performed until the children missed. In dancing, the dance teacher 

scored the children based on how they performed compared to the set goal 

of the dance choreography. The dance choreography included ten distinct 
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exercises and the children were awarded one point for each of these ten 

movements that they performed correctly.
5
  

Each task consisted of two stages. At the first stage, the children per-

formed the task by themselves and individual performance was measured. 

The teachers were aware of the setup of the study, whereas the children 

were unaware of the existence of a second stage when performing the task 

in the first stage in all three tasks.
6
 At the second stage, the children per-

formed the task in competition with another child. Matching started with 

the two children that had the best performance in the first stage in each 

task, and then continued down the list. If more than two children obtained 

the same result in the first stage, matching was done randomly (as in Gnee-

zy and Rustichini 2004a).
7
 In the case of dancing, both the individual per-

formance and the competition occurred in a separate room where only the 

one or two children dancing and dance teacher were present. In all three 

tasks, the children knew that their competitor had achieved a similar score 

at the first stage. The dance teacher presented the tasks as competitive acti-

vities. The dance competition was presented as a “battle”, somewhat in the 

spirit of a popular TV show
.8 

In the skipping rope task, two ropes were put 

                                                      

 
5 The dancing task consisted of a one minute long modern dance phrase. The choreography 

of the phrase was focusing on strength, coordination and balance rather than “feminine 

grace”, in order to minimize subjectivity in the evaluation of dance. Since the dance teacher 

was not aware of the purpose of the study, any potential subjectivity is likely to be orthogo-

nal to the gender of the child evaluated. The children were aware of how the task was 

scored. 
6 The teachers were aware of the two stages of each task, but did not inform the children 

about this. The experimenters gave oral instructions to the children about the setup of the 

study at the relevant stages. 
7 When an unequal number of children performed equally well, they were randomly paired. 

The remaining child was matched with the child with the next best result. If more than one 

child had the next best result, the remaining child with the higher score from the first match-

ing was randomly matched with one of these children. During the competitive part of the 

experiment, the competing pairs participated in random order.  
8 The TV show “So you think you can dance” was aired on Swedish television before and 

during the time the study was performed. It has been pointed out to us that dancing is often 
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next to each other. The children were instructed to start jumping at the 

same time and were told that the winner was the child who performed the 

greatest number of jumps. All rules were explained by the dance teacher 

and the experimenters and no compensation was awarded apart from the 

intrinsic motivation that comes from winning, as in Gneezy and Rustichini 

(2004a). Our measure of competitiveness is the change in performance 

between the first and the second stage of the tasks. 

2.3 Results 

We test whether there is a gender gap in competitiveness among children in 

Sweden and whether the nature of the task affects the size and direction of 

the gender gap. We start by looking at gender differences in competitive 

behavior. Thereafter we address the effect of the gender composition in the 

competitive setting. We also present a robustness check and a survey on 

how boyish/girlish children perceive the explored tasks to be. For all tests 

in the analysis, we have performed a Mann-Whitney test, a two-sided t-test 

and used bootstrap techniques. Throughout the analysis we present only 

the p-value for the Mann-Whitney test.
9
  

2.3.1 No significant gender differences in competitive behavior 

In our study, 149 children participated in running, 143 in skipping rope, and 

146 in dancing. The gender distribution in the three sports was 68 boys and 

81 girls in running, 67 boys and 76 girls in skipping rope and 64 boys and 

82 girls in dancing.
10

 Consistent with sex-stereotypic expectations, we find 

                                                                                                                       

 
a cooperative or communal activity. We assume that the competitive element of the TV 

show decreased the cooperative or communal aspects of the dancing task. 
9 We present the Mann-Whitney test since none of our variables are normally distributed 

when using a skewness and kurtosis test. When there is a difference between the parametric 

and non parametric tests in terms of significance we also report the p-values for the t-test 

and the bootstrap-based critical values. We have also compared whether the distributions for 

each reported variable differ between men and women using a Kolmogorov-Smirnov test. 

The results are the same as those reported for mean values. 
10 Two subjects, one boy and one girl, were dropped from the sample due to physical dis-

abilities. The differences in number of children between activities are due to the fact that we 

had different number of occasions depending on the structure of the physical education 
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that in the individual setting (stage 1) boys ran on average faster than girls 

(unlike in Gneezy and Rustichini 2004a), and girls skipped rope better 

compared to boys. In running and skipping rope, the p-value for a signifi-

cant gender difference is 0.008, with boys performing better in the former 

ask and girls in the latter. In dancing, the non parametric test gives a p-

value of 0.0478, whereas the difference is not significant with a t-test or a 

bootstratpped test.
11

 When it comes to competitiveness, table 1 below 

shows that in all three tasks, and for both genders, average performance in 

the competitive setting differs significantly from average performance in 

the non-competitive setting, (p<0.01).
 
Both genders improve their per-

formance significantly in running and skipping rope in the competitive set-

ting, but perform worse in dancing.
12

 

Table 1: Average performance in stage 1 and in stage 2. Signrank (SR) test p-
values of performance change for girls and boys separately. 

  Running SR Skipping  SR Dancing SR 

  Stage 

1 

Stage 

2 

p-

value 

Stage 

1 

Stage 

2 

p-

value 

Stage 

1 

Stage 

2 

p-

value 

Girls 11.92 11.66 0.000 49.01 69.37 0.000 5.87 5.13 0.001 

Boys 11.55 11.42 0.002 32.48 45.12 0.000 5.27  4.48 0.001 

 

Figures 1-3 below show the distribution of the performance change in 

the different tasks. The three histograms show that there are no significant 

                                                                                                                       

 
classes in the different schools. There is no significant difference in performance change 

between school classes that had one occasion or school classes that had more occasions 

(ranksum: p=0.53).  
11 When we perform the tests on the inner quartile range (IQR, the distribution between the 
25th and 75th percentile) the Mann-Whitney test is also insignificant. 
12 The other tests are not significant when it comes to the performance change of boys in 
running. However, when performing the tests on the IQR, all three tests are significant. 
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gender differences in any of the three tasks (running: p=0.47, skipping 
rope: p=0.24, dancing: p=0.85).13  

 

 
Figure 1. Distribution of change in running time (stage 2 - stage 1), by 
gender.  

                                                      
 
13 To further investigate a possible gender difference in performance change we also per-
formed quantile regressions for each task, controlling for gender of opponent (performed 
for quantile 0.1-1.0). Gender has an effect only in the top 10% of the performance change 
distribution in running and skipping rope. In this part of the distribution the performance 
change of boys is larger than girls in running and the opposite for skipping rope. There are 
however very few observations in the top 10% for each task. These results are therefore 
mere indications. 
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Figure 2. Distribution of change in jumps (stage 2 – stage 1), by gender.  

 
Figure 3. Distribution of change in dance scores (stage 2 – stage 1), by 
gender. 

The pattern of gender similarities are displayed in an aggregated manner 
in figures 4-6 below. These plots show the average change in performance 
by each gender. In running, girls improve on average 0.26 seconds, or about 
2.1%. This can be compared to the average decrease in running time of 
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Figure 3. Distribution of change in dance scores (stage 2 – stage 1), by 
gender. 

The pattern of gender similarities are displayed in an aggregated manner 
in figures 4-6 below. These plots show the average change in performance 
by each gender. In running, girls improve on average 0.26 seconds, or about 
2.1%. This can be compared to the average decrease in running time of 
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0.13 seconds, or 1.1%, for boys.14 The corresponding numbers for skipping 
rope is an increase of 20 versus 13 jumps, implying an improvement of 
42% and 39% respectively. On average, girls’ dance performance deterio-
rates by 0.73 points (13%) on average and boys’ by 0.78 points (15%). As 
stated above, the difference in average change in performance between 
boys and girls is not statistically significant in any of the three cases.15  
These results also hold within all age groups in our sample.16  

 
Figure 4. Average change in time (stage 2 – stage 1), by gender. 78 girls and 
71 boys. 

                                                      
 
14 For all three tasks, we conducted the same analysis with relative performance, where rela-
tive performance was defined as ((stage2-stage1)/stage1). This did not change any of our 
results. Our findings further remain stable when excluding outliers. An outlier is defined as 
an observation that lie more than two standard deviations away from the sample mean.  
15 A sample size analysis indicates that 1411, 965 and 38407 observations would be needed 
to obtain a significant result for the performance change in running, jumping and dancing 
respectively. The basis for the power calculation is a significance level of 5% and a power of 
80%.  
16 In particular, when we restrict the running analysis to the same age group as studied in 
Gneezy and Rustichini (2004a), the gender gap among these 114 children aged 9-10 years 
old is still insignificant (p=0.47). 
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Figure 5: Average change in jumps (stage 2 – stage 1), by gender. 74 girls 
and 69 boys. 

 
Figure 6. Average change in dance scores (stage 2 – stage 1), by gender. 82 
girls and 64 boys. 
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Figure 6. Average change in dance scores (stage 2 – stage 1), by gender. 82 
girls and 64 boys. 
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2.3.2 Impact of opponent gender on competitive behavior 

Some previous studies find that women compete more against women, and 

men more against men (e.g., Datta Gupta et al. 2005, Gneezy et al. 2003). 

On the contrary, Gneezy and Rustichini (2004a) find that boys are not af-

fected by the gender composition but girls compete more against boys. Our 

results suggest that neither boys nor girls are influenced by the gender of 

their opponent. Table 2 gives an overall summary of our results for the dif-

ferent pair compositions in our study. In running, both girls and boys im-

prove the most when running against a girl. However, the difference in 

competitive behavior when facing the same vs facing the opposite gender is 

statistically insignificant for girls (p=0.6221) and for boys (p=0.0701). In 

skipping rope and dancing, girls compete more fiercely against boys, but 

none of these results are significant (skipping rope: p=0.1864, dancing: 

p=0.4982). Boys on the other hand compete more against boys in skipping 

rope and more against girls in dancing, though also these differences are 

not significant (skipping rope: p=0.8401, dancing: p=0.4519). 

Table 2. Performance change (stage 2 – stage 1) based on the gender com-
position of the competing pairs. 

 Running Skipping Dancing 

Sample n Stage2

-stage1 

p-

value 

n Stage2

-stage1 

p-

value 

n Stage2

-stage1 

p-

value 

Total 149 -0.20 0.000 143 17 0.000 146 -0.75 0.000 

Girls with 

girls 

47 -0.28 0.001 40 14 0.026 41 -0.83 0.002 

Boys with 

boys 

42 -0.13 0.175 30 15 0.014 27 -0.96 0.005 

Girls 

mixed 

pairs 

34 -0.24 0.001 36 27 0.001 41 -0.63 0.079 

Boys 

mixed 

pairs 

26 -0.14 0.001 37 10 0.127 37 -0.65 0.054 
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2.3.3 Robustness checks 

We also let a separate group of children perform the task alone in the sec-

ond stage, serving as a control group. We thereby control for unobservable 

factors that could cause differences in the outcome, such as one gender get-

ting tired faster than the other. The control group includes 66 children in 

the running task (31 boys and 35 girls), 65 children in the skipping rope 

task (29 boys and 36 girls), and 49 children in the dancing task (19 boys and 

30 girls). For running, both boys and girls perform worse in stage 2 com-

pared to stage 1 (p<0.001). Importantly, however, there is no significant 

gender difference when we test performance change between boys and girls 

(p=0.4878). The fact that stage 2 performance in running is worse than 

stage 1 performance indicates an even greater reaction to competition in 

running for both boys and girls than if there would have been no perform-

ance change in the control. The absolute performance change between 

stage 2 and stage 1 in skipping rope and dancing is not significant (skipping 

rope: p=0.1627, dancing: p=0.3206). This indicates that when not compet-

ing against another child there is no significant improvement in perform-

ance in these two tasks. Moreover, there are no significant differences in 

these two tasks when we test performance change between boys and girls 

(skipping rope:  p=0.9106, dancing: p=0.9664). See table 3 for more details 

on the results. 

Table 3. Performance change (stage 2 – stage 1) in the control, and whether 
there is a gender difference in this performance change. 

Control Running Skipping Dancing  

Sample n Stage2-

stage1 

p-

value 

n Stage2-

stage1 

p-

value 

n Stage2-

stage1 

p-

value 

Total 66 0.35 0.001 65 6.77 0.163 49 -0.35 0.321 

Gender 

difference 

66 -0.20 0.488 65 -3.69 0.911 49 0.22 0.966 

 

Even though we find no significant gender differences in mean change in 

performance in our main analysis, there may be differences in the variances 
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of the performance distributions. We test this and find no significant diffe-

rences in the variance of change in performance between boys and girls.
17

 

Furthermore, we also perform a within subject analysis across tasks. We 

balance the sample by keeping only individuals that performed all three 

tasks (58 girls and 45 boys). We find no correlations between performance 

change in the different tasks for boys or girls (running and skipping rope: 

boys: p=0.5058, girls: p=0.3617; running and dancing: boys: p=0.4389, 

girls: p=0.9088; skipping rope and dancing: boys p=0.2710, girls: 

p=0.1089).
18

 This suggests that in our sample there does not seem to be a 

general competitive type – some individuals perform better under competi-

tion in one task and not another.  

2.3.4 Do children perceive the tasks to be gendered? 

In a separate survey of children aged 9-10 years old, we asked how boy-

ish/girlish they considered running, skipping rope and dancing to be. We 

also elicited perceptions of how boyish/girlish competing in these tasks 

was. The children were asked to use a scale where a lower number indicates 

rating the task as more boyish and a higher number as more girlish (1=very 

boyish, 2=boyish, 3=neutral, 4=girlish, 5=very girlish).  

Table 4 shows that, on average, running is perceived to be more boyish 

than skipping rope and dancing. This is the case both in absolute and rela-

tive terms. 

                                                      

 
17

 The most common test for comparison of standard deviations, the F-test for the homo-
geneity of variances (sdtest), is very sensitive to the assumption that the data are drawn from 
an underlying normal distribution. Therefore we also performed a robust test (Levene‟s test 
with mean, median and 10% trimmed mean). None of these tests indicated significant dif-
ferences in the variances. 
18 Performing this analysis on relative performance change does not alter the results qualita-
tively.  
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Table 4. Summary statistics of ratings. 

Variable Obs Mean Std  Dev   Min Max 

Running 34 2.68 0.73 1 4 

Skipping rope 35 4.17 0.79 3 5 

Dancing 34 4.03  0.83 2 5 

Competition 

running 

35 2.29 0.83 1 4 

Competition 

skipping rope 

35 3.77 0.94 2 5 

Competition 

dancing 

35 4.03 0.82  3 5 

 

Running is perceived as significantly more boyish than skipping rope 

(p<0.001) and dancing (p<0.001).
19

 When comparing skipping rope and 

dancing there is no significant difference (p=0.5432). When it comes to the 

perceptions of how boyish/girlish it is to compete in these tasks, we ob-

serve the same pattern. Competing in running is rated as more boyish than 

competing in skipping rope and dancing  

We also compare the rating of competing in a certain task with the gene-

ral rating of the task. Competition in itself is rated as more boyish compa-

red to the general rating for both running and skipping rope (p=0.0315 and 

p=0.0211), but not for dancing. For dancing there is no significant diffe-

rence between competition and the general rating of the task (p=1). When 

merging these data, competition seems to be rated more boyish compared 

to the rating of the task in general (p=0.0050).  

                                                      

 
19

 Most of these variables are not normally distributed according to a skewness and kurtosis 

test. Thus, we perform a Mann-Whitney test for differences in distributions between the 

tasks.  
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2.3.4.1 Do boys and girls have different perceptions?  

In table 5 we divide the ratings by gender. Girls tend to rate running as 

gender neutral and boys as more boyish (p=0.0021). Moreover, girls tend to 

rate dancing as more neutral, whereas boys rate it as more girlish 

(p=0.0430). Boys and girls give skipping rope a similar score. Regarding 

competition, there is no significant difference in the ratings for any of the 

tasks. 

Table 5. Average ratings by gender. 

  Running Skipping  Dancing  Comp. 

running 

Comp. 

skipping 

Comp. 

dancing 

Girls 3.06 4 3.81 2.53 3.65 3.88 

Boys 2.31 4.35 4.35 2.06 3.82 4.18 

Total 2.70  4.18 4.09 2.29  3.74 4.03 

When merging the data on the three tasks, girls and boys rate competition in the 

same way in terms of how boyish/girlish it is (p=0.6993).20  

2.4 Discussion 

Previous literature on competitive behavior finds that men compete to a 

larger extent than women. This difference in behavior may explain part of 

the gender gap observed in many areas in society. In this literature, how-

ever, only a few tasks have been used to measure competitiveness, and 

these tasks can arguably be considered as more male than female. Three 

studies find that gender differences in competitiveness vary with the task at 

hand (Gneezy and Rustichini 2004b, Günther et al. 2009, Grosse and 

Reiner 2010), whereas another study find no difference in the gender gap 

between a maze task and a word task (Wozniak et al. 2010). Meanwhile, 

work in social psychology suggests that individual perceptions about rela-

                                                      

 
20 When we control for age in a tobit regression (upper limit 5 and lower limit 1), there is a 

gender difference in rating only for running, and age does not have a significant effect. It 

should be noted that the variation in age is very small. When controlling for age, boys and 

girls do not have different opinions concerning the rating of competition. It should be noted 

that the sample size is rather small. 
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tive performance, such as (over)confidence, and especially stereotypes may 

have important implications for actual performance (Steele 1997, Shih et al. 

1999). Exploring more tasks than maze solving and simple arithmetic is 

thus important in order to increase our understanding about gender differ-

ences in competitiveness and the potential role of stereotypes.  

In this paper we study how children compete in three distinct tasks. We 

let the children compete in running in order to create a comparison with 

previous literature. Moreover, we add two more female tasks to the compe-

tition; skipping rope and dancing. Competitiveness is measured by reaction 

to competition, i.e. as the child‟s increase in performance when competing 

against another child, compared to when the task is performed individually. 

We find no gender differences in competitive behavior in any of these 

tasks. Boys respond to competition, and so do girls. Contrary to previous 

literature (e.g., Datta Gupta et al. 2005, Gneezy et al. 2003, Gneezy and 

Rustichini 2004a) we also find that the gender of the opponent affects nei-

ther boys nor girls in any of the three tasks. The three performance mea-

sures we use here differ due to the difference in nature of the three tasks. 

This makes direct comparisons across tasks somewhat difficult, and we do 

find that there is actually an average decrease in performance when the 

children compete in dancing compared to the individual performance, un-

like in running and skipping rope. However, in each of the three tasks we 

find no gender difference in performance change, and this is our main re-

sult. 

One possible explanation to the difference between our running result 

and that of Gneezy and Rustichini (2004a) is culture. It has previously been 

shown that culture affects important economic decisions such as labor 

market participation and fertility (e.g., Fernández and Fogli 2006), and the 

institutional setting has been found to influence competitive behavior (e.g., 

Balafoutas and Sutter 2010, Gneezy et al. 2009, Niederle and Yestrumskas 

2008, Cotton et al. 2009, Niederle et al. 2009, Wozniak et al. 2010). For 

example, the gender gap in self-selection has been shown to disappear with 

performance feedback (Wozniak et al. 2010) and the difference in perfor-

mance change vanishes with repetition of the competition (Cotton et al. 

2009). Women have also been found to compete more than men in a matri-

lineal society whereas men compete more than women in a patriarchal so-

ciety (Gneezy et al. 2009). Even though our study only includes children in 
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Sweden, we can compare our running results to those of Gneezy and Rusti-

chini (2004a).
21

 Where we find no gender gap, Gneezy and Rustichini 

(2004a) instead find that among Israeli children only boys respond to com-

petition in a running task. The specific mechanisms behind the different 

results in Sweden and Israel are unclear. It is possible that the more gender 

neutral culture in Sweden decreases the difference in competitive behavior 

between boys and girls in general, but also that it diminishes the degree to 

which tasks are gendered. If this is the case, this could explain why boys 

and girls compete equally in all tasks in our study.
22

  

The results of two recent studies complicates this reasoning somewhat. 

Since we performed the study presented in this paper, there have been two 

other relevant studies. Sutter and Rützler (2010) look at willingness to com-

pete among children aged 3 to 18 years old. Younger children are given the 

choice whether to compete or not in running 30 meters, whereas older 

children get the same choice for a math task. The authors find that boys are 

more competitive than girls in all age groups. In an even more recent study, 

Cárdenas et al. (2010) explore the gender gap in competitiveness and risk 

taking among 9-12 year olds in Colombia and Sweden. Boys and girls are 

equally competitive in all tasks and all measures in Colombia (including 

running), whereas the results in Sweden are mixed, with some indication of 

girls being more competitive than boys in skipping rope and math in terms 

of performance change, whereas boys are more likely to choose to compete 

                                                      

 
21 Even though the two studies differ somewhat in their design. In our experiment, we look 

at three different tasks, not only running. Moreover, the children compete in running 60 me-

ters, which differs from the 40 meters used in Gneezy and Rustichini (2004a). However, the 

setups are similar in many aspects: both setups explore competitiveness as the performance 

change when running against someone versus running alone, the children were not aware of 

participating in an experiment, the teachers administered the running task, the matching 

procedure of the competing pairs was the same, and there was only intrinsic motivation for 

winning. We also included a control group, as in Gneezy and Rustichini (2004a). 
22 Children in Sweden do not receive grades until year 8 (age 14) thus a higher motivation 

for both boys and girls to perform well due to grade concerns is not a plausible explanation 

to why boys and girls compete equally. 
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girls being more competitive than boys in skipping rope and math in terms 

of performance change, whereas boys are more likely to choose to compete 

                                                      

 
21 Even though the two studies differ somewhat in their design. In our experiment, we look 

at three different tasks, not only running. Moreover, the children compete in running 60 me-

ters, which differs from the 40 meters used in Gneezy and Rustichini (2004a). However, the 

setups are similar in many aspects: both setups explore competitiveness as the performance 

change when running against someone versus running alone, the children were not aware of 

participating in an experiment, the teachers administered the running task, the matching 

procedure of the competing pairs was the same, and there was only intrinsic motivation for 

winning. We also included a control group, as in Gneezy and Rustichini (2004a). 
22 Children in Sweden do not receive grades until year 8 (age 14) thus a higher motivation 

for both boys and girls to perform well due to grade concerns is not a plausible explanation 
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in general.
23

 Cárdenas et al. (2010) also find that boys in both countries are 

more risk taking than girls, with a smaller gender gap in Sweden. 

The absence of a gender gap in performance change in running in Aus-

tria and Colombia is surprising given the results in Israel. Both of these 

countries typically score as Israel on gender equality indices.
24

 However, 

there are differences between the setup in Gneezy and Rustichini (2004a) 

and those in Cárdenas et al. (2010) and Sutter and Rützler (2010). An inte-

resting avenue for future research would be to identify the specific compo-

nents in explaining differences in the gender gap in competitiveness across 

a large number of countries using the exact same measures. 

Making inferences about adult behavior from findings on children is not 

straightforward. Even though we do not find a gender gap among children 

in Sweden, it may be that male and female behavior change differently over 

time. Observing gender diversity in behavior among adults does not tell us 

the underlying reasons for these gender differences. For example, if a gen-

der gap in behavior occurs during the teenage years, this could be caused by 

socialization or by the hormone surge that puberty brings along. More 

cross-cultural research and work on biological variables should also be of 

great interest. Thus far, studies looking at the importance of sex hormones 

to explain individual differences in competitiveness get mixed and incon-

clusive results. A study looking at competitiveness among men finds no re-

lationship between self-selection into a tournament and current testoste-

rone levels (Apicella et al. 2010). Buser (2009) finds that women are less li-

kely to self-select into a tournament when progesterone and estrogen levels 

are high whereas Wozniak et al. (2010) find the opposite with women in the 

low-hormone phase being less competitive.
25

 Meanwhile, Zethraeus et al. 

                                                      

 
23 The difference between our results and those of Cárdenas et al. (2010) in skipping rope is 

perhaps due to the larger sample size in the latter study (520 children). 
24 The Global Gender Gap Report 2009 ranks Austria as 42nd and Colombia as 56th out of 

133 countries on gender equality. 
25 Apicella et al. (2010) find that neither circulating testosterone, facial masculinity (consi-

dered a proxy of hormone exposure during puberty), nor digit ratios (considered a proxy of 

prenatal hormone exposure) correlate significantly with competitiveness in a sample of 98 

young men. Moreover, Buser (2009) finds no effect of the cycle on competitiveness as 
measured by reaction to competition or risk preferences. This latter result contradict two 
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(2009) find that exogenously providing estrogen or testosterone to women 

does not affect their economic preferences, though the authors do not look 

at competitiveness specifically.
26

 More work is thus needed to disentangle 

the importance of sex hormones in explaining gender differences in compe-

titiveness and other economic preferences.  

Our findings open up interesting directions for further research. If com-

petitive behavior among boys and girls is cultural and/or task dependent, 

competitive behavior should be studied in a variety of tasks and cultural set-

tings. Since we find no gender differences among children in Sweden, it 

would also be of great interest to see if there is a gender gap in competiti-

veness among Swedish adults, and if so at what age this first occurs. It 

would also be interesting to in future studies collect information about the 

cultural background of the participants in experiments, to explore cultural 

variation in that sense too. Moreover, we do not use any extrinsic incentives 

in this study. An interesting extension would be to test the robustness of 

our results to extrinsic rewards such as money or e.g. pens.
27

 Once we have 

answers to these questions it will be possible to make more general claims 

about gender and competitiveness, and possibly how and if this relates to 

labor market outcomes.  

                                                                                                                       

 
studies that in turn also get opposing results when looking at competitive bidding/risk pref-

erences. The first study finds that men and women who are menstruating (thus have low 

estrogen levels) act similarly (Chen et al. 2005), whereas a follow-up study finds that women 

menstruating or in the premenstrual part of the cycle act significantly different from men 

(Pearson and Schipper 2009). 
26 However, it could be the case that it is the long-term organizational effects of hormonal 

exposure that matter and not the effects from short-term exposure. 
27 Sutter and Rützler (2010) reward the children extrinsically when competing in running in 

Austria. Since they find no gender difference in performance change in running with this 

type of reward, this suggests that the lack of extrinsic reward is not necessarily what drives 

our results. 
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ABSTRACT: We explore gender differences in preferences for competition and risk 

among children aged 9-12 in Colombia and Sweden, two countries differing in 

gender equality according to macro indices. We include four types of tasks that 

vary in gender stereotyping when looking at competitiveness: running, skipping 

rope, math and word search. We find that boys and girls are equally competitive in 

all tasks and all measures in Colombia. Unlike the consistent results in Colombia, 

the results in Sweden are mixed, with some indication of girls being more competi-

tive than boys in some tasks in terms of performance change, whereas boys are 

more likely to choose to compete in general. Boys in both countries are more risk 

taking than girls, with a smaller gender gap in Sweden.  

3.1 Introduction 

Men typically occupy the majority of top positions in most sectors in most 

societies, whereas women in many western countries are at least as likely as 

men to pursue higher education and to participate in the labor market. One 

possible and suggested cause of gender differences in labor market out-

comes is that men and women differ in terms of economic preferences. In 

particular, preferences for competition and risk, where women in general 

are found to be less competitive and less risk taking than men (see, e.g., 

Croson and Gneezy 2009 for an overview), might contribute to explaining 

the labor market gender gap. Competitiveness is typically measured as ei-

ther the performance response to a competitive setting compared to a non-

competitive setting, or as a preference for competition such as self-selecting 

into a competitive setting instead of a non-competitive setting. However, 

relatively little is known about how the gender gap in economic preferences 

varies with age, and to what extent cross-country differences in gender 

norms affect the gender gap. Studying children from different countries is 

one potential route to further this understanding.  

In this paper we explore the gender gap in preferences for competition 

and risk among approximately 1200 children aged 9-12 in the two capitals 

Bogotá and Stockholm. Colombia and Sweden are two countries that differ 

in gender equality according to various macro-economic indices (e.g., 
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Hausmann et al. 2010).
28

 Our setup enables us to study to what extent 

there are systematic differences in the gender gap between Colombia and 

Sweden. We explore gender differences in competitiveness using four tasks: 

running, skipping rope, math and word search. These four tasks allow for 

the possibility that differences in gender stereotyping of the tasks influence 

the gender gap in competitiveness, i.e. there might be female and male areas 

of competition. We study competitiveness as the performance change bet-

ween an individual setting and a forced competition in all four tasks, as well 

as the choice of whether to compete or not in math and word search. We 

also explore the gender gap in risk preferences by having the children 

choose between different incentivized gambles (using a measure adapted 

from Holt and Laury 2002).  

There is some previous work on competitiveness and risk taking among 

children. In a field experiment on 9-10 year old children in Israel, Gneezy 

and Rustichini (2004a) find that boys react to competition by running faster 

against another child compared to an individual race, whereas girls do not 

change their performance. Contradictory to this finding, Dreber et al. 

(2009) find that 7-10 year old boys and girls in Sweden compete equally in 

running as well as in skipping rope and dancing.
29

 Moreover, Booth and 

Nolen (2009a) explore how the gender gap in choosing to compete among 

15 year old adolescents in the UK depends on whether they go to a single 

sex or mixed school. Girls in single sex schools, on the other hand, are 

more competitive than girls from mixed schools. Boys are found to be 

equally competitive in both types of schools, as well as more competitive 

than girls in both schools. 

In parallel with our study, two other studies concerning gender diffe-

rences in competitiveness among children have been conducted. Looking at 

running, Sutter and Rützler (2010) find that among 3-8 year old children in 

                                                      

 
28 In this report, Colombia ranks 55th and Sweden 4th in terms of gender equality according 

to this index. As far as we know, there are no studies comparing adult behavior in competi-

tiveness and risk taking in Colombia and Sweden. 
29 Dreber et al. (2009) find no impact of age on behavior. There are furthermore some dif-

ferences between the setup of Gneezy and Rustichini (2004a) and that of Dreber et al. 

(2009). 
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 Moreover, Booth and 

Nolen (2009a) explore how the gender gap in choosing to compete among 

15 year old adolescents in the UK depends on whether they go to a single 

sex or mixed school. Girls in single sex schools, on the other hand, are 

more competitive than girls from mixed schools. Boys are found to be 

equally competitive in both types of schools, as well as more competitive 

than girls in both schools. 
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28 In this report, Colombia ranks 55th and Sweden 4th in terms of gender equality according 

to this index. As far as we know, there are no studies comparing adult behavior in competi-

tiveness and risk taking in Colombia and Sweden. 
29 Dreber et al. (2009) find no impact of age on behavior. There are furthermore some dif-

ferences between the setup of Gneezy and Rustichini (2004a) and that of Dreber et al. 

(2009). 
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Austria, boys are more likely than girls to choose to compete. Sutter and 

Rützler also look at 9-18 year old children competing in math and find simi-

lar results to those on younger children, i.e. no gender difference in per-

formance change but boys are more likely to choose to compete than girls. 

Moreover, Andersen et al. (2010) compare competitiveness, measured as 

the choice to compete when throwing tennis balls, among children aged 7-

15 in a matrilineal society (the Khasi) and a patriarchal society (the Kharbi) 

in India.
30

 They find no significant gender difference in competitiveness in 

the matrilineal society, whereas in the patriarchal society a gender gap 

emerges in the age group 13-15, with boys being more competitive.  

The type of competition task has also been shown to sometimes matter. 

Most of the literature focuses on math or maze tasks, tasks that are typically 

considered male, with a few exceptions.
31

 Two studies comparing the gen-

der gap in competitiveness between a maze task and a word task find that 

the gender gap is influenced by the task (Günther et al. 2009, Grosse and 

Riener 2010) whereas another study finds no difference between these tasks 

(Wozniak et al. 2010). Gneezy and Rustichini (2004b) find that the gender 

gap decreases when adult subjects can choose to compete in solving ana-

grams compared to shooting baskets, whereas Dreber et al. (2009) find no 

gender gap in performance change in running, skipping rope or dancing 

among children.  

Previous literature on the gender gap in risk taking among children 

shows mixed results. Booth and Nolen (2009b) look at single sex and 

mixed schools and find that boys are more risk taking than girls in mixed 

schools but that there is no gender gap when comparing boys to girls from 

single sex schools. Girls are also more risk taking when assigned to all-girl 

groups than when assigned to mixed groups. Borghans et al. (2009) find a 

gender gap among 15-16 year old children in the Netherlands, with boys 

                                                      

 
30 Matrilineal is a technical genealogical term, meaning that people trace descent through the 

mother's line.  Patriarchal means that men have more power in society. These terms are not 

necessarily opposite: a society can for example be matrilineal (trace descent through the 

mother) and patriarchal (men have more power).   
31 The math task in this study is rated as being more boyish, see section 4f. 
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being more risk taking than girls.
32

 However, unlike the latter two studies, 

Harbaugh et al. (2002) find no gender gap in risk taking among children 

aged 5-13 or among adolescents aged 14-20 in the US. 

Moreover, evidence suggests that the gender gap in competitiveness and 

risk taking is influenced by the subject pool studied. Gneezy et al. (2009), in 

a study on adults, find that women compete more than men in a matrilineal 

society in India whereas the opposite is found in a patriarchal society in 

Tanzania. Moreover, the results of Booth and Nolen (2009a, 2009b), An-

dersen et al. (2010), and the differences between Gneezy and Rustichini 

(2004a), Dreber et al. (2009) and Sutter and Rützler (2010) also support the 

notion that the country or environment in which the study is performed 

matters. Since Colombia scores lower on gender equality indices than Swe-

den (Hausmann et al. 2010), we expect the gender gap to be bigger in Co-

lombia in all four competition tasks as well as in risk taking compared to 

Sweden. We also expect the gender gap to be smaller (if there is any gap at 

all) in more feminine tasks such as skipping rope and word search compa-

red to running and math in both countries.  

We find little support for our hypotheses in Colombia, where boys and 

girls are equally competitive in all four tasks using both competitiveness 

measures. However, this is not the case in Sweden. Girls in Sweden in-

crease their performance more than boys do when forced to compete in 

math, a traditionally male task, but there is also some indication of girls in 

Sweden being more competitive than boys in skipping rope, a traditionally 

female task. There is however no gender difference in reaction to competi-

tion in running or word search. Meanwhile, boys in Sweden choose to 

compete more than girls do when given the possibility. Boys and girls are 

thus consistently equally competitive in Colombia, whereas in Sweden boys 

are consistently more competitive in terms of choice and girls in terms of 

performance change. Our results suggest that tasks are only important for 

the gender gap in competitiveness in Sweden, but not in a uniform way. 

Risk taking, on the other hand, show results in line with our expectations; 

the gender gap is larger in Colombia than in Sweden. With this little sup-

                                                      

 
32 Borghans et al. (2009) also find that boys sometimes are more ambiguity averse than girls. 
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port for our hypotheses, however, we are agnostic to the specific variables 

that might drive our results. 

The outline for our paper is the following. In section 2 we present the 

experimental setup. We give a summary of our hypotheses and results in 

section 3, and thereafter present these in more detail in section 4. We finish 

with a discussion in section 5. 

3.2 Experimental setup 

The study was divided into two parts: a physical education (PE) part and a 

classroom part. In the physical education part, the children competed in 

running and skipping rope, as well as participated in a cooperation task (the 

latter is described in Cárdenas et al. 2010).
33

 Running and skipping rope 

each consisted of two stages. In stage 1, the children performed the task 

individually. In stage 2, the children performed the task in competition with 

another child. While performing the task in the first stage the children were 

unaware of the existence of a second stage. In the second stage, children 

were matched with someone who performed similarly to themselves in the 

first stage. If more than two children obtained the same result in stage one, 

the matching was random. The children were informed of the matching 

procedure. Performance in running was based on how fast the children ran 

4*13 meters.
34

 In the skipping rope task, children jumped with a long rope 

that one teacher or experimenter and one child turned. Performance was 

measured by the number of jumps. When competing in skipping rope, two 

ropes were put next to each other. The children were instructed to start 

jumping at the same time. Our measure of competitiveness during the 

physical education class is the absolute change in performance between the 

first and second stages, the most common measure of the reaction to com-

petition. In the PE part, no compensation was awarded apart from the in-

trinsic motivation that comes from winning, as in Gneezy and Rustichini 

(2004a). 

                                                      

 
33 In the physical education part, children performed the tasks in the presence of their 

classmates. 
34 Since this study was conducted indoors we were constrained by the size of a regular the 

PE class room. 
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In the classroom, the children competed in math or word search, partici-

pated in a risk task and answered a survey. In each class, half of the children 

were randomly chosen to solve math exercises, whereas the other half were 

given a word search task. The children did not get any feedback about their 

performance in any stage. In the first stage, a piece-rate scheme, the chil-

dren were told that they had two minutes to solve as many exercises as pos-

sible, for which they would be given 3 points each. In the second stage, a 

tournament, the children were again told that they would get two minutes 

to solve exercises, but that they now would be randomly paired with so-

meone in the class who solved the same type of task, and that if they solved 

more or the same amount of exercises as the other person, they would get 6 

points per exercise, whereas if they solved fewer exercises than the other 

person they would get 0 points. In the third stage, the children were told 

that they were to solve exercises for another two minutes, and that they 

now could choose whether they wanted to be given points according to the 

piece-rate scheme or the tournament. Comparing performance in the se-

cond stage with performance in the first stage gives us a measure of compe-

titiveness as absolute performance change or reaction to competition, whe-

reas the choice in the third stage gives us a measure of competitiveness as a 

preference for competition. After the competitiveness task was over, we 

asked the children to guess how many children they believed had perfor-

med better than they had on the math task or the word task, for both the 

piece-rate scheme and the forced competition. This allows us to measure 

performance beliefs, or over- and underconfidence. 

The risk task consisted of six Holt and Laury (2002) type of choices 

where the children could choose between a lottery in the form of a coin flip 

that gives 10 or 0 points with equal probability and a safe option where the 

certain amount increases successively in points (from 2 to 7.5 points). Our 

first measure of risk preferences relies on the unique switching point where 

the individual switches from preferring the lottery to preferring the safe op-

tion. Our main measure of risk preferences excludes inconsistent subjects, 

i.e. subjects with multiple switching points. Since some of our subjects are 

inconsistent we also analyze the number of times a person chooses the un-

certain option compared to the safe option. This is our second measure of 

risk preferences. 
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After the risk task, a survey was included in order to measure beliefs 

concerning the different tasks, cooperation and competition, as well as to 

measure demographics. 

In the end of the classroom part, points were converted into pens and 

erasers. Before the study started, the children were told that more points 

corresponded to more pens and erasers. 

In sum, in this paper we analyze competitiveness as performance change 

in running, skipping rope, math and word search, competitiveness as choo-

sing to compete or not in math and word search, and risk preferences 

through incentivized choices over lotteries and safe choices. We also look 

at additional measures such as overconfidence. 

3.3 Summary of the results 

Table 1 provides an overview of our hypotheses and results. Surprisingly, 

few of our hypotheses are supported. We discuss this more extensively in 

section 4 and 5. 

Table 1. Summary of results. 

Gender 
gap 

Task Hypothesis Results Hypothesis 
supported? 

Colombia Running – performance 
change 

G<B G=B No 

 Skipping rope – perfor-
mance change 

G<B G=B No 

 Gender gap between tasks R>S R=S No 

 Math - performance 
change 

G<B G=B No 

 Word – performance 
change 

G<B G=B No 

 Gender gap between tasks M>W M=W No 

 Math – choice G<B G=B No 

 Word – choice  G<B G=B No 

 Gender gap between tasks M>W M=W No 

  Risk G<B G<B Yes 

G=Girls, B=Boys, R=Running, S=Skipping rope, M=Math, W=Word, 
Col=Colombia, Swe=Sweden. In the results column, = indicates that the hypothe-
sis of a difference could not be rejected. 
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Table 1 continued. Summary of results. 

Gender 
gap 

Task Hypothesis Results Hypothesis 
supported? 

Sweden Running – performance 
change 

G=B G=B Yes 

 Skipping rope – per-
formance change 

G=B G>B No 

 Gender gap between 
tasks 

R=S R<S No 

 Math - performance 
change 

G=B G>B No 

 Word – performance 
change 

G=B G=B Yes 

 Gender gap between 
tasks 

M=W M<W No 

 Math – choice G=B G<B No 

 Word – choice  G=B G<B No 

 Gender gap between 
tasks 

M=W M=W No 

  Risk G<B G<B Yes 

Between 
countries 

Running – performance 
change 

Col>Swe Col=Swe No 

Skipping rope – per-
formance change 

Col>Swe Col<Swe No 

 Math – performance 
change 

Col>Swe Col=Swe No 

 Word – performance 
change 

Col>Swe Col=Swe No 

 Math – choice Col>Swe Col<Swe No 

 Word – choice Col>Swe Col=Swe No 

  Risk Col>Swe Col>Swe Yes 

G=Girls, B=Boys, R=Running, S=Skipping rope, M=Math, W=Word, 
Col=Colombia, Swe=Sweden. In the results column, = indicates that the hypothe-
sis of a difference could not be rejected. 
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3.4 Hypotheses and results 

In this section we test whether there is a gender gap in competitiveness and 

risk taking among children in Colombia and Sweden and if the type of task 

matters for the size of the gender gap in competitive behavior within and 

between the countries. 

We begin by looking at gender differences in competitiveness within and 

between the countries in the PE part and then continue by studying compe-

titiveness in the classroom part. We also investigate whether the gender ste-

reotype of a certain task affects the gender gap more in Colombia compa-

red to Sweden. We thereafter look at the gender gap in risk taking within 

each country and between the countries, and explore how this relates to 

competitive behavior. Finally, we present some further analysis and robust-

ness checks. All tests of the means are analyzed using the non-parametric 

Mann-Whitney test and a two-sided t-test. Only the p-values for the Mann-

Whitney tests are displayed.
35

 When the two tests display conflicting results 

this difference is usually due to outliers. When this occurs we therefore per-

form the two tests on the inner quartile range (IQR, the distribution bet-

ween the 25th and the 75th percentile), and we again only present the p-

values for the Mann-Whitney test, labeled IQR. In those cases, the p-values 

of the full sample are presented in a footnote. All regressions are OLS un-

less otherwise stated. 

3.4.1 Basic statistics 

The study was conducted on a total of 1240 children out of which 631 were 

in Colombia and 609 in Sweden.
36

 In either country, approximately half of 

our sample consists of girls. We have a total of 54 primary classes in the 

years 3-5; 21 classes from the Bogotá region in Colombia and 33 classes 

                                                      

 
35 We present the Mann-Whitney test since none of our variables are normally distributed 

when using a skewness and kurtosis test. When there is a difference between the tests in 

terms of significance we also report the p-values for the t-test. We have also compared 

whether the distributions for each reported variable differ between boys and girls using a 

Kolmogorov-Smirnov test. The results are similar to those reported for mean values. 
36 The data for Sweden was collected in parallel to the data collection in Colombia, hence 

the Swedish sample is not the same as in Dreber et al. (2009). 
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from the Stockholm region in Sweden. The classes were sampled during the 

fall of 2009 and spring of 2010. In each class, the study started with the PE 

part and continued with the classroom part either the same day or the same 

week. Both parts of the study were overseen by at least one teacher. A ma-

jority of the 1240 children completed all tasks except the math and word 

tasks where each child only participated in one of the two tasks.
37

 Table 2 

below provides summary statistics. For the set of variables used and varia-

ble descriptions, see appendix table A1. 

Table 2. Summary statistics. 

Variable Mean Sd Median N Min Max 

Age 10.90 0.91 11 1120 8 15† 

Class year 4.18 0.73 4 1240 3 5 

Gender (boy=0, girl=1)* 0.48 0.50 0 1222 0 1 

Country (Sweden=1, Co-
lombia=0)* 

0.49 0.50 0 1240 0 1 

*(share between 0 and 1) 
†There is one child who is 15 years old, two who are 14 years old, 20 that are 13 
years old, and three that are 8 years old. 

3.4.2 Competition PE part 

In this section we explore competitiveness only as measured by absolute 

performance change in the PE part.  

3.4.2.1 Hypotheses PE part 

Previous studies indicate that the gender gap in competitiveness in running 

is influenced by the country in which the study is performed (Gneezy and 

Rustichini 2004a, Dreber et al. 2009, Sutter and Rützler 2010). Colombia 

typically scores lower than Sweden on gender equality indices, and our prior 

is that such indices capture the relevant factors influencing the gender gap 
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ent experimental parts (PE and class room parts) being run at separate occasions or to time 

constraints (in the PE part). 
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in competitiveness. We thus expect girls to be less competitive than boys in 

Colombia but not in Sweden, in both tasks. Moreover, Dreber et al. (2009) 

find no gender gap in Sweden in running and skipping rope, thus we expect 

no gender differences in Sweden in this sample. 

Hypothesis 1: Girls are less competitive than boys in both running and in 

skipping rope in Colombia, whereas there is no gender gap in Sweden in 

these tasks.  

In the current sample, the children rated skipping rope as more girlish and 

running as more boyish (see section 4f). In Dreber et al. (2009), the same 

finding did not influence behavior. We therefore expect the gender gap to 

be smaller in skipping rope than in running in Colombia, but that the task 

does not matter in Sweden. 

Hypothesis 2: The gender gap in competitiveness is bigger in running than in 

skipping rope in Colombia, but not in Sweden. 

3.4.2.2 Results -– performance change PE 

Consistent with sex-stereotypic expectations, boys ran faster and girls 

skipped rope better on average in both stage 1 (individual performance) 

and in stage 2 (competition). This is the case in both Colombia and Swe-

den. Table 3 and table 4 show the average performances and p-values in 

both stages in Colombia and Sweden.
38

  

Table 3. Average performance in stage 1 and in stage 2.  

Columbia  Running SR Skipping rope SR 

 Stage 1 Stage 2 p-value Stage 1 Stage 2 p-value 

Girls 16.62 15.79 <0.001 26.13 29.07 0.050 

Boys 15.28 14.80 <0.001 19.77 22.96 0.203 

A lower time for running indicates better performance. A higher number of jumps 
in skipping rope indicates better performance. Signrank (SR) test p-values of per-
formance change for girls and boys separately in Colombia. 

                                                      

 
38 Note that the children were not aware of the second stage when performing the first 

stage. 
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Table 4. Average performance in stage 1 and in stage 2.  

 Sweden Running SR Skipping rope SR 

 Stage 1 Stage 2 p-value Stage 1 Stage 2 p-value 

Girls 15.96 15.78 0.000 54.03 66.35 <0.001 

Boys 15.46 15.32 0.006 24.34 31.58 <0.001 

A lower time for running indicates better performance. A higher number of jumps 
in skipping rope indicate better performance. Signrank (SR) test p-values of per-
formance change for girls and boys separately in Sweden. 

With one exception, both boys and girls are competitive in terms of react-

ing to competition: they increase their performance when competing com-

pared to performing the task individually in both Colombia and Sweden. 

When skipping rope, boys in Colombia are the only ones who don‟t in-

crease their performance significantly when competing.  

Testing whether there is a significant gender gap in competitiveness as 

measured by performance change in running, we find no gender gap in Co-

lombia (IQR: p=0.236) or Sweden (p=0.875).
39

 (see figure 1). The running 

result in Sweden is in line with what Dreber et al. (2009) found. In skipping 

rope, there is no gender gap in performance change in Colombia (p=0.379). 

In Sweden, there is some evidence that girls compete more than boys (IQR: 

p=0.014).
40

 (see figure 2). This latter result differs from the result on skip-

ping rope found in Sweden in Dreber et al. (2009). This is probably due to 

the larger sample size in this study, as indicated by the power test in Dreber 

et al. (2009). However, the gender gap in skipping rope disappears when 

using a relative measure of performance change, making this finding incon-

clusive (see the Appendix for further explanation of the relative measure). 

 

                                                      

 
39 Using the full sample in Colombia, the non-parametric test gives a significant gender dif-

ference (p=0.009) whereas the parametric test gives a borderline insignificant result 

(p=0.095). 
40 Using the full sample in Sweden, the Mann-Whitney test gives a significant p-value 

(p=0.021) whereas the p-value from the t-test is insignificant (p=0.348).  

 

61 

Table 4. Average performance in stage 1 and in stage 2.  

 Sweden Running SR Skipping rope SR 

 Stage 1 Stage 2 p-value Stage 1 Stage 2 p-value 

Girls 15.96 15.78 0.000 54.03 66.35 <0.001 

Boys 15.46 15.32 0.006 24.34 31.58 <0.001 

A lower time for running indicates better performance. A higher number of jumps 
in skipping rope indicate better performance. Signrank (SR) test p-values of per-
formance change for girls and boys separately in Sweden. 

With one exception, both boys and girls are competitive in terms of react-

ing to competition: they increase their performance when competing com-

pared to performing the task individually in both Colombia and Sweden. 

When skipping rope, boys in Colombia are the only ones who don‟t in-

crease their performance significantly when competing.  

Testing whether there is a significant gender gap in competitiveness as 

measured by performance change in running, we find no gender gap in Co-

lombia (IQR: p=0.236) or Sweden (p=0.875).
39

 (see figure 1). The running 

result in Sweden is in line with what Dreber et al. (2009) found. In skipping 

rope, there is no gender gap in performance change in Colombia (p=0.379). 

In Sweden, there is some evidence that girls compete more than boys (IQR: 

p=0.014).
40

 (see figure 2). This latter result differs from the result on skip-

ping rope found in Sweden in Dreber et al. (2009). This is probably due to 

the larger sample size in this study, as indicated by the power test in Dreber 

et al. (2009). However, the gender gap in skipping rope disappears when 

using a relative measure of performance change, making this finding incon-

clusive (see the Appendix for further explanation of the relative measure). 

 

                                                      

 
39 Using the full sample in Colombia, the non-parametric test gives a significant gender dif-

ference (p=0.009) whereas the parametric test gives a borderline insignificant result 

(p=0.095). 
40 Using the full sample in Sweden, the Mann-Whitney test gives a significant p-value 

(p=0.021) whereas the p-value from the t-test is insignificant (p=0.348).  



 

62 

 
Figure 1. Average performance change in time (stage 2 – stage 1), by gender.  

 
Figure 2. Average performance change in jumps (stage 2 – stage 1), by 
gender. 
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Figure 2. Average performance change in jumps (stage 2 – stage 1), by 
gender. 
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We also test whether the gender gaps differ between Colombia and Sweden 

in a regression analysis. Using the parametric tests we found no gender gap 

within each country, thus there are no significant differences in the regres-

sion analysis.
41

 This result is not altered when adding control variables (see 

appendix tables A2-A3).
42

  

Testing hypothesis 2, we look at whether the gender gap in competitive-

ness is bigger in running than in skipping rope in either country with a re-

gression analysis. In order to be able to compare performance change bet-

ween running and skipping rope we look at relative performance change 

rather than absolute performance change. See the first section of the Ap-

pendix for further analysis of relative performance change. We find no evi-

dence of the gender gap being influenced by the task in neither Colombia 

nor Sweden (see appendix tables A4-A5). 

We thus find no support for hypothesis 1 or for hypothesis 2. Boys and 

girls are equally competitive in running in both Colombia and Sweden; 

there is no gender gap in competitiveness in skipping rope in Colombia 

whereas there is some evidence of girls being more competitive than boys 

in skipping rope in Sweden. However the gender gaps in relative perfor-

mance change display no significant differences between the two tasks.  

The gender of the opponent is known in both running and skipping 

rope. There is some previous work suggesting that the gender of the oppo-

nent matters, but the results are mixed (see e.g., Croson and Gneezy 2009). 

In our sample the only opponent effects we find are that girls in Colombia 

run significantly faster when competing against another girl (p=0.001) and 

                                                      

 
41 The gender gap in skipping rope becomes significantly larger in Sweden when using the 

other risk measure, see section 4d. 
42 When performing the regression analysis we compare the results from a regression with 

no control variables with regressions using two sets of controls. The first set of controls 

contain actual individual performance, expected individual performance (i.e. beliefs), age and 

risk preferences. These controls are included since previous work has shown that these are 

factors that play a role for both competitiveness measures. The second set of controls in-

cludes all variables from the first set plus four additional variables from the questionnaire 

that control for how gendered the children perceive the tasks to be and how important they 

consider competing to be. These four variables were included to control for motivational 

factors that may play a role in competitiveness.   
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boys in Sweden run significantly faster when competing against a girl 

(p=0.012).  

Table 5. Differences in performance based on the gender composition in the 

competing pairs, p-values. 

  Colombia Sweden 

  Running Skipping Running Skipping 

 n p-
value 

n p-
value 

n p-
value 

n p-
value 

Girls: 
boys vs 
girls 

54/107 0.001 65/72 0.264 70/58 0.700 50/75 0.644 

Boys: 
boys vs 
girls 

126/56 0.039† 120/6
4 

0.782 68/68 0.020 73/51 0.217 

†This is not significant using a t-test (p=0.144) or with IQR (p=0.646). 

3.4.3 Competition classroom 

In this part we study competitiveness in math and word search as measured 

both by performance change as well as choosing to compete or not. 

3.4.3.1 Hypotheses  

There are no previous studies exploring the gender gap in different class-

room tasks, such as math and word tasks, among children. Given the litera-

ture on performance change in the PE tasks among children we expect 

boys to be more competitive than girls in Colombia but not in Sweden. 

Since previous studies have found that competitiveness sometimes depends 

on the task for adults, we expect the gender gap to be bigger in math than 

in word search. 

Hypothesis 3: Girls are less competitive than boys in Colombia in terms of 

performance change in both math and word search, whereas there is no 

gender gap in Sweden.  

Hypothesis 4: The gender gap in competitiveness in terms of performance 

change will be bigger in the math task than in the word task in Colombia, 

but not in Sweden. 
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In the current sample, the children rated math as more boyish and word 

search as more girlish (see section f). Moreover, previous literature on 

adults show that men are more competitive when it comes to choosing to 

compete in math in western societies typically ranked less equal compared 

to Sweden, thus we expect girls to choose competition less than boys in 

Colombia but not in Sweden, for both tasks.
43

 We also expect the gender 

gap to be bigger in math than in word search in Colombia but not in Swe-

den. 

Hypothesis 5: Girls are less competitive than boys in Colombia in terms of 

choice in math and word tasks, whereas there is no gender gap in Sweden.  

Hypothesis 6: The gender gap in competitiveness in terms of choice will be 

bigger in the math task than in the word task in Colombia but not in Swe-

den. 

3.4.3.2 Results – performance change 

When exploring performance in stage 1 (individual performance: piece-rate 

scheme), we find support for the math and word tasks being gendered in 

Sweden but not in Colombia. Performance in stage 1 differs between boys 

and girls in Sweden; boys perform better in the math task and girls perform 

better in the word task (Math: p=0.017, Word: p=0.043).  In Colombia we 

find no gender differences in stage 1 (Math: p=0.746, Word: p=0.172). 

Tables 6 and 7 below display the average piece-rate performances and the 

average forced tournament performances.  

Table 6. Average performance in stage 1 and in stage 2.  

Colombia  Math SR Word SR 

 Stage 1 Stage 2 p-value Stage 1 Stage 2 p-value 

Girls 6.61 7.15 0.163 3.36 4.22 <0.001 

Boys 7.13 7.22 0.448 3.22 4.25 <0.001 

Signrank (SR) test p-values of performance change for girls and boys separately in 
Colombia. 

                                                      

 
43 E.g. Niederle and Vesterlund 2007 conduct their experiment on adults in the US. US is 

ranked 19th in the Global Gender Gap Report 2010 (Hausmann et al. 2010).  
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Table 7. Average performance in stage 1 and in stage 2.  

Sweden Math SR Word SR 

 Stage 1 Stage 2 p-value Stage 1 Stage 2 p-value 

Girls 9.60 10.73 0.001 9.41 9.81 0.303 

Boys 11.22 11.11 0.378 8.28  8.34 0.705 

Signrank (SR) test p-values of performance change for girls and boys separately in 
Sweden. 

In Colombia, both boys and girls are competitive in word search in terms 

of reacting to competition, whereas this in not the case in math. In Sweden, 

only girls increase their performance significantly when forced to compete 

in the math task, but as for the result on skipping rope the gender differ-

ence disappears when we use a relative performance measure. 

When we test whether there is a gender difference in competitiveness in 

Colombia and Sweden in either task, we find a gender gap only in Sweden 

and only in math: Girls in Sweden increase their performance in math signi-

ficantly more than boys do (p=0.002). In Colombia however, there is no 

gender difference in performance change in the math task (p=0.747) or in 

the word task (p=0.172). In Sweden, there is no gender gap in competitive-

ness in the word task (p=0.555) (see figures 3 and 4). 
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Figure 3. Average change in math exercises (stage 2 – stage 1), by gender.  

 
Figure 4. Average change in words found (stage 2 – stage 1), by gender. 

In a regression analysis we find that the gender gap in performance change 
in math is not significantly bigger in Sweden than in Colombia (p=0.214). 
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Figure 4. Average change in words found (stage 2 – stage 1), by gender. 

In a regression analysis we find that the gender gap in performance change 
in math is not significantly bigger in Sweden than in Colombia (p=0.214). 
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When adding controls, the results remain similar (see appendix tables A6-

A7). There is, as anticipated, also no significant difference in the gender gap 

in the word task between Colombia and Sweden (p=0.509). 

We further test whether the gender gap in competitiveness in terms of 

relative performance change is bigger in math than in word search in either 

country. We find no evidence of this (see appendix tables A8-A9). 

Little support is thus found for Hypotheses 3 and 4. There is no gender 

gap in competitiveness, as measured by performance change in Colombia in 

either task or in the word task in Sweden, whereas girls in Sweden are more 

competitive than boys in the math task. Yet, in a regression analysis of rela-

tive performance change, the gender gap does not seem to be influenced by 

the task. 

3.4.3.3 Results – choice 

In stage 3, when the children could choose whether or not to compete, we 

find that boys and girls in Colombia are equally likely to choose to compete 

in math and word search (Math: p=0.648, Word: p=0.610).
44

 In Sweden, 

on the other hand, boys are significantly more likely to choose to compete 

both in math and in word search compared to girls: 44% of the boys and 

only 19% of the girls chose to compete in math (p<0.001), whereas in word 

search the corresponding numbers are 39% and 27% (p=0.041) (see Fig-

ures 5 and 6). 

                                                      

 
44 Among Colombian children, 35% of the boys and 32 % of the girls chose to compete in 

math, with the corresponding numbers for word search being 26% resp. 29%. 
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Figure 5. Share choosing to compete in math, by gender. 

 
Figure 6. Share choosing to compete in word search, by gender. 

Comparing the gender gap in choice between Colombia and Sweden, we 
find a significant difference in the math task. The gender gap in math is 
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significantly larger in Sweden than the gender gap in Colombia (p=0.003). 

In word search we find a borderline insignificant gender gap between the 

two countries (p=0.068). When adding controls to the regression analysis 

(see footnote 11), the gender gap in competitiveness as measured by choice 

is significantly larger for both the math and the word task in Sweden (see 

appendix tables A10-A11). 

Testing whether the gender gap in choice is bigger in math than in word 

search, we find some evidence of this being the case in Colombia (No con-

trols: p=0.496, control Set 1: p=0.050, control Set 2: p=0.045) but not in 

Sweden.
45

 (see appendix tables A12-A13). 

We thus find no support of hypothesis 5. When it comes to competiti-

veness as measured by choice we find a gender gap in competitiveness in 

both tasks in Sweden but not in Colombia. It is however only the gender 

gap in math that is significantly different between the countries. Moreover, 

in Colombia, but not in Sweden, there is some support of hypothesis 6, 

with the gender gap in choice in math being somewhat bigger than in word 

search.  

To summarize the section on competitiveness: when measuring competi-

tiveness as a performance reaction to a competitive setting we find a some 

evidence of a gender gap only in Sweden where girls compete more in 

math. There is also some evidence of girls being more competitive in skip-

ping rope in Sweden. When looking at the choice of competition we again 

find a gender gap only in Sweden, where boys choose to compete more of-

ten than girls in both math and word search (controlling for performance). 

Finally, there is only little evidence of the task being important for the gen-

der gap in competitiveness. Though we find that girls in Sweden are more 

competitive than boys in terms of performance change in some instances, 

explicitly testing the gender gap in a regression analysis indicates that the 

only time the task matters is when it comes to competition choice in Co-

lombia. 

                                                      

 
45 The gender gap in choice reaches significance when adding controls in Colombia in this 

regression analysis, it disappears however when using the other risk measure. This is most 

likely due to the fact that we find a large gender difference in risk taking in Colombia. 

 

70 

significantly larger in Sweden than the gender gap in Colombia (p=0.003). 

In word search we find a borderline insignificant gender gap between the 

two countries (p=0.068). When adding controls to the regression analysis 

(see footnote 11), the gender gap in competitiveness as measured by choice 

is significantly larger for both the math and the word task in Sweden (see 

appendix tables A10-A11). 

Testing whether the gender gap in choice is bigger in math than in word 

search, we find some evidence of this being the case in Colombia (No con-

trols: p=0.496, control Set 1: p=0.050, control Set 2: p=0.045) but not in 

Sweden.
45

 (see appendix tables A12-A13). 

We thus find no support of hypothesis 5. When it comes to competiti-

veness as measured by choice we find a gender gap in competitiveness in 

both tasks in Sweden but not in Colombia. It is however only the gender 

gap in math that is significantly different between the countries. Moreover, 

in Colombia, but not in Sweden, there is some support of hypothesis 6, 

with the gender gap in choice in math being somewhat bigger than in word 

search.  

To summarize the section on competitiveness: when measuring competi-

tiveness as a performance reaction to a competitive setting we find a some 

evidence of a gender gap only in Sweden where girls compete more in 

math. There is also some evidence of girls being more competitive in skip-

ping rope in Sweden. When looking at the choice of competition we again 

find a gender gap only in Sweden, where boys choose to compete more of-

ten than girls in both math and word search (controlling for performance). 

Finally, there is only little evidence of the task being important for the gen-

der gap in competitiveness. Though we find that girls in Sweden are more 

competitive than boys in terms of performance change in some instances, 

explicitly testing the gender gap in a regression analysis indicates that the 

only time the task matters is when it comes to competition choice in Co-

lombia. 

                                                      

 
45 The gender gap in choice reaches significance when adding controls in Colombia in this 

regression analysis, it disappears however when using the other risk measure. This is most 

likely due to the fact that we find a large gender difference in risk taking in Colombia. 



 

71 

3.4.4 Risk preferences 

In this section we explore the gender gap in risk preferences measured 

from incentivized lotteries conducted in the class room. 

3.4.4.1 Hypotheses 

Previous work finds mixed results on the existence of a gender gap in risk 

taking among children and adolescents (Harbaugh et al. 2004, Booth and 

Nolen 2009b, Borghans et al. 2009). Among the studies that do find a 

gender gap, boys are found to be more risk taking than girls. We thus ex-

pect boys to take more risk in both countries, but given that Colombia 

scores lower on gender equality indices we expect the gap to be bigger in 

Colombia. 

Hypothesis 7: Boys are more risk taking in both countries.  

Hypothesis 8: The gender gap is greater in Colombia than in Sweden. 

3.4.4.2 Results – risk  

In the joint sample of children (including children in both Colombia and 

Sweden), 25% of the children were inconsistent in their choices of the safe 

option versus the lottery (coin flip). In general, the children are significantly 

more inconsistent in Colombia (29%) compared to Sweden (20%) 

(p<0.001).
46

 There is however no gender difference in being inconsistent in 

either country (Colombia: p=0.903, Sweden: p=0.205). We also measure 

risk preferences in terms of the number of risky choices chosen, in order to 

not exclude inconsistent choices. Using this outcome measure the results 

are similar to those presented here. 

                                                      

 
46 These shares are higher than what is typically found among adults, and could be an indica-

tion of a limited understanding of probabilities in this age group. Future research should 

take this into account. 
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Table 8. Summary table risk measures. 
Variable Mean Sd Median N Min Max 

Risk 3.99 2.22 3.5 875 1 8.75 

Inconsistent answers 0.25 0.43 0 1166 0 1 

Number of risky choices 2.54 1.66 3 1138 0 6 

 

We find a gender gap in risk taking in both countries, with boys taking 
more risk. In Colombia, boys take 40% more risk than girls (p<0.001), with 
the corresponding number in Sweden being 15% (p=0.001) (see figure 7). 

 

 
Figure 7. Risk taking, by gender.  

Comparing Colombia and Sweden, we find that Colombian children take 
less risk than Swedish children (p<0.001). This result is driven by the dif-
ference between Colombian and Swedish girls, since boys are equally risk 
taking in the two countries. When testing the size of the gender gaps, we 
find a significantly larger gender gap in Colombia compared to Sweden 
(p=0.015).  
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Thus, hypotheses 5 and 6 are supported: boys take more risk in both 

countries, and the gender gap is greater in Colombia than in Sweden. 

3.4.5 Competitiveness and risk preferences 

We also explore the relationship between risk taking and competitiveness, 

since the two things often are related yet are two separate concepts, and 

there are strong gender differences in both preferences. We find a positive 

relationship between risk taking and choice of competition in Sweden 

(p<0.001), indicating that the children who choose to compete also tend to 

be more risk taking, and vice versa. In Colombia there seems to be no such 

relationship (p=0.149). Studying the sample split by gender within each 

country, both girls and boys display the same positive correlation pattern in 

Sweden (Girls: p=0.017, Boys: p<0.001). In Colombia neither boys nor 

girls display a positive pattern between choice of competition and risk tak-

ing behavior (Girls: p=0.948, Boys: p=0.105).
47

 

Niederle and Vesterlund (2007) find that the gender gap in risk prefe-

rences only explains part of the gender gap in competitiveness as measured 

by choice among adults, and our results support this. Our results indicate 

that the cross-country factors in play seem to affect risk taking and compe-

titiveness differently.  

3.4.6 Further analysis and robustness checks 

In this section we provide some further analysis of our findings. Additional 

tests and an analysis of differences in variance and relative performance can 

also be found in the first section of the appendix. 

3.4.6.1 Performance beliefs 

We asked the children to rank their believed performance in math and 

word search relative to their classmates. We create a variable that measures 

this discrepancy, thus both over- and underconfidence. Actual piece-rate 

performance differs significantly from the self-reported expected piece-rate 

                                                      

 
47 The p-values come from testing equality of distribution of risk between those who chose 

competition to those who did not, using a Kolmogorov Smirnov test. This is the case for 

both indicators of risk preferences: the threshold children use for switching between a sure 

amount and a risky, or the number of risky choices they select out of all choices.  
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performance in both tasks and countries, except for the math task in Swe-

den. Children believe they perform better than they actually do in both 

tasks in both countries. We find no gender gap in this confidence measure 

when it comes to math or word search in either country. On average, the 

Colombian children are more overconfident than Swedish children 

(p<0.001). Using beliefs as a control variable does not alter any of our re-

sults. For relevant p-values please see appendix tables A14-A15. 

It is surprising that we don‟t find that overconfidence, or a gender diffe-

rence in beliefs about performance, explains part of the gender gap given 

that it has previously been shown to play an important role (e.g. Niederle 

and Vesterlund 2007). It is also surprising that there is no gender gap in 

overconfidence in either task in either country, since these results differ 

from those of Dahlbom et al. (2010), who find that among 14-year old 

children in Sweden, boys are overconfident and girls are underconfident in 

terms of math performance. Our results also differ from those of Jakobs-

son et al. (2010), who find that boys in El Salvador are overconfident and 

girls are underconfident in math whereas there is no gender gap in a more 

gender neutral task such as performance in social science, where both boys 

and girls are overconfident. The children in our study are younger than 

those in Dahlbom et al. (2010) and Jakobsson et al. (2010), and we ask a 

retrospective question whereas these other two studies ask the children 

about their expected performance on a math test that will be performed la-

ter. This may explain the discrepancy between our results. 

3.4.6.2 Do the children perceive competing as important and tasks as gendered? 

The final element in the classroom part is a survey where we elicit percep-

tions of how boyish/girlish the children considered running, skipping rope, 

math and word search to be. We further asked how boyish/girlish they 

considered competing in these tasks to be. We used a scale from 0 to 10 

where a lower number indicates rating the task as more girlish and a higher 

number as more boyish (0=very girlish, 5=neutral, 10=very boyish).  

In both countries, boys rate competition as more important compared to 

girls (Colombia: p=0.009, Sweden: p<0.001). In Colombia, both girls and 

boys believe that it is more important to compete against a boy than against 

a girl (Girls: p=0.003, Boys: p<0.001). Girls in Sweden rate competing 

against a boy as being more important compared to competing against a girl 
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(p<0.001), whereas boys rate it as equally important (p=0.375). This does 

not correspond to what we observe in terms of the gender of opponent ef-

fect in performance change. For example, Swedish boys actually change 

their performance more when competing against a girl in running, see Table 

4. Children in both Colombia and Sweden perceive math and running as 

being significantly more boyish (p<0.001 for both countries and both tasks) 

whereas skipping rope and word search are seen as being more girlish 

(p<0.001 for both countries and both tasks). Boys and girls tend to agree in 

these ratings, except that boys in both Colombia and Sweden perceive word 

search to be more girlish whereas girls perceive it to be more gender neutral 

(Colombia: Girls: p=0.111, Boys: p<0.001, Sweden: Girls: p=0.288, Boys: 

p<0.001). In Colombia, girls drive the results for skipping rope and word 

search and boys for running and math. The same holds for Sweden, except 

for skipping rope where boys and girls rate it as being equally girlish. Exact  

point estimates and p-values are found in table A16.
48

 

3.5 Discussion 

In studies on adults, men are typically more competitive, measured by both 

performance change in response to competition and the choice to compete, 

and more risk taking than women. This difference in behavior may explain 

part of the gender gap observed in many areas in society, including why 

men are more likely to be in top positions in most sectors. The foundations 

of the gender gap are currently being investigated in a number of ways. For 

example, some studies find that the type of task used to measure competi-

tiveness matter (Gneezy and Rustichini 2004b, Günther et al. 2009, Grosse 

and Riener 2010), and influences the extent to which there is a gender gap 

in competitiveness, whereas other studies find no effect (Dreber et al. 2009, 

Wozniak et al. 2010). The gender gap in competitiveness among adults, as 

measured by choice, has been shown to disappear with performance feed-

back (Wozniak et al. 2010) and in setups where uncertainty about perfor-

mance is minimized (Niederle and Yestrumskas 2008), and the gender dif-

                                                      

 
48 We have also performed a quantile regression analysis of competitiveness as measured by 

performance change. 
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ference in performance change vanishes with repetition of the competition 

(Cotton et al. 2009).  

It has also been shown that the social and cultural environment in which 

the study is conducted plays an important role in explaining the gender gap 

in competitiveness (e.g. Gneezy and Rustichini 2004a, Dreber et al. 2009, 

Gneezy et al. 2009, Sutter and Rützler 2010). For example, Andersen et al. 

(2010) find that boys become more competitive than girls first around the 

age of 13-15 in a patriarchal society but not in a matrilineal society, where 

there is no gender gap in any age group. These discrepancies suggest that 

there is a need for more studies on this in a wide range of countries.  

There are also studies that attempt to address the hormonal impact on 

the gender gap in preferences for competition and risk among adults (see 

Dreber and Hoffman 2010 for a review of this literature). These studies 

find conflicting results, while only looking at adults, on the impact of the 

menstrual cycle on competitiveness (Buser 2009, Wozniak et al. 2010) and 

on risk taking (Buser 2009, Chen et al. 2005, Pearson and Schipper 2009). 

The same is true for testosterone and risk taking (Apicella et al. 2008, Sa-

pienza et al. 2009, Zethraeus et al. 2009), whereas the only study that we are 

aware of that looks at competitiveness find no hormonal correlates (Apicel-

la et al. 2010). More work is thus needed in this field with inconclusive re-

sults, as well as studies looking at hormonal correlates among children and 

adolescents. 

In this paper we study the gender gap in competitiveness and risk taking 

among children aged 9-12 in Colombia and Sweden. We consistently find 

no gender gap in competitiveness in Colombia, a country considered less 

gender equal than Sweden. In Sweden, we find clear evidence that boys 

choose competition more than girls in both math and word search. There is 

also some indication of girls being more competitive than boys in skipping 

rope and math when it comes to performance change in Sweden. Our hy-

potheses on competitiveness are thus not supported. Meanwhile, boys are 

more risk taking in both Colombia and Sweden, and the gender gap is grea-

ter in Colombia than in Sweden. This supports our hypotheses on risk pre-

ferences. 

It is puzzling why our priors are not supported for competitiveness while 

they are supported for risk taking. Colombia and Sweden differ in many as-

pects, including the level of gender equality. Our results indicate that com-
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petitiveness and risk preferences pick up behaviors that are affected in a 

dissimilar way by these societal gender differences between the two coun-

tries. We hypothesized that the gender equality of the country would be a 

good proxy of the gender gap. Our sample of countries is obviously very 

small, but thus far the gender equality of the country seems to not be a 

good proxy of the gender gap in competitiveness. This should be elabora-

ted further in more extensive studies. Moreover, focusing on identifying the 

specific components and how they relate to gender differences in competi-

tion, be it the country‟s educational gender gap, labor market gender gap, or 

political gender gap, is also a potentially fruitful avenue for future research. 

Exploring the gender gap in preferences for competition and risk as we 

have done here contributes to further our understanding of the cultural im-

pact on the gender gap in preferences as well as gives us more insights on 

what the gender gap in preferences looks like among children, which is not 

necessarily the same as among adults. It would be interesting to explore 

other age groups, including adults in a cross-cultural study, as well as to ex-

plore other types of preferences. This is an endeavor that will require colla-

borations among researchers across a wide range of countries, perhaps in-

cluding other types of social and cognitive scientists for complementary 

perspectives of the gender gap and the development of preferences. 
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3.7 Appendix 

3.7.1 Further analysis 

3.7.1.1 Relative difference in performance 

We also conduct the same analysis for performance with relative perfor-

mance instead of absolute performance, where relative performance is de-

fined as ((performance in stage 2 – performance in stage 1)/performance in 

stage 1). With this analysis the gender differences that we found using abso-

lute performance change in skipping rope and math in Sweden disappear. 

Hence, we find no gender gap in competitiveness in neither Colombia nor 

Sweden in any task when it comes to relative performance change.  

3.7.1.2 Variance 

Studying gender differences in performance looking at gender differences 

in various parts of the performance distribution might provide further in-

sight. Even though we find no significant gender differences in perform-

ance when looking at the mean, there may be differences in the variances of 

the performance distributions.
49

 

The results when analyzing the variances in running and skipping rope 

are in line with what we find in the analysis of the means. In running in Co-

lombia, there is no difference in variances when we look at the inner quar-

tile range the gender difference is no longer significant (p=0.101). Sweden 

has no gender gap in the variance of the running performance distribution 

(p=0.487). In skipping rope, Colombian boys and girls have an equal va-

riance (p=0.185), but in Sweden girls have a larger variance in skipping rope 

performance compared to boys (p=0.010), supporting our results in terms 

of mean differences. In Colombia, where we found no gender difference in 

mean performance, we also find no gender difference in the variance of 

                                                      

 
49

 The most common test for a comparison of standard deviations, the F-test for 

the homogeneity of variances (sdtest), is very sensitive to the assumption that that 

the data are drawn from an underlying normal distribution. Therefore we also per-

formed a robust test (Levene‟s test with mean, median and 10% trimmed mean). 

None of these tests indicated significant differences in the variances. For simplicity 

we report only p-values from the non-parametric test using the mean.   
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math performance (p=0.255). In word search, however, where no gender 

difference in the mean was found, the non-parametric test displays an insi-

gnificant difference (p=0.522) whereas the parametric test indicates a signi-

ficantly larger variance for boys (p<0.001) as does the test on the inner 

quartile range (p=0.029). In Sweden, the results for the mean analysis are 

supported, since we neither find a gender gap in the variance in math per-

formance (p=0.426) nor a robust gender difference in the variance in word 

search performance (t-test: p=0.036, MW: p=0.086, IQR: p=0.142).  

In sum, boys in Colombia have a larger variance in word performance, 

whereas in Sweden the girls have a larger variance in skipping rope. 
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Table A1. Set of variables used, variable description. 

Variable Variable description 

Sweden  Dummy variable for country, Sweden=1 

Female Dummy variable for gender, girl=1 

Female*Sweden Interaction variable between gender and coun-
try 

Individual performance Performance in the non-competitive setting 

Competitive performance Performance in the competitive setting 

Running  Dummy variable type of PE task, running=1 

Math Dummy variable type of lab task, math=1 

Age Age in years 

Risk Certainty equivalent in risk task 

Risky choices Number of risky choices in risk task 

Performance beliefs Participants‟ guessed rank 

Importance winning female 
opponent 

Importance of winning against a girl, scale 1-
10 

Importance winning male op-
ponent 

Importance of winningagainst a boy, , scale 1-
10 

Running gendered How gendered running is, scale 1-10 

Skipping gendered How gendered skipping is, scale 1-10 

Math gendered How gendered math is, scale 1-10 

Word gendered How gendered word search is, scale 1-10 
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Table A2. Performance change running. 

VARIABLES No controls Set 1 Set 2 

  (1) (2) (3) 

Sweden 0.323** 0.475*** 0.490*** 

 (0.128) (0.147) (0.155) 

Female -0.288** 0.121 0.169 

 (0.142) (0.173) (0.186) 

Female*Sweden 0.247  -0.089 -0.163 

 (0.185) (0.211) (0.223) 

Individual performance  -0.279*** -0.278*** 

  (0.030) (0.030) 

Age   -0.0570  -0.047 

  (0.060) (0.060) 

Risk  -0.0218  -0.025 

  (0.024) (0.025) 

Importance winning 
female opponent 

   -0.027* 

   (0.017) 

Importance winning 
male opponent 

   -0.004 

   (0.017) 

Running gendered    0.014 

   (0.024) 

Observations 898 620 617 

R-squared 0.029 0.153 0.159 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A3. Performance change skipping rope. 

VARIABLES No controls Set 1 Set 2 

  (1) (2) (3) 

Sweden 4.547 3.700 5.408 

 (3.647) (4.442) (4.561) 

Female 2.129 7.085 8.916* 

 (4.159) (5.179) (5.316) 

Female*Sweden 2.953 10.30 8.064 

 (5.361) (6.488) (6.683) 

Individual performance  -0.364*** -0.369*** 

  (0.037) (0.037) 

Age  4.791*** 4.256** 

  (1.788) (1.807) 

Risk  0.334 0.156 

  (0.757) (0.756) 

Importance winning fe-
male opponent 

  0.0311 

   (0.503) 

Importance winning male 
opponent 

  0.419 

   (0.506) 

Skipping gendered   0.865 

   (0.666) 

Observations 870 608 601 

R-squared 0.009 0.151 0.157 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A4. Comparing the gender gap in performance change in running and 

skipping rope in Colombia. 

VARIABLES No controls Set 1 Set 2 

  (1) (2) (3) 

Female 0.305 0.836 0.891 

 (0.368) (0.932) (0.975) 

Running -0.741*** -0.850 -0.851 

 (0.228) (0.548) (0.558) 

Female*Running -0.320 -0.986 -0.950 

 (0.369) (0.898) (0.920) 

Individual performance skipping   -0.020**  -0.020** 

  (0.008) (0.008) 

Individual performance running  0.078 0.109 

  (0.068) (0.085) 

Age  0.300** 0.230** 

  (0.129) (0.111) 

Risk   -0.099  -0.098 

  (0.066) (0.060) 

Importance winning female opponent    -0.024 

   (0.070) 

Importance winning male opponent   0.028 

   (0.038) 

Skipping gendered   0.096 

   (0.077) 

Running gendered    -0.013 

   (0.044) 

Constant 0.714*** -2.741 -2.818 

 (0.228) (1.704) (1.932) 

Observations 726 256 252 

R-squared 0.035 0.084 0.090 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 

 

86 

Table A4. Comparing the gender gap in performance change in running and 

skipping rope in Colombia. 

VARIABLES No controls Set 1 Set 2 

  (1) (2) (3) 

Female 0.305 0.836 0.891 

 (0.368) (0.932) (0.975) 

Running -0.741*** -0.850 -0.851 

 (0.228) (0.548) (0.558) 

Female*Running -0.320 -0.986 -0.950 

 (0.369) (0.898) (0.920) 

Individual performance skipping   -0.020**  -0.020** 

  (0.008) (0.008) 

Individual performance running  0.078 0.109 

  (0.068) (0.085) 

Age  0.300** 0.230** 

  (0.129) (0.111) 

Risk   -0.099  -0.098 

  (0.066) (0.060) 

Importance winning female opponent    -0.024 

   (0.070) 

Importance winning male opponent   0.028 

   (0.038) 

Skipping gendered   0.096 

   (0.077) 

Running gendered    -0.013 

   (0.044) 

Constant 0.714*** -2.741 -2.818 

 (0.228) (1.704) (1.932) 

Observations 726 256 252 

R-squared 0.035 0.084 0.090 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 



 

87 

Table A5. Comparing the gender gap in performance change in running and 

skipping rope in Sweden. 

VARIABLES No controls Set 1 Set 2 

  (1) (2) (3) 

Female -0.180  -0.051 -0.159 

 (0.267) (0.346) (0.348) 

Running -1.122*** -1.223*** -1.234*** 

 (0.224) (0.307) (0.309) 

Female*Running 0.177 0.290 0.367 

 (0.267) (0.348) (0.345) 

Individual performance skipping rope   -0.007***  -0.007*** 

  (0.001) (0.001) 

Individual performance running  0.053 0.056 

  (0.105) (0.103) 

Age  0.346*** 0.303*** 

  (0.120) (0.116) 

Risk  0.036 0.0118 

  (0.060) (0.066) 

Importance winning female opponent    -0.019 

   (0.026) 

Importance winning male opponent   0.018 

   (0.024) 

Skipping gendered   0.093* 

   (0.048) 

Running gendered    -0.015 

   (0.072) 

Constant 1.114*** -3.449 -3.128 

 (0.224) (2.706) (2.669) 

Observations 1,042 720 714 

R-squared 0.058 0.087 0.089 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A6. Performance change math and word search, control variables set 

1. 

VARIABLES All Math Word 

  (1) (2) (3) 

Sweden 0.917** 0.662 1.442*** 

 (0.377) (0.585) (0.495) 

Female 0.236 0.084 0.313 

 (0.385) (0.626) (0.475) 

Female*Sweden 0.468 0.765 0.484 

 (0.497) (0.782) (0.634) 

Individual performance -0.374*** -0.340*** -0.468*** 

 (0.026) (0.036) (0.044) 

Math 1.089***   

 (0.253)   

Age 0.515*** 0.560** 0.648*** 

 (0.141) (0.237) (0.179) 

Risk 0.0455 0.047 0.0477 

 (0.060) (0.095) (0.075) 

Performance beliefs 1.094* 1.789** 0.342 

 (0.566) (0.855) (0.746) 

Observations 767 375 392 

R-squared 0.251 0.268 0.248 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A6. Performance change math and word search, control variables set 

1. 
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Table A7. Performance change math and word search, control variables set 

2. 

VARIABLES All Math Word 

  (1) (2) (3) 

Sweden 0.867** 0.444 1.362*** 

 (0.396) (0.635) (0.500) 

Female 0.127 -0.282 0.435 

 (0.412) (0.685) (0.500) 

Female*Sweden 0.574 1.266 0.259 

 (0.524) (0.842) (0.662) 

Individual performance -0.374*** -0.328*** -0.461*** 

 (0.026) (0.037) (0.044) 

Math 1.099***   

 (0.256)   

Age 0.508*** 0.578** 0.603*** 

 (0.143) (0.246) (0.178) 

Risk 0.0313 0.067 0.033 

 (0.061) (0.099) (0.075) 

Performance beliefs 1.032* 1.668* 0.368 

 (0.571) (0.867) (0.743) 

Importance winning female opponent  -0.016 0.094  -0.095* 

 (0.040) (0.066) (0.049) 

Importance winning male opponent 0.016 0.014  -0.003 

 (0.040) (0.068) (0.048) 

Word gendered  -0.055  -0.032  -0.074 

 (0.070) (0.115) (0.085) 

Math gendered  -0.025 -0.171 0.058 

 (0.072) (0.123) (0.085) 

Observations 753 365 388 

R-squared 0.251 0.274 0.262 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A8. Comparing the gender gap in performance change in math and 

word search in Colombia. 

VARIABLES No con-
trols 

Set 1 Set 2 

  (1) (2) (3) 

Female -0.153 -0.170 -0.229 

 (0.181) (0.192) (0.170) 

Math -0.153 -0.0321  -0.067 

 (0.174) (0.202) (0.244) 

Female*Math -0.125 -0.256 -0.305 

 (0.254) (0.271) (0.270) 

Individual performance  -0.263*** -0.258*** 

  (0.019) (0.075) 

Competitive performance  0.279*** 0.280*** 

  (0.021) (0.083) 

Age   -0.011  -0.016 

  (0.075) (0.050) 

Risk  0.006 0.006 

  (0.026) (0.027) 

Importance winning female opponent    -0.018 

   (0.016) 

Importance winning male opponent    -0.016 

   (0.018) 

Word gendered    -0.027 

   (0.023) 

Math gendered    -0.031 

   (0.026) 

Constant 0.730*** 0.566 1.126* 

 (0.124) (0.825) (0.601) 

Observations 556 357 350 

R-squared 0.011 0.416 0.423 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A9. Comparing the gender gap in performance change in math and 

word search in Sweden. 

VARIABLES No con-
trols 

Set 1 Set 2 

  (1) (2) (3) 

Female 0.012 0.027 0.030 

 (0.091) (0.065) (0.066) 

Math 0.065 0.150** 0.138* 

 (0.091) (0.065) (0.071) 

Female*Math 0.208  -0.028  -0.012 

 (0.128) (0.093) (0.091) 

Individual performance  -0.145***  -0.146*** 

  (0.006) (0.011) 

Competitive performance  0.126*** 0.126*** 

  (0.007) (0.008) 

Age   -0.011  -0.016 

  (0.028) (0.034) 

Risk  0.060*** 0.063** 

  (0.016) (0.026) 

Importance winning female opponent   0.010 

   (0.009) 

Importance winning male opponent    -0.006 

   (0.009) 

Word gendered   0.002 

   (0.016) 

Math gendered    -0.017 

   (0.015) 

Constant 0.125** 0.144 0.244 

 (0.0632) (0.318) (0.348) 

Observations 577 447 439 

R-squared 0.022 0.575 0.575 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A10. Competition choice math and word search, control variables set 

1. 

VARIABLES All Math Word 

  (1) (2) (3) 

Sweden 0.142*** 0.068 0.233*** 

 (0.049) (0.070) (0.070) 

Female 0.076 0.021 0.135** 

 (0.050) (0.075) (0.067) 

Female*Sweden -0.244*** -0.190**  -0.284*** 

 (0.065) (0.094) (0.090) 

Individual performance 0.002 0.0029  -0.001 

 (0.003) (0.004) (0.006) 

Math 0.034   

 (0.033)   

Age  -0.024  -0.018  -0.020 

 (0.018) (0.028) (0.025) 

Risk 0.040*** 0.055*** 0.024** 

 (0.008) (0.012) (0.011) 

Performance beliefs 0.383*** 0.448*** 0.309*** 

 (0.073) (0.103) (0.105) 

Observations 767 374 393 

R-squared 0.099 0.144 0.071 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A11. Competition choice math and word search, control variables set 

2. 

VARIABLES All Math Word 

  (1) (2) (3) 

Sweden 0.150*** 0.078 0.233*** 

 (0.052) (0.077) (0.072) 

Female 0.094* 0.041 0.143** 

 (0.054) (0.083) (0.072) 

Female*Sweden -0.248*** -0.202** -0.274*** 

 (0.068) (0.102) (0.095) 

Individual performance 0.002 0.002  -0.001 

 (0.003) (0.004) (0.006) 

Math 0.040   

 (0.033)   

Age  -0.021  -0.012  -0.022 

 (0.019) (0.030) (0.026) 

Risk 0.039*** 0.055*** 0.029** 

 (0.008) (0.012) (0.011) 

Performance beliefs 0.381*** 0.457*** 0.298*** 

 (0.074) (0.104) (0.106) 

Importance winning female opponent  -0.002  -0.002 0.000 

 (0.005) (0.008) (0.007) 

Importance winning male opponent 0.008 0.007 0.008 

 (0.005) (0.008) (0.007) 

Word gendered 0.004 0.002 0.005 

 (0.009) (0.014) (0.012) 

Math gendered  -0.002 0.003  -0.007 

 (0.009) (0.015) (0.012) 

Observations 753 364 389 

R-squared 0.098 0.145 0.068 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A12. Comparing the gender gap in choice in math and word search in 

Colombia. 

VARIABLES No controls Set 1 Set 2 

  (1) (2) (3) 

Female 0.027 0.106 0.119* 

 (0.055) (0.065) (0.066) 

Math 0.084 0.174** 0.176** 

 (0.053) (0.069) (0.068) 

Female*Math  -0.053 -0.183** -0.193** 

 (0.078) (0.093) (0.096) 

Individual performance   -0.002  -0.001 

  (0.007) (0.006) 

Competitive performance  0.013* 0.014* 

  (0.007) (0.007) 

Age   -0.055**  -0.057** 

  (0.026) (0.027) 

Risk  0.013 0.013 

  (0.009) (0.009) 

Importance winning female opponent    -0.005 

   (0.007) 

Importance winning male opponent    -0.001 

   (0.007) 

Word gendered   0.000 

   (0.012) 

Math gendered   0.002 

   (0.012) 

Constant 0.265*** 0.659** 0.698** 

 (0.038) (0.283) (0.309) 

Observations 560 362 355 

R-squared 0.005 0.060 0.064 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A13. Comparing the gender gap in choice in math and word search in 

Sweden. 

VARIABLES No controls Set 1 Set 2 

  (1) (2) (3) 

Female -0.114** -0.152** -0.119* 

 (0.054) (0.060) (0.063) 

Math 0.058  -0.023  -0.007 

 (0.054) (0.059) (0.065) 

Female*Math  -0.140*  -0.026  -0.032 

 (0.076) (0.084) (0.085) 

Individual performance   -0.001  -0.001 

  (0.006) (0.006) 

Competitive performance  0.012** 0.012* 

  (0.006) (0.006) 

Age   -0.034  -0.034 

  (0.025) (0.026) 

Risk  0.086*** 0.089*** 

  (0.014) (0.014) 

Importance winning female opponent    -0.002 

   (0.009) 

Importance winning male opponent    0.018** 

   (0.009) 

Word gendered   0.025* 

   (0.013) 

Math gendered    -0.007 

   (0.014) 

Constant 0.385*** 0.307 0.122 

 (0.0376) (0.289) (0.316) 

Observations 576 448 440 

R-squared 0.045 0.140 0.154 

Standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1 
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Table A14. Actual and expected performance in math and in word search in 

Colombia 

Columbia  Math SR Word search SR 

 Actual 
rank 

Belief Difference p-
value 

Actual 
rank 

Belief Difference p-
value 

Girls 0.526 0.627 0.101 0.002 0.517 0.564 0.047 0.061 

Boys 0.539 0.603 0.064 0.201 0.548 0.582 0.034 0.313 

p-value      0.208       0.629   

Table A15. Actual and expected performance in math and in word search in 

Sweden 

Sweden  Math SR Word search SR 

 Actual 
rank 

Belief Difference p-
value 

Actual 
rank 

Belief Difference p-
value 

Girls 0.559 0.545 -0.015 0.890 0.513 0.515 0.000 0.001 

Boys 0.544 0.597 0.053 0.145 0.592 0.619 0.027 0.381 

p-value      0.163       0.141   

Table A16. How gendered boys and girls perceive the tasks 

  Colombia RS Sweden RS 

 Boys Girls p-value Boys Girls p-value 

Running 6.852 4.722 0.000 6.754 5.392 0.000 

Skipping 3.833 2.663 0.000 3.487 3.220 0.212 

Math 6.088 4.549 0.000 5.456 5.012 0.000 

Word 5.741 4.205 0.000 4.860 4.230 0.000 
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ABSTRACT: We look at gender differences in preferences for altruism, risk and 
competition in math and word search among adolescents in Sweden. We find that 
girls are more altruistic and less risk taking than boys. We find no gender gap in 
performance change when comparing performance under non-competition with 
performance under competition. Boys and girls are equally likely to choose to 
compete in word search, but boys are significantly more likely to choose to com-
pete in math. However, this gender gap diminishes and becomes non significant 
when we control for relative performance beliefs, indicating that some of the gen-
der gap in our sample is not due to competition preferences per se.  

4.1  Introduction 

Women today are in many countries at least as likely as men to pursue 

higher education and to participate in the labor market. Yet, the wage gap 

and the segregation in the labor market persist. One possible cause of 

gender differences in labor market outcomes is that men and women differ 

in terms of economic preferences. In economic studies, men are typically 

found to be less altruistic and more risk taking than women, as well as more 

competitive (see, e.g., Eckel and Grossman 2008a, 2008b, Croson and 

Gneezy 2009, Bertrand 2010, Engel 2010).  

There is some evidence suggesting that gender differences in social pre-

ferences, risk preferences and competitiveness may contribute to explaining 

the gender gap in labor market outcomes (see e.g. Bertrand 2010 for further 

discussion). For example, Fortin (2008) finds that four different non-

cognitive traits among young employees, including a suggested measure of 

competitiveness and a suggested measure of altruism, can explain some of 

the gender gap in wages. Individuals that display more competitiveness and 

less altruism seem to earn more. Some previous studies illustrate the con-

nection between risk preferences and the labor market. Manning and Swaf-

field (2008) explain some of the gender gap in earnings with a set of psy-

chological factors, including attitudes toward risk and competition.
50

 Bonin 

et al. (2007) find that individuals who self-report that they are less willing to 

take risks also work in occupations with more stable earnings, which tend 

to pay less on average due to compensating wage differentials. Though 

                                                      

 
50 However, human capital factors are the most important variable explaining the gender 

wage gap. 
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quantitatively small, a related effect is found in Manning and Saidi (2010) 

who find that there are fewer women in occupations and establishments 

that use variable pay instead of fixed pay contracts in Britain.
51

 Flory et al. 

(2010) test the relationship between labor market choices and competitive-

ness directly in a large scale, randomized field experiment. They find that 

women are less likely than men to choose to apply to jobs with competitive 

compensation regimes.  

In this paper we explore the gender gap in preferences among adoles-

cents. Little is known about the development of the gender gap in econo-

mic preferences, and to what extent adolescents exhibit the same type of 

gender differences in preferences as adults do. If gender differences in pre-

ferences can explain part of the gender gap in labor market outcomes, it is 

relevant to also assess gender differences before individuals enter the labor 

market. Many important decisions that have implications for labor market 

outcomes, such as education choices, are taken during adolescence. For this 

reason we set out to study gender differences in economic preferences 

among individuals aged 16-18 years in Sweden. We focus on preferences 

for altruism and risk, as well as competition.  

A recent meta-analysis of dictator game giving among adults finds that 

women are more altruistic than men (Engel 2010). There are by now a 

number of studies on gender differences in altruism among children and 

adolescents. As with the adult literature, some of these studies find that 

girls are more altruistic (Harbaugh et al. 2003, Gummerum et al. 2010) whe-

reas other studies find no gender gap (Benenson et al. 2007, Blake and 

Rand 2010) and one recent study finds that girls are less altruistic (Fehr et 

al. 2011).
52

 Moreover, when it comes to social preferences, adolescent girls 

are generally found to be more inequality averse and boys more efficiency 

concerned (Almås et al. 2010, Sutter et al. 2010, Fehr et al. 2011, Martins-

                                                      

 
51 Dohmen et al. (2011) also find that risk preferences elicited from lab measures have a sig-

nificant and positive, albeit low, predictive power for labor market behavior. 
52 However, Blake and Rand (2010) find that girls are more likely to give something com-

pared to nothing than boys. 
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son et al. forthcoming).
53

 In order to study altruism among adolescents, we 

have subjects play a dictator game where the recipient is a charity. 

We also explore the gender gap in risk preferences. Among adults, wo-

men are typically found to be less risk taking than men. Previous literature 

on children finds either no gender gap (Harbaugh et al. 2002), or that boys 

are more risk taking than girls (Borghans et al. 2009, Sutter et al. 2010, 

Cárdenas et al. forthcoming).
54

 However, context or sample selection also 

seems to influence the gender gap in risk taking. Booth and Nolen (2009b) 

look at single sex and mixed schools and find that in this sample of children 

around 15 years old, boys are more risk taking than girls in mixed schools 

but that there is no gender gap when comparing boys to girls from single 

sex schools. Girls are also more risk taking when assigned to all-girl groups 

than when assigned to mixed groups. When it comes to measuring risk pre-

ferences in our study, we use two measures. The main measure consists  of 

six choices where individuals choose between a lottery in the form of a coin 

flip that gives SEK 100 or 0 with equal probability and a safe option where 

the certain monetary amount increases successively in  (from SEK 20 to 

75).
55

 We also use a survey question where individuals are asked to self-

report their general risk taking propensity. This measure has been shown to 

correlate with both risk taking in an incentivized experiment and with gen-

der (Dohmen et al. 2011). 

Competitiveness is typically measured as either the change in perfor-

mance in a competitive setting compared to a non-competitive setting, or as 

a preference for competition, such as self-selecting into a tournament ins-

tead of a piece-rate payment scheme. Previous studies have found that if 

there is a gender gap in any of these measures, men and boys are more 

competitive (Gneezy et al. 2003, Gneezy and Rustichini 2004a, Datta Gupta 

et al. 2005, Niederle and Vesterlund 2007, Sutter and Rützler 2010). Howe-

ver, the gender gap can be influenced by both the task performed and the 

                                                      

 
53 Sutter et al. (2010) actually find that maximin preferences become more important with 

age for girls. 
54 Harbaugh et al. (2002) have the smallest sample of the aforementioned studies on risk 

taking (129 children aged 5-13 and 58 children aged 14-20). 
55 When conducting the study 7 SEK corresponded to about 1 USD. 
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sample in which competitiveness is studied. For example, Gneezy and Rus-

tichini (2004b), Grosse and Riener (2010), Günther et al. (2010) and Shur-

chkov (forthcoming) find that the gap in competitiveness varies or can even 

be reversed depending on the task performed and the time constraint, whe-

reas Wozniak et al. (2010) find no effect of tasks. Yet other studies find that 

the existence of a gender gap in competitiveness varies with the sample 

studied (Booth and Nolen 2009a, Gneezy et al. 2009, Andersen et al. 2010, 

Zhang 2010). For example, Gneezy and Rustichini (2004a) find that boys 

but not girls are competitive when it comes to performance change in run-

ning, whereas Dreber et al. (2009) and Cárdenas et al. (forthcoming) find 

no gender gap with this measure in the same task. In this paper we explore 

the role of both performance change and self-selection into a competitive 

setting, in two different tasks: math and word search.  

We find that adolescent girls are more altruistic and less risk taking than 

adolescent boys. We find no gender difference in performance change un-

der a competitive setting in comparison to a non-competitive setting, in ei-

ther math or word search. Boys and girls are equally likely to choose to 

compete in word search, but boys are significantly more likely to choose to 

compete in math. However, the gender gap in choosing to compete in math 

diminishes and is no longer significant when controlling for relative per-

formance beliefs. This indicates that among adolescents, the gender gap in 

competitiveness is not always present, and when it is, it may largely be due 

to other factors than a gender gap in preferences for competition per se. 

We study adolescents in Sweden, a country which typically scores high on 

indices of gender equality, thus to what extent our findings are generalizable 

to other countries remains to be explored. 

The outline for our paper is the following. We present the experimental 

setup in section 2, and move on to our results in section 3. We finish by a 

discussion in section 4. 

4.2 Experimental setup 

The study was conducted in 9 school classes in five high schools in the 

Stockholm area during the fall of 2009. We contacted all schools in the ci-

ties of Stockholm, Uppsala and Västerås. Though we may have some selec-
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tion regarding which schools that decided to participate, participation at the 

student level was compulsory.
56

 The school classes include a mix of differ-

ent specializations.
57

 A total of 216 adolescents in grades 10-12 participated 

in the study.
58

 50% of the participants are female.  

The experiment consisted of three parts conducted in the classroom, 

measuring competitiveness, altruism and risk preferences. The subjects first 

competed in math and word search, then participated in a dictator game 

and finally participated in a risk task. They were informed that each of the 

three parts consisted of a chance to earn money. One of the three parts 

would be randomly selected for payment, and the amount of money they 

could earn depended on the outcome of the choices they made in this part. 

After completing all parts the subjects were given a survey with additional 

questions.  

The competition in the classroom consisted of two tasks, math exercises 

and word search, and each task consisted of three stages. The order of 

math and word search was randomly chosen between classes. The subjects 

did not get any feedback about their performance in any stage. In the first 

stage, a piece-rate scheme, the subjects were told that they had two minutes 

to solve as many exercises as possible, for which they would be given SEK 

3 each. In the second stage, a tournament, the subjects were again told that 

they would get two minutes to solve exercises, but that they now would be 

randomly paired with three other individuals in the class who solved the 

same type of task, and that if they solved more or the same amount of 

exercises as these other individuals, they would get SEK 12 per exercise, 

whereas if they solved fewer exercises they would get SEK 0. In the third 

stage, the subjects were told that they were to solve exercises for another 

                                                      

 
56 The result for the gender gaps reported does not differ between schools, tested in a re-

gression frame work. 
57 The Swedish high school is optional and the students can choose programs with different 

specializations. Specialization does not seem to explain our results when controlled for in a 

regression frame work.  
58 Grade 10-12 represents the Swedish “gymnasium”. Among the participants, 56 attended 

the 10th grade, 95 the 11th and 50 the 12th. 15 students attended a mixed class with stu-

dents from grade 10 and 11. For these students we have no information about which grade 

they actually attended at the moment of the study.   
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two minutes, and that they now could choose whether they wanted to be 

given points according to the piece-rate scheme or the tournament (where 

they would again compete against three random other individuals in their 

class). Our measure of reaction to competition is the absolute change in 

performance between the first and second stages. The choice in the third 

stage gives us a measure of competitiveness as a preference for competi-

tion. After the competitiveness task was over, we asked the subjects to 

guess where in the performance distribution of their class they believed 

themselves to be, for both the piece-rate scheme and the forced competi-

tion. This allows us to measure performance beliefs, or over-/under-

confidence. 

Next the subjects took part in a dictator game, where they were asked to 

distribute 50 SEK between themselves and a well known charity organiza-

tion.
59

 They were informed that if this part was selected for payment the 

money they gave to the charity would be sent by us to the charity at the end 

of the study. The amount that the subjects give to the charity is our mea-

sure of altruistic behavior.  

The last part was a risk task consisting of six choices where the subjects 

could choose between a lottery in the form of a coin flip that gives SEK 

100 or 0 with equal probability and a safe option where the certain amount 

increases successively in points (from SEK 20 to 75). Our first measure of 

risk preferences relies on the unique switching point where the individual 

switches from preferring the lottery to preferring the safe option. This mea-

sure excludes inconsistent subjects, i.e. subjects with multiple switching 

points.
60

 To further analyze risk preferences we include a survey question 

where the subjects are asked to self-report their general risk taking propen-

sity on a scale from 0 to 10, where 10 is “very risk taking” and 0 is “not risk 

taking at all”. This second measure of risk preferences is not incentivized.  

                                                      

 
59 The name of the charity organization was the Swedish section of “Save the children”. 
60 14 of our subjects are inconsistent. We therefore also analyze risk taking as the number of 

times a person chooses the risky option compared to the safe, in order to have a measure 

that includes the inconsistent subjects. Using this measure of risk preferences in our analysis 

does not change our results. There is no gender difference in the proportions of inconsistent 

subjects (p=0.102).  
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After the three parts of the study were conducted, a survey was included 

in order to measure beliefs concerning the different tasks, as well as demo-

graphics.
61

 In the end, one part was randomly selected for payment and the 

money was handed out in cash to the subjects.  

To summarize; we analyze competitiveness as performance change in 

math and word search, and as choosing to compete or not in math and 

word search; altruistic behavior via a dictator game; and risk preferences 

through incentivized choices over lotteries and safe options as well as self-

reported risk taking. We further look at additional measures such as relative 

performance beliefs. 

4.3 Results 

This section consists of three parts, where we test whether there is a gender 

gap in altruism, risk and competitiveness. All tests of the means throughout 

the paper are analyzed using the non-parametric Mann-Whitney test and a 

two-sided t-test. Only the p-values for the Mann-Whitney tests are dis-

played.
62

 We start by studying gender differences in altruism, followed by 

an analysis of risk preferences. We then explore competitiveness in the two 

tasks using the two measures of competitiveness. When exploring competi-

tive preferences we control for risk preferences and relative performance 

beliefs.  

4.3.1 Altruism 

Girls are significantly more altruistic than boys in our sample of adolescents 

(p=0.014). Girls give on average SEK 29 and boys SEK 23 out of SEK 50 

                                                      

 
61 We collected a variety of demographic variables, but age is the only demographic variable 

used in this paper. The sample of this study is too small to use all demographics in the analy-

sis of the present paper. We nevertheless chose to include these in the questionnaire for the 

purpose of future research studies.  
62 We present the Mann-Whitney test since none of our variables are normally distributed 

when using a skewness and kurtosis test. When there is a difference between the tests in 

terms of significance we also report the p-values for the t-test. We have also compared 

whether the distributions for each reported variable differ between boys and girls using a 

Kolmogorov-Smirnov test. The results are similar to those reported for mean values.  
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to the charity organization that is the recipient in our dictator game (see ta-

ble 1).
63

  

Table 1. Altruism. 

  n Average donation 

Boys 107 23.20 

Girls 109 29.32 

p-value - 0.014 

4.3.2 Risk preferences 

In this section we explore the gender gap in risk preferences measured 

from incentivized lotteries and self-reported non-incentivized risk taking. 

Analyzing the incentivized risk task we corroborate most previous findings 

that boys are more risk taking than girls. The average certainty equivalent to 

the lottery with equal probabilities of winning 100 and 0 is 45.2 for boys. 

For girls the certainty equivalent is significantly lower, 37.1 (p=0.002).
64

 

Our second measure of risk taking, self-reported risk propensity, supports 

this pattern.
65

 On a scale from 0 to 10, where 0 is not risk taking at all and 

10 is very risk taking, boys rated their average risk propensity to 6.15, whe-

reas girls averaged on 5.59 (p=0.026).
66

  

                                                      

 
63 In a regression analysis, the coefficient on gender is not influenced by the inclusion of the 

additional control variables age and grades. The regression analysis is based on parametric 

assumptions that may not be fulfilled. A correlation analysis between all the behaviors we 

examine also shows that altruism is positively related to risk taking in the incentivized risk 

task (p<0.001), but not in the self-reported question. We also find no correlation between 

altruism and competitive choices (p=0.255 for math and p=0.479 for word).  
64 The result is qualitatively similar when analyzing the number of risky choices instead of 

the switching point in order to include inconsistent individuals (those that switch back and 

forth between the lottery and the safe points). Girls are still less risk taking compared to 

boys (p=0.007). 
65 There is no gender difference in the variance of incentivized risk taking (p=0.210). 
66

 Our two risk measures are significantly correlated (Spearman‟s rho=0.219, p=0.002). 
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to the charity organization that is the recipient in our dictator game (see ta-

ble 1).
63

  

Table 1. Altruism. 

  n Average donation 
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Table 2. Risk preferences. 

  n* Average certainty 
equivalent 

n General risk  

Boys 103 45.22 107 6.15 

Girls 98 37.12 109 5.59 

p-value - 0.002 - 0.026 

*One girl did not participate in this part and 14 participants made inconsistent 
choices.  

4.3.3 Competitiveness 

In this section we explore competitiveness as measured by absolute per-

formance change and as the choice whether to compete or not. All partici-

pants took part in both the math and the word search exercises.
67

 We also 

include an analysis where we control for relative performance beliefs. 

4.3.3.1 Performance and choice 

Table 3 compares the performance between boys and girls in the first stage 

(a piece-rate scheme) and the second stage (a tournament). Studying per-

formance in each stage separately, boys perform significantly better than 

girls in math in both stages, whereas there is no gender difference in per-

formance in word search.  

When it comes to absolute performance change, our first measure of 

competitiveness, we find no increase in performance under the competitive 

compensation scheme for either gender. In contrast to most previous litera-

ture measuring performance change, neither boys nor girls react to the 

competitive environment by increasing their performance comparing the 

second and the first stage. As a robustness check, we also analyze the rela-

tive performance change.
68

 This does not alter our results. Thus, there is no 

significant gender gap in competitiveness with this measure in either task. 

                                                      

 
67 Randomly chosen, half of the classes performed the math task first and half performed 

the word task. A regression analysis suggests that the order of the tasks does not influence 

our results. 
68 Relative performance change is defined as ((performance in stage 2 – performance in 

stage 1)/performance in stage 1). We also conduct a quantile regression on absolute per-
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Table 3. Average performance, stage 1 and 2. 

  n Math, 
stage 1 

Math, 
stage 2 

p-
value 

Word, 
stage 1 

Word, 
stage 2 

p-
value 

Boys 107 8.79 8.82 0.948 8.79 8.57 0.546 

Girls 109* 7.31 7.44 0.510 8.74 8.61 0.542 

p-value   0.010 0.020  - 0.524 0.952  - 

*One girl had to leave the class room and did not participate in the first part of the 
word task.  

When it comes to the choice of competing or not, we find a significant 

gender gap in math but not in word search although the point estimate goes 

in the same direction for both tasks (see table 4).
69

 In math, 38 (36%) of 

the boys choose to compete compared to 18 (17%) of the girls (p=0.001). 

The corresponding numbers in the word task are 34 (33%) and 29 (28%) 

respectively (p=0.356).
70

 The difference in gender gaps between the two 

tasks is mainly due to girls choosing differently across the two tasks: the 

share of girls choosing to compete in the word task is significantly larger 

than the share choosing to compete in the math task (p=0.050), whereas 

the proportion of boys competing is stable across the two tasks (p=0.701).  

Table 4. Percentage choosing to compete in stage 3. 

Task\Gender n % competing 
math 

n % competing 
word 

p-
value 

Boys 106 0.358 105 0.333 0.701 
Girls 109 0.165 109 0.275 0.050 
p-value - 0.001 - 0.356   

                                                                                                                       

 
formance change and find no gender gap in math or word search in any part of the per-

formance distribution. 
69 One subject did not choose payment scheme for the third stage in math, and two did not 

perform in this stage. In the word task, two participants did not choose payment scheme. 

When possible, these individuals are included in the analysis. Including or excluding these 

participants has no effect on the results.  
70 A sample size analysis indicates that 1978 observations would be needed to obtain a sig-

nificant result for the performance change in running, jumping and dancing respectively. 

The basis for the power calculation is a significance level of 5% and a power of 80%. 
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4.3.3.2 Relative performance beliefs 

Due to the gender gap in performance in the math task in each of the 

two stages, all or part of the observed gender gap may be due to subjects 

correctly anticipating their probability of winning the tournament should 

they choose to participate. We thus control for individual performance in 

the second stage in a regression analysis (see Table 6 below). When doing 

so, however, the gender coefficient remains significant. 

Gender differences in competitive choices may also be due to gender dif-

ferences in performance in stage 3, if participants correctly anticipate this. 

However, there is no significant difference in performance increase bet-

ween boys and girls in either task (math: p=0.450, word: p=0.749), nor is 

there a difference in performance increase dividing the sample based on 

their competitive choice.  

Individual risk preferences as well as relative performance beliefs have 

previously been found to influence competitive choices (Niederle och Ves-

terlund 2007, Niederle and Yestrumskas 2008). Girls in our sample who 

self-select into competition are significantly more risk taking than other 

girls in both math (p=0.049) and the word task (p=0.004). For boys, there 

is a significant difference in risk taking between those that compete and 

those that do not only in math (p=0.009). However, exploring the self-

reported risk measure, the only significant difference is when comparing 

boys choosing to compete or not in math (p=0.006). 

Table 5 below report the number of correct guesses regarding relative 

performance, divided by task and gender. Relative to their performance, we 

find that girls are underconfident in terms of their performance beliefs 

(Math: p<0.001: Word: p<0.001), whereas there is some evidence that boys 

are underconfident in math but not word search (Math: p=0.065: Word: 

p=0.659).
71

 When we compare boys and girls, girls are significantly more 

                                                      

 
71 A t-test indicates that boys are significantly underconfident in math (p=0.041). Our meas-

ure of over/underconfidence is the difference between relative performance beliefs and ac-

tual relative performance, both in terms of quartile in the performance distribution. When 

assigning individuals to a quartile for actual relative performance, we divide each separate 

class into four equal groups (roughly equal groups when the class size cannot be divided by 

four). In some cases several individuals performed equally across groups. Those individuals 
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underconfident in word search (p<0.001), and there is some evidence that 

girls are more underconfident in math (p=0.097). This is interesting given 

that most studies on college students find that both boys and girls are over-

confident.72  

Table 5. Distribution of guessed ranks. 

 Men Women 

 Guessed 
rank 

Over-
confi-
dent 

Under-
confi-
dent 

Guesse
d rank 

Over-
confi-
dent 

Under-
confi-
dent 

   
Math              

1. Best 9 (5) 4  - 3 (2) 1  - 

2.  23 (9) 8 6 16 (4) 8 4 

3.  30 (10) 7 13 31 (5) 10 16 

4. Worst 18 (6)  - 12 41 (17)  -  24 

Total 80     91     

Word 
      1. Best  11 (3) 8  - 1 (1) 0  - 

2.  25 (7) 11 7 22 (6) 4 12 

3.  30 (13) 8 9 46 (13) 9 24 

4. Worst 14 (6)  - 8 21 (10)  -  11 

Total 80     90     

*Number of correct guessed in parenthesis.  

                                                                                                                       

 
are given an expected quartile. For example, if four individuals perform similarly, and two 

needs to be assigned to the worst quartile and two to the second to worst quartile, these in-

dividuals all received the expected quartile 3.5. 
72 However, in a study of confidence in math performance among 14-year old children in 

Sweden, Dahlbom et al. (forthcoming) find that boys are overconfident and girls are under-

confident. While we ask our subjects about retrospective performance, Dahlbom et al. 

(2010) ask the children about their expected performance on a math test that will be per-

formed later. 
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Conducting an OLS regression analysis
73

 analyzing the gender gap in 

competitive choices we perform four regressions per task, stepwise inclu-

ding control variables as can be seen in table 6 (math) and 7 (word) be-

low.
74

 We analyze the full sample of individuals, however 45 participants 

(two classes) were not asked to state their performance beliefs regarding 

stage 2 performance. We thus also analyze a limited sample excluding these 

individuals and those for whom we don‟t have all control variables. The re-

sults are very similar. In math, we find that controlling for actual perfor-

mance and class mean diminishes the size of the observed gender gap with 

11% in the restricted sample (comparing the coefficients in regression 1 

and regression 3 in Table 6). When comparing regression 1 with regression 

5 in the restricted sample, i.e. also adding controls for relative performance 

beliefs and risk preferences, we see that the gender difference in competi-

tive choice in math is no longer significant. The point estimate of the fe-

male coefficient is lower, but still negative. The four control variables ac-

count for about 56% of the gender gap found in regression 1. Performance 

beliefs account for about 33% of the observed gender gap and risk prefe-

rences for about 12%. This can be compared to the results reported in 

Niederle & Vesterlund (2007), who find that 27% of the gender gap in 

tournament entry in their sample can be attributed to differences in relative 

performance beliefs.
75

 The gender gap in tournament choice in the word 

task is not significant, independent of whether we control for performance 

or not. Performance beliefs and risk taking are, as in math, positively related 

to choosing to compete in the word task.

                                                      

 
73 See Appendix table 1 for the same analysis using a logit regression.  
74 When performing the regression analyses we also use a specification including variables 

from the short survey that was distributed after the experiment. These variables measured 

for example how gendered the participants found the tasks to be, and how important it was 

to win dependent on the gender of the opponent. None of these variables were significant. 
75 The setups of our study and that of Niederle and Vesterlund (2007) differ in that they had 

participants submit a piece-rate performance to the tournament, whereas in our case subjects 

performed again when choosing to compete. Moreover, Niederle and Vesterlund find that 

gender differences in risk preferences only have a negligible effect on the choice to compete. 
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4.3.4 Summary of results 

In sum, we find that among adolescents, girls give more in a dictator game 

where the recipient is a charity, and that boys are more risk taking than 

girls. We find no gender gap in performance change when our subjects are 

forced to compete. Boys and girls are equally likely to choose to compete in 

word search, but boys are significantly more likely to choose to compete in 

math. However, this gender difference diminishes and becomes insignifi-

cant when controlling for relative performance beliefs.  

4.4 Discussion 

The gender gap in preferences has recently been suggested as an explana-

tion for the often observed gender differences in labor market outcomes. 

Studies on children and adults suggest that if there is any gender gap in 

economic preferences, it is the most robust for altruism, risk and competi-

tion; girls and women are, more altruistic, less risk taking and less competi-

tive than boys and men. To what extent these findings are consistent across 

contexts, countries and age is something that is currently being investigated 

in a number of projects.  

In this study we systematically explore the gender gap in these prefe-

rences among adolescents in Sweden. Relatively little is known about the 

development of the gender gap in economic preferences, and to what ex-

tent adolescents exhibit the same type of gender differences in preferences 

as adults do. For example, it is generally acknowledged that the teenage 

years are associated with increased risk seeking (Boyer 2006). At the same 

time, many important decisions during this period have lifelong conse-

quences, for example pertaining to education and professional choice. It is 

therefore interesting to study the development of economic preferences du-

ring this period. In this study, we find that adolescent girls are more altruis-

tic and less risk taking than adolescent boys, corroborating the general fin-

dings on adults as well as some previous findings among adolescents. When 

it comes to competitiveness, we find no gender gap in performance change 

in either math or word search, comparing performance in a forced tourna-

ment to performance in a piece-rate scheme. We also find no gender gap in 

the choice whether to compete or not in word search. In math, boys are 

more likely to choose to compete than girls, a finding in line with other 
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studies on children (Sutter and Rützler 2010) and adults (e.g. Niederle and 

Vesterlund 2007). However, once we control for performance beliefs, this 

gap diminishes and becomes non-significant, indicating that a large part of 

the observed gender gap in our sample does not depend on a gender diffe-

rence in preference for competition per se.
 
Support for this is also given by 

studies on adults, which shows that the gender gap in competitiveness can 

be eliminated by performance feedback (Wozniak et al. 2010), repetition 

(Cotton et al. 2009) or in environments where uncertainty is minimized 

(Niederle and Yestrumskas 2008). Why we find no gender gap in selection 

into word search competition is puzzling given that the gender gap in un-

derconfidence was even stronger for word search than for math. This lends 

some support for the importance of tasks when studying competitiveness. 

Our results, in relation to previous literature, thus suggest that the gender 

gap in risk taking, and perhaps also in altruism, emerges before adulthood. 

The results on competitiveness are less conclusive, and the potential deve-

lopment of this gender gap remains to be explored further. Moreover, we 

study adolescents in Sweden, a country that typically scores among the hig-

hest on gender equality indices. To what extent our results are generalizable 

to adolescents in other countries and settings is thus not clear. In sum, 

more research is needed in order to establish when and why gender diffe-

rences in preferences arise, as well as their exact implications for the labor 

market.  
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ABSTRACT: A recent literature in economics has highlighted that competition and 
symbolic awards can provide non-monetary incentives. In this paper, we report on 
a step contest that we carried out at a large Swedish workplace in order to test 
whether competition for symbolic awards can be used to promote physical exer-
cise. Each individual was equipped with a pedometer and registered the number of 
steps daily during a four week period. Participants competed both in teams and in-
dividually and the winning team and individual received symbolic prizes. To evalu-
ate the effect of the competition per se, we randomized teams into a control group 
and two treatment groups. We found that the step contest significantly increased 
both the fraction of subjects that completed the step contest and the number of 
steps. The number of steps was about 1,000 steps higher in the main treatment 
group than in the control group (an increase by about 10 percent). This is a con-
servative estimate as the dropouts on average walked fewer steps than individuals 
completing the study. In an additional treatment, we also included a daily step goal 
in the contest. The step goal had no additional significant effect on the number of 
steps, which may be due to the relatively low step goal used (7,000 steps per day).  

5.1 Introduction 

Given the increasing trend in obesity in Western countries (Cutler et al. 

2003), it is of central importance to increase physical exercise. Both physical 

exercise and obesity are important determinants of health (Brown 1992; 

Miller et al. 1997; Lee et al. 1999; Speck and Looney 2001; Alevizos 2005; 

Guh et al. 2009; Whitlock et al. 2009). Physical exercise has both a direct 

effect on health, as well as an indirect effect through affecting important 

risk factors of diseases like obesity, blood pressure, and cholesterol levels 

(Brown 1992; Miller et al. 1997; Lee et al. 1999; Speck and Looney 2001; 

Alevizos 2005). The economic costs to society of obesity and inactivity are 

substantial (Keeler et al. 1999; Cox et al. 1998; Colditz 1999; Fiebelkorn et 

al. 2003; Branca et al. 2007). It is therefore important to test new and inno-

vative approaches to promote exercise. A recent study by Charness and 

Gneezy (2009) showed that physical exercise can be increased by paying in-

dividuals to go to the gym, and another study showed some success in us-

ing cash incentives to reduce smoking (Volpp et al. 2009). The evidence is 

more mixed regarding financial rewards as a means of reducing obesity 

(Finkelstein et al. 2007; Volpp et al. 2008; Cawley and Price 2007). In this 

study we tested another incentive to increase exercise and health: a contest 

to win a symbolic award. We carried out a step contest at a major Swedish 
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hospital in which employees,  equipped with pedometers, competed (both 

individually and in teams) to win a symbolic prize.  

 Recent research in economics has shown that both competition 

per se and symbolic awards can act as non-monetary incentives. The intro-

duction of a competitive element (for a given level of monetary incentives) 

has been shown to increase performance in a number of economic experi-

ments performed on students and children (Gneezy, Niederle and Rusti-

chini 2003; Gneezy and Rustichini 2004; Niederle and Vesterlund 2007; 

Booth and Nolen 2009; Niederle, Segal and Vesterlund 2010; Dreber, von 

Essen and Ranehill 2010; Sutter and Rützler 2010). These studies measure 

the impact of competition in a one-shot experimental setting, mainly using 

tasks such as solving mazes, math exercises, or running short distances (less 

than 100 meters). We contribute to this literature by testing if a competitive 

setting can also promote exercise. Compared to the above studies we also 

study behavior during a longer period and in a more representative sample. 

 In our experiment participants compete for a symbolic prize. Using 

the terminology of Frey (2006, 2007), the symbolic prize is a form of award, 

and Frey refers to such incentives as “non-material, extrinsic compensa-

tion”.
76

 One argument for why awards may improve performance is that it 

signals relative position, which is valuable if individuals care about their 

rank compared to other individuals (Besley and Ghatak 2008). There is a 

sizeable literature in economics on status and positional goods, see for ins-

tance Hirsch (1978) and Frank (1985). Another related argument is that 

awards are associated with increased social esteem that is directly valued by 

individuals (Frey 2006, 2007). For recent models of social esteem in eco-

nomics, see Bénabou and Tirole (2006), Ellingsen and Johannesson (2008) 

and Andreoni and Bernheim (2009).
77

 The widespread use of awards sug-

gests that they are effective in enhancing performance. Although there is 

only limited empirical work testing this proposition, three recent studies 

suggest that awards can increase contributions to public goods (Neckerman 

and Frey 2007), increase the supply of blood donations (Lacetera and Macis 

                                                      

 
76 As examples of awards Frey (2006) for instance includes Academy Awards (Oscars), priz-
es in sports competitions, the Pulitzer Prize, and awards in academia such as Nobel Prizes.    
77 Ariely et al. (2009) provides a recent empirical test of the social esteem model. 
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2008) and increase worker performance (Kosfeld and Neckermann 2010).
78

 

We contribute to this line of empirical research by testing whether competi-

tion for a symbolic prize can be used to increase physical exercise. 

 Pedometer use is a well-established way to increase physical activi-

ty.
79

 A recent systematic review of studies testing the effects of using a pe-

dometer showed that according to the randomized clinical trials of pedo-

meter use, the use of a pedometer on average increased the number of 

steps per day by about 2,500; an increase by about 30 percent over the ba-

seline activity level (Bravata et al. 2007). The corresponding effect based on 

observational studies was an increase by 2,183 steps per day. The effect of 

pedometer use was especially pronounced if a step goal was used, e.g. a step 

goal of at least 10,000 steps per day. According to the study by Bravata et 

al. (2007), the use of a pedometer also led to a significant reduction in body 

mass index (BMI) and systolic blood pressure.  

 The step contest studied in this paper was not invented by us, but 

is a common practice at many workplaces in Sweden. Out of a labor force 

of about 4.5 million, about 150,000 individuals participate in step contests 

every year.
80

 To what extent these step contests increase physical activity is 

thus an important public health issue in Sweden. In a typical step contest 

the participants form teams and compete both individually and in teams. 

The participants in a step contest are equipped with a pedometer and then 

register the number of steps on a homepage created for the contest; on this 

homepage they can also see the number of steps of all other participants as 

well as their position in the contest. The winner is the individual and the 

team with the highest number of steps during the period of the contest 

                                                      

 
78 See also the related work in psychology and management science about the effects of so-
cial recognition on performance (Stajkovic and Luthans 2003). 
79 The review article by Tudor-Locke et al. (2002) compares pedometers with other meas-
ures of physical activity and find strong correlations verifying that steps measured with a 
pedometer is a valid measure of physical activity.  
80 This is an estimate based on talking to some of the providers of step contests in Sweden 
(as the companies are unwilling to reveal their exact market size it is difficult to get the exact 
number). 
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(normally four weeks).
81

 The reward is typically a symbolic award like a 

cup.  

 Step contests are a way of trying to promote increased exercise 

among the employees, but we know little about the actual effects on exer-

cise and health. The studies evaluating the effects of the use of pedometers 

suggest that using a pedometer per se can have substantial positive effects 

(Bravata et al. 2007). In the present study we tested, in a randomized field 

experiment, if the competitive aspect of step contests has an additional po-

sitive effect on exercise.
82

 Compared to the previous clinical trials included 

in the Bravata et al. (2007) review our study is the first to test the impor-

tance of symbolic rewards and competition. The study also investigates a 

“real world” intervention in a realistic setting. 

 The study was carried out at a major hospital in Sweden, which is 

similar to other workplaces that organize steps contests (a previous step 

contest had for instance been carried out at this very same hospital). Three 

experimental treatments were included. To be able to compare the effects 

of the contest per se we included a control group in the study in which in-

dividuals were equipped with a pedometer and registered their steps in the 

same way as in a step contest, but without being able to see the number of 

steps by other participants or their position in the contest. The second ex-

perimental group was a standard step contest, with the only difference 

compared to the control group being that individuals could see the number 

of steps of other participants and that the winning individual and team re-

ceived a cup at the end of the four week period. The treatment we are loo-

king at is the combination of an individual contest and a team contest to 

win a symbolic award. Individuals form teams which have a common goal 

and receive information about the number of steps both within and bet-

ween teams to generate a competitive environment. Individuals in the con-

trol group share no information within or across teams. We also included a 

third experimental group that added a step goal to the experimental treat-

ment. In this treatment the individuals had to walk at least 7,000 steps per 

                                                      

 
81 The winner of the team competition is the team with the highest number of steps per 
team member. 
82 In the terminology used by Harrison and List (2004) the study is a framed field experi-
ment. 
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day to participate in a random draw of prizes during the study (everyone in 

the other two groups were also randomly allocated prizes irrespective of 

their number of steps). With this third experimental group we tested the 

hypothesis that adding a step goal to a step contest will further increase 

physical activity. We chose a relatively modest step goal in order to provide 

the least physically active participants with an additional incentive to walk 

more. 

 Our design isolates the effect of the step contest per se, i.e. the ef-

fect over and above using a pedometer to monitor physical activity. A limi-

tation of our design is that we cannot separate the effect of the symbolic 

reward (the award) from other aspects of the competition. Our estimate 

does also not separate the effect of the individual and the team contest, but 

accounts for the joint effect of these. With more experimental treatments it 

would have been possible to disentangle the effects of individual competi-

tion from team competition, but that was not within the scope of the pre-

sent study. In principle a team contest could be either more or less effective 

than an individual contest. The team contest introduces possibilities to free 

ride which could reduce performance, but the effect of peer pressure would 

go in the other direction.  

 The design of the study is presented below, followed by a section 

about the hypotheses and statistical tests. Thereafter we present the results. 

The paper ends with a discussion of our findings. 

5.2 Design of study 

The study was carried out during the spring of 2009 at a major hospital in 

Sweden (Södersjukhuset with about 4,200 employees); we refer to Söders-

jukhuset as “the hospital” below. The step contest was handled by Select 

Wellness AB who handles a large number of step contests in Sweden (they 

have carried out step contests for more than 300,000 individuals).
83

 In pre-

vious step contests organized by Select Wellnes AB the average number of 

steps has been 11,357 for hospitals and 10,674 for other employers. Al-

                                                      

 
83 Select Wellness AB charge the employers SEK 365 (approximately $50 based on the ex-
change rate at the time of the study) per participant in a step contest (including the cost of 
the pedometers). It is thus a relatively low cost intervention to increase physical exercise.  
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though the number of steps among hospital employees has been slightly 

higher than for average participants, these numbers still suggest that hospit-

als are relatively representative for the workplaces that typically participate 

in step contests. 

 The hospital offered all their employees to participate in the study 

and all employees received information about the study. The employees 

were told that the step contest was part of a scientific study conducted to 

evaluate the effects of step contests. They were also told that teams would 

be randomized to one of three groups and the three groups were briefly 

described. The information also stated that the study was voluntary and 

that individuals could discontinue the study at any point in time.
84

  

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Design of the study 

 The project setup is illustrated in Figure 1. Teams consisting of 5–

15 individuals could sign up for the study (individuals self select into 

teams). At the end of the entry period 166 teams with in total 1689 indivi-

duals had signed up for the study. This means that about 40 percent of the 

employees at the hospital signed up for the study. The population participa-

ting in the study is a much more unselected population than the patient po-

pulations typically taking part in the clinical trials on pedometer use inclu-

ded in the overview by Bravata et al. (2007). However, this does not imply 

                                                      

 
84 The study was approved by the Regional Ethics Committee in Stockholm.  
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that the participants are representative of the general population in Sweden, 

nor of the employees at the hospital (the 40 percent selecting into the study 

can differ from the 60 percent not choosing to participate).    

 The teams were divided into 74 randomization units by the hospi-

tal so that teams in the same work unit were in the same randomization 

unit, i.e. a randomization unit consisted of all the teams in the same work 

unit (as defined by the hospital). This was done to make sure that everyone 

in the same work unit would face the same incentives and it was also a pre-

requisite by the hospital to carry out the study. The randomization was stra-

tified with respect to the number of individuals in each randomization unit 

and the 74 randomization units were thereafter randomly allocated into the 

following three experimental groups:
85

 

Group 1 (control group): Each participant received a pedometer and reg-
istered their number of steps daily during the four weeks of the study. The 
participants could not see the number of steps by other team members or 

other participants in the study.
86

 The participants could win the prizes that 
were randomly allocated to all participants in the study.     

Group 2 (the contest treatment group): Each participant received a pe-
dometer and daily registered the number of steps during the four weeks of 
the study. The participant could observe the number of steps of all other 
participants, as well as see his/her position in the contest and the position 
of his/her team. Prizes were randomly allocated to all participants in the 
study. A symbolic prize (a cup) was given to the individual with the most 
steps and the team with most steps per team member.  

Group 3 (the contest with a step goal): This treatment was the same as 
in group 2, with the difference that only participants with an average num-
ber of steps over 7,000 per day could win the prizes that were randomly al-

located.
87

  

                                                      

 
85 There were 44 randomization units with 22 or fewer individuals in each. Out of these, 14 
were randomly selected to group 1 and 15 to group 2 and 3. Of the remaining 30 units with 
23 or more individuals, 10 were randomly selected into each group. 
86 The steps of the control group were never revealed to any subject in any of the groups 
during the study. 
87 7,000 steps corresponds to a distance of about five kilometers if each step is counted as 75 
centimeter (which is a standard conversion used). 
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 After the randomization all team leaders (each team had to have a 

team leader) received entry packages for all participants in the team and al-

located one package to each team member. The package consisted of brief 

information about the study and the group to which the individual had 

been randomized, a pedometer, as well as information about how to regis-

ter on the home page for the contest.
88

 At the registration individuals were 

asked to fill out a questionnaire with some background information. They 

were also asked to register the number of steps they took on a daily basis.
89

 

After the four weeks the individuals were asked to fill out another ques-

tionnaire.
90

  

 Some prizes were randomly allocated among all participants (in 

group 3 only participants with over 7,000 steps per day could win prizes). 

Three weekly draws were conducted with 75 “winners” each time; each in-

dividual in these draws won a lottery ticket worth SEK 25.
91

 After the end 

of the study, three SEK 1,000 gift certificates were also randomly allocated 

among all participants (but in group 3 only participants with over 7,000 

steps per day could win).  

 The entry questionnaire consisted of a number of background 

questions (age, sex, education, marital status, if they had children, if they 

worked full time or not and if they had a desk job or not), questions on 

exercise habits (the hours of exercise per week in a typical week, the hours 

                                                      

 
88 Participants received a step diary where they could write down the number of daily steps 
and they also registered the number of steps at a homepage. They were encouraged to regis-
ter their steps every day on the home page, but it was also for instance possible to enter the 
homepage once a week and then register the steps from the step diary for each day in that 
week. There were no explicit instructions for what to do if a participant failed to use the pe-
dometer a day. The pedometer is for measuring the activity of walking. For other physical 
activities like running individuals were told to convert 30 minutes of the activity to 2,700 
steps.    
89 The number of daily steps was not verified by anyone; it was completely based on self-
reported number of steps (which was also the standard in the clinical trials included in the 
Bravata et al. 2007 overview). 
90

 It would have been ideal to continue to follow-up the participants after the end of the 
four week intervention period. Unfortunately this was not possible, and we have no data on 
the number of steps or other measures of physical activity or health after the end of the four 
week intervention period. 
91 The exchange rate at the time of the study was approximately $1 = SEK 7.5. 
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of exercise the previous week, and their self-assessed physical activity level 

compared to other individuals (below average, average, or above average), 

as well as questions on health status (length and weight to measure BMI; 

self-assessed health status: poor, fair, good, very good, or excellent).
92

 The 

exit questionnaire only included questions about exercise habits and health 

status (but not height).  

5.3 Hypotheses and tests 

We tested two main hypotheses with this design. The first hypothesis was 

that the competition aspect of the step contest increases the levels of physi-

cal activity, i.e. that the number of steps would be higher in group 2 than in 

group 1. The second hypothesis was that the inclusion of a step goal would 

further increase the activity level, i.e. that the number of steps would be 

higher in group 3 than in group 2. As a secondary hypothesis we tested if 

the step contest led to a reduction in self-assessed BMI as an indicator of 

improved health.
93

 It should be noted that self-assessed BMI is a noisy 

measure of overweight. It would have been preferable to measure BMI by 

measuring weight and height in the study. BMI as such is also an imperfect 

measure of overweight as muscle mass and bone structure can differ be-

tween individuals, and exercise can also lead to an increase in muscle mass. 

It is also unlikely to be able to detect a change in weight during just a four 

week intervention period. These limitations should be borne in mind with 

respect to our secondary hypothesis concerning BMI, but it is still of inter-

est to report these results.  

 As some individuals dropped out of the study we evaluated our 

hypotheses both based on the individuals that completed the study (refer-

red to as “completers” below) and on all the possible information about 

                                                      

 
92 All employees at the hospital, including both nurses, physicians and other workers, were 
invited to participate in the study. Unfortunately, we did not collect data about occupation in 
the study apart from the variables about desk job or not and if the individuals worked full 
time or not, so we cannot directly control for occupation in the analyses (though occupation 
is likely to be correlated with years of education that we do control for). 
93 The BMI change was based only on changes in the reported weight during the study; the 
height was only measured in the beginning of the study.  
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dropouts (i.e. participants were included with the number of steps they 

walked before they dropped out; referred to as “all subjects” below).
94

  

 For “completers” the statistical tests were based on an OLS regres-

sion with dummy variables for the three experimental groups and the daily 

average number of steps as the dependent variable. To account for that the 

observations within teams and units may be correlated with each other, we 

estimated the OLS regression with clustered standard errors at the level of 

the randomization units (Wooldridge 2003). We carried out these tests with 

and without controlling for the background characteristics collected in the 

entry questionnaire (and to test if the background variables differed signifi-

cantly between the groups we also used OLS regressions using clustered 

standard errors). The same statistical methodology was also used to test our 

secondary hypothesis about the effects on BMI as measured in the ques-

tionnaire responses (based on all individuals that filled out both the entry 

and the exit questionnaire). 

 In the estimation for “all subjects” we estimated the number of 

steps per individual during each day of the competition including all sub-

jects that were still in the study; e.g. an individual that dropped out on day 

11 would be included in the estimate of the number of steps per individual 

in days 1-10, but not in days 11-28. We did this estimation with and without 

controlling for background characteristics (when we controlled for back-

ground characteristics we ran a separate OLS regression for every day of 

the contest with the group dummy variables and the background characte-

ristics as explanatory variables). As the “all subjects” sample (due to the 

dropouts) differed on different days in the study, it is not straightforward to 

carry out standard statistical tests of the difference in mean steps between 

                                                      

 
94 An individual with zero steps in a day was defined as having dropped out of the study if 
the individual had not entered steps at any subsequent day. The dropout day is the day after 
the last day that an individual reported steps. If an individual for instance reported steps for 
days 1–10, but not for the subsequent days, the dropout day is day 11. Some individuals did 
not register steps for every day in the period, and any blank days were counted as zero steps 
during that day (for some individuals it was evident that they summed the steps for several 
days, e.g. a week, and entered the sum for a single day; but it was impossible to separate 
these observations from true missing values).   
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the groups. To carry out the statistical tests we therefore used bootstrap 

methods (Efron and Tibshirani 1993).
95

  

 Comparing the results for completers with the results for “all sub-

jects” indicates in what direction dropouts biased the results (i.e. if dro-

pouts prior to dropping out walked more or less steps than non-dropouts). 

As a further check of the impact of dropouts on our results we therefore 

compared the number of steps between dropouts and non-dropouts. We 

constructed two measures for each individual that dropped out. In the first, 

we estimated the difference between the average number of steps per day 

prior to dropping out and the average number of steps per day in the same 

period for the individuals that did not drop out at that day in that group 

(e.g. if an individual in group 3 that dropped out by day 11 had walked 

11,500 steps per day in days 1-10 and the average number of steps in days 

1-10 in group 3 for individuals that did not drop out on day 11 was 12,000 

steps, this measure was equal to –500 (11,500 – 12,000)). This measure 

shows if individuals that dropped out on a specific day had walked fewer 

steps up until that day compared to individuals in their group that had not 

yet dropped out of the study. The second measure is similar, but with the 

difference that the steps per day prior to dropping out was now compared 

with the steps per day for completers in the same period (e.g. if an indivi-

dual in group 3 that dropped out on day 11 had walked 11,500 steps per 

day in days 1-10 and the average number of steps in days 1-10 in group 3 

for individuals that completed the study was 12,500 steps, this measure was 

equal to –1,000 (11,500 – 12,500)). This measure shows if individuals that 

dropped out on a specific day had walked fewer steps up until that day 

compared to individuals in their group that completed the study.  
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 The p-values were based on generating 1,099 bootstrap replications, which according to 
Davidson and MacKinnon (2000) should yield a relatively high precision in the estimated p-
values. The reason for choosing numbers of replications ending with 99 is that Monte Carlo 
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 These two measures give an indication of if individuals dropping 

out of the study were walking fewer or more steps than those that conti-

nued in the study. To statistically test if dropouts and non-dropouts diffe-

red in the number of steps based on the two above measures, we ran OLS 

regressions with dummy variables for the three experimental groups using 

clustered standard errors at the level of randomization units.   

5.4 Results 

5.4.1 Subjects and dropouts 

As can be seen in Figure 1, 1,689 individuals were initially randomized in 

the study. Out of these individuals 1,570 (93 percent) registered for the 

study and filled out the entry questionnaire. The dropout between rando-

mization and registration was somewhat higher in group 1 (11.7 percent), 

than in groups 2 and 3 (5.0 percent in group 2 and 4.4 percent in group 3). 

Unfortunately we have no information about these individuals as the ques-

tionnaire was filled out at registration. The background characteristics of 

those individuals who filled out the questionnaire are shown in Table 1. As 

expected with the randomized design, the groups were similar in terms of 

background characteristics. In only four of the 33 pairwise comparisons 

were the differences statistically significant at the five percent level (there is 

a higher rate of married/cohabiting individuals in group 3 than in group 1 

or 2; the hours of exercise are lower in group 3 than in group 2; and the 

self-assessed physical activity level is higher in group 1 than in group 3).  

 For the individuals that registered for the study we have at least 

some information about the number of steps for 97 percent of the indivi-

duals; i.e. they filled in the number of steps for at least one day. Also at this 

stage the dropout rate was larger in group 1 (7.4 percent of those who re-

gistered never reported any information about steps) than in groups 2 and 3 

(1.1 percent in group 2 and 1.0 percent in group 3).
96

  

                                                      

 
96 A possible explanation for the higher dropout rate in the control group between randomi-
zation and registration and between registration and registering any steps is that subjects be-
came disappointed when they found out that they would not actually be part of a “real” con-
test. If the pattern in terms of the number of steps follows the pattern for subjects dropping 
out later in the study shown below, this effect would go towards underestimating the treat-
ment effects. 
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Table 1. Background characteristics.* 

  Group 1 
(n=498) 

Group 2 
(n=550) 

Group 3 
(n=522) 

 p-value of difference** 

    Group 
1 vs 2 

Group 
1 vs 3 

Group 
2 vs 3 

Age (years) 46.29 
(10.41) 

44.31 
(10.89) 

43.97 
(11.68) 

0.130 0.133 0.836 

Women (%) 86 89 90 0.434 0.330 0.783 

Married/Cohabitant 
(%) 

72 68 77 0.125 0.030 <0.001 

Children (%) 73 70 72 0.487 0.888 0.627 

Education (years) 14.27  
(2.04) 

14.31  
(1.95) 

14.57  
(1.88) 

0.827 0.062 0.157 

Fulltime work (%) 71 77 68 0.279 0.630 0.101 

Desk job (%) 33 31 30 0.856 0.768 0.887 

BMI 24.36  
(4.07) 

24.17  
(4.44) 

24.46  
(6.60) 

0.547 0.795 0.468 

Exercise (hours per 
week) 

2.03  
(1.47) 

2.13  
(1.47) 

1.87  
(1.41) 

0.328 0.145 0.021 

Self-assessed physi-
cal activity: 

   0.654 0.042 0.082 

Less active than 
others (%) 

26 24 30    

As active as others 
(%) 

41 46 43    

More active than 
others (%) 

33 30 27    

Self-assessed health 
status: 

   0.865 0.243 0.355 

Poor or fair (%) 16 16 16    

Good (%) 43 43 46    

Very good (%) 31 29 28    

Excellent (%) 11 12 9       

* Standard deviations of continuous variables in parentheses. 
** The p-values were based on OLS regressions with dummy variables for the 
three experimental groups using clustered standard errors at the level of rando-
mization units.  
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 The dropout rate during the study is shown in Figure 2 for the in-

dividuals that registered steps during the first day. It is evident that the dro-

pout rate during the study was much higher in the control group than in the 

two other groups. In group 1, 37.5 percent of the individuals that started 

the study dropped out during the study, whereas these fractions were 18.4 

percent in group 2 and 17.6 percent in group 3. The difference between 

group 1 and the other two groups was highly significant (the p-values are 

below 0.01 in both the comparison between group 1 and group 2 and in the 

comparison between group 1 and 3).
97

 This means that in terms of the ini-

tially randomized individuals only 51.1 percent completed the study in the 

control group whereas 76.7 percent completed the study in group 2 and 

78.0 percent completed the study in group 3. From these results it is evi-

dent that one important effect of the step contest was that it substantially 

increased the likelihood of completing the study; i.e. to continue using the 

pedometer and registering steps. Given that the use of a pedometer per se 

has been shown to increase physical activity and health in other studies 

(Bravata et al. 2007), this effect is important in itself.  

 We also tested if the probability of dropping out of the study was 

related to the observed characteristics in the study by running a linear pro-

bability model (with clustering on the randomization units as in the other 

regression models). In the regression we included all the individuals that 

registered in the study and filled out the entry questionnaire with back-

ground information. Only two of the observed characteristics were signifi-

cantly related to the probability of dropping out at the five percent level; 

higher age and having a desk job significantly decreased the probability of 

dropping out of the study.
98

 

5.4.2 Steps 

Figure 3 shows the number of steps during the study in each of the three 

randomized groups using data for all individuals that were still in the study 

on each day (i.e. the “all subjects” sample). Figure 3 indicates that there are 

                                                      

 
97 This statistical test as most of the other statistical comparisons across groups in the paper 
were based on an OLS regression with dummy variables for the experimental groups using 
clustered standard errors at the level of randomization units. 
98 The coefficient of age was –0.0065 and the coefficient of desk job was –0.074. 
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some day-of-the-week effects, with a drop in the number of steps during 

the weekend.
99

 This indicates higher physical activity during weekdays, 

which is probably due to working per se involving physical activity (both at 

the workplace and when getting to and from work).
100

 This pattern could 

be expected to vary between occupations.  

 

 
Figure 2. Dropouts during the study in each treatment group (estimated as a 
fraction of the subjects that registered steps on the first day). 

                                                      

 
99 The day-of-the-week effects introduces some additional noise in the daily step measures, 
but we have refrained from controlling for these effects in our figures to show the actual 
pattern of steps across the four weeks of the study. Our estimate of the number of steps per 
day is based on the average number per day and will average out any day-of-the-week ef-
fects.  
100 One alternative explanation is that participants do not report steps during weekends. 
However, the day-of-the-week effects are highly similar also for those participants that re-
ported positive number of steps during all days of the study. 
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Figure 3. The number of steps in each treatment group during the study. 
The data includes all subjects that were still in the study each day (i.e. in-
cluding those that subsequently dropped out).  

Consistent with the first hypothesis, the number of steps was higher in 

group 2 than in the control group during the study. The average number of 

steps per day was 11,337 in the control group and 12,512 in group 2. The 

increase of 1,175 steps per day was statistically significant at the one percent 

level; see the results in Table 2. However, we failed to find support for our 

second hypothesis that a step goal would further increase physical activity. 

The number of steps in group 3, 11,872, was in between the two other 

groups and did not differ significantly from either of the two other groups. 

In order to control for any differences in background characteristics 

between the groups we estimated the results controlling for the background 

characteristics collected in the study (as shown in Table 2 and in Figure 4). 

This reduced the difference in steps between group 1 and group 2 somew-

hat to 908 steps, but this difference was still significant at the one percent 

level. The difference between group 1 and group 3 increased somewhat to 

643 steps, whereas the difference between groups 2 and 3 decreased to 265 

steps. 
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Table 2. Step per day in the three experimental groups.  

  Group 
1 

Group 
2 

Group 
3 

Difference in steps (p-value)** 

    Group 2  
vs 1 

Group 3 
vs 1  

Group 2  
vs 3 

All subjects*:       

No control for back-
ground variables 

11337 12512 11872 1175 
(0.008) 

536 
(0.131) 

640 
(0.199) 

Control for back-
ground variables 

11337 12244 11980 908 
(0.003) 

643 
(0.027) 

265 
(0.482) 

Subjects that com-
pleted the study: 

      

No control for back-
ground characteris-
tics 

11649 12701 12062 1052 
(0.017) 

413 
(0.266) 

639 
(0.196) 

Control for back-
ground characteritics 

11649 12381 12150 731 
(0.024) 

501 
(0.087) 

230 
(0.543) 

* “All subjects” means that the estimate each day was based on all subjects that 
were still in the study that day. 
** The p-values were estimated using bootstrap methods for the first two rows, 
whereas the p-values in the last two rows were based on OLS regressions with 
dummy variables for the three groups using clustered standard errors (at the level 
of randomization units). 

An alternative way of analyzing the data is to only compare the number 

of steps between the subjects that completed the study. This is done in Fi-

gure 5 (without controlling for background factors) and in Figure 6 (con-

trolling for background factors). This led to similar results as in the “all 

subjects” sample, although the difference between groups 1 and 2 decrea-

sed somewhat to 1,052 steps (without controlling for background characte-

ristics) and 731 steps (with a control for background factors). As can be 

seen from Table 2, the difference was significant at the five percent level in 

both cases. The differences between the other groups were not significant 

at the five percent level.  

Figure 5 and 6 indicate that there is an upward trend in the number of 

steps over time. We estimated a linear time trend in all groups. The time 

trend was significant (at the one percent level) in all groups with a point es-
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timate of 46 steps per day in group 1, 82 steps per day in group 2, and 90 

steps in group 3. 

 Figure 4. The number of steps in each treatment group during the study 
controlling for background characteristics. The data includes all subjects 
that were still in the study each day (i.e. including those that subsequently 
dropped out).  

 
Figure 5. The number of steps in each treatment group during the study. 
The data includes only subjects that completed the study. 
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Figure 6. The number of steps in each treatment group during the study 
controlling for background characteristics. The data includes only subjects 
that completed the study. 

 The time trend was also significantly greater (at the five percent le-

vel) in groups 2 and 3 than in group 1, but did not differ significantly bet-

ween groups 2 and 3. This implies that the difference in the number of dai-

ly steps between the two step contest groups and the control group increa-

sed over time in the study. A possible explanation for this is that the com-

petition aspect spurs an increasing trend over time in groups 2 and 3 as in-

dividuals can observe the number of steps of other participants and teams. 

That there is a positive time trend also in the control group is consistent 

with the meta-analysis by Bravata et al. (2007); using a pedometer per se has 

a sizeable effect on the number of steps. It is likely that this increase occurs 

gradually over time after starting to use the pedometer.    

 Table 3 shows the full regression results for completers with all the 

background characteristics (corresponding to the last row of Table 2). Seve-

ral background characteristics were significantly related to the number of 

steps reported during the study. Older and more educated participants took 

significantly fewer steps, as did participants with desk jobs and a high BMI. 

Full time workers, healthier and more physically active subjects as well as 

participants that exercise more tended to take more steps. 
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Table 3. OLS regression of the effects of background characteristics on the 
number of steps per day for subjects that completed the study. 

 Variable Coefficient Standard er-
ror* 

p-value 

Group 1 (baseline)    

Group 2 731.23 317.30 0.024 

Group 3 500.84 288.15 0.087 

Age (years) -37.02 12.78 0.005 

Woman 219.12 414.43 0.599 

Married/Cohabitant  -441.62 268.80 0.105 

Children  198.83 245.63 0.421 

Education (years) -182.26 60.11 0.003 

Full time work  510.95 204.04 0.015 

Desk job  -1011.08 237.37 0.000 

BMI -34.74 17.71 0.054 

Exercise (hours per week) 807.22 89.26 0.000 

Self-assessed physical activity:    
Less active than others (baseline)    
As active as others  597.62 290.32 0.043 

More active than others  1023.10 343.24 0.004 

Self-assessed health status:    

Poor or fair (baseline)    

Good  149.54 275.62 0.589 

Very good  663.12 313.21 0.038 

Excellent  263.15 377.57 0.488 

*The standard errors were estimated with clustering at the level of randomization 
units. 

 We also carried out a sub-group analysis to investigate the effect of 
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and more than two hours per week. The effect of the step contest is weaker 

for desk workers, presumably because it is more difficult for desk workers 

to influence how many steps they take at work. The step contest seems to 

have a stronger effect for overweight people, but a weaker effect for people 

that exercise less than two hours per week. However, none of these diffe-

rences between sub-groups are close to being statistically significant.
101

  

Table 4. Step per day in different sub-groups (estimated for all subjects with 

controls for background variables).* 

  Group 1 Group 2 Group 3 Difference in steps (p-value)** 

    Group 2 
vs 1  

Group 3 
vs 1  

Group 2 
vs 3  

Worker 
type: 

      

Desk work-
ers 

10787 11315 11411 528 
(0.118) 

623 
(0.185) 

 -96 
(0.820) 

Non desk 
workers 

11638 12744 12322 1106 
(0.009) 

684 
(0.046) 

423 
(0.395) 

BMI:       

BMI > 25 10356 11729 11123 1373 
(0.005) 

767 
(0.042) 

607 
(0.276) 

BMI ≤ 25 11957 12565 12481 608 
(0.052) 

523 
(0.121) 

84 
(0.839) 

Exercise:        

≤ 2 hour 
per week 

10502 11113 10932 611 
(0.112) 

429 
(0.159) 

181 
(0.673) 

> 2 hour 
per week 

12417 13638 13362 1221 
(0.003) 

945 
(0.014) 

276 
(0.589) 

* ”All subjects” means that the estimate each day was based on all subjects that 
were still in the study that day. 
** The p-values were estimated using bootstrap methods. 

                                                      

 
101 For each of the three sub-group analyses we compared the three estimates for the treat-
ment effects in the two sub-samples using a standard Z test based on the bootstrapped esti-
mates of the standard deviations. The lowest among the nine different p-values was 0.18.  
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Table 5. Comparison of steps between dropouts and non-dropouts.* 

  Group 
1 

Group 
2 

Group  
3 

p-value of difference*** 

    Group 
1  

vs 2 

Group 
1  

vs 3 

Group 
2  

vs 3 
Dropouts vs non-
drop-outs* 

 -738 
(0.013) 

 -1192 
(0.039) 

 -1697 
(<0.001) 

0.477 0.053 0.464 

Dropouts vs com-
pleters** 

 -1020 
(0.001) 

 -1327 
(0.022) 

 -1815 
(<0.001) 

0.629 0.109 0.482 

* p-values within parentheses. 
** Based on a comparison of the number of steps per day before the dropout day 
for subjects that dropped out a specific day versus subjects that did not drop out 
that day (but may have dropped out later in the study). 
*** Based on a comparison of the number of steps per day before the dropout day 
for subjects that dropped out a specific day versus subjects that completed the 
study. 
**** The p-values were based on OLS regressions with dummy variables for the 
three experimental groups using clustered standard errors at the level of randomi-
zation units. 

 The fact that the effect of the step contest decreased somewhat 

when we used “completers” instead of “all subjects”, suggests that indivi-

duals that dropped out of the study were less physically active than other 

individuals. To analyze this issue further we compared the steps between 

“dropouts” and “non-dropouts”. The data is summarized in Table 5. The 

dropouts on average walked fewer steps than the individuals that continued 

the study. The dropouts in group 1 walked 738 steps less per day compared 

to the non-dropouts. For groups 2 and 3, the dropouts walked 1,192 and 

1,697 steps less, respectively. If non-dropouts were defined as completers 

these differences increased somewhat. Dropouts now walked 1,020 steps 

less per day in group 1 and the corresponding figures in groups 2 and 3 

were 1,327 and 1,815, respectively.
102

 We also tested whether the difference 

                                                      

 
102 There was no significant difference between the groups in these estimates, but the point 
estimates goes in the direction of a larger difference between dropouts and non-dropouts in 
the step contest groups. It is possible that since there are benefits for people to stay in the 
step contest groups in terms of the potential to win the contest, only those individuals that 
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in the number of steps between dropouts and completers changed over 

time, but we could not reject the null hypothesis that this difference remai-

ned the same over time.
103

 

 That dropouts walked fewer steps than non-dropouts suggests that 

we have underestimated the effect of the step contest, as the rate of dro-

pouts was substantially higher in group 1. The results in Table 5 can be 

used to make a rough adjustment to the step per day results in Table 2 for 

completers by imputing steps per day for individuals dropping out.
104

 The 

adjustment for dropouts would imply that the difference in steps per day 

between group 1 and 2 would increase by about 200 steps and the diffe-

rence between groups 1 and 3 would increase by about 100 steps and the 

difference between groups 2 and 3 would increase by about 100 steps. The 

effects on the estimates resulting from adjustment for dropouts would thus 

be relatively small, but they suggest that our estimates in Table 2 on the ef-

fect of the step contest (group 2 vs group 1) are conservative (lower 

bounds). 

 There is likely to be measurement error in the number of reported 

steps and the noise could potentially differ between the three treatment 

groups. For example, measurement errors could be larger in group 1 be-

cause participants in this group did not participate in the contest and there-

fore might have cared less about reporting accurately. To get an indication 

of whether measurement errors differed across groups, we calculated the 

standard deviation and coefficient of variation of the number of daily re-

ported steps for each participant that completed the study. Both the stan-

                                                                                                                       

 
really hate it will drop out. The benefits of staying in the study for the control group are 
lower, so the marginal person who drops out may be someone who is more active. 
103 We ran a linear regression on all subjects dropping out testing if the effect (the difference 
in steps between dropouts and completers) was significantly related to either a linear time 
trend or a dummy variable for the second half of the study (controlling for the treatment 
groups). The time variable was not significant in either of these regressions (p = 0.92 with a 
linear time trend and p = 0.69 with a dummy variable for the second half of the study).  
104 This can be done by imputing steps per day for dropouts based on the difference be-
tween dropouts and non-dropouts in Table 5 (i.e. individuals in group 1 that dropped out 
were assigned 1020 steps less per day during the study than completers in group 1; individu-
als in group 2 that dropped out were assigned 1327 steps less per day during the study than 
completers in group 2; and individuals in group 3 that dropped out were assigned 1815 steps 
less per day during the study than completers in group 3).   
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dard deviation and the coefficient of variation is the lowest in group 1, but 

the only difference between groups that is statistically significant at the 10 

percent level is that the standard deviation is lower in group 1 compared to 

group 2 (the p-value is 0.01).
105

 

5.4.3 BMI 

In the questionnaire we included questions about height and weight to 

measure BMI. It should be emphasized that this data is based on self-

reported data, which is an imperfect measure of actual BMI (Cawley 2000). 

In Table 6 we include data on the change in BMI during the study; this data 

is only for the individuals that completed the study and filled out the ques-

tionnaire at the end of the study. We also included data for two questions 

about exercise in Table 6. The first question was about the hours of exer-

cise in a normal week and the second question was about hours of exercise 

in the preceding week. To measure a change in exercise due to the study, 

the second question is more appropriate. The question is phrased in terms 

of the hours of exercise that lead to a high pulse rate and sweating. As we 

can see from Table 6, there was no significant difference between the 

groups in the change in BMI or exercise. However, there was a tendency in 

all groups towards increased exercise and decreased BMI. When outliers 

were excluded the decrease in BMI during the study was significant in all 

groups. However, as the BMI measure was based on self-reported data it 

has to be interpreted very cautiously. To use a self-reported BMI measure 

may be particularly worrying in this case as people knew that they were part 

of an effort to get people to be more active and exercise more.  

                                                      

 
105 To test if the differences were statistically significant we ran OLS regressions with each 
measure of variation for each individual as the dependent variable and dummy variables for 
the three groups as explanatory variables. We then tested whether the group dummy esti-
mates differed based on the clustered standard errors (at the level of randomization units).  
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Table 6. Change in BMI and exercise.* 

  Group 1  Group 2 Group 3 p-value of difference** 

    Group 1  
vs 2 

Group 1 
 vs 3 

Group 2  
vs 3 

Change in BMI   -0.022  
(0.583) 

 -0.145  
(0.237) 

 -0.144  
(0.012) 

0.337 0.077 0.994 

Change in BMI 
(excluding >10 
kg changes) 

 -0.064 
(0.015) 

 -0.096 
(<0.001) 

 -0.104 
(0.004) 

0.369 0.347 0.853 

Change in BMI 
(excluding >5 kg 
changes) 

 -0.063 
(0.009) 

 -0.068 
(0.004) 

 -0.091 
(0.016) 

0.864 0.518 0.602 

Change in exer-
cise, hours per 
week  

0.141 
(0.087)  

0.181 
(<0.001)  

0.233 
(<0.001) 

0.673 0.332 0.451 

Change in exer-
cise, hours the 
last week  

0.468  
(<0.001) 

0.534  
(<0.001) 

0.540  
(<0.001) 

0.609 0.533 0.964 

* p-values within parentheses. All changes were measured as the value at the end of 
the study minus the value at the beginning of the study and only data for subjects 
that completed the study were included. One participant reported 900 kg at the 
second occasion and was dropped in the comparison of BMI. 
** These p-values were based on OLS regressions with dummy variables for the 
three experimental groups using clustered standard errors at the level of randomi-
zation units. 

5.5 Discussion 

Recent work has shown that cash incentives have the potential to increase 

physical exercise and promote health (Charness and Gneezy 2009). Our 

study complements those findings by showing that contests with symbolic 

rewards can also serve as an incentive to exercise. The study was designed 

to answer two main hypotheses about the effects of step contests. The first 

was if the competitive aspect per se increased the number of steps and the-

reby physical activity. We found support for this hypothesis. Our point es-

timates in our different estimations ranged between an effect of 731 and 

1,175 steps depending on whether we controlled for background characte-

ristics or not and depending on whether we incorporated any information 

about the steps of dropouts. If we included the available information about 
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steps for dropouts the point estimates ranged between 908 and 1,175 steps 

per day. 

 The second hypothesis that we tested was whether adding a step 

goal would further increase the effect of the step contest. We failed to find 

support for this hypothesis. The point estimate of the number of steps in 

group 3 (with the 7,000 step per day step goal) was actually lower than in 

group 2, although the difference was not statistically significant. This is in 

contrast to the results of the meta-analysis by Bravata et al. (2007) who 

found that using a 10,000 step per day step goal significantly increased the 

number of steps. The reason for the lack of an effect of the step goal in our 

study is possibly that the step goal of 7,000 steps per day was too low; if we 

pool our data for all our three experimental groups only 6.3 percent of the 

subjects walked less than 7,000 steps per day on average.
106

 At the same 

time it should be noted that the average baseline number of steps in the 

meta-analysis by Bravata et al. (2007) was 7,473. It is possible that the low 

step goal signaled to the participants that once they had reached this mo-

dest goal they had exercised sufficiently. Experimental work in psychology 

and economics suggest that reference points and framing may have impor-

tant behavioral effects (Tversky and Kahneman 1974, 1981; McNeil et al. 

1982; Ariely et al. 2003). The step goal provided a relatively low reference 

point and may therefore have decreased physical activity. To investigate if 

there was bunching of steps at or just above 7,000 steps in group 3, we 

plotted the distributions for the average number of steps during each week 

of the study (as the step goal was tied to the weekly lotteries), but there was 

no sign that the step goal caused people to report steps close to 7,000.
107

 

Our reason for the low step goal was that we wanted to try to provide an 

incentive for the most inactive individuals to increase their physical activity. 

An important lesson from our results is that if a step goal is used it should 

probably be set at a relatively high level like 10,000 steps per day.  

                                                      

 
106 1,425 of the 1,521 (93.7 percent) individuals who filled in any steps averaged above 7,000 
steps and 1,110 of the 1,158 (95.9 percent) individuals that completed the study averaged 
above 7,000 steps.  
107 The fraction of individuals with 7,000 to 7,500 steps per day in group 3 was 4.69 percent 
in the first week, 1.88 percent in the second, 2.58 percent in the third and 1.64 percent in the 
final week of the study. The corresponding proportions in group 1 and 2 were slightly lower 
in the first week, but higher in the following three weeks.  
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 Our estimates have to be interpreted cautiously due to the high rate 

of dropouts, especially in the control group. As a fraction of the individuals 

initially randomized to the study, the rate of dropout was almost 50 percent 

in the control group and about 20 percent in the two treatment groups. In 

their systematic review, Bravata et al. (2007) reported that nine out of the 

26 studies on pedometer use had a zero dropout rate and that the average 

dropout rate in the remaining 17 studies was 20 percent. Those studies 

were, however, typically carried out on much more selected populations 

with small sample sizes (110 participants on average). Our study included a 

relatively unselected population compared to previous clinical trials (Brava-

ta et al. 2007); out of the total number of employees at the hospital about 

40 percent registered for the study. Our sample size of 1,689 is also much 

larger than the average sample size of 38 in the previous clinical trials (Bra-

vata et al. 2007).  

 Our analysis of dropouts suggests that individuals that did not 

complete the study on average walked fewer steps than individuals that did. 

This suggests that our estimates of the effect of the step contest are lower 

bounds of the true effect. It should also be borne in mind that when we 

compared the estimates between dropouts and non-dropouts, it was based 

on the number of steps using a pedometer. It is likely that those individuals 

that dropped out of the study stopped using the pedometer and this may in 

itself have had a negative effect on physical activity (Bravata 2007). One 

important effect of the step contest was therefore that it greatly increased 

the likelihood that the individuals would continue in the study and thereby 

continue using the pedometer. 

 A limitation of our study is that it is based on the number of self-

reported steps, i.e. that individuals honestly report their steps. We cannot 

directly verify that steps are honestly reported, but we investigated if the 

number of steps correlated with our measures of BMI, exercise (hours per 

week), and self-assessed physical activity relative to other individuals.
108

 We 

found a significant correlation for all these measures, suggesting that the 

                                                      

 
108 BMI and exercise were measured both at the beginning and at the end of the study, and 
self-assessed physical activity at the beginning of the study.  
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number of steps is related to physical activity.
109

 The results of the meta-

analysis by Bravata et al. (2007) also showed that the 30 percent increase in 

the number of self-reported steps from using a pedometer was associated 

with significant health improvements (a reduction in BMI and systolic 

blood pressure). This suggests that the number of self-reported steps is a 

valid and reliable measure of exercise. A difference compared to our study 

is that having a contest with a symbolic reward may introduce an additional 

incentive to misrepresent the number of steps. However, a growing litera-

ture in experimental economics suggest that many individuals have a psy-

chic cost of lying (Ellingsen and Johannesson 2004; Gneezy 2005; Lund-

quist et al. 2009), which may counteract the incentive to lie about the num-

ber of steps. 

 The intervention in our study, the step contest, only lasted four 

weeks. This is a brief intervention period for a physical activity intervention 

and a limitation of our study. It is especially difficult to detect any effects 

on health measures such as BMI after such a short intervention period. It 

would thus have been ideal with a longer intervention period. Even if the 

intervention as such, the step contest, only lasted four weeks it would have 

been interesting to follow-up the physical activity and the BMI level in the 

groups after the end of the study. Charness and Gneezy (2009) for instance 

also studied a physical intervention that lasted for only one month, but con-

tinued to follow up the health effects after the end of the intervention pe-

riod and detected significant improvements in BMI and other health mea-

sures four months after the end of the intervention period.  

 Our estimated effects of the step contest suggest that the step con-

test led to an increase in about 1,000 steps per day. To interpret the size of 

this effect it can be compared with the average effect of pedometer use in 

the meta-analysis by Bravata et al. (2007). They reported a mean increase of 

2,491 steps for the 26 studies included in their overview. The effect of the 

step contest according to our study is thus about 40 percent of the effect of 

                                                      

 
109 The Pearson correlations between the average number of steps for completers and BMI 
before and after the study were -0.12 and -0.10 (p < 0.001). The Pearson correlations be-
tween number of steps and numbers of hours exercised where 0.38 (both before and after 
the study, p < 0.001). The Spearman correlation between the number of steps and self-
assessed physical activity was 0.30 (p < 0.001).  
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using the pedometer per se. This is a sizeable additional effect on physical 

activity. The fraction of individuals that completed the study was also about 

25 percentage units higher in the step contest groups compared to the con-

trol group. This is an important result in itself given that using a pedometer 

per se appears to be associated with a sizeable increase in physical activity 

(Bravata et al. 2007). Taken together these results suggest that step contests 

can potentially achieve important improvements in physical activity and 

health and be a useful public health tool. The potential for this as a desi-

rable public health tool is furthered by the low cost per participant (≈$50). 

However, as in all studies using pedometers, it is unclear what the long term 

effects are on physical activity and health and this is important to investi-

gate further. 
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ABSTRACT: Social hierarchy is persistent in all almost all societies. Social norms 

and their enforcement are part of sustaining hierarchical systems. This paper com-

bines social status and norm enforcement, by introducing status in a dictator game 

with third party punishment. Status is conveyed by surname; half of the third par-

ties face a dictator with a noble name and half face a dictator with a common 

name. Receivers all have common names. We find that low status men are pun-

ished to a greater extent than low status women, high status men, or high status 

women. Interestingly, discrimination occurs only in male to male interaction. For 

offers below half, or close to half of the allocated resource, male third parties pun-

ish male dictators with common names almost twice as much as their noble coun-

terparts. We find no support for female discrimination. This result suggests that 

social status has important implications for men‟s decisions to use economic pu-

nishment. 

6.1 Introduction 

In all societies, normative standards of behavior are enforced by formal and 

informal sanctions, and the importance of sanctioning possibilities for hu-

man economic interaction has been shown extensively (Ostrom, 2000, Fehr 

and Gächter, 2000, Carpenter and Matthews, 2005). However, despite the 

apparent social dimension of sanctioning behavior, most studies are per-

formed in anonymous settings without social context. We thus still know 

little about how punishment is affected by social cues.  

This study investigates how relative social status influences sanctioning 

behavior in a dictator game with third party punishment. The third party 

punishment game has been constructed and utilized to investigate norm en-

forcement (Fehr and Fischbacher, 2004). The status manipulation in this 

study pertains only to dictators. All participating third parties play against 

one of four confederates who participate as dictators in every session. The 

group of dictators consists of two men and two women. One of each gen-

der has a noble name indicating high social status; the other has a common 

name indicating low status. We then compare the level and frequency of 

punishment among third parties facing dictators of different social status. 

In society sanctions are often imposed by third parties, and the impor-

tant role of people‟s actions as members of juries, committees and arbitra-

tors has long been recognized. However, instead of sanctions being applied 

impartially, previous research finds that third party punishment is likely to 
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be shaped by social context such as parochialism and the punishers‟ relation 

to the victim (Bernhard et al., 2006; Goette et al., 2006; Lieberman and 

Linke, 2007). Further, social status has been shown to affect the outcome 

of court proceedings in favour of higher status individuals (e.g. status of 

defendants see Sarnecki et al., 2006; Abrams et al., forthcoming, for status 

of the victim see Phillips 2009).  

Status is often defined as the honor or prestige attached to one's position 

in society. General for many definitions of social status is that, apart from 

being a commonly recognized ranking of individuals in a given society, high 

status also implies favourable treatment and increased access to resources 

(Weiss and Ferschtman, 1998; Ball et al., 2001, Fershtman and Gneezy, 

2001). In psychology and sociology, status hierarchies are analysed as a ba-

sis on which we construct our beliefs and behavior.110 Social asymmetries 

thereby define perceptions of deservingness, implicit performance expecta-

tions and shape appropriate behavior (Weber, 1924; Cummins, 2000; Oxby, 

2002). According to this literature, knowledge of relevant status relations is 

thus crucial to act successfully in social situations and relative status is likely 

to have a fundamental impact on human decision making.111 

In this study we use noble names as a marker of high status; an indicator 

of possessing ascribed status through membership of the nobility. Using 

name as a status characteristic has many advantages. Most importantly, it is 

exogenous to the experimental setting and can be introduced without dra-

                                                      

 
110 For similar thoughts in economics see Akerlof and Kranton (2000) who discuss the im-

pact of identity and social category on economic behavior. 
111 See for example the literature on Status Characteristics Theory (SCT), originally devel-

oped in Berger et al. (1966). It suggests that power and prestige rankings arise in interac-

tional settings based on individual characteristics. Individuals possessing high status charac-

teristics (such as being white, adult, male or tall) are judged as more able and better perform-

ing, as well as more deserving, independent of their actual performance (Hong and Bohnet, 

2006). SCT thus predicts subordination and superordination due to a voluntary and partly 

unconscious process (Webster and Driskell, 1978). Though SCT has also been criticized, a 

large literature of empirical studies confirm that status characteristics have powerful and 

predictable effects on how we judge other individuals, and what we expect from them 

(Kalkhoff and Barnum, 2000; Ridgeway et al, 1998; Hong and Bohnet, 2006; Simpson and 

Walker, 2002). 
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wing any attention to the status manipulation in itself. Participants thus re-

main ignorant about the true aim of the study. Nobility has also been 

shown to have behavioral implications in the Swedish marriage market. 

Almenberg and Dreber (2009) find that noble individuals are more likely 

than commoners to find a partner from a higher wealth bracket than them-

selves. Further, possessing a noble name has no institutional meaning; the 

Swedish nobility lost its last formal privileges in the 19th century.  However, 

the surnames remain as explicit hereditary status markers.112 

Previous literature in economics indicates that social status does affect 

economic behavior. In laboratory studies, high social status seems to imply 

larger economic gains.  Ball and Eckel (1996 and 1998) and Ball et al. (2001) 

investigate the economic benefit of experimentally manipulated status in an 

ultimatum game as well as a double oral auction game. Participants in the 

high status group receive better offers in both games, and this effect is per-

sistent even in a treatment where allocation to the high status group is ob-

viously random. In addition the authors test for the possibility of a status 

induced change in bidding behavior by rewarding status in private. In this 

treatment, where low status individuals are unaware of the status rewarded, 

the effect of status disappears. High social status thus appears to induce fa-

vourable treatment partly due to deference on behalf of lower status indivi-

duals. Preferential treatment of high status participants is also found by 

Glaeser et al. (2000) and Harbaugh et al. (2001) in the trust game. In both 

studies, participants with high status are found to elicit more trustworthy 

behavior on behalf of the trustees.113 However, the studies by Ball and Ec-

kel (1996, 1998), Ball et al. (2001) and Glaeser et al. (2000) investigate the 

                                                      

 
112 The last occasion a person was raised to the nobility in Sweden was in 1902, and the 

Swedish monarch has since then lost the right to ennoble. Surnames pertaining to a specific 

family benefit from stronger protection in the Swedish name law than more frequently oc-

curring names. 
113 Glaeser et al. (2000) investigate behavior in a sample of Harvard undergraduates. The 

participants meet their counterpart before they are separated again and play the trust game. 

As status variables the authors consider for example hours worked for pay, hours spent vol-

unteering, father‟s education, number of close friends and proxies for popularity. Harbaugh 

et al. (2001) study the behavior of children aged 8, 11, 14 and 17. Age is here seen as a status 

marker. 
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impact of social status in a non-anonymous setting, and hence cannot dis-

tinguish between the effect of reputational or strategic concerns versus de-

ference. 

This study extends previous research in a number of ways. First, the set-

ting is semi-anonymous. Semi-anonymity is achieved by revealing the 

names of the players participating in the dictator game to the third party, 

but at the same time keeping the identity of the third party unknown to all 

other players. This allows us to examine whether social status influence pu-

nishment in a transparent way, absent effects of potential future interac-

tions. Second, by using the third party punishment game (Fehr and 

Fischbacher, 2004), we examine the effect of status through the sanction 

choices of individuals whose payoff is independent of the decisions pre-

viously taken. Third, earlier literature within economics has investigated 

preferential treatment in the reward domain. We here investigate whether 

social status also moderates sanctioning behavior.114 The inclusion of one 

participant of each gender in each status category also allows us to investi-

gate gender and status interactions. Gender itself is highly connected to so-

cial status and previous research indicates that men are more sensitive to 

social hierarchies (Campbell, 2002). For example, male groups develop 

steeper hierarchies and behave more competitively than female and mixed 

groups (Colarelli et al., 2006). In a laboratory experiment, Huberman et al. 

(2004) find that male participants sacrifice more resources to obtain social 

status than female. Fershtman and Gneezy (2001) also find an inter-male 

discrimination only when they study discrimination in the trust game 

among Jews of different ethnicity. They find discrimination on behalf of 

female participants. 

Our results indicate that low status men are punished to a greater extent 

than low status women, high status men, or high status women. Interestin-

gly, discrimination occurs only in male to male interaction. For offers below 

half, or almost half of the allocated resource, male third parties punish male 

dictators with common names almost twice as much as their noble coun-

terparts. We find no support for female discrimination. 

                                                      

 
114 Ball and Eckel 1996 perform ultimatum games with status manipulations, but they report 

no results regarding the responder behavior. 

 

163 

impact of social status in a non-anonymous setting, and hence cannot dis-

tinguish between the effect of reputational or strategic concerns versus de-

ference. 

This study extends previous research in a number of ways. First, the set-

ting is semi-anonymous. Semi-anonymity is achieved by revealing the 

names of the players participating in the dictator game to the third party, 

but at the same time keeping the identity of the third party unknown to all 

other players. This allows us to examine whether social status influence pu-

nishment in a transparent way, absent effects of potential future interac-

tions. Second, by using the third party punishment game (Fehr and 

Fischbacher, 2004), we examine the effect of status through the sanction 

choices of individuals whose payoff is independent of the decisions pre-

viously taken. Third, earlier literature within economics has investigated 

preferential treatment in the reward domain. We here investigate whether 

social status also moderates sanctioning behavior.114 The inclusion of one 

participant of each gender in each status category also allows us to investi-

gate gender and status interactions. Gender itself is highly connected to so-

cial status and previous research indicates that men are more sensitive to 

social hierarchies (Campbell, 2002). For example, male groups develop 

steeper hierarchies and behave more competitively than female and mixed 

groups (Colarelli et al., 2006). In a laboratory experiment, Huberman et al. 

(2004) find that male participants sacrifice more resources to obtain social 

status than female. Fershtman and Gneezy (2001) also find an inter-male 

discrimination only when they study discrimination in the trust game 

among Jews of different ethnicity. They find discrimination on behalf of 

female participants. 

Our results indicate that low status men are punished to a greater extent 

than low status women, high status men, or high status women. Interestin-

gly, discrimination occurs only in male to male interaction. For offers below 

half, or almost half of the allocated resource, male third parties punish male 

dictators with common names almost twice as much as their noble coun-

terparts. We find no support for female discrimination. 

                                                      

 
114 Ball and Eckel 1996 perform ultimatum games with status manipulations, but they report 

no results regarding the responder behavior. 



 

164 

The differential treatment that we observe in this study can arise due to 

different reasons. If punishment evolved as a norm enforcing mechanism 

within relatively stable groups of individuals, altruistic behavior such as gi-

ving ans punishment, should primarily pertain to in-group members. If 

noble individuals are considered as out-group and commoners as in-group 

by the participating third parties we would then observe higher punishment 

of norm violations committed by common dictators in the third party pu-

nishment game and higher transfers to common recipients in for example a 

dictator game. If discrimination arises due to liking of noble individuals, 

this group would experience lower punishment in the third party punish-

ment game and receive higher transfers in a dictator game. To separate 

these two explanations, we therefore also ran a dictator game. The confede-

rates, who in the first game acted as dictators, are here featured as reci-

pients. 

The dictator game indicates no discrimination in transfers. We therefore 

find support neither for an in-group bias nor a difference in liking. We can 

therefore only speculate why discrimination arise in the punishment do-

main. 

The rest of the paper is organized as follows. The subsequent section 

describes the experiment design of our study. In section three we present 

our results, before we conclude in section four where we discuss the pos-

sible explanations for our findings as well as future research. 

6.2 Experimental design 

The study consists of two separate economic games, a third party punish-

ment game and a dictator game, each with the same status manipulation. 

Social status is differentiated via the participants‟ surname, as explained be-

low. All participants in the third party punishment game received a show up 

fee of 50 SEK115. 

The third party punishment game features three participants, a dictator, a 

recipient and a third party. The implementation of the third party punish-

ment game in this study is similar to that of Fehr and Fischbacher (2004), 

                                                      

 
115 At the time of the experiment 1 USD corresponded to about 6 SEK, i.e. 100 SEK was 

about 15 USD. 
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where the dictator is endowed with twice the amount of the third party. In 

our setting the dictator received 100 SEK and the third party 50 SEK. The 

recipient gets no money and has no decision to make. The dictator can 

transfer money to the recipient in multiples of 10 SEK, with a maximum of 

50 SEK. Thereafter the third party decides, according to the strategy me-

thod, on potential punishment of the dictator‟s payoff.116 For each SEK 

that the third party chooses to punish the dictator‟s payoff is reduced by 

three. The payoffs (Wi) of the third party punishment game are thus: 

 
Dictator: Wd(x,p)=100-x-3*p 

Third party: Wtp(p)=50-p 

Recipient: Wr(x)=x 

where x={10, 20, 30, 40, 50} is the sum the dictator transfers to the recipient and 

p={0,1,2,...,50} is the punishment imposed by the third party.  

Subjects were randomly allocated to the roles of recipients and third par-

ties. For the position of dictator we recruited a group of four people; a 

woman and a man with the noble name von Essen, and a woman and a 

man with the common name Andersson.117 This group participated as dic-

                                                      

 
116 The strategy method is elicitation of contingent responses. The third party made 

a sanctioning decision contingent on each possible transfer level before being in-

formed of the dictator‟s decision. It is possible that this elicitation method induces 

different behaviors compared to a situation where the third party knows the dicta-

tors transfer decision (called the “specific response method”). Evidence from 

Cason and Mui (1998) and Brandts and Charness (2000) do not indicate that this is 

the case. 
117 These names are used as they are very strong indicators of nobility and vice versa. Von is 

a well known indicator of Swedish nobility and names ending with –sson are the most 

common names in Sweden. Andersson is the second most frequent surname. Swedish law 

awards intellectual property rights to surnames depending on how distinct they are. Names 

with the prefix von and other noble surnames are protected such that that a common person 

cannot add von to his or her surname (Statistics Sweden 

http://www.scb.se/Grupp/allmant/BE0801_2005K04_TI_10_A05ST0504.pdf, Access 
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tators in every session. Written instructions were distributed and read be-

fore making the decisions, and all third parties answered a set of control 

questions to ensure that they understood the consequences of their deci-

sions. The recipients were asked to state their expectation concerning the 

third party punishment, also using the strategy method. 

The status manipulation is apparent only to the third party, who sees the 

names of the two dictator game participants on top of the decision sheet. 

The experiment is thus semi-anonymous such that the third party knows 

the name of the dictator he or she punishes. In other aspects the game is 

anonymous and all players are aware of this. Apart from the names on the 

decision sheet, no reference was made to status or gender, and no subject 

indicated any interest in the names, nor in any aspect of status or gender. 

Each subject also answered a number of survey questions about age, gen-

der, income, motives and beliefs about other player‟s income and wealth. 

This gives us an indication about possible mechanisms behind the observed 

result. 

Based on the results from the third party punishment game only two of 

our confederates in the third party punishment game, the common and the 

noble man, were used as recipients in the dictator game. The dictator was 

endowed with 100 SEK and the recipient with was endowed with no mo-

ney. Money could be transferred from the dictator to the recipient in mul-

tiples of 10 SEK, with a maximum of 50 SEK. The recipient had no deci-

sion to make.  

The dictator game was run on a separate sample consisting only of male 

students. The status manipulation was semi-anonymous and implemented 

in the same way as in the third party punishment game. Each dictator saw 

the name of the recipient on top of his decision sheet. Apart from this, no 

reference was made to the other player or to status. In both games subjects 

                                                                                                                       

 
090122). Andersson was chosen since we had easy access to people with that name who 

could participate in the study. The noble name of one of the authors was never revealed to 

the participants. Due to Swedish tax regulations we had to collect the name and address of 

all participants after they had completed the experiment. We were therefore able to control 

for whether the third parties where noble or not. In the sample of third parties there were 

none with a noble name.  
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were placed at separate locations and each session took approximately 20 

minutes. 

6.3 Results 

In this section, we start by presenting the general results regarding third 

party behavior. Thereafter we address the effect of the dictator‟s status cat-

egory and gender on third parties decisions. Throughout the analysis we 

explore the proportion of punishment, i.e. the percentage of those who pu-

nished, as well as the level of punishment. To calculate the proportion of 

punishment we define the binary variable punishment, defined as a positive 

payment on behalf of the third party at any transfer level. Punishment level 

is simply the average punishment across the third party sample at a specific 

transfer level. We end by discussing the underlying mechanisms behind the 

results, by studying the behavior in the dictator game as well as the effect of 

third party beliefs regarding dictator wealth and income. 

6.3.1 General results 

In total, our sample consists of 132 observations of third party behavior, 63 

male and 69 female.118 14 of these observations were removed from the 

sample. In a majority of the cases this was due to subjects indicating that 

they knew another participant, or incapacity to understand the experimental 

setup.119 

                                                      

 
118 The participants came from three different Universities in Stockholm (Stockholm Uni-

versity, Stockholm School of Economics and Stockholm Royal School of Technology). We 

found no difference in punishment between the three schools. 
119 When running the experiment, we considered it important that participants understood 

the consequences of their actions. Further, we wanted to avoid participants with a previous 

personal relation that could influence their decisions. 10 of the 14 observations dropped 

were removed due to incapacity to correctly fill in the control questions before the actual 

experiment started or due to third parties indicating that they knew another participant.  The 

remaining 4 third party observations were removed due to incomplete answers in the actual 

experiment. Of the 14 dropped third party observations 8 were males and 6 females. We 

also had two participating noble subjects as recipients. In these cases we removed the von in 

the names, which resulted in non noble names existing in Sweden.  
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We find that the majority of the third parties do punish, and the majority 
of the recipients also expect them to do so. 120 Figure 1a shows the average 
proportions of actual and expected punishment for each transfer level. The 
difference between expected and actual punishment and punishment level 
is only significant at the level of 50 (see table 1d in appendix). The propor-
tion of punishers and the level of punishment we observe in our sample are 
in accordance with earlier studies (see for example Fehr and Fishbacher, 
2004; Leibrandt and Lopéz-Peréz, 2008).121 

 

 
Figure 1a. Proportion of actual and expected punishment. 
                                                      
 
120 None of our variables were normally distributed according to a skewness and kur-
tosis test. For all relevant tests in the analysis, we have therefore performed a 
Mann-Whitney test as well as a two-sided t-test. Throughout the analysis we refer 
only to the p-value for the Mann-Whitney test unless there are differences in signi-
ficance between the measures (at the 5 % level). When testing the equality between 
proportions we have performed a chi square test and a parametric test of  propor-
tions. If  nothing else is stated the chi square test is presented. 
121 We find close to significant gender differences in punishment expectations. 65% 
of  the men and 79% of  the women choose to punish (p=0.09). The corresponding 
numbers for expected punishment among male and female recipients is 60% and 
76% (p=0.06). The level of  punishment among third parties and the expected level 
of  punishment among recipients do not vary by gender at any level of  punishment. 
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For each 10 SEK reduction of transfer from the dictator, the third party 

imposes an average punishment of slightly more than 3 SEK, or a deduc-

tion of about 10 SEK. Thus, in expectance, the dictator is left with 50 SEK 

no matter what he or she chooses to do. The average punishment for a dic-

tator who keeps the whole endowment was 17 SEK, deducing the dictator‟s 

income with 51 SEK.  

In the next section we focus on the distribution of punishment based on 

two dictator characteristics; gender and nobility. All our third parties have a 

non noble name, implying that we compare the punishment decision of a 

common third party facing either a noble or a common dictator.   

6.3.2 Punishment based on dictator nobility and gender 

Variation in social status and gender entails four dictator categories in our 

experiment; noble women (NW), common women (CW), noble men (NM), 

and common men (CM). Among the common male dictators, 90% are pun-

ished at least at any level. The proportion of punishment in the other three 

categories lies between 60-70%. Testing for equality of punishment propor-

tions between common men and the other groups we find a significant dif-

ference compared to noble and common women, and a close to significant 

difference in relation to the group noble men (p-values 0.05, 0.01, and 0.09 

respectively, see table 1c in appendix). This indicaties that both gender and 

social status play a role for sanctioning behavior.  

Figures 2a-e below illustrate the average level of punishment at each 

transfer level, separated by the two dimensions; gender and nobility.122 Fi-

gure 2a shows the level of punishment of noble versus common dictators. 

The difference between the two categories is not significant, but the point 

estimate is consistently higher for common dictators. The following figure, 

2b, shows the average punishment at each transfer level for female and 

male dictators separately. The total level of punishment and level of pu-

nishment at each transfer levels apart from 50 have p-values around 0.05, 

indicating that male dictators on average are punished harsher than female 

(see the corresponding p-values in table 2b in appendix). 

                                                      

 
122 Subsequent Mann-Whitney p-values for test of equal averages in figures 2a-e are found in 

table 2 a-e in appendix. We report p-values for each transfer level, the total level and the 

total level excluding levels 40 and 50.  
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Figure 2a. Average level of punishment split by dictator nobility.  

 
Figure 2b. Average level of punishment split by dictator gender. 

 
Figure 2c. Average level of punishment split by dictator nobility and gender. 

 
Figure 2d. Average level of female punishment split by dictator category.  

 
Figure 2e. Average level of male punishment split by dictator category. 
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Based on the results on punishment proportion we expect the group of 

common males to be punished the harshest. Figure 2c therefore shows a 

comparison of average punishment level of all four dictator categories, con-

firming this. Table 1 below states the p-values for comparison of punish-

ment levels between common men and all other categories. 

Table 1. Punishment by dictator category. 

Transfer 

level 

CM NW CW NM p-value n 

0 21.3 14.2 15.9 16.7 0.03, 0.06, 0.20 29, 32, 28, 29 

10 17.8 11.3 11.5 12.0 0.01, 0.02, 0.03 29, 32, 28, 29 

20 12.9 8.8 8.6 9.3 0.03, 0.02, 0.10 29, 32, 28, 29 

30 8.4 6.0 5.6 5.4 0.07, 0.03, 0.08 29, 32, 28, 29 

40 4.0 3.5 2.6 2.6 0.10, 0.02, 0.13 29, 32, 28, 29 

50 0.7 1.3 1.1 0.6 0.39, 0.43, 0.74 29, 32, 28, 29 

Total 65.1 45.1 45.4 46.6 0.02, 0.02, 0.08 29, 32, 28, 29 

Total -50 64.5 43.8 44.3 46.0 0.05, 0.02, 0.07 29, 32, 28, 29 

Total -40 60.5 40.3 41.6 43.4 0.02, 0.02, 0.08 29, 32, 28, 29 

NW =Noble women, CW=common women, NM=noble men, and CM=common 
men. The variable “Total -50“compounds punishment on all levels except level 50. 
The variable “Total -40“compounds punishment on all levels except level 50 and 
level 40. Sample size per group is reported in the order NW, CW, NM, CM.  
P-values indicate the probability of equal punishment between common men and 
the other categories respectively (noble women, common women and noble men). 
When comparing the results from a two-sided ttest some of the differences in pu-
nishment between common men and noble and common women are insignificant, 
see appendix table 2c. 

Based on the differences in punishment level between male and female 

third parties figure 2d and 2e report the same numbers as in table 1 split by 

gender of the third party. Female punishment level, depicted in figure 2d 

and in table 2d in appendix, shows small, insignificant and inconsistent dif-

ferences in punishment across dictator categories. This result stands in stark 

contrast to the punishment by men (figure 2e and table 2 below). At trans-

fer levels 0-30, where the dictator is most stingy, male third parties punish 

common male dictators almost twice as much as they punish noble ones. 
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At each level between 10 and 30, as well as the total level, this difference in 

punishment is significant.123 For the levels 0-20, the difference in punish-

ment is 7 SEK or more, implying an additional reduction of 20-30% of the 

common dictators‟ initial endowment. Thus our results indicate that sanc-

tions in male to male interaction are influenced by relative status, as hypo-

thesized in the introduction. High status males appear to be treated with 

leniency by other common male third parties. 

Table 2. Male third party punishment by dictator category. 

Transfer 

level 

CM NW CW NM p-value 

 

n 

0 24.3 12.7 14.1 15.8 0.04, 0.05, 0.13 14, 13, 12, 16 

10 19.4 9.2 10.5 10.3 0.02, 0.04, 0.02 14, 13, 12, 16 

20 14.4 7.8 7.5 7.5 0.04, 0.03, 0.04 14, 13, 12, 16 

30 9.9 5.6 4.5 4.2 0.06, 0.04, 0.04 14, 13, 12, 16 

40 4.2 4.9 1.4 2.4 0.21, 0.03, 0.21 14, 13, 12, 16 

50 0.6 3.0 0.0 0.4 0.42, 0.37, 0.88 14, 13, 12, 16 

Total 72.9 43.2 37.9 40.6 0.04, 0.02, 0.05 14, 13, 12, 16 

Total -50 72.3 40.2 37.9 40.2 0.04, 0.02, 0.05 14, 13, 12, 16 

Total -40 68.1 35.4 36.5 37.8 0.03, 0.03, 0.04 14, 13, 12, 16 

NW =Noble women, CW=common women, NM=noble men, and CM=common 
men. The variable “Total -50“compounds punishment on all levels except level 50. 
The variable “Total -40“compounds punishment on all levels except level 50 and 
level 40. Sample size per group is reported in the order NW, CW, NM, CM. P-
values indicate the probability of equal punishment between common men and the 
other categories respectively (noble women, common women and noble men). 
Some p-values for the group of common men compared to noble women are in-
significant when running a two-sided t-test, see appendix table 2e. 

                                                      

 
123 Punishment difference at the level of zero is not significant in our study due to a few 

male subjects motivating their punishment by either you give a lot or nothing. 
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In summary we find that the punishment decision of male third parties is 

affected by both the social status and the gender of the perpetrator. Female 

punishment decisions exhibit no consideration of social status.124 

6.3.3 Giving in a dictator game 

The discrimination in punishment that we observe can be due to at least 

two types of underlying mechanisms. First, in-group bias among common 

men would cause norm violations by in-group members to warrant harsher 

punishment than violations by other individuals, in order to successfully 

enforce norms within the group125.  Second, common men might simply 

like noble men more than common men and therefore provide noble men 

with an economic premium. 

In order to separate these mechanisms we also ran a dictator game. 59 

males participated in the game; we assigned 31 subjects to face a recipient 

with a common name and 28 subjects to face a recipient with a noble 

name.126 Our results indicate that giving in the dictator game does not de-

pend on the status of the recipient. On average common men receive 34.2 

SEK and noble men 36.8 SEK, but this difference is far from significant (p-

value of 0.2809)127. Our results do thus neither support the explanation of 

in-group bias nor that of liking. They suggest that discrimination depending 

on status pertains only to the punishment domain, and not to giving.  

                                                      

 
124  The analysis indicates that third party punishment behavior is dependent on the third 

party‟s relation to dictator characteristics. We therefore also studied whether third party dis-

crimination was affected by gender composition of the dictator game participants. For ex-

ample, we tested whether a male third party facing a male dictator punished differently de-

pending on the gender of the recipient. We found no indication that this relation mattered. 

The sample sizes in each group are very small therefore this should be seen as mere indica-

tions.  
125 However previous empirical literature indicates that out-group members are punished 

harder when the victim is an in-group member (Bernhard et al., 2006; Lieberman and Linke, 

2007). 
126 All participants were students at Stockholm University or Stockholm Royal School of 

Technology. 
127 A sample size analysis assuming an alpha of 0.05 and a power of 80% indicate that we 

would need a sample size of 2096 subjects in order to get significant results. Se appendix 

table 3a for descriptive statistics. 
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6.3.4 Further analysis 

The discrimination based on social category that we observe might also be 

due not to social status per se but to variables correlated, or perceived to be 

correlated, with nobility. Nobility may for example influence beliefs about 

dictator wealth, income or education. We identify two potential sources of 

bias. First, if variables believed to be correlated with nobility have status 

implications in their own right, this leads us to overestimate the effect of 

nobility. Second, beliefs of high wealth or income may also reinforce me-

chanisms not directly linked to status such as inequality aversion (Bolton 

and Ockenfels, 2000, Croson and Gneezy, 2009, Fehr and Schmidt, 1999). 

If participants believe that nobility is positively correlated with wealth, in-

equality aversion would cause us to underestimate the effect of social status 

(nobility). As shown in Almenberg and Dreber, 2009 the Swedish nobility 

has a higher wealth than the common population. Previous literature has 

found women to be more inequality averse than men; a fact that could con-

tribute to the gender differences in the discrimination we find (Andreoni 

and Vesterlund 2001, Dickinson and Tiefenthaler 2002, Selten and Ock-

enfels 1998). 

All third parties in the third party punishment game were asked to state 

their beliefs regarding dictator wealth and income in relation to the average 

student and all dictators in the dictator game were asked to do the same 

with respect to the recipient. The number of third parties who indicated 

that they believed the dictator to have a higher wealth and income than the 

average student are roughly equal irrespective of whether they faced a noble 

or a non-noble dictator.128  

Further, what subject‟s rate as being fair is not influenced by the status of 

the recipient in any of the two games. Further, 82 percent of the partici-

                                                      

 
128 Of those third parties facing a noble dictator, 17 (12) subjects thought their counterpart 

to had a higher wealth (income) than the average student. Among those facing a non-noble 

dictator, the corresponding number was 16 (14). Male third parties facing male noble dicta-

tors and assuming noble dictators to have a wealth above average, punish the least of all 

groups. Male third parties facing common dictators and assume common dictators to have a 

high wealth are punished the harshest. However, the sample sizes are too small for a rele-

vant analysis. 
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that they believed the dictator to have a higher wealth and income than the 
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the recipient in any of the two games. Further, 82 percent of the partici-

                                                      

 
128 Of those third parties facing a noble dictator, 17 (12) subjects thought their counterpart 

to had a higher wealth (income) than the average student. Among those facing a non-noble 

dictator, the corresponding number was 16 (14). Male third parties facing male noble dicta-

tors and assuming noble dictators to have a wealth above average, punish the least of all 

groups. Male third parties facing common dictators and assume common dictators to have a 

high wealth are punished the harshest. However, the sample sizes are too small for a rele-

vant analysis. 
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pants consider an equal split fair. This corroborates the findings of Lieber-

man and Linke (2004), who find that even though third party punishment 

varies with social category, the third parties‟ moral judgement pertaining to 

the norm violation does not. It thus appears as if it is the scale of punish-

ment that differs across status categories, not the norm in itself. These re-

sults indicate that the impact of social status on punishment is robust to 

controlling for beliefs of relative income and wealth. We also performed 

regression analysis which confirm our main results and indicate that third 

party beliefs concerning the wealth and income of the dictator as well as 

fairness have no significant effect on punishment.129 

6.4 Discussion 

Previous research in economics indicates that high social status conveys an 

economic premium (Ball and Eckel, 1996, 1998, Ball et al., 2001, Glaeser et 

al., 2000, Almenberg and Dreber, 2009). Our results illustrate that high so-

cial status induces lower punishment in a third party punishment game, 

though only in male to male interactions. Male third parties punish com-

mon male dictators almost twice as much as their noble counterparts, but 

no effect is found in all female or mixed interactions. We do not find a dis-

criminatory effect of social status on altruistic behavior in a dictator game; 

male participants are not more generous to high status individuals. . This is 

in line with the results presented by Fershtman and Gneezy (2001), who 

they find difference in trust behavior depending on social category of the 

                                                      

 
129 The OLS regression analysis is based on parametric assumptions that may not be ful-

filled. The same set of control variables was included in the regression for each punishment 

level; beliefs about income, wealth and fairness, gender of all players, university and age of 

third party. The variables for beliefs regarding wealth and income were coded as 1 if third 

parties who believed the dictator to have a wealth (income) above the average student and 0 

otherwise. The variable for fairness was coded to take the value 1 if subjects indicated an 

equal split of the initial dictator endowment as fair and 0 otherwise. We also conducted a 

regression pooling the data over all six decisions elicited by the strategy method for each 

third party, clustering on individual third parties. In this regression the male to male dummy 

is significant (p-value 0.033), and beliefs of wealth and income remain insignificant. The re-

sults from the regression analysis are available upon request.  
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trustee, but no differentiation based on recipient social category in a dicta-

tor game. 

For several reasons, the effect of social status in the third party punish-

ment game is surprisingly large. The Swedish nobility lost all its formal eco-

nomic and political privileges in the 19th century. The status variable thus 

has no relation to the experimental context or to merit, and no references 

were made to nobility or social status during the experiment. The semi-

anonymous design also diminishes reputation and strategic concerns. Des-

pite this, the average punishment is significantly different between male sta-

tus categories, and this difference represents 20-30 percent of the dictators‟ 

initial endowments. The effect remains stable when controlling for beliefs 

of wealth and income, and does not rely on fairness considerations being 

status dependent. 

Our results corroborate previous research implying that men are more 

sensitive to social status in economic decision making tasks (Fershtman and 

Gneezy, 2001; Huberman et al, 2004). Many hierarchies in western society 

have throughout history been exclusive for men or male dominated. Nobili-

ty in Sweden, for example, is only hereditary on the male side; thus histori-

cally implying a larger value for men. If men were and are more likely to 

benefit from status, such as nobility, this explains the higher level of in-

vestment in status observed by men in comparison to women (Campbell, 

2002; Huberman et al., 2004; Pawlowski et al., 2000). Men are also often 

found to be more competitive compared to women (see review by Croson 

and Gneezy, 2009). Since noble names are impossible to acquire, competi-

tion for status in the context of the present study is relevant only within the 

group of non noble names. An additional reason for the discrepancy in 

male and female behavior could be gender differences in inequality aver-

sion. Previous literature has found women to be more inequality averse 

compared to men (Andreoni and Vesterlund, 2001; Dickinson and Teifen-

haler, 2002; Selten and Ockenfels, 1998). If high social status is associated 

with other benefits, females should punish high status individuals more. 

A few studies have explored in-group bias settings with third party pu-

nishment (Bernhard et al. 2008 and Götte et al. 2006). Contrary to what is 

found in this study, Bernhard et al. (2006) find that dictators from another 

group than the third party are punished harsher when facing a recipient 

from the same group as the third party. Lieberman and Linke (2004) found 
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similar results in a hypothetical setting. This is the opposite of what in-

group bias in a third party punishment game would predict if punishment 

serves as a norm enforcing device. All our third parties and recipients are 

from the same status group, individuals with non noble names. The diver-

gence of our results in relation to the other studies may partly be explained 

by the fact that individuals with a common name can be considered a large 

and not well defined social group, or that status considerations override 

group belonging. Our results also differ from what Fehr et al. (2008) find in 

a trust game with third party punishment in India. They find that low caste 

participants punish less than high caste participants, but punishment in 

both groups is independent of the caste belonging of the norm violator. 

Several potential mechanisms might explain this variation in results. Norm 

enforcement could, for example, differ between norms pertaining to differ-

ent behaviors.  Fehr et al. (2008) propose that historically repressed groups 

have a lesser willingness to punish violators in general. Culture might create 

differences between the studies; India‟s cast system induces a more pro-

nounced status hierarchy and may therefore repress the decision to punish 

by low status individuals more than the historical division between nobility 

and commoners in Sweden. Even though the Swedish nobility lost its privi-

leges more than a decade ago one could speculate that the punishment spe-

cific discrimination is due to historic power inequalities. The decision to 

punish an individual of higher status may entail a larger risk of retaliation 

than the decision not to give. The result in Lieberman and Linke (2004) as 

well as the fairness judgements in our study supports the suggestion that 

the moral judgment of a norm transgression is stable across social catego-

ries ; however the scale of punishment differs.  

Our study shows a surprisingly large effect of social status on punish-

ment behavior, underlining the importance of social status as a modulator 

of behavior in male interactions. By guiding appropriate behavior, kno-

wledge of status relations is an important key to successfully navigate in 

human societies. Future research is needed concerning various types of so-

cial status and its implications for economic decision making in different 

situations.  
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6.6 Appendix 1 

Table 1a. Descriptive statistics. 

Variable n Mean p50 Sd Min Max 

Female TP 118 0.53 1 0.50 0 1 

Female R 118 0.56 1 0.50 0 1 

Female D 118 0.51 1 0.50 0 1 

Nobel women 118 0.27 0 0.45 0 1 

Nobel men 118 0.25 0 0.43 0 1 

Common women 118 0.24 0 0.43 0 1 

Common men 118 0.25 0 0.43 0 1 

Level 0 118 16.94 16.5 14.29 0 50 

Level 10 118 13.11 13 11.55 0 40 

Level 20 118 9.88 10 9.19 0 40 

Level 30 118 6.38 5 7.38 0 40 

Level 40 118 3.22 0 5.08 0 30 

Level 50 118 0.93 0 4.06 0 30 

Punishment 118 0.73 1 0.45 0 1 

Fairness 109 0.82 1 0.39 0 1 

Age 118 25.88 24 8.33 17 71 

Descriptive statistics of all variables included in our analysis. Level 0-50 indicates 
the actual level of punishment at each transfer level. Punishment and Justice are 
dummy variables; Punishment takes the value 1 when punishment was exerted at 
any level and 0 otherwise, and Justice takes the value 1 if a 50/50 split of the initial 
money was indicated as the fair division and 0 otherwise.  
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Level 40 118 3.22 0 5.08 0 30 

Level 50 118 0.93 0 4.06 0 30 

Punishment 118 0.73 1 0.45 0 1 

Fairness 109 0.82 1 0.39 0 1 

Age 118 25.88 24 8.33 17 71 

Descriptive statistics of all variables included in our analysis. Level 0-50 indicates 
the actual level of punishment at each transfer level. Punishment and Justice are 
dummy variables; Punishment takes the value 1 when punishment was exerted at 
any level and 0 otherwise, and Justice takes the value 1 if a 50/50 split of the initial 
money was indicated as the fair division and 0 otherwise.  
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Table 1b. Sample size and attrition. 

Sample TP R 

Full sample 132 132 

Males 59 52 

Females 73 73 

Attrition 14 11 

Males 7 5 

Females 7 6 

Total 118 121 

Recipient attrition refers to the case of recipients who were not able to answer ei-
ther the control questions correctly, or who did not state beliefs for all alternatives 
elicited through the strategy method. In these cases we used their names on the 
third parties decision sheets, but dropped them when estimating expected propor-
tion and level of punishment. 

Table 1c. Proportion of punishment. 

Punishment 

proportions 

All Men Women 

Nw 0.69 0.57 0.78 

Cw 0.61 0.54 0.67 

Nm 0.72 0.58 0.82 

Cm 0.90 0.88 0.92 

Punishment 

proportions 

p-value 

 (Ch2) 

p-value 

 (prtest) 

 

Cm vs Nw 0.05 0.05  

Cm vs Cw 0.01 0.01  

Cm vs Nm 0.09 0.09  

Proportion of actual punishment by dictator characteristics and third party gender. 
NW=noble female dictators, CW=common male dictators, NM=noble male dicta-
tors and CM=common male dictators. 
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Table 1d. Expected vs. actual punishment (proportion and level) 

Punishment 
proportions 

Expected Actual p-value ch2 p-value 
prtest 

0 0.61 0.72 0.10 0.07 

10 0.68 0.71 0.58 0.57 

20 0.67 0.71 0.49 0.48 

30 0.63 0.63 1.00 0.99 

40 0.50 0.49 1.00 0.95 

50 0.28 0.11 <0.01 <0.01 

Punishment 
level 

Expeted Actual p-value 
MW 

p-value 
ttest 

0 14.8 16.9 0.19 0.27 

10 13.3 13.1 0.93 0.89 

20 11.2 9.9 0.70 0.32 

30 9.3 6.4 0.13 0.02 

40 6.9 3.2 0.94 <0.01 

50 5.2 0.9 <0.01 <0.01 
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Table 2a. Punishment level of noble and common dictators. 

Transfer 

level 

Av. 

Noble 

Av. 

common 

Differ-

ence 

p-value 

(MW) 

p-value 

(ttest) 

n 

0 15.4 18.6 3.3 0.23 0.22 61, 57 

10 11.6 14.7 3.1 0.15 0.14 61, 57 

20 9.0 10.8 1.8 0.26 0.29 61, 57 

30 5.8 7.0 1.3 0.36 0.35 61, 57 

40 3.1 3.4 0.3 0.65 0.76 61, 57 

50 1.0 0.9 -0.1 0.85 0.89 61, 57 

Total 45.8 55.4 9.6 0.24 0.26 61, 57 

Total -50 44.8 54.5 9.7 0.24 0.24 61, 57 

total -40 41.8 51.2 9.4 0.22 0.21 61, 57 

The variable “Total -50“compounds punishment on all levels except level 50. The 
variable “Total -40“compounds punishment on all levels except level 50 and level 
40.  

Table 2b. Punishment level of female and male dictators. 

Transfer 

level 

Av. 

Women 

Av. 

Men 

Differ-

ence 

p-value 

(MW) 

p-value 

(ttest) 

n 

0 15.0 19.0 4.0 0.04 0.13 60,58 

10 11.4 14.9 3.5 0.03 0.10 60,58 

20 8.7 11.1 2.4 0.03 0.15 60,58 

30 5.8 6.9 1.1 0.05 0.41 60,58 

40 3.1 3.3 0.2 0.04 0.85 60,58 

50 1.2 0.6 -0.6 0.15 0.44 60,58 

Total 45.2 55.9 10.7 0.03 0.21 60,58 

Total -50 44.0 55.2 11.2 0.03 0.17 60,58 

Total -40 40.9 51.9 11.1 0.03 0.14 60,58 

The variable “Total -50“compounds punishment on all levels except level 50. The 
variable “Total -40“compounds punishment on all levels except level 50 and level 
40.  
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Table 2d. Female third party punishment by dictator category. 

Trans-

fer 

level 

CM NW CW NM p-value 

(MW) 

p-value 

(ttest) 

n 

0 17.5 15.3 17.5 17.3 all >0.2 all >0.2 18, 15, 17, 13 

10 15.8 12.9 12.3 13.2 all >0.2 all >0.2 18, 15, 17, 13 

20 11.2 9.5 9.6 10.6 all >0.2 all >0.2 18, 15, 17, 13 

30 6.6 6.4 6.5 6.4 all >0.2 all >0.2 18, 15, 17, 13 

40 3.8 2.5 3.8 2.7 all >0.2 all >0.2 18, 15, 17, 13 

50 0.7 0 2.1 0.8 all >0.2* all >0.2* 18, 15, 17, 13 

Total 55.6 46.6 51.8 50.9 all >0.2 all >0.2 18, 15, 17, 13 

Total -

50 

54.9 46.6 49.7 50.1 all >0.2 all >0.2 18, 15, 17, 13 

Total -

40 

51.1 44.1 45.9 47.4 all >0.2 all >0.2 18, 15, 17, 13 

*The difference between the punishment of common men and noble women is 
significant at the level of 50 (MW: p=0.04, ttest: p=0.07). However, given the 
number of tests ran, we would expect some false positives to occur. NW=noble 
female dictators, CW=common male dictators, NM=noble male dictators and 
CM=common male dictators. Sample size per group is reported in the order NW, 
CW, NM, CM. P-values indicate the probability of equal punishment between 
common men and the other categories respectively (noble women, common wom-
en and noble men). 
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Table 3a. Descriptive statistics dictator game. 

Variable N Mean Median Sd Min Max 

Common name 31 65.8 50 20.6 50 100 

Noble name 28 63.2 50 21.6 50 100 

Total 59 64.6 50 21.0 50 100 

Table 3b. Giving by recipient category. 

  Av. 

Noble 

Av. 

common 

p-value 

(MW) 

p-value 

(ttest) 

n 

Level of giving 63.2 65.8 0.28 0.64 28,31 

Proportion of giving .77 .78 0.58 0.92 28,31 
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6.7 Appendix 2: Experiment instructions 

 

Instructions for participant A. 

Welcome to this study in economics! 

Please read the following instructions carefully. Depending on how you and 

your counterparts decide, you can earn money in addition to the 50 SEK 

you earn by participating. Therefore, it is important that you read and fol-

low the instructions.   

Please do not talk during the study. If you have any questions, raise your 

hand and we will come to answer your question.  

Throughout this study you will use Swedish crowns. The study comprises 

three types of participants: Participants A, participants B and participants C. 

You are a participant A. During the study, you will interact with one ran-

domly assigned participant B and one randomly assigned participant C.  

Specific Instructions for the Experiment Procedure 

Stage one 

In the first stage, participants A are the sole decision-makers. As a partici-

pant A you have got an endowment of 100 SEK. Participant C gets 50 

SEK, and participant B gets no endowment. We ask you to decide how 

many of the 100 SEK that you wish to assign to participant B. You can give 

participant B a number of SEK between 0 and 50 in a multiple of tens, i.e. 

0, 10, 20, 30, 40, or 50 SEK. If, for example, you grant participant B 40 

SEK, your income at the end of stage one will amount to 60 SEK, and par-

ticipant B‟s income will amount to 40 SEK. If you accord her/him 10 SEK, 

your income will be 90 SEK, and the income of participant B will be 10 

SEK at the end of stage one. If you grant B 0 SEK, your income at the end 

of stage one will amount to 100 SEK while participant B‟s equals 0 SEK. 
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Stage two 

In stage two, only participants C have a decision to make. Participant C can 

pay to deduct money from your payoff. Each SEK charged to you as par-

ticipant A diminishes your income by 3 SEK, and participant C‟s income is 

reduced by 1 SEK. Participant C can deduct a number of SEK between 0 

and 50. Suppose participant C deducts 2 SEK: your income will then be re-

duced by 6 SEK while participant C‟s income will be reduced by 2 SEK. If 

participant C deducts 19 SEK to you, your income diminishes by 57 SEK 

and participant C‟s income is reduced by 19 SEK. Participant C takes her or 

his decision before knowing your decision, and hence answers how they 

would like to allocate their money for every possible decision you can 

make. Neither you nor participant B knows the identity of participant C.  
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This is how we calculate participants A’s, B’s, and C’s respective in-

comes: 

Participant A‟s income amounts to 

+ 100 SEK (participant A‟s endowment) 

- number of SEK assigned to participant  B by participant A 

- 3 times the number of deduction SEK transferred to participant A by par-

ticipant C 

Participant B‟s income amounts to 

+ number of SEK assigned to participant  B by participant A 

Participant C‟s income amounts to 

+ 50 (participant C‟s endowment) 

- number of deduction SEK charged participant A by participant C 

Please note that your earnings may be negative, in which case the 

SEK will be deducted from your participation payment. 

 

192 

This is how we calculate participants A’s, B’s, and C’s respective in-

comes: 

Participant A‟s income amounts to 

+ 100 SEK (participant A‟s endowment) 

- number of SEK assigned to participant  B by participant A 

- 3 times the number of deduction SEK transferred to participant A by par-

ticipant C 

Participant B‟s income amounts to 

+ number of SEK assigned to participant  B by participant A 

Participant C‟s income amounts to 

+ 50 (participant C‟s endowment) 

- number of deduction SEK charged participant A by participant C 

Please note that your earnings may be negative, in which case the 

SEK will be deducted from your participation payment. 



 

193 

Control Questions 

It is important that all participants have understood the rules of the game. 

Therefore we ask you to answer the following control questions. When you 

have finished, signal to us by raising your hand.  

A. Participant A assigns 0 SEK to participant B. 

a) Participant C charges participant with 0 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 

 

b) Participant C charges participant A with 30 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 

 

2. Participant A assigns 40 SEK to participant B. 

a) Participant C charges participant A with 0 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 

 

b) Participant C charges participant A with15 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 
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Decision sheet participant A. 

Below we ask you to decide how much you want to transfer to participant 

B. We also ask you to give us your best estimation of C‟s decision. We want 

you to make an estimate for every possible decision that you can make, i.e. 

what decision do you believe participant C will take if you transfer 0, 10, 20, 

30, 40, or 50 SEK .  

Your decision 

You may transfer 0, 0, 20, 30, 40, or 50 SEK to participant B 

How many SEK do you want to transfer? _______________. 

 

How do you believe is participant C going to decide? 

Number of SEK you 

grant B 

 

Number of SEK par-

ticipant C transfers to 

you (prior to the sum 

being tripled) 

 

0  

10  

20  

30  

 
40  

50  

 

When you have taken your decisions, please turn the page and answer a few 

survey questions. 
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Survey questions for participant A 

 

1. What are you studying? _______________________________ 

2. I am a  woman   man  

3. I am _________ years old. 

4. What do you think is a fair allocation of the 100 SEK?  

5. What is the reason behind the decision you made? 
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Instructions for participant B. 

Welcome to this study in economics! 

Please read the following instructions carefully. Depending on how you and 

your counterparts decide, you can earn money in addition to the 50 SEK 

you earn by participating. Therefore, it is important that you read and fol-

low the instructions.   

Please do not talk during the study. If you have any questions, raise your 

hand and we will come to answer your question.  

Throughout this study you will use Swedish crowns. The study comprises 

three types of participants: Participants A, participants B and participants C. 

You are a participant B. During the study, you will interact with one ran-

domly assigned participant A and one randomly assigned participant C.  

Description of the two parts of the study 

Stage one 

In the first stage, participants A are the sole decision-makers. At the begin-

ning of stage one, participants A get an endowment of 100 SEK. Partici-

pants C get an endowment of 50 SEK, whereas you as a participant B get 

no endowment. Participant A must decide how many of her/his 100 SEK 

s/he wishes to assign to you. S/he can transfer to you a number of SEK 

between 0 and 50 in a multiple of tens, i.e. 0, 10, 20, 30, 40, or 50 SEK. If, 

for example, participant A grants you 40 SEK, her/his income at the end of 

stage one will amount to 60 SEK, and your income will amount to 40 SEK. 

If s/he accords you 10 SEK, her/his income will be 90 SEK, and your own 

income will be 10 SEK. If s/he grants you 0 SEK, her/his income, at the 

end of stage one will result in 100 SEK, and your own income will result in 

0 SEK. 

Stage two 

In stage two, only the participants C have a decision to make. Participant C 

can pay to deduct money from A. Each SEK charged to participant A di-

minishes A‟s income by 3 SEK, and participant C‟s income is reduced by 1 
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SEK. Participant C can deduct a number of SEK between 0 and 50. Sup-

pose participant C charges 2 SEK: A‟s income will then be reduced by 6 

SEK while participant C‟s income will be reduced by 2 SEK. If participant 

C deducts 19 SEK to A, A‟s income diminishes by 57 SEK and participant 

C‟s income is reduced by 19 SEK. Participant C takes her or his decision 

before knowing A‟s decision, and hence answers how they would like to 

allocate their money for every possible decision A can make. Neither you 

nor participant A knows the identity of participant C. 
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This is how we calculate participants A’s, B’s, and C’s respective in-

comes: 

Participant A‟s income amounts to 

+ 100 SEK (participant A‟s endowment) 

- number of SEK assigned to participant  B by participant A 

- 3 times the number of deduction SEK transferred to participant A by par-
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Control Questions 

It is important that all participants have understood the rules of the game. 

Therefore we ask you to answer the following control questions. When you 

have finished, signal to us by raising your hand.  

A. Participant A assigns 0 SEK to participant B. 

a) Participant C charges participant with 0 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 

 

b) Participant C charges participant A with 30 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 

 

2. Participant A assigns 40 SEK to participant B. 

a) Participant C charges participant A with 0 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 

 

b) Participant C charges participant A with 15 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 
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Decision sheet participant B. 

Below we ask you to estimate the other participants‟ decisions. This esti-

mate is to be made for every possible decision A and C can make. Enter 

your estimates below on this sheet. Estimate the amount you believe A will 

give to you in the first stage, and how much you believe participant C will 

deduct. We want you to make an estimate for every possible decision that 

participant A can make. In the box to the right of the number 0, you enter 

the number of SEK you believe participant C transfers to A in the event 

that A grants participant you 0 SEK. In the box beside the number 10 you 

enter the number of SEK you believe participant C transfers to A if A 

chooses to grant you 10 SEK, and so on.  

Your estimation 

A may transfer 0, 10, 20, 30, 40, or 50 SEK to you 

How many SEK do you think A transfers? _______________.. 

 

How do you believe is participant C going to decide? 

Number of SEK par-

ticipant A grants you 

 

Number of SEK de-

ducted by participant 

C  

 

0  

10  

20  

30  

40  

50  

 

When you have estimated the other participants‟ behavior, please turn the 

page and respond to a few survey questions. 
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Survey questions  

1. What are you studying? _______________________________ 

2. I am a  woman   man  

3. I am _________ years old. 

4. How do you think that your average monthly income relates to the average student? 

_ Below average     _ Close to average     _ Above average     _ Don‟t know 

5. How do you think that your wealth relates to the average student? 

_ Below average     _ Close to average     _ Above average     _ Don‟t know 

5. What do you think is a fair allocation of the 100 SEK?  
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Instructions for participant C 

Welcome to this study in economics! 

Please read the following instructions carefully. Depending on how you and 

your counterparts decide, you can earn money in addition to the 50 SEK 

you earn by participating. Therefore, it is important that you read and fol-

low the instructions.   

Please do not talk during the study. If you have any questions, raise your 

hand and we will come to answer your question.  

Throughout this study you will use Swedish crowns. The study comprises 

three types of participants: Participants A, participants B and participants C. 

You are a participant C. During the study, you will interact with one ran-

domly assigned participant B and one randomly assigned participant C.  

Description of the two parts of the study 

Stage one 

In the first stage, participants A are the sole decision-makers. At the begin-

ning of the stage, participant A gets an endowment of 100 SEK. You as a 

participant C get an endowment of 50 SEK. Participant B gets no endow-

ment. Participant A must decide  how many of her/his 100 SEK s/he 

wishes to assign to participant B. S/he can transfer to participant B a num-

ber of SEK between 0 and 50 in a multiple of tens, i.e. 0, 10, 20, 30, 40, or 

50 SEK. If, for example, participant A grants participant B 40 SEK, her/his 

income at the end of stage one will amount to 60 SEK, and participant B's 

income will amount to 40 SEK. If s/he grants participant B 10 SEK, 

her/his income will be 90 SEK, and participant B‟s income will be 10 SEK 

at the end of stage one. If s/he grants participant B 0 SEK, her/his income, 

at the end of stage one, will result in 100 SEK, and participant B‟s own in-

come will result in 0 SEK. 

Stage two 

In stage two, you, as participant C, are the only one to make a decision. 

You can pay to deduct SEK from participant A. Each SEK you deduct 
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from participant A diminishes your income by 1 SEK and participant A‟s 

income by 3 SEK. You can assign any number of SEK between 0 and 50. 

Suppose you deduct 2 SEK to participant A, your income will be reduced 

by 2 SEK, and participant A‟s income will be reduced by 6 SEK. If you as-

sign 19 SEK to participant A, your income is diminished by 19 SEK and 

participant A‟s income is reduced by 57 SEK. Neither participant A nor 

participant B knows your identity. 
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This is how we calculate participants A’s, B’s, and C’s respective in-

comes: 

Participant A‟s income amounts to 

+ 100 SEK (participant A‟s endowment prior to stage 1) 

- number of SEK assigned to participant  B by participant A 

- 3 times the number of deduction SEK transferred to participant A by par-

ticipant C 

 

Participant B‟s income amounts to 

+ number of SEK assigned to participant  B by participant A 

 

Your income amounts to 

+ 50 (your endowment) 

- number of deduction SEK charged participant A by participant C 
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Control Questions 

It is important that all participants have understood the rules of the game. 

Therefore we ask you to answer the following control questions. When you 

have finished, signal to us by raising your hand.  

A. Participant A assigns 0 SEK to participant B. 

a) Participant C charges participant with 0 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 

 

b) Participant C charges participant A with 30 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 

 

2. Participant A assigns 40 SEK to participant B. 

a) Participant C charges participant A with 0 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 

 

b) Participant C charges participant A with15 SEK deduction. 

What is participant A‟s income? ______________ 

What is participant B‟s income? ______________ 

What is participant C‟s income? ______________ 
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A: ___________________________________ 

 

B: ___________________________________ 

 

 

Decision sheet participant C. 

In the first part participant A decides how many SEK to give to B. In the 

second part you decide how many SEK to deduct. We ask you to state your 

decision for every possible decision that A may make.   

 

Your decision  

Number of SEK 

participant A grants 

participant B 

 

Number of SEK you 

transfer to participant 

A (prior to the sum 

being tripled) 

 

0  

10  

20  

30 
 

 

40  

50  

 

When you have taken your decision, please turn the page and respond to a 

few survey questions. 

 

 

206 

A: ___________________________________ 

 

B: ___________________________________ 

 

 

Decision sheet participant C. 

In the first part participant A decides how many SEK to give to B. In the 

second part you decide how many SEK to deduct. We ask you to state your 

decision for every possible decision that A may make.   

 

Your decision  

Number of SEK 

participant A grants 

participant B 

 

Number of SEK you 

transfer to participant 

A (prior to the sum 

being tripled) 

 

0  

10  

20  

30 
 

 

40  

50  

 

When you have taken your decision, please turn the page and respond to a 

few survey questions. 

 



 

207 

Survey questions participant C 

1. What are you studying? _______________________________ 

2. I am a  woman   man  

3. I am _________ years old. 

4. How do you think that participant A’s income relates to the average student? 

_ Below average     _ Close to average     _ Above average     _ Don‟t know 

5. How do you think that participant A’s wealth relates to the average student? 

_ Below average     _ Close to average     _ Above average     _ Don‟t know 

6. How do you think that your average monthly income relates to the average student? 

_ Below average     _ Close to average     _ Above average     _ Don‟t know 

7. How do you think that your wealth relates to the average student? 

_ Below average     _ Close to average     _ Above average     _ Don‟t know 

8. What do you think is a fair allocation of the 100 SEK?  

9. What is the reason behind the decision you made? 

10. Did you know any of the other participants you interacted with? 
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ABSTRACT: Education has important short and long run implications for indi-

vidual outcomes. In this paper we explore the association between puberty and 

educational outcomes in a sample of Swedish girls. Previous research suggests that 

girls that mature earlier perform worse in school compared to girls that mature lat-

er. To test if this is also true among Swedish girls, we investigate the association 

between pubertal development and grades, educational aspirations and educational 

choice. We also investigate whether changes in risk attitudes, time preferences and 

priorities concerning school versus friends mediate this potential correlation. We 

confirm that earlier maturing girls have lower grades and lower educational aspira-

tions, but find that they make educational choices similar to those of later maturing 

girls. Furthermore, we do not find that these differences in grades and aspirations 

are mediated by risk attitudes, time preferences or priorities. 

7.1 Introduction 

Educational outcomes have important impacts on the individual, in the 

short run as well as in the long run. For example, secondary school out-

comes correlate with important subsequent outcomes in life through their 

effect on college enrollment, childbearing, income, health and mortality 

(Angrist and Krueger 1991, Pallas 2000). From a policy perspective, it is 

therefore important to study the determinants of the individual variation in 

educational outcomes.  

In economics, the literature studying educational outcomes has mainly 

focused on family characteristics, such as parental education, income and 

occupation, as well as individual characteristics, such as gender and birth 

month (Mehgir and Palme 2004, Fredriksson and Öckert 2009, Björklund 

et al. 2010). Meanwhile, a number of studies in sociology and developmen-

tal psychology have pointed to the importance of pubertal development for 

educational outcomes. Puberty typically occurs around the ages 10-14 

among girls, and is a period of major physical, hormonal, psychological and 

behavioral change. Some studies find that, on average, girls that mature ear-

lier have lower grades (Simmons and Blyth 1987, Dubas et al. 1991, Cava-

nagh et al. 2007), lower academic goals (Graber et al. 1997), and a higher 
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probability of dropping out of school early (Cavanagh et al. 2007). Howe-

ver, the relationship between early puberty and educational outcomes 

among girls is not always found (Stattin and Magnusson 1990, Dubas et al. 

1991, Graber et al. 1997, Koivusiltay and Rimpelä 2004).
130

 For boys, the 

relationship appears to be the opposite; earlier maturing boys typically per-

form better than later maturing boys. In this paper we study how pubertal 

development in girls is associated with educational outcomes among a 

sample of 344 adolescents in Sweden.
131

 

Pubertal development could affect educational outcomes through va-

rious channels. A potential channel is through changes in risk attitudes and 

time preferences. One of the most salient characteristics of adolescence is 

an increase in behaviors with inherently risky and impulsive elements, such 

as drinking, smoking, and engaging in unprotected sex (Arnett 1999, Boyer 

2006, Steinberg 2010). These behaviors have previously also been linked to 

low academic achievement among adolescents.
132

  

The onset of pubertal development occurs through hormone signals 

from the brain to the reproductive system, which thereafter produces hor-

mones that affect the brain and other organs (Ellison 2001). There is some, 

albeit mixed, evidence of correlations between hormones, risk and time 

preferences (e.g. Takahashi et al. 2007, Apicella et al. 2008, Sapienza et al. 

                                                      

 
130 Nevertheless, even in studies where there is no correlation between puberty and grades, 

such as in a previous Swedish study by Stattin and Magnusson (1990), early maturing girls 

experience school as more negative and play truant to a larger extent than later girls. Pre-

vious literature also shows that other incidences of negative consequences in relation to pu-

berty among girls are the largest among those that mature early, when it comes to for exam-

ple anxiety, depression, eating disorders, and substance abuse (see Mendle et al. 2007 for 

review). Early maturing girls are physically different from their same age peers and this may 

also lead to a negative self-appraisal. 
131 Adolescence is often referred to as the psychosocial transition between childhood and 

adulthood, and puberty, in a strict sense, refers to the physical sexual maturation. Adoles-

cence overlaps somewhat with puberty, where the former is often roughly considered to be 

the period between 13 and 19 years of age.  
132 For a review of this literature see http://aspe.hhs.gov/hsp/riskybehav01/index.htm, ac-

cessed the 15 of April 2011.  
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cence overlaps somewhat with puberty, where the former is often roughly considered to be 

the period between 13 and 19 years of age.  
132 For a review of this literature see http://aspe.hhs.gov/hsp/riskybehav01/index.htm, ac-

cessed the 15 of April 2011.  
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2009, Zethraeus et al. 2009). It is thus possible that these hormonal changes 

during puberty affect risk and time preferences. 

A second channel through which pubertal development could affect 

educational outcomes is priorities regarding school work vs. friends and 

romantic interests. Changes in priorities could be influenced by changes in 

preferences for these activities, or by differential treatment in the social en-

vironment, where early maturing girls stand out and are given different at-

tention by e.g. boys and parents compared to later maturing girls. Support 

for this reasoning is given by studies showing that girls who mature earlier 

are more likely to select into, and to be selected into, peer groups with older 

boys and girls that are characterized by riskier behavior and lower academic 

achievement (Stattin and Magnusson 1990, Haynie 2003).
133

  

In our study, 344 girls are sampled in the 9th grade when they are 15-16 

years old. This is the last year of compulsory education in Sweden and the 

year when students make their choice of secondary education. The educa-

tional outcomes we measure are grade point average (GPA), educational 

aspirations and educational choice, where the latter is indicated by the 

choice of vocational or academic track in secondary education. We further 

use three measures of self-reported pubertal development. Pubertal timing, 

the age when menarche occurs for girls, is our first measure of pubertal de-

velopment.
134

 Our second measure is a compound variable of relative pu-

bertal development in five areas of physical change, where the participants 

rate their development in relation to other girls of the same age. Our third 

measure focuses on one of these areas, namely relative breast development.  

We find that girls that mature earlier, measured through pubertal timing, 

have lower grades as well as lower educational aspirations. Conversely, the 

compound measure of relative pubertal development is consistently insigni-

ficant. Relative breast development, however, is significant as an explanato-

                                                      

 
133 If early maturing girls have more peers with riskier behavior, and value friends more than 

school, this further supports the importance of looking at risk preferences since the peer 

network might reflect underlying similarities in preferences rather than peer effects. 
134 For a discussion regarding the onset of menarche as a measure of pubertal development 

see Dorn et al (2010). 
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ry variable in the regressions with GPA and educational choice as depen-

dent variables.  

We also attempt to understand whether the two different channels that 

we propose can mediate the relationship between pubertal development 

and educational outcomes. We thus measure attitudes for risk as well as 

time preferences (i.e. patience). To our knowledge, this has previously not 

been explored in the literature linking pubertal development to educational 

outcomes. We further measure the subjective importance of school versus 

peers. In line with previous literature, we find that patience has positive im-

plications for educational outcomes. In contrast, unlike previous literature 

we find that a high risk taking propensity has negative implications for edu-

cational outcomes. However, we do not find any evidence that risk atti-

tudes, time preferences or changes in priorities regarding school versus 

friends mediate the relation between puberty and educational outcome. 

There is no correlation between the potential mediating factors and puber-

tal development. 

Moreover, age at menarche is partly heritable (Ellison 2001), and the im-

pact of early pubertal development on educational outcomes may thus be 

overestimated through the impact of socio-economic background on edu-

cational outcomes. However, there is no clear evidence of a correlation 

between pubertal development and socio-economic background, and the 

effect of pubertal development on educational outcomes is generally robust 

to controlling for the parents‟ socio-economic background.
135

 Here we 

thus include a set of demographic variables as additional control variables: 

age, parental education and the number of siblings. We find that our results 

are robust to the inclusion of these controls. 

There is further some relevant literature in economics, e.g. Pekkarinen 

(2005) presents suggestive evidence of the impact of puberty on educational 

choice. Investigating the effect of a change in the tracking age to secondary 

education from 11-12 to 15-16 it is found that this favors girls compared to 

                                                      

 
135 For example Windham et al. (2009) and Obeidallah (2000) find that higher socio-

economic status is correlated with lower age at menarche, Semiz et al. 2009 find no relation-

ship, and Short and Rosenthal (2008) as well as Semiz et al. (2009) find that in-family stress 

such as disease, conflict or absent fathers is associated with lower age at menarche. 
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boys. The author argues that girls at the age of 15 or 16 have reached the 

end of puberty, whereas boys are in the middle of it, and that being in the 

middle of puberty has adverse effects on educational aspirations. We find 

that pubertal development measured by pubertal timing is of importance 

for educational outcomes in girls. 

In sum, our findings suggest that absolute pubertal timing matters for 

GPA and for educational aspirations, whereas relative breast development 

correlates with GPA and educational choice. Later maturing girls thus ap-

pear to have higher GPA and educational aspirations and to be more likely 

to choose an academic track for secondary education. Risk attitudes and 

time preferences seem to influence educational outcomes, but do not ap-

pear to mediate the relationship between pubertal development and educa-

tional outcomes. An important caveat is that our study does not allow us to 

infer causality. Our results should be seen as a first step investigating the 

relationship between pubertal timing and educational choice from an eco-

nomic perspective. Future studies should attempt to further investigate the 

mechanisms behind the correlation between pubertal timing and educatio-

nal outcomes, preferably in a large longitudinal sample.   

The outline for the paper is the following. In section 2, we present the 

survey design. Section 3 presents our results, and section 4 concludes with a 

discussion of our findings. 

7.2 Design of study  

7.2.1 Survey description 

All relevant schools in the Swedish cities Stockholm and Malmö that had 

contact information on their webpage were contacted via email.
136

 11 

schools agreed to participate in the study. Though we have selection at the 

school level that we cannot control for, all students present at the day of 

                                                      

 
136 The principal and the study and career advisor of all schools with grade 9 were contacted. 

Schools with a particular religious or pedagogical focus were not contacted. A comparison 

of the data collected in each city reveals that whereas GPA is somewhat higher in the Stock-

holm sample (p=0.093) the educational aspirations are somewhat lower (p=0.099). Further, 

the Stockholm sample is slightly less risk taking (p=0.012) and have 0.3 more siblings 

(p=0.087).  
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the survey participated. The study was conducted in April and May 2009 

and 2010, just after the students had made their choices of specialization to 

secondary education. We thus have data on two different cohorts. The sur-

vey was introduced as part of the school curricula during a regular school 

class, headed by a teacher, the school nurse, and/or a study and career advi-

sor depending on the preference of the school.
137

 The survey consisted of 

four parts.  

The first part included hypothetical measures of risk attitudes and time 

preferences. Risk attitudes are measured by a question where the subjects 

are asked to self-report their general risk taking propensity on a scale from 

1 to 10, where 10 is “very risk taking” and 1 is “not risk taking at all”. This 

measure was used in Dohmen et al. (2011) where it was found to predict 

incentivized risk taking as well as risk taking in other domains. Time prefe-

rences, i.e. patience, were assessed through a set of questions where partici-

pants had to choose between hypothetical money “now” or hypothetical 

money “later”. The amount of money ”later” was fixed whereas money 

“now” increased for each pair of alternatives. 23% of the participants pro-

vided inconsistent answers (i.e. switched between money now and money 

later multiple times). We therefore used the number of choices for money 

later, of 19 possible pairs of alternatives, as our variable for patience.  

The second part inquired about school related variables. From this part 

we created three outcome variables; GPA, educational aspirations and the 

choice of secondary education. In Sweden, GPA is specified every semester 

from the 8th grade and onwards, consisting of an average of the grade in 

each course weighted by size of the course (in number of hours).
138

 To 

some extent the GPA obtained correlates with subsequent educational 

choices, as some popular specializations require a higher GPA. It is not, 

however, the case that an academic specialization always requires a higher 

GPA than a vocational educational choice. In order to measure educational 

                                                      

 
137 Every school in Sweden has a career advisor in order to inform students about alternative 

future educational options.    
138 The grading scale has four levels: “fail”, “pass”, “pass with distinction” and “excellent” 

(the authors‟ translation), where fail corresponds to 0 points, pass corresponds to 10 points, 

pass with distinction corresponds to 15 points and excellent corresponds to 20 points. 
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aspiration, we asked the participants to state the highest type of diploma 

they wished to obtain. This variable consisted of four categories where hig-

her numbers implied higher diplomas (1 implies diploma from compulsory 

school, 2 diploma from gymnasium, 3 diploma from tertiary education, ex-

cluding university, and 4 diploma from university). We also included a va-

riable for educational choice, indicating whether the student had chosen an 

academic specialization or a vocational specialization as secondary educa-

tion. Sweden has 9 years of compulsory schooling, starting the year a child 

turns 7. In the 9th grade, the large majority of students choose a specializa-

tion for secondary education.
139

 At the time of the study there were 17 

possible different specializations; 15 vocational and 2 academic. All specia-

lizations comply with the minimal standards for access to tertiary education. 

However, most higher education requires complementary studies unless 

students have attended one of the two academic specializations. The choice 

consists of up to three ranked pairs of schools and specializations. We fo-

cus on the first pair; the participant‟s favored choice, creating a binary 

choice variable.  

In the second part we also included additional school related measure-

ments such as the importance of friends in relation to the GPA obtained, 

time spent studying and time spent with friends, as well as parents‟ educa-

tional aspirations. The questions pertaining to the importance of school and 

friends both assessed answers on a scale from 1-10. We divided the answer 

on importance of school with the answer on importance of friends to mea-

sure the relative value the participants‟ placed on school to friends. 

The third part of the survey investigated puberty and health related out-

comes. In the literature puberty is measured in a number of ways, ranging 

from invasive and non-invasive clinical examinations, to self-reported mea-

surements. In the context of the present study only the latter approach was 

considered appropriate.
140

 We have three measures of pubertal develop-

                                                      

 
139 There are only 9 students in our sample dropping out of school after the 9th grade. 

Hence we cannot use drop out or not as an outcome variable.   

140 In our sample most female participants are at a later stage of their pubertal develop-

ment. Clinical measurements would probably have required repeated measurements or a 

measurement at a point earlier in time to provide the required variation. Self-reported mea-
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ment; one measure of pubertal timing and two measures of relative pubertal 

development. In order to measure pubertal timing we ask the girls to state 

the year and the semester when they received their first menstruation. Pu-

bertal timing is simply the age of menarche. We also include a set of ques-

tions on relative pubertal development. These are based on the Adolescent 

Scale (AS), a self-reported measure created by Kaiser and Gruzelier (1999). 

This is a brief scale that intends to measure pubertal development relative 

to others of the same sex and age.
141

 The AS consists of a set of questions, 

asking the respondent to rate their status of physical pubertal maturation 

relative to other girls of the same age based on six criteria; breast develop-

ment, growth spurt, body hair, skin changes, menstruation, and general de-

velopment. Participants were asked to pin down the ratings on a 5 degree 

scale, where 1 corresponded to “much earlier than other girls”, 2 to “so-

mewhat earlier than other girls”, 3 to “about the same as other girls”, 4 to 

“somewhat later than other girls”, and 5 to “much later than other girls”.
142

 

From the AS we created two variables of relative pubertal development. 

First we use five of these questions (all but the question on general deve-

lopment) to create a compound variable that we refer to as relative pubertal 

development.
143

 Second, since breast growth is arguably the most parable 

change to others we used this question also as a separate variable.
144

   

                                                                                                                       

 
surements may also more accurately reflect the individual perception of relative pubertal de-

velopment, which is partly what we are interested in investigating, 
141 The most widely used self-report measurement of relative pubertal timing for pubertal 

development is the Pubertal Development Scale, PDS (Petersen et al. 1988). This measure is 

suitable for longitudinal studies. The AS is better suited for the type of study that we do. 
142 The exact question read “For each question, category a-f below, please indicate how you 

think your development in this area corresponds to other girls your age by ticking the alter-

native that you think describes you the best”.  
143 The compound variable is highly correlated with self-reported general development 

(coefficient 0.698 and p<0.001). 
144 This part of the survey also included questions on height, weight, exercise, life satisfac-

tion, “locus of control”, the importance of having a partner and the importance of being 

good looking. We did not however use these variables in this paper since our sample is too 

small to use all variables in the analysis. We nevertheless chose to include these in the ques-

tionnaire for the purpose of future research studies. 
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The last part of the survey included demographic questions such as year 

and month of birth, number and sex of siblings and parental education.
145

 

Parental education was measured similarly to the educational aspiration le-

vel, though we differed between theoretic and vocational secondary educa-

tion implying that this variable has 5 categories where, as before, higher 

numbers pertain to higher diplomas. Table A1 in the appendix provides a 

list of all variables included in the survey.
146

  

Our dataset allows us to identify correlations only, and though participa-

ting schools come from areas with different socio-economic background, 

generalizations should be made with great caution. Further, a longitudinal 

approach also including clinical measurements of pubertal development 

would of course have increased the quality of our data. This study should 

therefore be seen as a first attempt to study the influence of puberty and its 

mediating mechanisms on educational choices.   

7.2.2 Hypotheses and tests 

In accordance with most previous literature we hypothesized that early ma-

turing girls would obtain lower grades and have lower educational aspira-

tions than their later maturing peers. In addition, previous literature finds 

that early girls are more exposed to older peers and deviant behavior. They 

have also been found to experience school more negatively. We thus also 

hypothesized that early girls would exhibit lower motivation for studies and 

therefore have lower educational aspirations and be more likely to choose 

vocational tracks than their later maturing peers. Moreover, the measures of 

relative pubertal development further allow us to explore whether girls‟ as-

sessments of their relative development matter as much as pubertal timing, 

which is more about absolute timing. If this is the case, it could suggest an 

important role of feedback from the environment. 

                                                      

 
145 This part also included questions about parental occupation, the respondent‟s origin and 

religiosity. The question about parental occupation was an open question and unfortunately 

the quality of the data was too bad to be included in the analysis. Origin, sex of siblings and 

religiosity were also not used in the analysis. 
146

 We also collected the corresponding data for boys in the surveyed classes. However, 

among boys partial attrition was much larger. In this paper we thus only focus on girls.  
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therefore have lower educational aspirations and be more likely to choose 

vocational tracks than their later maturing peers. Moreover, the measures of 

relative pubertal development further allow us to explore whether girls‟ as-

sessments of their relative development matter as much as pubertal timing, 

which is more about absolute timing. If this is the case, it could suggest an 

important role of feedback from the environment. 

                                                      

 
145 This part also included questions about parental occupation, the respondent‟s origin and 

religiosity. The question about parental occupation was an open question and unfortunately 

the quality of the data was too bad to be included in the analysis. Origin, sex of siblings and 

religiosity were also not used in the analysis. 
146

 We also collected the corresponding data for boys in the surveyed classes. However, 

among boys partial attrition was much larger. In this paper we thus only focus on girls.  



 

219 

We further had some expectations regarding mediating variables. We hy-

pothesized that early girls would be more risk taking and impatient, as well 

as more prone to rate the importance of school to friends lower than their 

later peers. In turn, we hypothesized that risk taking and impatience would 

be negatively correlated with educational outcomes whereas the correlation 

between the importance of school to friends would be positively correlated.  

7.3 Results 

7.3.1 Descriptive statistics 

A total of 344 girls participated in the survey. Table 1 below presents de-

scriptive statistics and attrition for the variables used in the analysis. At the 

time of the study the participating girls are on average 15.9 years old, and 

reached menarche at the average age of 12.8.
147

 The compound variable of 

relative pubertal development shows that girls on average find their puber-

tal development as well as their breast development to be about the same as 

other girls. The median girl has a grade point average of 236 on a scale 

ranging up to 320. In terms of educational aspiration, 68% of the girls in 

our sample aspire to get a university education whereas 73% of the girls 

chose an academic specialization when it comes to secondary education.
148

 

7.3.2 Regression analysis 

We look at how pubertal timing, relative pubertal development and breast 

development correlate with grades, educational aspirations and educational 

choice in separate regressions.
149

 Our main analysis is a regression analysis, 

based on OLS regressions.
150

 

                                                      

 
147 The true mean is somewhat higher as 10 girls stating that they had not yet reached me-

narche were excluded from this statistic. 
148 Only 2.6% of our sample did not indicate a choice of secondary education.   
149 For each pubertal development variable, all regressions are run with a sample not includ-

ing partial attrition so that we can compare significance and effect sizes with and without 

controls. 
150 To control that our results are not dependent on specification, functional form, or re-

gression method we further conducted a logit regression for the binary outcome variable of 
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Table 1. Descriptive statistics, 344 respondents 

Variable mean p50 N sd se(mean) min Max 

Timing 12.75 12.71 324 1.07 .06 10.67 16 

Puberty 5 2.86 3 338 .58 .03 1 5 

Breast 2.87 3 338 .88 .05 1 5 

Continue studying .97 1 343 .16 .01 1 1 

GPA 236 240 301 46.51 2.68 95 320 

Aspirations 3.49 4 297 .83 .05 1 4 

Educational choice .73 1 334 .44 .02 0 1 

Risk 5.89 6 336 1.70 .09 1 10 

Patience 10.01 9 344 5.86 .32 0 19 

School to friends 1.06 1 341 0.53 0.03 0.22 7 

Age 15.87 15.92 337 .34 .02 14.33 16.83 

Education father 4.08 5 283 1.51 .09 1 6 

Education mother 4.09 4 287 1.32 .08 1 6 

# siblings 1.63 1 338 1.05 .06 0 5 

7 participants did either omit the year or the month they were born and 2 girls did 
not answer whether they had reached menarche. An additional 3 girls answered 
that they had not yet had their menses, thus these girls were excluded in the main 
analysis. In the remaining sample, 8 girls omitted information about which school 
year they reached menarche. For the 14 girls that did not state which term they got 
their first menstruation, we assigned the timing to be the average of that school 
year (between fall and spring semester).  

We conduct three types of regressions for each pubertal and educational 

variable. First we study the educational variables only including each of the 

three different pubertal development variables separately. Second we add 

the three variables we expect to be mediating the effect of puberty on edu-

cational outcomes. Third we include a set of demographic control variables 

that could be important in understanding educational outcomes in each 

                                                                                                                       

 
educational choice, and a tobit regressions for the truncated outcome variable educational 

aspirations, see table A4 and A5 in the appendix. 
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separate regression. This provides us with nine separate regressions per 

educational choice variable. 

7.3.2.1 Grades 

Table 2 below shows that pubertal timing appears to be of some impor-

tance for grades. When we only use pubertal timing as a regressor, we find 

that it is significantly positively correlated with grades (p=0.030). Every-

thing else equal, reaching menarche one year later corresponds to an in-

crease in grades of about 7 points in our sample, i.e. an improvement of 

about 0.15 standard deviations.
151

 When we add the potential mediating 

variables, we find that effect of pubertal timing remains about the same in 

size and significance (p=0.027).
152

 Adding the demographic control va-

riables age, parental education and number of siblings, the effect of puber-

tal timing decreases to about 6 points and becomes marginally significant 

(p=0.057). 

We do not find any evidence of relative pubertal development being si-

gnificantly related to GPA. When including relative breast development by 

itself, however, it is positively and significantly related to grades (p=0.020). 

The result is similar when we include the potential mediating factors 

(p=0.036), and as for pubertal timing, the effect is lower and marginally si-

gnificant when we add the other controls (p=0.058). Since a higher value 

on breast development corresponds to later development, this supports our 

hypothesis.  

Time preferences appear to influence GPA; patience correlates positively 

with grades. There is also some evidence of a negative relationship with risk 

taking.
153

 We find no evidence of a correlation between grades and priori-

ties regarding how much girls‟ value school relative to friends. Among the 

socio-demographic variables, only the father‟s education is marginally signi-

ficantly correlated with GPA. 

                                                      

 
151 When running regressions without control variables pubertal timing has a larger effect 

size, 6.94 GPA. 
152 The results from a correlation analysis also confirms that the puberty variables are uncor-

related with the mediating variables risk attitudes, time preferences and priorities regarding 

the importance of friends to school. 
153 This relationship is not dependent on what pubertal development variables we use. 
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7.3.2.2 Educational aspirations 

We next turn to the impact of the puberty variables on educational aspira-

tions. Our results indicate that pubertal timing is positively related to educa-

tional aspirations when not controlling for anything else (p=0.002), when 

controlling for the potential mediators (p=0.002) and when including the 

other socio-demographic variables (p=0.009).
 154

 We find no significant re-

lationship between educational aspirations and either relative pubertal de-

velopment or relative breast development. 

When it comes to risk attitudes and time preferences, we find that risk 

taking is significantly negatively related to educational aspirations, where 

risk taking individuals appear to be more likely to aspire to quit school ear-

ly. There is some evidence of a positive correlation between patience and 

aspirations, when using the relative pubertal development variables. The 

father‟s education is positive and marginally significant in all specifications. 

Priorities regarding how much girls value school relative to friends and love 

interests seem to have no impact on aspirations.  

7.3.2.3 Educational choices 

Analyzing the impact of puberty on the choice of specialization, we find no 

relationship between educational choice and either pubertal timing or the 

compound relative pubertal development variable.
155

 Relative breast devel-

opment, however, is positively and significantly or marginally significantly 

related to educational choice (p=0.034, p=0.044, or p=0.076). Even if the 

significance level changes the coefficient remains rather stable across re-

gressions. This indicates that girls that develop breasts relatively late are 

more likely to choose an academic track in secondary school. We also find 

that patience is positively significantly correlated with choosing the academ-

ic track across regressions. 

                                                      

 
154 Running the same set of regressions while controlling for GPA diminishes the effect of 

pubertal timing on educational aspirations to about half (see table A2). Further, the coeffi-

cient is only significant at the 10% level in the first two specifications, and not at all in the 

third.   
155 Similarly to the previous case, running the same set of regressions controlling for GPA 

diminishes the effect of relative breast development to about half the size noted in table 4 

(see table A3). Further the coefficient is no longer significant.   
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7.4 Discussion 

Given the short and long run impacts of educational outcomes for the in-

dividual, it is important to understand the determinants of e.g. GPA, educa-

tional aspirations and educational choice. In this study we replicated the 

common finding that girls that mature early perform worse in school and 

have lower educational aspirations with a sample of 15-16 year old girls in 

Sweden. We also found some results suggesting that later maturing girls, 

when it comes to relative breast development, are more likely to choose the 

academic track in high school. Moreover, we explored possible mediating 

factors in order to explain this relationship. We hypothesized that changes 

in risk attitudes and time preferences, perhaps associated with hormonal 

changes during puberty, were one channel through which puberty could 

affect educational outcomes. We also hypothesized that changes in priori-

ties, where earlier girls would put less emphasis on school relative to 

friends, would be another mediating factor. We found no evidence of any 

of these variables mediating the correlation between early pubertal devel-

opment and educational outcomes. However, this study should be seen as 

an exploratory attempt, and not as a conclusive study on the role of these 

mediating factors.  

Puberty is typically related to an increase in behaviors that are associated 

with risk taking and impulsivity. However, when it comes to comparing dif-

ferent age groups in studies in economics and developmental psychology, 

most of the focus has been on adolescence rather than puberty. Some stu-

dies find that adolescents are more risk taking and less patient than other 

groups (e.g. Green et al. 1994, 1997, 1999, Steinberg et al. 2008, Burnett et 

al. 2010), whereas other studies find a linear decrease in risk behavior from 

childhood to adulthood (Bettinger and Slonim 2007, van Leijenhorst et al. 

2008), and yet others do not find a difference across age groups (Harbaugh 

et al. 2002, Crone et al. 2010, Sutter et al. 2010). However, puberty and ado-

lescence only overlap partially, thus it would be of interest to focus on whe-

ther boys and girls at different stages of puberty, and not just adolescents, 

act differently than other groups. Moreover, it is not clear whether experi-

mentally elicited preferences for risk and time correspond easily to the pro-

pensity to engage in the risky and impulsive behaviors that typically are as-
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affect educational outcomes. We also hypothesized that changes in priori-

ties, where earlier girls would put less emphasis on school relative to 

friends, would be another mediating factor. We found no evidence of any 

of these variables mediating the correlation between early pubertal devel-

opment and educational outcomes. However, this study should be seen as 

an exploratory attempt, and not as a conclusive study on the role of these 

mediating factors.  

Puberty is typically related to an increase in behaviors that are associated 

with risk taking and impulsivity. However, when it comes to comparing dif-

ferent age groups in studies in economics and developmental psychology, 

most of the focus has been on adolescence rather than puberty. Some stu-

dies find that adolescents are more risk taking and less patient than other 

groups (e.g. Green et al. 1994, 1997, 1999, Steinberg et al. 2008, Burnett et 

al. 2010), whereas other studies find a linear decrease in risk behavior from 

childhood to adulthood (Bettinger and Slonim 2007, van Leijenhorst et al. 

2008), and yet others do not find a difference across age groups (Harbaugh 

et al. 2002, Crone et al. 2010, Sutter et al. 2010). However, puberty and ado-

lescence only overlap partially, thus it would be of interest to focus on whe-

ther boys and girls at different stages of puberty, and not just adolescents, 

act differently than other groups. Moreover, it is not clear whether experi-

mentally elicited preferences for risk and time correspond easily to the pro-

pensity to engage in the risky and impulsive behaviors that typically are as-
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sociated with puberty (see e.g. Sutter et al. 2010). This might be one expla-

nation for why we do not find risk attitudes and time preferences to be me-

diating the relationship between pubertal development and educational out-

comes.  

Another reason we do not find any mediating effects of risk attitudes 

and time preferences could be due to the fact that we measure these at a 

point in time where most girls have reached a more advanced pubertal sta-

tus. Potentially, differences in these preferences are larger when pubertal 

discrepancies are more important. However, our results suggest that risk 

attitudes and time preferences correlate with educational outcomes. Pa-

tience correlates positively with educational outcomes and risk taking nega-

tively. A handful of studies have previously related educational outcomes to 

experimentally elicited preferences for risk and time. Benjamin et al. (2006) 

find that risk taking is positively correlated with standardized test scores, 

whereas Sutter et al. (2010) find no correlation between risk preferences 

and GPA. Patience has been found to correlate negatively with deviant be-

havior in school (Castillo et al. 2008) and positively with GPA (Kirby et al. 

2005, Benjamin et al. 2006, Sutter et al. 2010). However, studying patience, 

cognitive capacity and imaginative powers Borghans and Goldsteyn (2004) 

find a slightly more complicated picture. In their study, individuals with 

high time discounting (impatience) have lower grades but stay longer in col-

lege since they also have lower ability to imagine the future. Even if we use 

hypothetical measures of time preferences compared to other studies in 

economics our results are similar. When it comes to risk attitudes, however, 

our results differ somewhat from what previous economic literature has 

found. 

Puberty could further affect decision making pertaining to education 

through both its hormonal effects on the brain, and through its effect on 

how one is treated by the social environment. The latter is partly what we 

aimed to capture by the relative pubertal development measures we used, 

and in particular what we had in mind when we looked at the relative breast 

development variable, since this is arguably the most parable physical 

change of sexual character for girls during this period. Support of this rea-

soning comes from a study where relatively early maturing girls are shown 

to be treated differently by their peers, for example by boys (Stattin and 

Magnusson 1990). This might cause early maturing girls to change their be-
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havior. With reliable measures of pubertal development and complete in-

formation on peer groups this could be explored further. Another natural 

extension is also to study same-sex schools, in order to see whether the ef-

fects are similar in those schools compared to mixed schools.  

Our study highlights the importance of including pubertal development 

measures in studies regarding educations outcomes. Nevertheless, a number 

of caveats should be kept in mind when interpreting the results. Though we 

have no selection into our study at the student level we have selection at the 

school level, and the sample included in this study is unlikely to be repre-

sentative of the population in Sweden as a whole. Sampling schools at the 

end of the last semester of the compulsory school, when schools with less 

advantaged students work hard to get as many students to pass as possible, 

may have led to a selection towards the upper end of the spectra of socio-

economic status. Further, sampling schools in two of the biggest cities in 

Sweden probably exacerbated this. This is also apparent when we look at 

the data. For example, our sample has a higher GPA than the national ave-

rage, even if we compare with the average in big cities. One can only specu-

late whether the impact of puberty would have been greater or not had we 

had access to a different sample. However our estimates are not likely to be 

an overestimation of the true effects. For example, with respect to educa-

tional choice, where we find the weakest results, it is for example worth no-

ting that all (50) of the students in one of the participating schools chose an 

academic specialization. Pubertal timing may have a larger impact on educa-

tional outcomes among students from less affluent areas. Further, we only 

investigated girls and only relied on self-reported answers related to puber-

tal timing and relative pubertal development. For future research, larger 

longitudinal studies with more objective measures should be used to ex-

plore potential impact of gender differences regarding pubertal develop-

ment and educational outcomes.  
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7.6 Appendix 

Table A1. Variable description 

Variable Variable description 

GPA Grade Point Average 

Aspiration Highest diploma aimed four, 1= diploma compulsory school (9 
years), 2= Diploma secondary education (12 years), 3= diploma 
tertiary education excluding university, 4= diploma from universi-
ty 

Educational 
choice 

Choice of academic or vocational track in secondary education, 
1= academic track as first choice 

Pubertal timing Age ate menarche, measured in years 

Puberty 5 Average of five self-estimated ratings on pubertal progress in rela-
tion to same aged peers. The scale ranged from 1= much earlier 
than other girls, to 5= much later than other girls. The five esti-
mations pertained to breast development, growth spurt, body 
hair, skin problems and menstruation 

Breast The self-estimated relative breast development used in puberty 5 
on its own 

Risk Self reported general risk taking propensity, reported on a scale 
from 1= "not risk taking at all" to 10="very risk taking"   

Patience The number of patient choices in a hypothetical question involv-
ing a choice between money now and later. The later amount was 
consistently 200 SEK, whereas the mount to be obtained today 
ranged from 20 SEK to 200 SEK in brackets of 10 SEK 

Priorities The ration between a question asking participants to state the im-
portance of getting good grades from 1-10, where 10 corres-
ponded to very important, and a similar scale asking about the 
importance of friends 

Age Age in years 

Educ Father Father's education, 1=diploma from compulsory school, 2= dip-
loma from vocational secondary education, 3= diploma from 
academic secondary education, 4= diploma from tertiary educa-
tion excluding university, 5= diploma from university 

Educ Mother Mother's education, 1=diploma from compulsory school, 2= dip-
loma from vocational secondary education, 3= diploma from 
academic secondary education, 4= diploma from tertiary educa-
tion excluding university, 5= diploma from university 

# siblings Number of siblings. 
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7.6 Appendix 

Table A1. Variable description 

Variable Variable description 

GPA Grade Point Average 

Aspiration Highest diploma aimed four, 1= diploma compulsory school (9 
years), 2= Diploma secondary education (12 years), 3= diploma 
tertiary education excluding university, 4= diploma from universi-
ty 

Educational 
choice 

Choice of academic or vocational track in secondary education, 
1= academic track as first choice 

Pubertal timing Age ate menarche, measured in years 

Puberty 5 Average of five self-estimated ratings on pubertal progress in rela-
tion to same aged peers. The scale ranged from 1= much earlier 
than other girls, to 5= much later than other girls. The five esti-
mations pertained to breast development, growth spurt, body 
hair, skin problems and menstruation 

Breast The self-estimated relative breast development used in puberty 5 
on its own 

Risk Self reported general risk taking propensity, reported on a scale 
from 1= "not risk taking at all" to 10="very risk taking"   

Patience The number of patient choices in a hypothetical question involv-
ing a choice between money now and later. The later amount was 
consistently 200 SEK, whereas the mount to be obtained today 
ranged from 20 SEK to 200 SEK in brackets of 10 SEK 

Priorities The ration between a question asking participants to state the im-
portance of getting good grades from 1-10, where 10 corres-
ponded to very important, and a similar scale asking about the 
importance of friends 

Age Age in years 

Educ Father Father's education, 1=diploma from compulsory school, 2= dip-
loma from vocational secondary education, 3= diploma from 
academic secondary education, 4= diploma from tertiary educa-
tion excluding university, 5= diploma from university 

Educ Mother Mother's education, 1=diploma from compulsory school, 2= dip-
loma from vocational secondary education, 3= diploma from 
academic secondary education, 4= diploma from tertiary educa-
tion excluding university, 5= diploma from university 

# siblings Number of siblings. 
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