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Within the last decade, mobile devices have become an integral part of
society, at home or work, in industrialized and developing countries. For children,
these devices have primarily been geared towards communication, information
consumption, or individual creative purposes. Prior research indicates social
interaction and collaboration are essential to the social and cognitive development of
young children. This dissertation research focuses on supporting collaboration among
mobile users, specifically children ages 6 to 10 — while collaboratively reading and
creating stories. I developed Mobile Stories, a novel software system for the
Windows Mobile platform that supports collaborative story experiences, with special
attention to two collocated collaboration experiences: content splitting and space
sharing. Content splitting is where interface parts (e.g. words, pictures) are split
between two or more devices. Space sharing is where the same content (e.g. a
document) is spread or shared across devices. These collocated collaborative

configurations help address mobile devices’ primary limitation: a small screen.



The three research questions addressed are: how does Mobile Stories affect
children’s collaboration and mobility, what are some appropriate interfaces for
collocated mobile collaboration with children, and when are the developed interfaces
preferred and why. Mobile Stories was designed and develop using the Cooperative
Inquiry design method. Formative studies furthered the design process, and gave
insight as to how these collaborative interfaces might be used. A formal, mixed
method study was conducted to investigate the relative advantages for each of the
collocated collaborative interfaces, as well as to explore mobility and collaboration.

The results of the formal study show children were more mobile while
creating stories than when reading and sharing them. As for task effectiveness,
children read more pages when they were closer, and created more pages when they
were further apart and more mobile. Children were closer together when they read
using the content split configuration. While creating their stories, children rarely used
the collocated collaborative configurations and used verbal collaboration instead.
Several indicators pointed to relative advantages of the split content configuration

over the share space configuration; however, the advantages of each are discussed.
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Chapter 1: Introduction

As the American flag waves above Fort McHenry, children explore the fort
carrying mobile devices collecting, creating, collaborating and learning about the
structure, events and people associated with this historic site. These children are
creating a shared story describing their collective experience as they visit the fort.
One child reads out loud and records on his mobile device a placard describing the
magazine. Another child adds to the narrative by writing “this is a historic place” as
he walks around the inner fort. Two children walk through an exhibit illustrating life
as a soldier and capture the audio being narrated as they walk from one room to the
next. Another child begins to write out the national anthem as he adds a picture of a
flag to an instrumental arrangement of the national anthem as he stands by a canon
overlooking the bay with the flag waving behind him. Even though children roam
around the fort and can see all the changes others have made on their own device,
they still occasionally yell out and run to each other to show and discuss something
they have added.

The preceding paragraph describes some of the interactions that occurred
during an initial investigation into the use of mobile devices as collaborative tools to
construct narratives in context (discussed more in Section 3.4.1.2). This dissertation
research leverages lesson learned from active, playful learning experiences such as
this one to develop and evaluate new mobile, collaborative technologies for children
ages 6-11.  Specifically, software prototypes were developed and physical
interactions evaluated to better understand collaboration between children with

handheld mobile devices, specifically cell phones. True mobility not only increases



access to the available information, but can allow content creation when and where a
child is inspired. Mobile devices empower children to create content or digital
artifacts in situ, while they are in the context of the object or situation for which they
are creating a representation [83, 148]. Creative, constructive, and generative
activities in context are educational as they help the learner synthesize the
information as well as provoke further investigation [179, 215].

In the last two decades, mobile devices have become more and more popular
and ubiquitous [6]. Earlier this year, the Global System for Mobile Communications
Association (GSMA) reported it had reached four billion connections [12]. The
International Telecommunication Union (ITU), which is the leading United Nations
agency for information and communication technology issues, issued a report shortly
thereafter that reinforced that data and indicated that approximately sixty percent of
the world’s population had a mobile cellular phone subscription [14]. This
proliferation is significant. In several places, mobile phones instead of landline
phones have become the norm [5, 14]. Many developing countries have access to
cell-phones, but do not have access to traditional desktop computers [5, 275]. Cell
phones have empowered users even in developing countries with struggling
economies, enabling opportunities not previously attainable [2, 275]. Fisherman can
call ahead and find the best local market to sell their fish [275]. People can report
civil rights abuse to help actuate change [25]. Indeed, handheld mobile technologies
are emerging as the communication and computing platform of the 21% century [36].

Besides being used for telephone communication, mobile devices have been

used for consumption, collection, and controlling. Consumption generally takes the



form of music, video, words, games, or receiving alerts. In some cases, content has
been authored specifically for mobile phones including novels [17] and video [18].
Mobile devices such as PDAs (Personal Digital Assistants) have been used for
collecting brief text or audio notes [137, 274]. More recently cell phones have been
used to collect pictures and video [25, 73, 74]. Projects have been developed to
enable mobile devices as a personal universal controller (PUC) that controls
everything from a Microsoft PowerPoint presentation to a VCR [201, 202]. Mobile
device usage as a control or input device has also been proposed in many multi-modal
systems where multiple devices can be used in partnership (e.g. a PDA controls a TV,
which could enable voice tagging of comments about a particular document) [88, 201,
210].

Mobile devices have also supported creative content creation and different
modes of collaboration. There are several music and drawing applications that allow
you to create and share music and images. Some drawing examples are the iPhone
apps: iDoodle2, Scribble, Etch a Sketch, and Sketches. Whiteboard, another iPhone
app, is an interesting application that allows two phones to connect with one another
via a wireless network and mirror each others, thus enabling two users to work on one
picture. The new iPhone 3.0 SDK has direct support for peer-to-peer (P2P)
connections which simplifies the process of connecting to and sharing information
with nearby devices. Mobile phones are broadly used for texting and emailing, both
of which are creative and support different modes of collaboration.

While past mobile devices have been geared towards consumption, collection

and controlling, others have introduced creativity and collaboration. This research



represents a shift in that it combines the creative and constructive with an explicit
focus on collaboration. Although generating content has been supported on mobile
devices, there are interactive limitations to these relatively small devices — primary of
which is their small screen size [260]. This research explores ways to overcome these
limitations via collocated collaboration. It also looks at how supporting a wide range
of spatial and temporal collaborative possibilities affects mobility and collaboration.

Collocated collaboration occurs when people meet at the same time and place
to “work together, especially in a joint intellectual effort” [3]. The context, or joint
intellectual effort, chosen as the context for this research is reading, creating, and
sharing stories. This research looks at different ways of bringing children ages 6-11
together to collaboratively accomplish these tasks using mobile devices. It includes
an investigation into some of the appropriate interfaces for collocated collaboration,
and how supporting an expanded collaborative interface brings people (and devices)
together in the same place. Specifically, it seeks to design, develop and evaluate
different collocated collaboration configurations by using off-the-shelf mobile
devices. It also looks at how this collocated experience supports and encourages
collaboration among young children.

Moving beyond consumption enables interactive learning and the creation of
artifacts. Generative processes go beyond recall and recognition learning and suggest
a deeper understanding [221]. This adheres to Papert’s learning theory of
constructionism which is based on manipulating objects and building a public artifact
— it is in the construction of the artifact that children learn. An instructive but a

somewhat simplified definition of constructionist theory is: one learns by creating or



constructing [28, 214, 215]. This principle has been used to develop several systems
including Logo where elementary school children explore the world of math by
controlling a turtle graphics object via a simplified programming language [214] and
LEGO/Logo and the LEGO® Bricks which provided more direct physical
manipulation allowing children to touch, move and program physical creations [239,
240]. Constructionism applies to the target age range of this study (6-11 years old),
but is not only applicable to young children, but also on up to middle-school-aged
children [28, 214, 215].

Creating or authoring is essential for educational purposes, and technology
continues to improve yielding mobile devices with more computing power and
advanced functionality. Numerous mobile devices, such as the Apple iPhone and its
competitors, have advanced features including: phone, expandable memory, camera,
MP3 player, wireless connectivity (802.11 and Bluetooth), global positioning
systems. These devices have increasingly rich computational power and features at
lower cost (~$200), and broad distribution. With the added computing potential
promised to future mobile devices corresponding advances in the types of interactions
and collaboration are necessary to overcome the various limitations and challenges
attributed to mobile devices. Collocated mobile collaboration, the focus of this
research, addresses many of these important issues. Bringing multiple devices
together in face-to-face collaborative settings not only increases the total number of
pixels which helps to overcome the small-screen size limitation, but it can also impact

the different types of collaborative interactions that are possible.



Narrative systems have started to address issues of mobility by using
ubiquitous and tangible computing technologies. Ubiquitous computing technologies
are technologies that are embedded and integrated into the environment [291]. They
generally use sensing of some sort to enable user interaction [114]. This type of
technology has been used in mobile field trip environments to encourage capture or
collection of data [137, 245]. Graspable or tangible computing involves physical
manipulation of objects such as coupling a digital document to a physical brick or a
triangle and modifying the virtual by physically manipulating the physical [117, 118,
125]. This technology has been used in narrative systems to enable programming or
configuring stories [30, 124, 125, 197, 198]. Instead of embedding technology into
the environment or using tangible props, the perspective of this research is to equip
children with mobile devices to enable true mobility.

Collaboration and creativity are not only important aspects of children’s
development [215, 287], but also life skills crucial to “succeed” in today’s world.
Narratives dramatically facilitate children’s learning [23]. Although classroom
instruction is the norm in many countries, there are many other learning opportunities
available for children via individual and group play in and out of school. Mobile
devices can potentially be designed to allow children to move about and play just the
same way, but as they go along they could capture and create individual or
collaborative narratives. The building of this common, public artifact — a story —
fulfills an important requirement of constructionist learning theory. Such play is
creative and educational, and the creation of a shared artifact enables reflection and

encourages collaboration. Gene Chipman’s thesis work at the University of Maryland



on technologies supporting fieldtrips has begun to address these issues. The system,
Tangible Flags [83], was designed to allow children to create digital artifacts and link
them to the real world via a “tangible flag” that had a radio frequency identification
(RFID) tag inside.  Although this system contains elements of mobility,
constructionism and collaboration, it did not specifically address the mobile
collaboration issues addressed herein. The context of the Tangible Flag research was
different in that it was not one of creating narratives, but was more for tagging,
labeling, or asking questions about individually flagged items. Another difference
was that it did not look at different collocated collaborative interfaces other than
being able to see the same interface or artifact creation page. It also only looked at
creation, and did not investigate collaborative reading of previous and sharing.

By expanding the functionality of mobile phones from being used for
communication, consumption, collecting and controlling to creative, constructive and
collaborative processes, children can be empowered to leverage mobile devices for
constructive learning purposes. The context used herein to explore mobile
collaboration for young children (ages 6-11 years old) is collaboratively reading,
constructing, modifying, and sharing stories. Mobile story authoring and sharing
including collocated collaboration can yield social, interactive, exploratory, creative,

constructive, mobile play and learning opportunities.

1.1 Research Questions

The following three research questions are addressed through the development
and user evaluation of a system for mobile collaboration between children. The

prototype system, Mobile Stories, was developed using Cooperative Inquiry, a



method for designing technologies with and for children. The techniques in
Cooperative Inquiry enabled the development of an effective system. Using
formative and evaluative studies mobile collaboration and collocated collaborative
configurations were investigated further. The final study discussed in this research —
which is referred to as the collaborative story study — has three parts where children
read, create, and share collaborative narratives in a large, child-friendly lab

environment using Mobile Stories.

1.1.1 How does the collaborative mobile technology Mobile Stories affect
children’s collaboration and mobility?

This question seeks to explore to what extent collaborative mobile
technologies — specifically Mobile Stories — promote, encourage and/or discourage
collaboration and mobility. Corollary questions are: to what extent do children work
with one another, and how effective is that collaboration; to what extent are children
able to move around while using mobile devices to read, create, and share narratives.
These questions were investigated via many formative and evaluative means
including: an in context experience at Fort McHenry National Park (Section 3.4.1.2),
an investigation using Mobile Stories 3.0 and a paper Mobile Stories system (Section

3.4.3), and the collaborative story study (Chapter 4).

1.1.2 What are some of the appropriate interfaces for collocated mobile
collaboration with children?

There are many ways collaborative collocated mobile interfaces could be
designed and configured. This question does not address a comparison of all possible

interfaces as there is an infinite number. This question instead addresses some of the



possible configurations. In order to address this question, Cooperative Inquiry
techniques were employed where I, along with other adults, partnered with children
ages 6-11 to design appropriate collocated collaborative configurations. The design
sessions started with a general, broad perspective and iteratively refining the design
ideas (Section 3.4.1). From this process a prototype system, Mobile Stories (Section
3.4), was developed that used the collaborative configurations of: content splitting
and space sharing (see Figure 1.2). In content splitting, each devices shows different,
parsed content within the same context. For example, one device could show the
picture and the other the image from a page in a book (see Figure 1.2, middle; Figure
1.2). In space sharing, the interface is spread across both collaborative devices. For
example, a picture or words could be spread across the collaborating phones (see see
Figure 1.2, right; Figure 1.3). These are discussed further in Chapter 3 in Section 3.1.
Allowing devices to come together can ameliorate the problem of limited screen
space. The fact that there are two devices also increases the interactive possibilities.
The designed system architecture handles not only sharing of screen space, but also
the sharing of interactions made on each device to leverage the new, joint interactive

opportunities.

Figure 1.1 — Collaborative configurations /left, a single page from a book with a
picture and words; middle: content splitting, two devices showing the same page
(one device shows the picture, the other the words); right: space sharing, two
devices showing the same picture on a page (picture spread across both devices).



There was a window on
the top of the tower. The
whole day she watched

window. A long time ago
somebody told her that
her mother was among
the clouds. So she looked
for her image in every
cloud. Hundreds of blue
hirds flew around her

Figure 1.2 — Content Splitting, mobile collaboration using a page from the Blue
Sky by Andrea Petrlik Huseinovi¢ published 2003, Kasmir Promet, Croatia,
Available in the International Children’s Digital Library (ICDL) at

www.chilrenslibrary.org.
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There was a window on he top of the tower. The
whole day she watched t e blue sky and the
clouds through the windc w. A long time ago
somebody told her that h er mother was among
the clouds. So she looked for her image in every
cloud. Hundreds of blue | virds flew around her
tower every day.

Figure 1.3 — Space Sharing, mobile collaboration using a page from the same
book as in Figure 1.2; fop, an image; botfom, words spread across both devices.
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1.1.3 When are the developed interfaces preferred and why?

The collocated workspace expansion addressed in the second research
questions has not been widely explored or commercially leveraged within the mobile
context. Building on the second research question, with this question, preferred usage
patterns are investigated. When would children reportedly use these interfaces and
when do they use them in practice. Also investigated is why they used these
interfaces. This investigation is part of the collaborative story study discussed in
Chapter 4. In summary, this research question is poised to investigate the relative
advantages of the collocated collaborative configurations discussed above, as well as

when and why they may be best employed.

1.2 Contributions

The contributions of this work include the design and development of a
collaborative story telling application, Mobile Stories. The design, development, and
evaluation of Mobile Stories addressed the above research questions — comprising the
major contribution of this research. Through the use of Mobile Stories, mobile
collaboration was investigated in its effectiveness for supporting collaboration and
mobility. Mobile Stories’ interface was designed with children to be child-
appropriate and support collocated mobile collaboration. While some have proposed
collaborative interactions no detailed discussion of what happens when people come
together with mobile devices has been proposed or analyzed. The collocated
collaborative concepts of splitting content and sharing space, evaluations of their

usage, and discussions of user preferences are all major contributions.
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The following chapter, Chapter 2, discusses related work. Chapter 3 describes
the design and development of Mobile Stories, including the collaborative concepts
derived from the iterative design and development process. It also reports initial
findings and considerations used to further the design at each stage of development.
Chapter 4 reports on a three-part collaborative story study which was used to follow
up on the initial findings and further address the research questions. The final chapter
concludes this dissertation with a discussion of the contributions, implications for

designers and developers, and research ideas that can build on this research.
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Chapter 2: Related Work

The main focus of this research is mobile collaboration for young children.
Figure 2.1 illustrates the intersection of these three areas which forms the basis for
this research. The claim is that collaboration between children can be enhanced via
mobile technologies. Collaboration is by definition to “work together, especially in a
joint intellectual effort” [3]. The context for the “joint intellectual effort” used in this
research, which is directed towards children, is constructing a narrative. Since the
context is integral to understanding the overall context in which this research lies,

work related to the context is also discussed in this chapter.

Mobile Collaboration

“Chil

e

Figure 2.1 — Three main research areas: mobile collaboration for young
children.

Including the context, there are five different research areas that intersect to
inform my research on collaboratively constructing children’s stories in mobile
settings. In Figure 2.2, an Edwards-Venn Diagram displays the power set of the five

areas of research: mobile technologies/settings, collaboration, constructionism,
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children and stories. The overall picture below helps contextualize the research.
Based on this visualization, representative projects in the most relevant areas are
described along with their specific relation to the project at hand. While there are
broader implications within the full context of these five areas, the main contributions
of this research are the particular attention to mobile collaboration for young children,
the ability to seamlessly switch between individual and collaborative modes, and the
intersection of all five of the aforementioned research areas — exploring how mobile

collaboration can support narrative creation.

Figure 2.2 — Context of research: The power set of the five research areas
addressed in this proposal: mobile technologies/settings, collaboration,
constructionism, children and stories.

The chapter proceeds as follows. Section 2.1 discusses the educational

approaches and learning theories associated with children. This gives context to the
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specific application of Mobile Stories as well as giving context for the need of
collaboration. Although collaboration is a subset of the concepts discussed in section
2.1, it is further developed in section 2.2 because of its central importance to this
work. Section 2.3 brings together the concepts of children, stories and narrative
systems illustrating examples of implementations following the concepts discussed in
sections 2.1 and 2.2. Section 2.4 surveys various computational approaches and lays
the framework for the need to use mobile devices. Section 2.5 continues this
discussion broadening the foundation of mobile technologies. Section 2.6 then

considers the important intersection of mobile collaboration.

2.1 Educational Approaches and Learning Theories

Recorded history documents peoples’ yearning for education and the wide-
ranging mechanisms to supply it. Plato [225], Aristotle [96], Locke [183], Rousseau
[247], Dewey [102], Steiner [272], Skinner [263-265], Piaget [221], Papert [214, 215]
all have theorized, promoted and implemented varying educational approaches and
learning theories [97]. Due to the numerous theories, and the assorted opinions of
each, educational practices vary widely. Despite the number of theories, there is a
recognized need for improved education in the United States. Also, despite the
numerous advances in technology, education has relatively maintained the status quo
[13]. Even though the United States has a coveted system of higher education, there
is a recognition that improvements need to be made even in this area [9, 196]. A call
for improved education has been made concerning education in literacy [230], and for
education in general [13]. And there are tough choices that need to be made in order

to maintain and increase the ability of U.S. graduates to compete in an increasingly
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competitive world [9, 26]. Among the many educational theories, the specific
theories that most relate to my research are constructionism and situated learning.

Seymour Papert, a pioneer in developing new educational technologies for
children, developed the theory of constructionism which builds on the work of Piaget
and others. Piaget’s theory of constructivism does not prescribe a fixed pedagogy,
but describes how learning happens through the processes of accommodation and
assimilation [221]. Through these processes, new knowledge is constructed from an
individual’s experiences and either accommodated through cognitive restructuring or
assimilated into an already existing framework. Papert himself made the distinction
between constructionism and constructivism as:

Constructionism — the N word as opposed to the V word — shares

contructivism’s view of learning as “building knowledge structures”

through progressive internalization of actions ... It then adds the idea

that this happens especially felicitously in a context where the learner

is consciously engaged in constructing a public entity, whether it’s a
sand castle on the beach or a theory of the universe. [28, 215]

John Dewey, a predecessor of both Papert and Piaget, also affirms the
importance of active construction — “education is not an affair of ‘telling” and being
told, but an active construction process is a principle almost as generally violated in
practice as conceded in theory” [102]. Papert argues that it is through manipulation,
experimentation, and personal experience that children learn and that learning that
occurs through constructing a public artifact, which Papert calls a ‘public entity’
[215]. The creation of a representation is an important aspect of learning. Moving
beyond recall and recognition, actively constructing or organizing knowledge gained
from personal interactions and experiences in the real world enhances learning [215].

Activity theory also describes how people complete internal and external hierarchical
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activities based upon their needs, culture and relationship with the physical world
[179]. Activities are mediated through the use of tools. Bellamy suggests the
application of activity theory to the design of educational technology by empowering
children to create and share artifacts inspired by their experiences, culture and
community [44]. Indeed, successful learning is a constructive process [62], and
learning is most successful when the learner is in control and actively cycling
between experimentation and reflection [171]. According to these theories, active
creation is vital to learning.

As suggested by activity theory, context plays an important role in
development, behavior, competence and impacts learning [116]. In fact, it has been
shown that meaningful contexts influences children’s memories [40]. Situated
learning also emphasizes the importance of context, activity and culture as integral to
the learning experience [178]. Jean Lave challenges traditional schools claiming they
“decontextualize” knowledge, stating also that by virtue of presenting the information
in schools, the context has been shifted to that of the school [178]. According to
situated learning, context coupled with social interaction enables learners to form a
“community of practice” further enabling unintentional instead of deliberate learning.
Although context is often accepted to mean the cultural and social setting, spatial
environment also plays a critical part in cognitive development [105]. Enabling
children to construct artifacts in the context of a specific, physical learning space can
enhance the learning experience [83].

In the last century, many have predicted how technology would revolutionize

modern educational systems; however, these technologies have yet to realize this
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dramatic impact [268]. To surpass the threshold digital technologies need to “go
beyond telling stories and presenting information to support individuals and groups in
doing activities” [268]. Mobile Stories can be a step in this direction by enabling
children to explore real-world settings and encouraging collaborative construction of

narratives.

2.2 Collaboration and Technology

There are many ways of collaborating with others. Generally collaboration is
described as having two dimensions: time and space [104]. These dimensions are
broken down into further differentiations namely temporal into synchronous (at the
same time) and asynchronous (at different times), and spatial into collocated or
collocated (in the same place) and distributed (different locations) [104]. In her book,

Creative Collaboration [159], Vera John-Steiner, discusses four different

classifications of collaboration differentiated by the roles of the collaborators, the
extent the values and goals are shared, and how they work together. The continuum
ranges from loosely connected to tightly integrated. The categories are: distributed,
complementary, family, and integrative collaboration [159]. The Collaboration
Handbook, describes three levels of interaction as cooperation, coordination, and
collaboration [293]. Cooperation is characterized by short-term, informal
relationships where there is limited shared information and there are separate goals,
relationships and structures. Coordination is a longer-term project or task that
involves planning, division of roles and some shared resources, rewards and risks.
Collaboration is a durable, pervasive relationship where new structures are defined by

a commitment to common goals and where all collaborators contribute resources,
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share rewards and assume different leadership roles [293]. A recent framework for
computer supported collaborative learning (CSCL) considers different permutations
of child peer and adult facilitator configurations, as well as different interactive
modalities (e.g. sounds, words, pictures) [231].

The numerous ways that collaboration can be conceptualized and performed
poses a design question when it comes to crafting a child-appropriate interface. Mode
switching has historically been a cognitively expensive task [233]. Allowing users to
directly control and easily perceive what mode they are in is critical to efficient
interactivity. According to Piaget, children in the target age of 6 to 10 are in the
concrete operational stage, which is characterized by logical thinking about concrete
events. Mode switching is an abstract principle which many adults struggle with
[233]. Piaget theorizes that only around age 11 do children enter the formal operation
stage and develop abstract reasoning [220]. With this in mind, designing an interface
to ease collaborative mode switching for children is not trivial. The design could
entail using one of many conceptualizations of collaboration, or devising a new one
that is simple and concise. As discussed further in the following chapters, the
concepts of content splitting and space sharing emerged as a simple way of describing
different ways of collaborating (see Section 3.1).

It has been said that to bring education into the 21% century, a change in
tactics is necessary to promote deeper, collaborative learning [288]. Computers are
used in many collaborative settings; in fact there are large bodies of research that fall
under the research area of Computer Supported Collaborative Work (CSCW) [128]

and Computer Supported Collaborative Learning (CSCL) [172]. Although many hail
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educational technologies for their abilities to personalize the learning experience,
many feel that collaborative and cooperative approaches are one of best educational
uses of computers [164].

Because of the broad importance of these approaches, recent strides have been
taken in research and industry to echo the need to have collaborative software.
Groupware systems have been built addressing concurrency control as well as
collaborative interfaces [111, 130, 279]. Despite the numerous collaborative writing
systems, a study conducted in 2004 reports that most respondents use “individual
word processors and email as their main tools” [208]. Since then, other tools have
been distributed. In 2006, Google released its Google Docs & Spreadsheets which
allows users to work on the same digital document in real-time online [7]. In 2007,
Microsoft is set to release its Microsoft Office Groove 2007 — a suite of office
products designed to simplify collaborative, business work flows [11]. In 2009,
Google announced Google Wave, to be released in 2010, which is an HTML 5.0
compliant browser-based collaborative platform that intertwines and integrates
various communication metaphors into one: a wave [8]. Google Wave incorporates
multi-user concurrency and federation. Since it is browser-based, it can be used on
mobile devices. These technologies have been designed to meet the collaborative
needs of adults, and emphasize distributed collaboration, however “it is important that
we do not limit computer-based collaboration to distributed settings” [152].

Researchers have found that social interaction and collaboration are important
for child development [287]. Reflective interactions among children improve the

cognitive process and facilitate learning [266]. Tools, such as the one developed
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herein, provide a mechanism to collaboratively construct representations, providing a
structure for elaboration [250]. Elaboration is indicative of effective knowledge
restructuring which has been demonstrated to be related to the ability of retaining and
relating information to other knowledge [266]. Young children have been shown to
become capable of effective collaboration around the age range of 5-7 [296]. The
desire to collaborate has been shown in other studies including one focused on
children ages 7-11 who preferred to work in a group as well as to primarily consult a
friend when confronted with a problem [257]. The children in the target range of this
work (children ages 6-11 years-old) are able to collaborate. Collaborating and
creating knowledge artifacts enriches the learning experience.

Collaborative systems can be characterized by those that require and those
that encourage collaboration. Many technologies have considered both collocated
and distributed collaboration experiences; however, much of the systems has required
the children to collaborate. For one study, a collaborative math game was created
where children were tethered to each other requiring each team member to climb the
math mountain at a similar rate [254, 255]. There are many collaborative mobile
systems that require collaboration, such as the many simulation activities, where to
accomplish a goal, collaboration is necessary [4, 47, 99]. In Silaba (Syllable),
children each have a syllable and they collaboratively sequence the order of the
syllables to create a word [302]. Here again, collaboration is required. Some
previous work has expanded the range of collocated collaboration by exploring how
to encourage collaboration among children by giving incentives of richer

opportunities, rather than requiring it. This work includes previous work done at the
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University of Maryland sharing a single computer (Single Display Groupware [SDG])
with KidPad [45, 109], a collaborative storytelling application for a desktop
computer, and also with SearchKids [241], a predecessor to the International

Children’s Digital Library (ICDL, www.childrenslibrary.org) [10]. This approach

has recently been commercially released with Microsoft’s Multipoint technology and
has been used with youth in India [24]. In designing and studying those systems it
was found that encouraging collaboration provides a lightweight interface approach to
bringing people together — a very important aspect for children.

As collaboration is a large field of research a brief, general overview is given
in this section and specific examples are embedded below in intersecting areas of
interest (e.g. ubiquitous computing, other mobile systems). Before continuing, it is
important to reemphasize the importance of collaboration with the aforementioned
educational theories and learning approaches. Simply stated, constructing a digital
artifact while interacting in physical space and collaborating with others is an
effective learning strategy. At the creative level the goals are similar to those stated
in Tangible Flags, namely “enabling children to collaborate on the construction of
knowledge artifacts in the context of a physical learning space can bring together the
learning benefits of construction, representation, collaboration and authentic context”

[82].

2.3 Children, Stories and Narrative Systems

There is an Indian Proverb that says: Tell me a fact and I'll learn. Tell me the

truth and I'll believe. But tell me a story and it will live in my heart forever. [126]
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This proverb is supported by a The (U.S.) National Council of Teachers of
English (NCTE) Guideline which states that teachers discovered children could easily
recall whatever historical or scientific facts they learned through story [23]. Indeed,
stories and narrative exploration, are excellent for learning and teaching [126, 127].
Stories herald lasting learning and educational impact for young children [126, 127]
including many specific benefits such as language learning [153], construction of
self-image [72] and more. Allowing children to assume the role of story maker
facilitates the learning process as children learn to read, and supports socialization
and language development [292].

Because stories are such a powerful teaching tool, many systems have been
developed to foster story creation and sharing. The story creation adheres to the
constructionist learning theory discussed in section 2.1, and the sharing correlates to
the collaborative need as described in section 2.2. Despite the difficulties of
supporting collaborative writing [277], there are many collaborative narrative systems
including those designed for collocated [30, 45, 109, 197, 198, 270] or distributed
[64, 193] settings. MOOSE Crossing [64] is an online community where children can
construct stories individually or collaboratively. MOOSE Crossing is a MUD (Multi-
user Dungeon/Dimension/Domain) that children can explore, expand and create
people and spaces in a virtual world. Several other systems have been developed that
enable exploration and modification of virtual worlds [76, 192, 193, 227].

In SAGE [52, 284], hospital patient children ages 7-16 interacted with a
stuffed rabbit connected to a computer by typing. Children could essentially chat

with a “wise” character (the computer) who would tell stories related to the
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conversation and the patient’s situation. The child could also create a character and
add stories which in turn could be shared with other children. Rosebud [123] another
research project by the same team at the MIT Media Lab links children’s stories to
their toys and tries to evoke emotional responses via narrative. This happens as a
child can create a narrative and link it to a “keepsake object” (a stuffed animal). The
object is used as an index to the story as well as a storage device as stories can be
loaded onto the object.

PETS (A Personal Electronic Teller of Stories), developed at the University of
Maryland [224] enables children to program a robot to mimic their actions creating a
story in motion. Triangles [124, 125] another physical storytelling tool developed at
the MIT Media Lab allowed children to create nonlinear stories putting together story
pieces using triangular tiles. In StoryBeads [35], children could create a story
necklace linking tiny computers (beads) that had story segments/images. These story
pieces could be traded and swapped, enabling repurposing of images and image
sequences in what the author entitled transactional storytelling [35].

Authoring tools also vary from those designed for professionals to those
designed for young children. A professional digital storytelling environment was
developed in [251], and was followed up with by the same author who created a tool
to enable non-linear, digital story creation [252]. Such systems are geared for adults.
StoryMaker [21] is a desktop application developed by Software Production
Associates (SPA) which enables users to create actively “animated speaking and
‘sounding’ stories”. This system claims that children 5 and under can enjoy stamping

pictures, while those older up through adults can enjoy creating intricate animated
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narratives.  Stories can be shared and a viewer can be downloaded for free.
Collaboration is not integrated, the development of the stories is quite advanced and
in its current form is not amenable to use on mobile devices. One narrative system
that allows limited collaboration in mobile settings is Sketchy [19] where children
(grades K-12) can create drawings frame by frame and then animate them (like a
thumb-flip animated picture book). Collaboration occurs as a child can share or send
a frame to a peer by lining up the infrared ports and the two collaborators respectively
selecting send/receive on the interface. This point-to-point sharing system does not
enable any other collaborative modes, nor does it address the collocated mobile
collaboration issue to the extent proposed and addressed herein. Sketchy’s has a
simpler concept and interface than StoryMaker and is therefore probably more
suitable for the children targeted in this research, ages 6-11.

Although more will be discussed later, mobile devices have already started to
emerge as a platform for collecting information that can later be used in a narrative.
Several examples illustrate the use of mobile devices as collection or capturing
devices. Recently video captured on cell phones has made headline news as people
have recorded events relating to the Iraq war [73, 74]. WITNESS is a foundation that

promotes and educates people on using mobile devices as a tool for social activism

(www.witness.org) [25]. Mobile devices have been used to capture information in
children-oriented research as well. The literacy field trip provided an environment
that encouraged children to capture inspiration to later be used in the creation of a
narrative once the children have returned to the classroom [137], . In KidStory [270],

a multi-year research collaboration between the University of Nottingham, the Royal
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Institute of Technology, Sweden, and the University of Maryland, children used
mobile devices to collect parts of a story, and then collaboratively pieced them
together on a large shared display. None of these systems offer collaborative mobile
authoring and those that address collocated collaboration are not in the mobile realm

or simply allow page sharing as the only mode of collaboration [21].

2.4 Computational Approaches

There are many different approaches to interacting with computers. The
desktop computer is the most common; however, other methods include graspable
and tangible, ubiquitous and pervasive, and mobile computing. These approaches are
discussed in the following subsections. The concluding section discusses different
collaborative spaces, as many have been proposed using combinations of these

various approaches.

2.4.1 Graspable/tangible computing

Graspable or tangible computing involves physical manipulation of objects
(phicons) that are coupled with a digital representation such as a physical brick or a
triangle could be physically manipulated to modify a digital story [117, 118, 125].
Bricks [118] allowed a user to use small rectangular blocks (bricks) to interact and
modify digital content. For example a block could be linked to a digital building and
moving and rotating the physical block would translate and rotate the building in the
three dimensional digital space. Scaling is performed using two blocks, where one is
the anchor and the other is moved closer or further from the anchor block to

respectively decrease or increase the size of the building. Many others have built on
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the concept of tangible computing. In Tangible Bits [154], the metaDESK,
transBOARD, and ambientROOM were developed combining interactive surfaces and
the coupling of digital artifacts to graspable physical objects. More recently, phidgets

[129] have been developed and commercialized (www.phidgets.com) to enable

simple inclusion of physical interaction widgets in system development.

It is important for children to move and interact in three dimensional spaces,
so physical computing is a particularly promising for young children [30, 197]. In
fact several systems have been developed specifically for children including the
Programmable Brick [239], LEGO/Logo[240], StoryRooms [30, 197], the Hazard
Room Game [113], Triangles [124, 125], Siftables [195], and many more [32, 270].
StoryRooms is an example of a narrative system that used manipulatives to enable
children to program digitally enhanced props to help illustrate stories [30, 197, 198].
The Triangles system is another example graspable computing narrative system
where triangular tiles representing pieces of a story can be arranged to create a
narrative [124, 125]. Although physical computing allows movement in three
dimensional space, it has not allowed true mobility as the environments are fixed
[125, 285]. Instead of embedding technology into the environment or using tangible
props, this work equips children with mobile devices to enable true mobility.

In years past, researchers have explored physical and desktop environments as
well as systems that try and bridge the gap between the two. In order to start to
understand the nuances between the physical and the virtual, a comparison study was
performed in [113]. The results of the study suggested several advantages of physical

interactive environments for young children (ages 4-6), especially for young girls
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[113]. Some systems that attempt to bridge the gap use a transitional figure like a
stuffed animal like SAGE [52, 284] and Rosebud [123], which were discussed briefly
in the previous section. The PEBBLES™ project (Providing Education By Bringing
Learning Environments to Students) uses a vicarious, child-sized robot to represent a
child who cannot be present in the classroom due to hospitalization or long-term
illness using “a unique video-conferencing system known as telepresence” [15]. This
is similar to the Chit Chat Club [165], where users can informally meet people in a
café-type setting while being geographically distributed. Other systems attempt to
bridge the gap by using mobile computing devices such as in KidStory [85], Ambient
Wood [245] and Tangible Flags [83]. This is the approach taken in this research, to
use mobile devices to bridge the gap between physical and virtual interactive
environments.

Physical devices via graspable and tangible computing or perceptual user
interfaces have enabled new interactions. = While these systems tout three-
dimensional, physical characteristics many require short ranging sensing
environments which are not mobile [117, 118, 154], therefore they do not allow wide-
range access. These systems do not enable true mobility, at least not to the extent that

mobile devices such as mobile phones may provide.

2.4.2 Ubiquitous & pervasive computing

Ubiquitous and pervasive computing technologies are technologies that are
embedded and integrated into the environment. These technologies generally
incorporate sensing technologies to enable user interaction. This is aptly described by

Mark Weiser in his seminal paper The Computer for the 21st Century [291]. An
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example of this is Light Widgets, where in a room instrumented with cameras, virtual
widgets could be set up that could be manipulated using a hand [114]. For example, a
virtual slider widget could be made along the casing of a doorway to adjust the
temperature of the thermostat, or virtual button on a bedpost could turn the lights of a
room on and off when a hand tapped it [114]. Although embedded technology is key
characteristic of ubiquitous and pervasive computing implementations, it does not
prevent the use of user-carried technological tools. In fact, in many instances, the
instrumented environment is complemented by a user-carried computing device. This
is the case in many context-aware systems.

Context-aware systems range from sensing systems that present information
such as at a museum [63], to a cellular biology laboratory that takes measurements
and records processes [31], to one that prompts students to investigate and collect
items from a real-world environment [58, 137, 245], or something that allows
interactive control of the surroundings through body movements [114, 174, 175].
Context-aware systems use a broad range of technologies for sensing as well, ranging
from cameras, to global positioning systems (GPS), to close-proximity RFID [289], to
controlled Bluetooth [60], to 802.11 access-point triangulation, and beyond. These
systems afford many educational opportunities as context impacts learning as
discussed previously in section 2.1 [40, 116, 148].

Two context-aware, ubiquitous computing projects of particular relevance to
this dissertation research are Ambient Wood [245] and The Literacy Field Trip [137]
developed by several collaborators in the United Kingdom. In Ambient Wood, users

walked through fields and forested areas taking measurements and gathering
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information. Context-aware sensors would trigger prerecorded content as well as
various prompts designed to help users reflect on or further investigate the
environment and the gathered information. Information could be shared with others
in the environment. The literacy field trip was built upon the same architecture as
Ambient Wood, however, the goal was to help users collect information that could be
used in a narrative upon returning to the classroom. Despite the claims by some that
context-aware applications “significantly enhance the utility of mobile applications”
[138], this dissertation research is designed to allow children more freedom to create
there own representations and not be guided by location-sensitive prompts.

Many ubiquitous systems have been developed to leverage the popular interest
in games. A review of several pervasive games can be found in [185]. In Human
Pacman [79], users play a real-life version of Pacman, eating cookies, getting power
pellets, and running from and chasing ghosts who are fellow collaborators. Similar
Pacman games have been developed in [55, 204]. In Feeding Yoshi [43], players
would find Yoshis (which represented secure 802.11 access points) who had a seed of
their favorite fruit. Fruits were cultivated and harvested from plantations (which
represented insecure access points) and subsequently fed to Yoshis to receive points.
In Savannah [47], collaborating players act out various lion missions. These systems
have been relatively well received; however, they are fundamentally consumption-
based systems. Although mobile collaboration for children 