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SUMMARY

The U.S Department of Defense and the National Aeronautics and Space
Administration continue to face common challenges in the development and acquisition
of their space systems. In particular, space programs repeatedly experience significant
schedule slippages, and spacecraft are often delivered on-orbit several months, sometimes
years, after the initially planned delivery date. The repeated pattern of these schedule
slippages suggests deep-seated flaws in managing spacecraft delivery and schedule risk,
and an inadequate understanding of the drivers of schedule slippages. Furthermore, due to
their long development time and physical inaccessibility after launch, space systems are
exposed to a particular and acute risk of obsolescence, resulting in loss of value or
competitive advantage over time. The perception of this particular risk has driven some
government agencies to promote design choices that may ultimately be contributing to
these schedule slippages, and jeopardizing what is increasingly recognized as critical,

namely space responsiveness.

The overall research objective of this work is twofold: (1) to identify and develop a
thorough understanding of the fundamental causes of the risk of schedule slippage and
obsolescence of space systems; and in so doing, (2) to guide spacecraft design choices
that would result in better control of spacecraft delivery schedule and mitigate the impact

of these “temporal risks” (schedule and obsolescence risks).

To lay the groundwork for this thesis, first, the levers of responsiveness, or means to

influence schedule slippage and impact space responsiveness are identified and analyzed,
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including design, organizational, and launch levers. Second, a multidisciplinary review of
obsolescence is conducted, and main drivers of system obsolescence are identified. This
thesis then adapts the concept of a technology portfolio from the macro- or company
level to the micro-level of a single complex engineering system, and it analyzes a space
system as a portfolio of technologies and instruments, each technology with its distinct
stochastic maturation path and exposure to obsolescence. The selection of the spacecraft
portfolio is captured by parameters such as the number of instruments, the initial
technology maturity of each technology/instrument, the resulting heterogeneity of the
technology maturity of the whole system, and the spacecraft design lifetime. Building on
the abstraction of a spacecraft as a portfolio of technologies, this thesis then develops a
stochastic framework composed of two main analysis and simulation modules: (1) The
development module models the technology maturation process of each instrument as
well as the integration, testing and shipping of the entire spacecraft, producing estimates
of the spacecraft time-to-delivery and schedule risk; (2) The operations module then
models the risk of on-orbit obsolescence by simulating the evolution of the state of
obsolescence of the spacecraft instruments/subsystems over time. The complete
framework provides a powerful capability to simultaneously explore the impact of design
decisions on spacecraft schedule, on-orbit obsolescence, and cumulative utility delivered
by the spacecraft. Specifically, this thesis shows how the choice of the portfolio size and
the instruments Technology Readiness Levels (TRLs) impact the Mean-Time-To-
Delivery (MTTD) of the spacecraft and mitigate (or exacerbate) schedule risk. This work
also demonstrates that specific combinations/choices of the spacecraft design lifetime and

the TRLs can reduce the risk of on-orbit obsolescence. This thesis then advocates for a

XXV



paradigm shift towards a calendar-based design mindset, in which the delivery time of the
spacecraft is accounted for, as opposed to the traditional clock-based design mindset. The
calendar-based paradigm is shown to lead to different design choices, which are more
likely to prevent schedule slippage and/or enhance responsiveness and ultimately result in
a larger cumulative utility delivered. Finally, missions scenarios are presented to illustrate
how the framework and analyses here proposed can help identify system design choices

that satisfy various mission objectives and constraints (temporal as well as utility-based).
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CHAPTER 1

INTRODUCTION

“Mora cogitationis diligentia est.”
"Le retard employé a réfléchir tient lieu de diligence."
"To take your time while planning is due diligence."

Publilius Syrus, Sententiae — Ist century BC.

1.1 Motivation

The U.S Department of Defense (DOD) and the National Aeronautics and Space
Administration (NASA) continue to experience common challenges in the development
and acquisition of their space systems. In particular, space programs repeatedly
experience significant schedule slippages, and spacecraft are often completed and
delivered on-orbit several months, sometimes years, after the initially planned delivery
date. The Government Accountability Office (GAO) has highlighted the difficulties
encountered by the DOD in keeping the acquisition of space systems on schedule (and
within budget):
“DOD’s space system acquisitions have experienced problems over the past several
decades that have driven up costs by hundreds of millions, even billions, of dollars,
stretched schedules by years; and increased performance risks. In some cases,
capabilities have not been delivered to the warfighter after decades of

development.” [1]



Figure 1 shows the delays or schedule slippage for five DOD programs, as of April 2007.
The reader is referred to the GAO-07-406SP [2,3] for details about these programs. All
five programs have suffered from delays equal or greater than 2 years; in the case of the
Space Based Infrared System High (SBIRS-High), launch schedule slipped by as much as

six years.
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Figure 1. Delays and schedule slippage since program start (adapted from GAO-07-730T)

In addition to the schedule difficulties experienced by DOD space programs, GAO has
also highlighted similar schedule growth problems with NASA missions over the last
decade [4]. Figure 2 represents the schedule growth for 18 NASA missions launched
since the late 1990’s (between the estimated launch date at the Preliminary Design
Review and the actual launch date). Most missions experienced schedule slippage, and

eight of them had a delay of more than a year.
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Figure 2. Schedule growth for various recent NASA missions

To explain the significance and persistence of such schedule slippages, several
government reports published in the past two decades have emphasized the impact of
programmatic and organizational deficiencies on the schedule of space programs.

First, numerous management and staffing changes are likely to occur over the long
development time of such programs, at the organization level (NASA or DOD), at the
legislative level (Congress) as well as at the executive level (Office of the U.S President).
Such variations are often associated with funding instabilities that have been found to
result in significant program delays. For example, the GAO describes the case of the
Chandra X-ray Observatory (initially named AXAF), whose budget was cut by “about
$26 million and $76 million in fiscal years 1991 and 1992, respectively” to allow funding
for the Hubble Space Telescope. “These cuts caused cost increases of about $90 million
because the program had to be rephased. After rephasing, Congress reduced fiscal year

1992 development funding by $60 million and significantly reduced funding for fiscal



year 1993. These latter budget cuts delayed the launch from early 1998 to mid-1999” [5]
(representing a year and a half of delay).

Second, over optimism and unrealistic cost estimates have also been identified as a driver
of cost and schedule growth. The 2003 report of the U.S Defense Science Board/Air
Force Scientific Advisory Board Joint Task Force on Acquisition of National Security
Space Programs [6] stated that “unrealistically low projections of program cost and lack
of provisions for management reserve seriously distort management decisions and
program content, increase risks to mission success, and virtually guarantee program
delays.” In 1992, the GAO reported that NASA had been experiencing similar issues:
“unrealistic contractor estimates” coupled with a culture of optimism was leading “the
program team to underestimate technical challenges and overestimate its capabilities to
solve them”, which often resulted in schedule slippages [5].

Finally, the DOD also highlighted the recent and dramatic increase of systems
requirements (due to a multiplication of users of space assets since the 1990’s) and in
many cases, the poor control of these requirements during program implementation
(requirements creep) [6]. Such difficulties associated to systems requirements have been
invoked to explain some of the schedule delays experienced by many space systems.
According to the GAO [7], AEHF and SBIRS-High are among the systems represented
on Figure 1 that experienced a combination of the programmatic reasons mentioned

above.

However, the repeated pattern of these schedule slippages, in both military and civilian

contexts, suggests fundamental flaws in managing spacecraft delivery and schedule risk



that are not solely restricted to programmatic issues, and probably a limited
understanding of the drivers of schedule slippages. Furthermore, it is important to
recognize that the management of schedule of space systems is a problem of dual nature,
with the prevention of schedule slippage as one side of the coin, and the schedule
compression, or responsiveness improvement, as the other side of the coin. Fundamental
changes would therefore be required not only to contain or prevent these schedule
slippages, but also to compress these schedules in order to make the space industry more

responsive to new or evolving customer needs.

In addition, due to their long development time and physical inaccessibility (for most),
space systems, unlike many other engineering systems, are exposed to a particular and
acute risk of obsolescence. The high pace of technological progress is such that this
exposure to obsolescence can even occur before the space systems become operational.
The perception of this particular risk has driven the DOD to promote design choices that
may ultimately be contributing to these schedule slippages, and jeopardizing what the

DOD is recognizing as increasingly critical, space responsiveness.

1.2 Research objectives and hypotheses

The overall research objective of this thesis is twofold: (1) to identify and develop a
thorough understanding of the fundamental causes of the risk of schedule slippage and
obsolescence of space systems; and in so doing, (2) to guide spacecraft design choices
that would result in better control of spacecraft delivery schedule and mitigate these

“temporal risks” (schedule and obsolescence).



To achieve those goals, several research hypotheses are formulated. Research objectives

are then devised to guide the testing of these hypotheses.

Context: Programmatic reasons, such as funding instability and requirements

changes, are often the only reasons invoked to explain or excuse schedule slippage

and lack of responsiveness.

Hypothesis 1: In addition to these programmatic considerations,
architectural choices and design parameters are key determinants of
spacecraft delivery, schedule slippage and responsiveness (or lack thereof).

Research objective 1: Develop quantitative models and analyses to
investigate the relationship between spacecraft delivery schedule and design

parameters.

Context: Each spacecraft subsystem and instrument follows its own maturation and

development path, which impacts the delivery schedule and schedule risk of the

whole spacecraft.

Hypothesis 2: Conceiving of and analyzing a spacecraft as a technology
portfolio (of instruments/subsystems) will reveal insights about spacecraft
delivery schedule and responsiveness, and will help make better risk-
informed design decisions (in particular with respect to schedule risk).

Research objective 2: Propose a theoretical framework and a probabilistic
analysis of spacecraft delivery time by conceiving of it as a technology

portfolio, with multiple technologies/instruments having distinct maturation



and development paths, and by accounting for their time to integration in the

portfolio.

Context: The persistence of the issues of schedule slippage in space system

development suggests that more fundamental causes are in effect, as early as in the

design process, and that are common across projects.

Hypothesis 3: The current clock-based design optimization mindset is one
major driver of the recurrent issues of schedule slippage.

Research objective 3: Present the circumstances under which this clock-
based calendar mindset is flawed and demonstrate the relevance of a

calendar-based mindset to design for responsiveness.

Context: The DOD asserts that the inclusion of technologies with low maturity still

represents an important way of ensuring that its space systems always possesses the

most advanced technologies, thus mitigating their risk of obsolescence.

Hypothesis 4: The risk of on-orbit obsolescence is influenced by architectural
choices and design parameters, and a trade-off exists between mitigating the
risk of on-orbit obsolescence and schedule risk.

Research objective 4: Quantify the impact, if any, of spacecraft design
parameters and technology choices, on the risk of on-orbit obsolescence. This
research objective entails developing quantitative assessment of the risk of
on-orbit obsolescence and identifying possible strategies for mitigating this

risk as early as during the design process.



1.3 Outline and summary of contributions

Chapter 2 presents a literature review on responsive space and provides a new
multidisciplinary framework for thinking about and addressing issues of
responsiveness and schedule slippage in the space industry. This framework
advocates three levels of responsiveness: a global industry-wide responsiveness, a local
stakeholder responsiveness, and an interactive or inter-stakeholder responsiveness. The
use of “responsiveness maps” for multiple stakeholders is then introduced and motivated.
“Levers of responsiveness”, or means to influence schedule slippage and impact space
responsiveness, are identified and discussed, and special emphasis is put on “design
levers” or technical spacecraft-centric ways to improve responsiveness. Specifically, the
Technology Readiness Level (TRL), a proxy for technology maturity, is an important
design parameter whose impact on schedule slippage and schedule risk is investigated
independently. A univariate analysis of historical NASA data is conducted to
characterize the relationship between TRL and schedule slippage and analytical

models for schedule slippage as a function of TRL are provided.

In order to account for other sources of variability in system delivery schedule, Chapter 3
adapts the idea of portfolio from the macro- or company level to the micro-level of a
single complex engineering system, by conceiving of the space system itself as a
portfolio of technologies or instruments. This idea of a spacecraft as a technology
portfolio is then used to guide the formulation of a stochastic model of spacecraft
time-to-delivery, through which the impacts of the portfolio characteristics on the Mean-

Time-To-Delivery (MTTD) of the spacecraft and its schedule risk are investigated.



Preliminary results from this model support the claim that the clock-based design
optimization mindset in which the space industry currently operates is one important
underlying driver of these persistent schedule slippages. A paradigm shift towards a
calendar-based design mindset, in which the delivery time of the spacecraft is
accounted for, is proposed and shown to lead to different design choices that are more

likely to prevent schedule slippage and enhance space responsiveness.

The issue of schedule risk, central to Chapter 2 and Chapter 3, pertains to the likelihood
that a space system will not be delivered and provide a service in time to respond to
customer needs. Chapters 4 and 5 explore a second type of “temporal risk” faced by
spacecraft, namely the risk of obsolescence that jeopardizes the ability of space system

to maintain a service that fulfills customer expectations.

In Chapter 4, the concept of obsolescence is discussed in a general sense, and main
drivers of obsolescence are identified. A multidisciplinary review of the phenomenon
of obsolescence is then conducted that presents how the fields of economics, operations
research, bibliometrics and engineering have tackled this issue and discusses the

modeling approaches that have been proposed.

Chapter 5 further continues the discussion of obsolescence by focusing on space systems,
which, unlike ground-based systems that can be physically accessed and thus upgraded,
face a specific risk of obsolescence, referred to in this thesis as “risk of on-orbit

obsolescence”. More specifically, Chapter 5 discusses the position of the Department of



Defense that argues that, given both their long development schedules and their long
design lifetimes, satellites face a serious risk of on-orbit obsolescence if low TRL
technologies are not considered at the onset of their development. To assess the
appropriateness of this rationale, a Markov model for quantifying and analyzing the
risk of on-orbit obsolescence is developed and the impact of selected design parameters

(including TRL) on the risk of obsolescence is investigated.

Chapter 6 integrates the models presented in Chapter 3 and 5 to explore jointly the impact
of design choices (materialized by the selection of portfolio characteristics) on both the
time-to-delivery and time-to-obsolescence of the spacecraft. The result is an integrated
framework that can help inform decisions made during the design of a spacecraft

(or series of spacecraft) for mitigating schedule and obsolescence risks.

Finally, Chapter 7 concludes this work and provides several recommendations for future

research.
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CHAPTER 2

ON SPACE RESPONSIVENESS AND THE ONSET OF

SPACECRAFT SERVICE DELIVERY

“Rien ne m'arréte plus ; dans mon élan rapide
J'obéis au courant, par le désir poussé,

Et je vole 2 mon but comme un grand trait liquide
Qu'un bras invisible a lancé.”

“Nothing can stop me anymore; in my rapid impetus

I obey the current, pushed by the desire

And I fly to my goal like a long liquid stream

That an invisible arm has launched.”

Louise Ackermann, French poet, Le Nuage, Poésies Philosophignes, 1871.

2.1 Introduction

Customers’ needs are dynamic: they emerge in time and evolve stochastically, prompted
by unfolding environmental (political, economic, and or technological) uncertainties and
network externalities. The ability of an industry to address these needs in a timely and
cost-effective manner is indicative of its responsiveness. In the space industry, a systemic
discrepancy exists between the time constants associated with the emergence and change
of customers’ needs, and the response time of the industry in delivering solutions to
address these needs. The needs can consist of a new capability on-orbit for a military or a
commercial customer, or a modification and repositioning of an existing on-orbit asset.
When a new capability is required, from the moment when the need is identified and
requirements are formalized to the time when an operational asset is delivered on-orbit,
several years would typically elapse. Although different in details, other industries have

struggled with conceptually similar issues, and management approaches such as just-in-
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time were developed in part to address the discrepancy between the rate of change of
customers’ needs and the ability of the industry to deliver timely solutions (better

inventory management also played a role in the just-in-time emphasis).

Space responsiveness was first conceptualized in a military context, where needs can
emerge as a result of an unexpected threat, and require the rapid deployment of space
assets to ensure communications between allied forces, as well as surveillance of regions
of interest. The time needed to respond to these new needs can therefore be critical to
ensure swift tactical advantage. Conversely, important penalties can result from the late
delivery of a needed capability to the battlefield. To tackle this challenge, the U.S
Department of Defense issued in 2007 a report outlining the steps required to establish an
Operationally Responsive Space Program Office to improve “the Nation’s means to

develop, acquire, field and employ space capabilities in shortened timeframes” [8].

The need for space responsiveness extends however beyond the defense community and
is equally relevant in the commercial space sector. In a commercial context,
responsiveness is helpful to gain and sustain a competitive advantage, for example by
securing the first-mover advantage against a competing or alternate technology.
Conversely, lack of responsiveness can result in an opportunity loss and hence, loss of
potential revenue and value to shareholders. In addition, satellite manufacturers may be
(contractually) obligated to pay penalties, “liquidated damages”, if they experience
schedule slippage (the opposite of responsiveness) and miss satellite delivery dates.

Responsiveness is also important for scientific space missions. In the case of

12



interplanetary missions, launch windows offer very little schedule flexibility and only
occur every few months or years. The overall goal of more responsive missions in
science is to provide an “increased return of science in much shorter time horizons™ [9].
In certain cases, “responsive missions” would allow scientists to observe and study
transient phenomena (e.g., atmospheric or astrophysical) whose duration is uncertain,
shortly after they appeared [10]. In short, improving space responsiveness is important

for military, commercial, and science applications in the space industry.

In the current space industry, various degrees of responsiveness are achieved depending
on the purpose of the space mission. Figure 3 shows the average time-to-delivery for a
sample of spacecraft launched since the 1990’s, organized by mission class: commercial
communication satellites (29 spacecraft), military missions (15 spacecraft) and civil
scientific missions (29 spacecraft). While commercial communication satellites are
typically delivered in 2 or 3 years following the contract award, the development of
defense and science spacecraft often takes longer, typically 5 years (or more).
Furthermore, the delivery schedule of military and science spacecraft exhibit a higher
variability than that of commercial communication satellites. (Note however that the size
of the sample of military missions is almost half of that of commercial missions). Unlike
military and science spacecraft that are often tailored to a specific mission and are thus
typically designed around a unique payload, commercial communications satellites tend
to be produced at a larger scale, with design similarities that range from the reliance on a

common bus to the use of analogous payloads. In addition to this major distinction, other
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reasons that may explain the differences in responsiveness observed in Figure 3 are

discussed extensively in this chapter.
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Figure 3. Average time-to-delivery of spacecraft and corresponding standard deviation bars
as a function of mission class

The remainder of this chapter is organized as follows. Section 2.2 provides a definition of
space responsiveness. Section 2.3 introduces a new framework for thinking about issues
of space responsiveness, with three levels of responsiveness, which clarify who / what is
responsive in the space industry. Section 2.4 presents tools for identifying and prioritizing
responsiveness-improvement efforts. Finally, section 2.5 discusses the levers of
responsiveness, or means for improving space responsiveness, including spacecraft
design and operational levers, launch levers, and “soft” levers of responsiveness (e.g.,

acquisition policies).

2.2 Definition of space responsiveness

It is important to note that space responsiveness is a broader issue than the sole time-to-
delivery of a spacecraft as shown in Figure 3. For example, in a commercial context,

much time can elapse between the identification of a new need or market opportunity and
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the award of a contract to develop a new satellite. Similarly, the instant at which an asset
is operational may not directly coincide with the instant of the launch (or the
modification) of said asset. From the perspective of the end-customer or the stakeholder
with the need for the space asset, responsiveness is related to the total time 1, elapsed
from the instance when the need for a given on-orbit capability is identified and
formalized to the time when the asset is ready and operational on-orbit. Improving
space responsiveness therefore requires a thorough understanding of the schedule
structure of a space asset, that is, the temporal breakdown of each activity in the space
industry following the issuance of a Request For Proposal (RFP) for a new or modified
on-orbit capability as well as an assessment of how much time each activity contributes
to the total time 7). This “time accounting” is traditionally performed internally by each
stakeholder for technical activities (e.g., design, manufacturing, integration and testing)
in the schedule documents developed for a given space project. Other activities that
should also be considered in this “time accounting” include legal, organizational and
procedural activities that can often have a significant impact on the overall system

delivery schedule.

Responsiveness, unlike reliability for example, is not a characteristic of an item, but a
higher-level attribute of an industry’s value-chain or an industry’s set of customers and
suppliers. Although the technical characteristics and design of the space system under
development are key drivers of the space industry’s responsiveness, or lack thereof, they

are not its sole determinant. Other aspects have an impact on responsiveness and can be

15



usefully tackled, along with design aspects of a spacecraft, to improve space

responsiveness.

If beauty is in the eye of the beholder, responsiveness is in the eye of the “customer”; it
characterizes the reaction time of “suppliers” to an external stimulation (e.g., a new order
for product X). Figure 4 provides an illustrative representation of an industry value chain.
S; in Figure 4 are the various stakeholders in this industry and are affected when the end-
customer issues a new order for a product or a service’. As the end-customer identifies a
new need or opportunity and issues an RFP for a new asset, that RFP stirs the industry
and propagates upstream its value-chain. Figure 4 illustrates the fact that there are
multiple sets of “customers—suppliers” in an industry. Furthermore, one stakeholder’s
customer is often another stakeholder’s supplier. For example, Sy, is the “customer” of

S2z1 and Sz, but Sy, is also the “supplier” of S,.

: Although not important for the purpose of this chapter, a distinction is made herein between an end-
customer (who issues the RFP and “pays the bill” for the whole space asset), and the end-user who pays
service fees for temporary access to some on-orbit capability (e.g., a transponder). Also, note that in order
to avoid cluttering Figure 4, not all the possible links among the various stakeholders are represented.
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Figure 4. Illustrative representation of an industry value-chain. End customer and various
stakeholders (Si). Not all links are represented.

Since responsiveness is relevant for “customers” (or stakeholders with needs), and it

characterizes the reaction time of “suppliers” (or stakeholders addressing those needs, in

whole or in part), different levels and types of responsiveness can be defined:

1. A global industry-wide responsiveness, as seen from the perspective of the end-
customer;

2. A local stakeholder responsiveness, as seen from the perspective of a “local”
customer;

3. Aninteractive or inter-stakeholder responsiveness.

2.3 The three levels of responsiveness

2.3.1 Global responsiveness

The global or industry-wide responsiveness is seen from the perspective of the end-

customer who issues the RFP for a given space capability and “pays the bill” for the
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space asset. This is a “macro-level” attribute of the whole industry. Regardless of how the
industry is structured, whether there are hundreds of suppliers or just a couple of them,
from the perspective of the end-customer, what matters is the time 1y elapsed from the
issuance of the RFP for a space asset until the asset becomes operational on-orbit. Figure
5 provides a symbolic representation of this relationship as a block diagram in which the
“black box” contains all the suppliers (2(S;)) that interact with the end-customer.
Improving global responsiveness of an industry implies among other things reducing or

compressing 7y as shown in Figure 6.

I 6 REP Z(S ) Asset _
;(Si) End-customer issued —> — > gﬁ:rfgli(t)nal

1 I

Figure 5. Global responsiveness, end-customer, and block diagram

Conceptually, compressing 7, and consequently improving global responsiveness, can be
achieved by three different types of actions: (1) eliminating bottlenecks in the value-chain
and minimizing waiting periods, (2) maximizing overlap, to the degree possible, between
different streams of activities at different suppliers, and (3) compressing the “response
time” of each supplier. In practice, in order to identify levers for improving
responsiveness, lower levels of responsiveness—the constituents or components of this

global responsiveness—must be defined, to identify areas where practical improvement
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actions can be taken. Two additional levels are introduced to this effect, local stakeholder

responsiveness, and interactive or inter-stakeholder responsiveness.

Time
A %o
. Improving global responsiveness
‘[53 implies among other things
compressing t,. This can be

accomplished by:

« Eliminating or minimizing

x waiting periods

* Maximizing overlap when

_{:\
=rra
e

‘ possible or practical
« Compressing each supplier's

=- response time

Supplier 1 Waiting Supplier 2 Waiting Supplier3  End-
time or time or customer
overlap overlap

Figure 6. Conceptual improvement of global responsiveness

2.3.2 Local stakeholder responsiveness

In addition to the global responsiveness, responsiveness can be defined at a local level in
an industry value-chain, by local customers instead of the “end-customer”. For example,
in Figure 4, the local responsiveness of S;; is seen from the perspective of its customer,
S, and is related to the total time zg;; elapsed from the instance when S; formalizes its
needs with respect to a given supplier, here S;;, to the time when S;; delivers the required
product and/or service and fulfills its customer’s needs. Improving local responsiveness

implies among other things reducing or compressing this total time zg;;.

2.3.3 Interactive or inter-stakeholder responsiveness

Each stakeholder, by improving its own local responsiveness (7s), contributes to

improving the responsiveness of its own customer(s), and ultimately the global

19



responsiveness. However, the responsiveness of a local customer is not only dependent
upon and determined by the responsiveness of its suppliers, but also by how well (or
efficiently) the customer interacts and works with its suppliers. For example in Figure 4,
the responsiveness of S, is not only determined by the intrinsic responsiveness of its
suppliers, S»,; and S»,2, but also by the time-efficiency of the interaction between S, and
its two suppliers. This can be referred to as "interactive" or "inter-stakeholder
responsiveness" and characterizes the time-efficiency of the interaction between any two
stakeholders in an industry value-chain. The time constant associated with this interactive
responsiveness is noted as Tiyer rep- FOr example, a customer that can finalize
procurement agreements with its suppliers in a few weeks has a better interactive

responsiveness than one requiring several months to set up such agreements.

2.3.4 Formalization

The time constant associated with the responsiveness of a local stakeholder, 7;5, can be
expressed as a function of the response times of all its suppliers S; (i = 1 to n) plus the
interactive responsiveness and the intrinsic responsiveness of the local stakeholder as

shown in the symbolic representation of Eq. 2.1:

TLS = f(TSl ;T52 yees TS,,; 0verlaps)+ z-interjesp + Tintrinsic(LS) (21)

Tinwrinsic(Ls) 1S @ time component of 75 that captures the speed and efficiency by which a
local stakeholder (LS) can address its own customer’s needs irrespective of, or following
its suppliers’ responsiveness and the interactive responsiveness, as shown in Eq. 2.1.
Tinrinsic(Ls) can be termed the local customer’s “self-responsiveness,” and is function of the
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internal technical skills within the company as well as the managerial skills and

organizational structure that facilitate or hamper lean operations and decision-making.

The functional dependence of 7z5 on various parameters (Eq. 2.1) is now discussed.

2.4 Schedule compressibility and responsiveness maps

Improving space responsiveness requires identifying the activities a; contributing to the

overall development and readiness of the system, and assessing the extent to which the

duration of each activity 7,; can be reduced. These tasks can be performed via the time

compressibility metric along with the responsiveness maps, which are presented next.

2.4.1 Schedule compressibility

As the time dimension of responsiveness is related to zj for the global responsiveness,

and 7; for the local stakeholder responsiveness, improving a company’s or an industry’s

responsiveness implies among other things compressing these time scales. By analogy

with the notion of compressibility in fluid dynamics, a time compressibility metric can be

defined as the relative change in 7; per unit increase in effort or resources, or

symbolically:

L 7,
T, O

or

1 Az,
T, Ar
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When expressed for every activity a; in the space industry that follows the issuance of an
RFP for a new or modified on-orbit capability, this time compressibility metric can help
the analyst and decision-maker to think explicitly about the functional dependence of the
schedule for developing a spacecraft on the resources that can be allocated to the various
activities in the development and manufacturing process. This metric need not be
considered with the analytic rigidity that Eq. 2.2 may suggest, but can be assessed
qualitatively (e.g., low, medium, high) through the solicitation of experts’ opinion and

judgment of engineers and program managers.

2.4.2 Responsiveness maps

Given all the activities{a;;| j = 1 to m} performed by a given space industry stakeholder,
S;, to satisfy its customer’s needs, and 7,; the duration of each activity, a
“responsiveness map” can be constructed as follows (Figure 7): the x-axis is constituted
by the compressibility of each activity undertaken by stakeholder S;, and the y-axis is the
normalized duration of each activity with respect to the total response time of the

stakeholder. Each activity undertaken by S; is then placed on this responsiveness map.
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Figure 7. Responsiveness map for a given stakeholder Si

Figure 7 can be interpreted as follows:

1)

2)

The upper-right corner contains activities that are highly compressible (e.g.,
a; 1), that is with limited additional effort or resources (people and/or money) their
time to completion can be dramatically reduced. Furthermore, these activities are
major contributors to the total response time of the stakeholder, i.e., they
constitute important bottlenecks. Therefore, these activities in the upper-right
corner should be tackled first in a responsiveness improvement effort.

The upper-left corner of Figure 7 contains activities that cannot be easily
compressed even if they were allocated additional resources, yet these activities

constitute important bottlenecks for the company (e.g., @;,). In other words, the
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time reduction sought in tackling these activities are more difficult to obtain than
in streamlining the activities in the upper-right corner.

3) The lower-left corner contains activities that are neither easily compressible nor
do they constitute bottlenecks in the overall workflow to deliver a product or
service (e.g., a;3).

4) The lower-right corner contains activities that are easily compressible but that
do not constitute bottlenecks in the overall workflow to deliver a product or

service (e.g., a;4).

High igh priority

Medium

Nledium priority

Low Low pridrity

D
Low Medium High ﬂ
ai’j

Figure 8. Responsiveness map and prioritization of improvement efforts

Responsiveness maps can be developed for every stakeholder in the space industry, and

multiple layers or levels of detail can be included on these maps. Once such maps are
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developed, a company can prioritize its responsiveness improvement efforts by tackling

activities in the higher priority sectors as shown in Figure 8.

The time compressibility metric, as defined in Eq. 2.2, captures one important functional
dependence of the development schedule of a complex system, namely the relationship
between schedule and resources. The development schedule however, and more generally
7.5 and 1), are not only dependent on resources, but also on other “structural”
considerations: for example, a change in development process, a modification of program
reviews, a change in the architecture of the system under development, or a change in the
procurement practices can significantly impact 775 and 7), by modifying or eliminating
some of the activities {a;; | j = 1 to m}. Responsiveness can therefore be improved by

acting on various “levers of responsiveness”, which are presented next.

2.5 Levers of responsiveness

In a broad sense, improving the responsiveness of the space industry can be achieved by
improving each or any local stakeholder’s responsiveness (i.e., having more responsive
satellite manufacturers, launch providers, and/or launch ranges, and in general more
responsive “suppliers™). It is important to note however that the objective of compressing
delivery times and improving space responsiveness is quite ambitious, given that many
past and current space programs have experienced and continue to experience significant
schedule slippage, as discussed in section 1.1. When exploring ways to improve

responsiveness, it is therefore essential to recognize the dual nature of this problem: the
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prevention of responsiveness deterioration or schedule slippage as one side of the coin,

and the schedule compression as the other side of the coin.

These two complementary tasks can be achieved by acting on levers of responsiveness’
described next. Figure 9 provides a graphical summary of various levers of
responsiveness presented in the following section, and their impact on the time constant

10, which is indicative of the global space industry’s responsiveness.
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Figure 9. Summary of levers of responsiveness and their impact (when pulled in the “right”
direction)

T Whether these levers should be pulled—and to what extent—or not is dependent upon numerous
considerations and should be part of larger analyses and trade-offs performed during the design.
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2.5.1 The launch levers of responsiveness: launch vehicles and launch ranges

2.5.1.1 Launch vehicles

Launch vehicles are key-enablers of the global space industry’s responsiveness. At
present, it typically takes several months from the time a spacecraft is shipped from the
manufacturer’s premise to the launch facility, to the time when it is placed on orbit. This
duration is increasingly viewed as an objectionable lack of responsiveness, both for
commercial and (especially) military customers. In response to this problem, new launch
vehicles aiming at meeting the Operationally Responsive Space (ORS) requirements are
developed to reduce the launch response time to a few days [11]. One proposed solution
requires having launch vehicle parts available “off-the-shelf,” so that launchers are built-
to-inventory. Such a new approach implies new constraints, among which is the use of

propellants capable of being stored at ambient temperatures. [12].

One major problem underlying launch responsiveness, or lack of it, resides in what is
referred to in the Operations Research literature as the build-to-order versus the build-
to-inventory production approaches [13]. Launch vehicles today are effectively built-to-
order, that is, they are built for a specific mission/spacecraft and after a confirmed order—
with all the financial guarantees—for the vehicle has been placed [14]; the build-to-order
approach is sometimes referred to as “pull” production system in which the market
effectively “pulls” the products from the manufacturer. By contrast, the build-to-
inventory is a “push” production approach in which products are manufactured (and sent
to the “inventory”) not in response to confirmed orders, but in the hope that “pushing”

said products onto the marketplace will result in them being purchased. It is easy to
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conceive of hybrid production approaches that lie between these two ends of the
spectrum (BTO and BTI) and for which 1) products are built in part to order, and in part
to inventory, 2) products are built to (credible) sales forecast, 3) products are built with
varying degrees of commitments from the customers (shy of firm orders). These various
productions approaches differ in their consequences on responsiveness as well as in their
economic and risk implications, due to the following considerations (summarized in

Figure 10):

1. Launch vehicles are highly complex and costly artifacts. The design of launch
vehicles is driven by and matches the present day dominant design of spacecraft
as large monoliths.

2. Given the high cost of a launch vehicle and the low volume nature of the launch
business, launch providers cannot afford the financial risks that come with the
build-to-inventory production approach, or the significant inventory holding costs
associated with this production approach. The build-to-order approach therefore is
both a lower risk and cost approach to the launch providers than the build-to-
inventory.

3. From a customer’s perspective however, the build-to-order of launch vehicles,
unlike the build-to-inventory, is a non-responsive approach and results in
significant delays before a needed capability is placed on-orbit. Launch
responsiveness, as seen from the end-customer’s perspective (e.g., the U.S. Air
Force), is therefore traded against lower financial risks and inventory costs by the

launch providers.
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Figure 10. Responsiveness and implications of BTO and BTI to launch providers and end-customers.

Enticing the launch providers to switch from a BTO to BTI, and hence towards a more
responsive production approach, will succeed only when credible economic solutions are
found to: 1) distribute the financial risks between the launch providers and the end-
customers; 2) have the latter share in the inventory holding costs associated with the

build-to-inventory approach.

Another hypothetical solution for the switch from BTO to BTI is to dramatically lower

the cost of launch vehicles. This can only happen if the current dominant architecture of

spacecraft (large monolith) is significantly disrupted and a new spacecraft design
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paradigm emerges and proves competitive, such as powerful micro-satellites or

fractionated spacecraft [15].

2.5.1.2 Launch ranges

Just like airports have a limited capacity to handle air traffic, so do launch ranges have a
limited launch turnover rate. Saturation of the launch range capacity can generate an
important “bottleneck™ representing a challenge for the responsiveness of the space
industry, as the current number of launch ranges around the world is not sufficient to
satisfy the demand without generating waiting periods. In addition, most ranges are
government-owned, and function under significant restrictions that often result in delays
of the order of months in their operations. As a result, several initiatives have recently
emerged to build private launch ranges that would allow leaner operations and would
“un-choke” the current flow of demand in launches. For example, the Mojave Spaceport
became the first facility to be certified as a spaceport by the U.S Federal Aviation
Administration (FAA) in 2004, and allowed the flight of X-Prize’s winner
SpaceShipOne. Similarly, Spaceport America, built in New Mexico in 2006, experienced

its first successful launch of a SpaceLoft XL rocket in April 2007.

Since spaceports are typically built around specific vehicle designs, any required
modification to accommodate new vehicle architecture can be time-consuming, i.e., “on
the order of several years” [16]. New practices in the design of launch ranges are
therefore sought to make spaceports compatible with the requirements of Responsive
Space, and move towards airport-like operations. These practices include for example a

reduction of complexity by reducing the number of ground interfaces with the launch
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vehicle, as well as a standardization of these interfaces [17]. Furthermore, vehicle and
payload characteristics (e.g., propellants used, geometry of launch vehicles, on-site
integration of components, special payload services) are thought to have an influence on
the responsiveness of the launch range [18]. These design interactions between the
vehicle and payload with the launch range can be seen as impacting the “interactive
responsiveness” as conceptualized in Eq. 2.1, since in that case the responsiveness is
jointly controlled by the launch vehicles and the launch ranges. Finally, new spaceport
and range technologies offer promising opportunities to reduce turnaround times,
reorganize the scheduling of range assets more efficiently, and increase the availability of

the launch windows [16].

2.5.2 The soft levers of space responsiveness

Recent initiatives to meet the goals of Operationally Responsive Space have mostly
focused on two categories of levers of responsiveness, launch-centric and design-centric
levers of responsiveness (presented in section 2.5.3). Practical achievements that
illustrate this effort include for example the TacSat series of satellites that combine the
use of small, modular satellites with rapid and low cost launch vehicles [19]. However,
efforts to improve space responsiveness ought not focus solely on the technical and
operational characteristics of the artifacts created by the space industry, but should also
address the legal, organizational, and managerial aspects of “doing business” in this
industry. These “soft” levers of responsiveness include the selection process of
competing proposals in response to an RFP, the design reviews during the development
process, and the acquisition policies of space assets (this last point is relevant in the

particular case of military acquisition).
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2.5.2.1 Selection process

The selection process of proposals in response to an RFP can significantly delay the start
of the development of a space program, thus jeopardizing its responsiveness. In the case
of NASA’s Discovery missions, this selection process can take up to 2 years from the
“development of a draft [Announcement of Opportunity] AO until the start of mission
formulation” [20]. In a Federal acquisition context for example, the selection process of
space assets should not only emphasize fairness and accountability, but also explicitly
timeliness. A reduction in time of the selection process from two years to say a few

months therefore represents an important lever for space responsiveness.

2.5.2.2 Design reviews

Spacecraft are developed according to the traditional stage-gate development model with
multiple design reviews that punctuate the development process. Repeated and extensive
design reviews can significantly stretch the development schedule of a spacecraft [21]
and thus degrade responsiveness. In an environment where responsiveness is increasingly
important, it is worth carefully exploring other more expeditious or less frequent reviews
and controls approaches. Reviews support transparency and minimize technical and
programmatic risks between customers and suppliers—for example between an end-
customer, e.g., a satellite operator and a satellite manufacturer. Minimizing the frequency
or limiting the extent of the design reviews may have some benefits in terms of
responsiveness. However, it should be recognized that this potential lever on
responsiveness, which acts on the interactive responsiveness (TZiner resp term 10 Eq. 2.1),
comes at a cost of increased programmatic risk and less transparency between the end-

customer and the satellite manufacturer.
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2.5.2.3 Acquisition policies

Recent studies by the U.S. Government Accountability Office (GAO), as well as the
report of the Defense Science Board/Air Force Scientific Advisory Board Joint Task
Force on Acquisition of National Security Space Programs (also known as the “Young
Panel report” [6]) are consistent in their findings that the DOD space acquisition policies,
despite recent reforms, are failing, with the result that many space programs have
experienced cost growth sometimes exceeding 100-percent, and significant schedule

delays, in some cases as much as 6 years [3,22].

Better practices in systems acquisition have thus been found to constitute effective levers
of responsiveness, if not for compressing systems delivery times at least by helping
programs stay on schedule. The following are some example of policy recommendations
that can be conceived of as levers of responsiveness (the first two are related to the

technology heritage lever discussed previously):

e Technology development should not be undertaken in an acquisition program [23,24].
The rationale for this recommendation is that technology development cannot be
easily time-compressed and it is the most likely to cause schedule slippage. As a
result, GAO recommends confining technology development to the research and
development environment, which is more forgiving of schedule slippages than
acquisition programs where responsiveness matters. One practical instantiation of this
policy is GAO’s recommendation that acquisition programs not include technologies
with a TRL lower than 6 or 7 in the development of a space system (see the

“technology heritage” lever of responsiveness in section 2.5.3.3) [22,25].
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e Stable definition of system requirements is critical to ensure space responsiveness,
since frequent significant changes in these requirements often result in schedule
delays [6,24].

e The number of officials and organizations involved in defining the requirements for
space systems should be limited to avoid the proliferation of requirements [6,24] and
sufficient authority should be given to program managers to make the necessary

trade-offs between requirements, requirements growth, and responsiveness.

2.5.2.4 Export control laws and regulations

When a country exports some of its space technology and shares it with foreign entities,
its national security as well as the competitiveness of its space industry are at a potential
risk. Export control laws and regulations are established to monitor the type of
technology and information that can be exported, in order to protect national security and
commercial interests. Under such regulations, technology must undergo an administrative
process punctuated by various reviews and approval requests before being exported. In
the United States, almost every field of science and engineering is covered by the Export
Administration Regulations (EAR), supervised by the U.S Department of Commerce,
and/or the International Traffic in Arms Regulations (ITAR), supervised by the U.S
Department of State. In 1999, non-military space technology, which had been handled by
the Department of Commerce for several years, returned to the U.S Munitions List
(USML) subject to the stricter ITAR control. A policy of this nature can have significant
implications in terms of space responsiveness. In the case of the U.S space industry, this

effect manifested itself in various ways:
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The more stringent reviews of space-related technology by the Department of State
were found to be much more lengthy than when they were handled by the Department
of Commerce (in roughly 17% of the cases treated by the Department of Commerce,
the review time was greater than 60 days, whereas this proportion goes up to
approximately 48% for cases treated by the Department of State [26]).

Spacecraft is the commodity group for which permanent export licenses granted by
the Department of State take the longest to process [27].

The average time needed to approve Technical Assistance Agreements (TAA’s),
which are critical to international cooperation and marketing, has increased from 52
days in 2003 to 106 days in 2006 [28].

International partners have also observed the increasing delays of space projects
resulting from the application of ITAR [29].

The time needed to obtain export licenses is hard to predict with confidence [30].

As export control laws and regulations have a significant impact on schedule of space

systems (and as a result, on the competitiveness of the space industry), various steps can

be taken to improve responsiveness in this area. These include:

A clearer distinction between the truly military-sensitive technology and the more
harmless commercial technology, both at the industry level (e.g., removing
commercial satellites from the munitions list), and at the spacecraft level (e.g.,
distinguishing the sensitive components from the non-sensitive ones)

A clarification of the role and authority of each administrative entity in granting

export licenses (interactive responsiveness)
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e Improving the efficiency of the entities which conduct the reviews and grant export

licenses (self-responsiveness of each administrative entity).

2.5.3 Design and architecture levers

In addition to extra resources and to the launch and soft levers of responsiveness
presented previously, the development and manufacturing schedule of a system also
depends on the nature and characteristics of the system under development such as its

complexity, heritage, and more generally its architecture.

2.5.3.1 Modularity, Plug-n-Play (PnP), and standardization of interfaces

The many definitions of modularity [31] derive from the notion of module. In product
design, a module is a component or group of self-contained components that: 1) has well-
defined interfaces to a platform, a system, and/or other modules; 2) provides a specific
self-contained function within the system in which it is embedded [32]; 3) can be
“removed (or interchanged) from a product non-destructively as a unit” [33]; 4) can be
easily “plugged” into a system, and both its presence and the function it provides are
directly recognized by the system and put to use accordingly. Modularity acts as a lever

of responsiveness by operating at least on two levels:

e System-level impact: in an integral design (the “opposite” of modularity),
components are tightly coupled, physically and functionally. Because of the lack of
physical and functional separation, the system’s development cycle is constrained to a
large extent to be sequential, with limited or no possible overlap between different
development phases. By contrast, decoupling of functions between different modules

allows a certain degree of parallelism among the tasks performed during the
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development of a modular system [31]. Since modules are separate, providing
specific and self-contained functions, they can be designed, assembled and tested
separately and simultaneously, offering potential time-savings and thus
responsiveness improvements. The total development time of a modular spacecraft

can be symbolically expressed as in Equation 2.3:

Tmodular = z-a,’esign + z-assembly + Ttesting - Z Toverlap(ai;uj) (23)
i# ]

The system-level improvements of responsiveness enabled by modularity are
represented by a negative term that subtracts the overlaps between various activities in

the development cycle of a modular system design.

Module-level impact:

Modularity is sometimes designated in the literature as a “plug-and-play” (PnP)
approach. Interfaces between modules (and/or between modules and platform) need
to be designed in advance, and modules must comply with the standards pre-defined
in order to be connected through these interfaces to the platform or overall system.
Among the benefits presented by this upfront investment in modularity and
standardization of interfaces, the re-use of similar modules is intuitively associated
with a reduction in product development time [33]. In the case of spacecraft, schedule
reduction or responsiveness improvements can result from the adoption of modular
designs, since certain tasks performed once on a given module need not be performed
again when a similar module is being built. This effect is particularly noticeable for
the design and qualification phases. For example, once a module has been tested and

(space-)qualified, its subsequent versions will require limited amount of additional
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testing before it can be integrated into a new system (see [34] for the modeling of cost
savings resulting from modularity in spacecraft design). Several stakeholders in the
space industry, including the U.S. Air Force Research Laboratory, have recently
embarked on the development of technology infrastructure and the formulation of
standards to support spacecraft PnP [35, 36, 37] and proposed modular designs of
spacecraft subsystems and payloads [38] in support of improving space

responsiveness.

2.5.3.2 Complexity

Engineers and program managers are interested in design complexity, its measures, and

implications on schedule, cost, and risk among other things. In general, design

complexity is indicative of: 1) the total number of subsystems or components used in an

engineering system; 2) the number of different kinds of subsystems used (i.e., degree of

heterogeneity); 3) the number of interfaces and connections between these subsystems

(i.e., organizational complexity). Detailed discussions of complexity and its measures can

be found in [39,40,41]. It is commonly accepted that design complexity dramatically

impacts the development and assembly time of a product [42,43].

In the case of spacecraft, complexity influences all the parameters identified in Eq. 2.1,

(in which the local stakeholder (LS) is the spacecraft manufacturer) in at least three ways:

Component-centric: a decrease in system complexity can be reflected by a reduction
of the number (and diversity) of subsystems and payload instruments to be developed,

as well as their connections and interfaces. As a consequence, lower complexity
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results in shorter design and development times for the different “parts” of a
spacecraft.

o System-centric: a decrease in spacecraft complexity reduces the amount of time
required to integrate and test the whole spacecratft.

e Organizational: a reduction in spacecraft complexity is likely to result in fewer
stakeholders and suppliers involved in delivering “parts” to the spacecraft. Fewer
suppliers are likely easier to be managed than scores of them, thus reduced spacecraft

complexity has also the potential to improve the interactive responsiveness.

For example, the number of instruments on-board a spacecraft is a proxy for the
spacecraft size and is one possible indicator of the system’s complexity. As a design
choice, this number of instruments carried on board will influence a space program’s
schedule and can therefore significantly impact responsiveness. When other factors
contributing to complexity (such as design lifetime, power, or propulsion type) are taken

into account, more complex missions tend also to take longer to be developed [44].

2.5.3.3 Heritage, learning curve, and Technology Readiness Level (TRL)

The three terms, heritage, learning curve, and TRL, cover closely related concepts in
engineering design. The idea of improvement in cost resulting from repetitive tasks was
formalized by T.P. Wright [45] and its adaptation for development and assembly times

[46] can be written as follows:

T,=Txn" (2.4)
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and

In(R /100) <0
In(2)

b (2.5)

where T, is the development and assembly time of the n™ unit, T, the development and

assembly time of the first unit, and R is referred to as the learning rate. The application of
Eq. 2.4, and the schedule advantages—or time compressibility—resulting from heritage
and learning curve effects are illustrated in Figure 11, where the cumulative production
time for n identical units is plotted with and without learning effects. In the case of
commercial communication satellites, the production of a large number of identical units
and the resulting time savings may explain (at least partly) their higher responsiveness
compared to that of military and scientific missions, as observed previously on Figure 3.

Heritage, as shown in Figure 11, is the “depth of the past” or the amount of experience in
producing identical units (n), whereas what is traditionally referred to as the learning
curve, or learning rate, R is another parameter that determines the improvements (in
terms of production time or cost) between two identical and consecutive units produced.
(The cost analog of this model (Eq. 2.4) is sometimes written as follows:

C.=Crpy x n”. For this model, “the learning rate (R) for the space and aerospace

industry is such that, on average, the n™ unit will cost between 87% and 96% of the

previous unit” [47]).
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Figure 11. Heritage and learning effects for R = 80% (illustrative)

In addition to heritage and learning curves, the aerospace community has also developed
and widely adopted the concept of Technology Readiness Levels, or TRL, introduced by
NASA in the 1980s [48]. “TRL [is a] systematic metric/measurement that supports, 1) the
assessments of the maturity of a particular technology, and, 2) the consistent comparison
of maturity between different types of technology” [49]. This metric is organized on a
scale of nine levels corresponding to key stages of development of a given technology, as
briefly described in Table 1. TRL has been traditionally used to assess the development
(and cost) risk of a spacecraft. For example, whether only in-flight proven technologies
should be admitted in response to an RFP, or not, has potential implications on the design
and development schedule of a spacecraft. The lack of technology maturity or low TRL,
sometimes described in the literature as technology uncertainty, is often associated with
schedule risk, albeit qualitatively. Browning [50] defines schedule risk as the
“uncertainty in the ability of a project to develop an acceptable design [...] within a span

of time, and the consequences thereof.” The author also defines technology risk as the
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“uncertainty in capability of technology to provide performance benefits (within cost

and/or schedule expectations), and the consequences thereof.”

Table 1. Summary of different Technology Readiness Levels

TRL Summary description

TRL 1 Basic principles observed and reported

TRL 2 Technology concept and or application formulated
TRL 3 Analytical and experimental critical function

and/or characteristic proof-of- concept

TRL 4 Component and/or breadboard validation in

laboratory environment

TRL 5 Component and/or breadboard validation in

relevant environment

TRL 6 System/subsystem model or prototype

demonstration in a relevant environment (ground

or space)

TRL 7 System prototype demonstration in a space
environment

TRL 8 Actual system completed and “flight qualified”

through test and demonstration (ground or space)

TRL 9 Actual system “flight proven” through successful

mission operations

By their definitions alone, these concepts suggest a close relationship between technology
uncertainty and schedule risk. In fact, in a study conducted by Gupta and Wilemon [51]

of large technology-based firms, “about 58% of the interviewees cited technological
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uncertainties as a major reason for delays.” The link between technology uncertainty and
technology maturity is intuitive: the more mature a technology is, the more knowledge is
available concerning its development, manufacturing, and mode(s) of operation. This, in
turn, provides a higher confidence level that the mission requirements will be met. As a
result, technology uncertainty in the project is reduced. Therefore, maturing technology is
critical to completing a program on schedule and within budget.

Low TRL of the space system/payload under development has been repeatedly identified
by the U.S Government Accountability Office as an important culprit associated with
schedule slippage [2,22,25,52,53]. Indeed, as the low-TRL world (research environment,
or S&T in government parlance) and the high-TRL world (e.g, development and
production) are significantly different and do not always interact seamlessly, it is hard to
predict how smooth this maturation process will be, and more importantly, how much
time it will take to bring a low TRL technology (e.g., TRL = 4) to a comfortable level of
maturity (e.g., TRL = 8). This issue is sometimes referred as the TRL gap and is
described by George and Powers as “the problem of efficiently transitioning a new
technology from concept to viable product in the shortest possible time and at the least

cost” [54].

TRL, learning curves and heritage, bundled under the single heading of “technology
heritage”, have therefore significant implications on the design of space systems in
general and are likely to impact all the parameters identified in Eq. 2.1, which determine
the local and global responsiveness. In short, the use of higher technology heritage in

space programs is likely to result in faster delivery times and hence improved
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responsiveness. The following section further investigates the impact of TRL as a design-

centric lever of responsiveness and explores its influence on schedule slippage.

2.6 TRL, schedule slippage and responsiveness: an example of

univariate analysis

To analyze quantitatively the impact of design levers on responsiveness and schedule
slippage, one preliminary step consists in looking at the influence of each design attribute
on schedule, treated independently. In the following, an example of univariate analysis of
schedule slippage is provided, by considering TRL as the independent variable and using
it as a proxy for technology maturity (or lack of). Schedule slippage is thus considered a
random variable, or more precisely, a random vector or an indexed family of random
variables with TRL as the index. This section proposes to characterize through data
analysis and modeling the central tendency and dispersion of this random variable as a

function of TRL.

2.6.1 Data Description

Paradoxically, despite the fact that technology readiness level is a central theme in
feasibility studies of system design (spacecraft and other), limited TRL data is available
to the technical community for analysis—unlike other parameters such as system cost for
example for which quantitative data and a number of (cost) models exist and are widely
available. In some cases, when TRL 1is discussed in the technical literature, qualitative

maturity levels (“Low/Medium/High”) are employed.
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For the purpose of this analysis, programmatic data from 28 NASA programs was
considered. Most of these programs considered here are unmanned, and include Earth
science missions and interplanetary probes. Lee and Thomas [55] used this data to
construct probability-based models for the cost growth of NASA’s programs. Details
about this data can be found in Ref. 55. This section focuses instead on schedule slippage
and is concerned with three parameters from the data set:

1. TRL at start of program

2. Initial schedule Duration Estimate (IDE)

3. Final Total schedule Duration (FTD)

The Relative Schedule Slippage (RSS) is defined here as the percentage schedule growth

given the initial schedule estimate:

RSS =

(FTl;D— IDE) |00 (2.6)

Recall that the objective of this section is to quantify how much schedule risk/slippage is
associated with different levels of technology maturity or TRL. Given this objective, a
regression analysis is performed on the data and the relationship between TRL and RSS
is investigated. Both the central tendencies and the dispersion of RSS are analyzed as a
function of TRL and the results are related to schedule risk and slippage. The details are

further discussed in section 2.6.2.

Before proceeding, a subtlety concerning the TRL data should be addressed:
TRLs usually define the maturity of a given technology, and by extension, a TRL value is

commonly assigned to a component characterized by one single technology. However, to
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extend the notion of technology maturity to an entire program, an average TRL value for
a complex system must be defined. Lee and Thomas [55] calculated a weighted average
of TRL for each program (WTRL), by taking the “TRL of each component multiplied by
their corresponding percent of the allocated cost against the entire program’s cost” as

defined in Eq. 2.7.

cost,

WIRL,, ... = 2w, TRL, where w, = 2.7)
componentsc; COStprogram
system —TRL = \_WTRmegmmJ: max {n eN|N<WTRL,,0rom } (2.8)

For example, a complex system such as the Hubble Space Telescope is first broken down
into subsystems (e.g., attitude control), which are then decomposed into components
(e.g., control moment gyros)®. The TRL of each component is then considered to
regressively define the WTRL. This study used the WTRL as a preliminary basis for the
“average system-TRL” whose influence on schedule slippage was investigated. The
WTRL is proportional to the amount of resources spent for each component. Components
with a small w; are either of minor importance in the design, or their TRL is already
sufficiently high to limit the allocated cost for their development and implementation. In
both cases, it is reasonable to assume that such components will not critically impact the
advancement of the schedule, which justifies the use of the WTRL for this schedule

analysis. However, this WTRL calculation results in a value with decimal digits. Such a

* D. Thomas, personal communication, August 2007.
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degree of precision was not relevant for this study. To obtain the average system-TRL
(hereafter often simply referred to as “TRL”), the final step consisted in rounding down
to the next integer by applying the floor function to the WTRL as shown in Equation
(2.8). Here again, when considering components requiring a large resource investment, it
is contended that those with the lowest TRLs drive the schedule delays, as they represent
the “slowest links” of the maturation chain. For example, consider a program whose
WTRL is 4.62. If it involves components with TRL 5 or 6, it also involves components
with integer values of TRL less or equal than 4. First, the WTRL of 4.62 gives a good
indicator of the “average TRL” of the entire system. Then, considering that components
with low TRL (e.g., TRL = 4) have a bigger impact on schedule slippage than

components with TRL 5, the integer value, that is TRL = 4 was retained.’

2.6.2 Modeling Schedule Slippage

For each of the 28 NASA programs in the data set, the doublet (TRL; RSS) where the
TRL consists of the integer values discussed in the previous section is plotted and
analyzed. The TRLs in the data set range from 4 to 8. The relative schedule slippage is
considered a random variable—more precisely, a random vector or an indexed family of
random variables with TRL as the index. In the following, both the central tendency and
the dispersion of this random variable is analyzed and modeled as a function of the

independent variable in this study, namely TRL.

¥ Following these logics, one could argue that the minimum of all the components’ TRLs could be directly
used in place of the WTRL. However, it is important to capture first the relative importance of every
component in terms of the amount of resources spent. The WTRL provides this function.
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2.6.2.1 Mean relative schedule slippage

The central tendency of RSS is captured by its mean or average value, which for a given

TRL is defined as follows:

(rss) =3 B55, 2.9)

=t =

Figure 12 shows the mean RSS for each TRL. For example, for a TRL = 4 at start of the
program, Figure 12 shows that an average 78% schedule slippage has been observed in
all 28 programs considered—in other words, programs’ schedules have been consistently
underestimated by 78% when the TRL at start of the program was 4 (this is low maturity
technology in the context of a space acquisition program). Similarly, when TRL at start

of the program was 7, Figure 12 shows a mean RSS of 19%.

More generally, Figure 12 shows a monotonically decreasing average RSS as a function
of TRL. This result can be interpreted as follows: the quality of the initial schedule
estimate (IDE) at start of the program improves (i.e., is more accurate) as the
technologies considered for the program are more mature. Conversely, the lower the
maturity of the technology considered, the less the actual schedule or FTD can be
predicted with accuracy (i.e., the bigger the error in the program’s initial schedule
estimate). While this result may be considered intuitive, Figure 12 provides an empirical

confirmation of this intuition.
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Figure 12. Relative Schedule Slippage (RSS) for 28 NASA programs (mean, max, and regression
analysis) as a function of TRL.

To analytically reflect this trend, this work proposes to model the mean relative schedule
slippage with a decreasing exponential function of TRL, and perform a regression
analysis on the data set to fit the model parameters. Equation 2.10 represents the model

structure:
<RSS> et TR (2.10)

This model structure was chosen both for its simplicity and conceptual relevance. A
polynomial fit of order n >1 for example would be meaningless considering the small size

of the sample, and the absence of a conceptual interpretation of the coefficients needed to
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ensure goodness-of-fit. More importantly, the needed function should 1) account for the
reduction of the schedule slippage with higher TRLs, and 2) provide increasingly smaller

increments in schedule slippage as TRL increases. Condition 2 can be stated

mathematically as follows: the absolute value of the derivative of the <RSS> with respect

to TRL should be a decreasing function. This justified the choice of a decreasing

exponential function.

Table 2 shows the results of the regression analysis using this model structure (Eq. 4). A
comparison of the observed and modeled mean relative schedule slippage is provided in
Table 3. The model of the mean relative schedule slippage, which consists of Eq. 2.10
and the value of its parameters in Table 2, is fairly accurate, as reflected by the
coefficient of determination R%, 94%, and by the error between the model output and the

observed data (less than 10 percent).

Table 2. Model parameters for the average schedule slippage in this data set

Model parameter Value
a 8.29
A 0.56
R 0.94
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The R? parameter™ indicates that the variability in the mean relative schedule slippage is
primarily accounted for by the TRL. However, due to the limited size of the sample (28
data points with an average of 6 points for each TRL), the R* value of this model, 94%,
should be considered with caution and not interpreted beyond the fact it indicates an

accurate model.

Table 3. Model accuracy: mean relative schedule slippage and TRL

TRL Observed mean relative Modeled mean relative Error
schedule slippage schedule slippage
(RsS), (Rss).
4 78% 88% 10%
5 57% 50% 7%
6 20% 29% 9%
7 19% 16% 3%
8 7% 9% 2%

Note that while no spacecraft with an average system-TRL of 9 was found in the original
data set, the modeled RSS mean extrapolated for a system-TRL of 9 yields a value of
5.3%, suggesting that schedule slippage may still occur for the highest level of
technology maturity. This tends to validate the influence of non-technical parameters

(i.e., the “soft” levers of responsiveness discussed in section 2.5.2) on schedule slippage.

*

T If Y, are the values of the dependant variable considered, j}i the fitted values, and Y the sample mean, the
A =\2
2(5,~¥)

coefficient of determination is defined by R 2= l—_z, and takes a value between 0 and 1.
2=
i
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2.6.2.2 Dispersion of the relative schedule slippage

In addition to the mean relative schedule slippage, the data allows us to model the
envelope or range within which the relative schedule slippage falls for each TRL. The
range of the relative schedule slippage is referred to as its dispersion. In the following,
the range or envelope of RSS is modeled by the upper- and lower bound (UB, and LB

respectively) values of RSS for each TRL level:

UB, = max(RSS,)

TRL= j

LB; = min(RSS,)

TRL= j

2.11)

The envelope and dispersion of the data set are defined by Eq. 2.12:

env(RSS) = {UB/. ; LB, }
for j=4,5,6,7,8 (2.12)
Dispersion; =UB, - LB,

The lower-bound model (LB;) is trivial and equal to zero for all TRLs. In other words, for
each TRL, at least one data point was found in this sample for which the initial estimated

schedule (IDE) almost matched the actual schedule (FTD), thus resulting in an RSS
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almost equal to zero'. Consequently, the upper-bound model is also a model of the data

dispersion.

The upper-bound is modeled with a decreasing exponential as defined in Eq. 2.13:

(UB)= g™ (2.13)

Figure 12 shows that the dispersion of RSS narrows down as TRL increases. This
dispersion can be considered a proxy for the time uncertainty in the technology
maturation process: the lower the TRL, the bigger the schedule uncertainty, that is, the
less we can predict with accuracy the time it will take to complete a project. GAO [3] put
it more forcefully:
“There is no way to estimate how long it would take to design, develop, and build
a satellite system when critical technologies planned for that system are still in a
relatively early stages of discovery and invention.”
These results provide additional nuance to, and quantification of, this statement by GAO.
Table 4 shows the results of the regression analysis using this model structure (Eq. 2.13).
This model of the dispersion of the relative schedule slippage is fairly accurate, as
reflected by the coefficient of determination R* (83%). However, the same caveat
regarding the R? parameter discussed previously (2.6.2.1) also applies in this case of the

dispersion model.

" This was a surprising result for the low TRL (4 and 5). It can be assumed that for these exceptional cases
a significant schedule margins was probably factored into the initial schedule estimate, although
unfortunately the data provided here does not allow the verification of this assumption.
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Table 4. Model parameters for the maximum schedule slippage in this data set

Model parameter Value

a' 20.47
A 0.57
R 0.83

Beyond the schedule estimation errors reflected by the mean RSS model (Equation 2.10
and Table 2)—these may be due to a variety of factors including intrinsically flawed
schedule estimation methods in use by the industry—the dispersion of the RSS data
suggests the existence of other sources of discrepancies between FTD and IDE (i.e., other
than TRL), specific to each space program (e.g., complexity of the system under
development, experience of the program manager, funding delays, requirements creep,

etc.).

The models presented previously constitute an example of a univariate analysis of
schedule that can help gain a preliminary understanding of the impact of one design
parameter on schedule (or design lever of responsiveness). Here, technology maturity
was considered the independent variable, measured through an average or aggregate TRL
of the spacecraft subsystems. It is however important to recall that the concept of
technology maturity has its primary meaning when considered at the subsystem or single-
instrument level. For that reason, the use of TRL beyond its initial domain of validity for
the characterization of an entire system has been criticized [56,57,58,59]. To address the
limitations of the TRL scale, other metrics have been proposed to assess various aspects

of the readiness of a complex system. The next section now briefly reviews such metrics
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to identify whether they can serve as the basis for a framework for modeling spacecraft

schedule and helping guide design decisions.

2.7 Other readiness metrics for complex engineering systems

2.7.1 Integrated Technology Index

Observing that “TRLs do not provide any insight into the uncertainty that may be
expected in pursuing the further maturation of the technology in an R&D program”,
Mankins [60] proposed a new metric called R&D degree of difficulty (R&D) to
complement the existing TRL metric. The purpose of the R&D?’ is to help quantify the
perceived difficulty in achieving research and development objectives, and to help decide
on the appropriate number of design options to consider concurrently to reach those
objectives. Note that it does not directly help quantify the time needed to bring a system
to completion. In an effort to address the “technology challenge” that characterizes a
complex system, Mankins then proposed the Integrated Technology Index (ITI), defined

as follows:

> o (ATRL*R&D’*TNV)
IT] = subsystem technologies (214)

number of technologies

where for each technology, ATRL represents the gap between the current TRL and the
intended TRL, R&D” represents the R&D degree of difficulty, TNV represents the
Technology Need Value (TNV) that reflects the level of criticality of that specific

technology. A concept with low ITI presents low technological uncertainty and vice-
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versa.. Mankins states that the Integrated Technology Index “compensates inherently for
the differing levels of fidelity with which different advanced systems concepts may be
defined (since the number of technologies normalizes the sum of the individual index
values)”. In other words, ITI attempts to account for the disparities in technology
advancement within a complex system; however the potential resulting integration
difficulties are only captured in an indirect manner through the normalization by the
number of technologies. The Integration Readiness Levels (IRL) described next have
been defined to more explicitly measure the integration maturity between technologies

embedded in a complex system.

2.7.2 Integration Readiness Level (IRL)

Initially inspired from the Open Systems Interconnect (OSI) standard for network
systems, the Integration Readiness Level (IRL) scale was proposed by Sauser et al. [61]
to evaluate the integration maturity of a technology. Its latest formulation [59] with a 9-

level structure resembles that of the TRL scale and is presented in Table 5.

Several comments regarding the IRL scale and its relevance to the work conducted in this

thesis can be made:

e Sauser et al. [59] state that “IRL does not evaluate cost and schedule”, and much of
the added value of the IRL scale pertains to the management of technical risk (as
illustrated by the failure examples of Mars Climate Orbiter, Ariane 5 and Hubble
Space Telescope presented by the authors as correlated with low-IRL technologies)

rather than programmatic risk.
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Due to its conceptual connections with the OSI model, the proposed IRL scale puts
much emphasis on data/information exchange. The integration of instruments and
subsystems into a whole spacecraft not only requires the verification that the
data/information remains consistent from one technology to the rest of the spacecraft
(which is the main orientation of the IRL scale), but also necessitates that the integrity
of the entire system (e.g., from a mechanical, electromagnetic, thermal, etc.
standpoint) is maintained when a technology is integrated. While this may be implied
by IRL 7-IRLS, the actual integration and testing of the technologies constitutes an
important phase of the spacecraft development that this thesis seeks to more explicitly

capture.

The IRL does in fact relate to a duplet of technologies (Technology 1, Technology 2)
rather than one single technology. The authors recall that “it is to be used to assess
integration maturity between two TRL assessed technologies”. It is therefore not
sufficient per se to evaluate the maturity of the integration of a technology with
respect to its entire environmental system or spacecraft host. Recognizing this
limitation, the authors have proposed another metric called System Readiness Level

(SRL) that builds on the concepts of TRLs and IRLs and that are presented next.
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Table 5. Summary of different Integration Readiness Levels [59]

IRL

Summary description

IRL 1

IRL 2

IRL 3

IRL 4

IRL 5

IRL 6

IRL 7

IRL 8

IRL 9

An interface between technologies has been identified with

sufficient detail to allow characterization of the relationship

There is some level of specificity to characterize the
interaction (i.e., ability to influence) between technologies

through their interface.

There is compatibility (i.e., common language) between

technologies to orderly and efficiently integrate and interact.

There is sufficient detail in the quality and assurance of the

integration between technologies.

There is sufficient control between technologies necessary to

establish, manage, and terminate the integration.

The integrating technologies can accept, translate, and

structure information for its intended application.

The integration of technologies has been verified and

validated and an acquisition/insertion decision can be made.

Actual integration completed and “mission qualified” through

test and demonstration, in the system environment.

Integration is “mission proven” through successful mission

operations

2.7.3 System Readiness Level (SRL)

Sauser et al. [57] proposed a metric to “assess the maturity of the entire system that is
under development”, and adopted a formulation based on the existing TRL scale as well

as the IRL metric previously described. For a given technology i, they define SRL; as

follows:

SRL, = 3 IRL,TRL,
J
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with IRL;; = 1 and IRL; = 0 when there is no integration between technology i and
technology j. SRL; attemps to quantify “the readiness level of a specific technology with
respect to every other technology in the system while also accounting for the
development state of each technology through the TRL” [57]. A composite SRL index
can then be defined as a weighted average of the SRL; for all the technologies included in
the system to reflect the overall maturity of the entire system. Note that in this form, the
composite SRL index would present the same limitations than the averaged system-TRL
that was presented at the end of section 2.6. The authors then investigated the possible
mapping between their SRL index and the different phases of the system engineering life
cycle but warned that “the SRL for one system cannot be compared to the SRL of another
system unless they are the same system”. In other words, the SRL (in its current
formulation) could prove useful to monitor the advancement of the readiness of one given
system, but it does not allow a consistent comparison across systems (unlike the TRL

scale).

2.8 Summary

This chapter provided a review and synthesis of the literature on responsive space and the
challenge of keeping the development of space systems on schedule. A multi-disciplinary
framework was provided for thinking about and addressing issues of space
responsiveness. Also discussed were tools for identifying and prioritizing responsiveness-
improvement efforts. The levers of responsiveness, or means for improving space
responsiveness were presented, including spacecraft design and operational levers, launch
levers, and “soft” levers of responsiveness. In response to the first research objectives,

this chapter then focused on one design-centric lever of responsiveness, namely the
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Technology Readiness Level. The preliminary univariate analysis of schedule as a
function of average system-TRL suggested that the overall level of technology maturity
characterizing a space system at the start of its development has significant implications
on schedule slippage and schedule risk. However, the concept of TRL is meaningful at
the subsystem or single-instrument level rather than at the system level. In addition, other
design parameters have a potential influence on schedule (as reflected by the dispersion
of the RSS), that can be combined with the impact of technology maturity. Finally, the
last section of this chapter briefly reviewed some other readiness metrics that could
support the formulation of a framework for the modeling of spacecraft schedule in
relation with design parameters. The System Readiness Level (SRL) metric exhibited the
same limitation than an average system-TRL and does not appear to translate into an
elementary design parameter whose meaning remains consistent across various design
options. At a more fundamental level, the IRL metric highlighted the significance of
technology integration in the spacecraft development process, which was not explicitly
reflected in the Integration Technology Index (ITI). Nevertheless, its formulation
(between a duplet of technologies), its focus (information-centric) and its purpose
(managing technical risk), do not adequately address the thesis’ objective of developing a
framework for modeling spacecraft schedule that should help inform design decisions

that have programmatic implications.

The next chapter proposes a modeling framework of spacecraft schedule based on the

concept of “spacecraft technology portfolio” that
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1) addresses the limitation of an average system-TRL (or a composite SRL) by
considering the full spectrum of technology maturities of the various instruments (or
subsystems) in a spacecraft

2) explicitly captures the significance of the integration and testing phase of the entire
Space system.

Furthermore, this model is formulated in a stochastic fashion, in order to reflect the

uncertainties associated with the technology maturation and system integration processes.

61



CHAPTER 3

SPACECRAFT TECHNOLOGY PORTFOLIO:

STOCHASTIC MODELING AND IMPLICATIONS FOR

RESPONSIVENESS AND SCHEDULE SLIPPAGE

“By the fourth grade, I graduated to an erector set
and spent many happy hours constructing devices of unknown purpose
where the main design criterion was to maximize the number of moving parts and overall size.”

Steven Chu, American physicist, 1997 Nobel Prize Laureate in Physics.

3.1 Introduction

This chapter extends the analysis conducted in chapter 2 by increasing the resolution on
the technology maturity and assigning a TRL to each of the subsystems or instruments
considered for the spacecraft. Furthermore, various design parameters, other than TRL,
can drive schedule and also be considered as “levers of responsiveness”. For example, the
size and/or complexity of a spacecraft (as discussed in section 2.5.3.2), defined by its
number of subsystems or instruments, is likely to affect the final delivery schedule of the
spacecraft. The idea that, with a large number of instruments, the completion of an entire
spacecraft is more likely to be delayed due to slippage in the development of one
immature instrument is supported by historical evidence. For example, the GAO reports
[62] that in the case of the DOD’s Space-Based Infrared System (SBIRS), “several design
modifications have been necessary, including 39 modifications to the first of two infrared

sensors to reduce excessive noise created by electromagnetic interference—a threat to the
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host satellite’s functionality—delaying delivery of the sensor by 10 months [...]
Moreover, delays in the development of the first sensor have had a cascading effect. [...]
Program officials [...] agreed that these delays put the remaining SBIRS High schedule at
risk.” To quantitatively characterize this risk, this chapter thus proposes to add a portfolio
dimension to the analysis of spacecraft schedule by considering the impact of the number
of instruments, their individual technology maturity and the resulting TRL heterogeneity

on the Time-to-Delivery of the entire spacecraft.

In the literature on and practice of Research & Development (R&D) management, a
similar problem has been tackled, and the general approach for handling this problem is
commonly referred to as “portfolio management” (with the qualifiers “R&D” or
“technology” often preceding it). This chapter adapts the idea of technology portfolio
from the macro- or company level to the micro-level of a single complex engineering
system and investigate its relevance and implications. More specifically, a spacecraft is
conceived of as a portfolio of technologies and instruments. This portfolio is (to be)
embedded within the spacecraft and is characterized by the triplet (number of instruments
—or size—, individual TRLs, TRL heterogeneity). This technology portfolio
characterization endogenous to the system can be considered as one proxy for the

spacecraft’s complexity.

This chapter is organized as follows. Section 3.2 provides a brief overview of the concept

of portfolio as it has traditionally been implemented by successful companies and the

relevance of this approach to spacecraft design and schedule analysis is shown in section
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3.3. In section 3.4, the relationship between technology maturity and delivery schedule is
modeled at a micro-level via the formulation of a probabilistic model of the Time-to-
Delivery (7D;) for each instrument of the spacecraft’s “portfolio.” Based on actual data,
models for the Time-to-Integration of the spacecraft and for the Shipping time of the
spacecraft are then developed as a function of the number of instruments. The
development of the entire spacecraft is finally simulated via the execution of Monte Carlo
simulations of the three models sequentially: the concurrent development model of each
instrument of the spacecraft portfolio, the model of Time-to-Integration of the whole
spacecraft, and the model of Shipping time. The result is an important new random
variable, referred to in this chapter as the spacecraft Time-to-Delivery (7D;.), and
defined as the time elapsed from the start of the program until the spacecraft is launched.
This new random variable (along with its mean and dispersion) is one important
characterization of responsiveness and is dependent on both the “size” and the maturity
of the spacecraft’s technology portfolio. From the distribution of 7Dy, the notions of
Mean-Time-To-Delivery (MTTD) of a spacecraft and its schedule delivery risk are
introduced. Section 3.5 investigates how the MTTD and schedule delivery risk are
affected by the choice of the spacecraft technology portfolio (i.e., by varying the “size” of
the portfolio and the individual technology maturities). Homogeneous TRL cases (with
only instruments of identical initial TRL) and heterogeneous ones are considered. Finally,
section 3.6 discusses the utility implications of varying the portfolio characteristics and
time-horizons, and provides “portfolio maps” as guides to help system designers identify
appropriate portfolio characteristics when operating in a calendar-based design

environment (which is the paradigm shift that space responsiveness introduces).
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3.2 The notion of portfolio in Finances and Research & Development

In the 1950’s, Markowitz formulated the basic concepts of the Modern Portfolio Theory
for financial assets, which rapidly generated significant interest in academia and in the
financial industry. According to Markowitz’ rule of mean-variance of returns, an investor
should choose the portfolios of assets that maximize the expected value of return for a
given variance of return (i.e., the “financial risk™) or minimize the variance of return for a
given expected value of return [63]. This principle highlighted the importance of the
diversification of assets in order to optimize the value of the entire portfolio. In the field
of Research & Development (R&D), this problematic found much resonance within
companies having to decide on the types of research projects to support and the
appropriate amount of resources to allocate to new projects. Since the 1970’s, the idea of
R&D portfolios has gained strong foothold in industry and academia, and numerous
studies tackling the issue of technology portfolio management have been conducted and
published, sometimes under the heading of “New Product Development” (NPD) [64,65].
The similarities between R&D portfolio and the initial Markowitz formulation involving
financial assets have been summarized by Roussel et al.: “the purpose of both business
and R&D portfolio planning typically is to reach the optimum point between risk and
reward, stability and growth” [66]. More recently, Cooper et al. proposed a formal

definition of portfolio management [67]:

“Portfolio management is a dynamic decision process, whereby a business’s list

of active new product (and R&D) projects is constantly updated and revised. In
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this process, new projects are evaluated, selected, and prioritized; existing
projects may be accelerated, killed, or de-prioritized; and resources are allocated

and reallocated to the active projects.”

These definitions highlight several key notions characterizing the concept of portfolio

and portfolio management. Five such key notions are discussed next:

1. Portfolio management is a resource allocation problem. It is the scarcity of
resources (for example, funding or time) available to a company, which calls for
the use of a framework to select and appropriately distribute the resources among
the prospective projects. In fact, resource limitations that were overlooked during

the selection process often explain project cancellation [68,69].

2. In portfolio management, innovation is recognized as essential to the sustainable
success of a company. The constitution of a portfolio is thus directly related to the
amount of innovation in which a company is willing to invest in order to meet its
objectives. Innovating projects may offer novel capabilities or enhanced
performance benefits over existing offerings (products or services) and can
potentially give a company a competitive advantage by positioning it as a leader
in an emerging market [64]. On the other hand, such projects often require, in the
short-term, significant resource investments while offering the possibility of mid-

or long-term returns on those investments.
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3. As suggested by Markowitz [63] and Roussel et al. [66] uncertainties and risk
are essential motivations for the portfolio mindset, whether in finance or in
technology R&D. In a 2007 report, the GAO advocated the use of a portfolio
management approach for the DOD acquisitions by noting that focusing
excessively on new products in isolation could “result in long cycle times, wasted
money and lost opportunities elsewhere”[70]. In addition to the technical risks
and performance uncertainties inherent to new and unproven products/projects,
environmental uncertainties (e.g., related to the dynamics of the market) put the
portfolio selection process in a stochastic (dynamic and non-deterministic)

context.

4. In presence of limited resources and various sources of uncertainties, the balance
of the resources allocation among projects is therefore a key notion to ensure that
these resources are used in an optimal way, that is, to both maximize the return on
investment and mitigate risk through diversification. In summary, portfolio
management is about the “optimal investment mix between risk versus return,
maintenance versus growth, and short-term versus long-term new product

projects”[71].

5. Finally, project selection for the constitution of a portfolio is a dynamic, iterative

process, in which “[decisions] are revisited at multiple stages throughout product

development in a gated review and assessment process”’[70].
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Numerous methods have been proposed and extensively discussed in the literature on
developing and managing an R&D portfolio. Archer and Ghasemzadeh [68]
distinguished these methods by identifying the following three major phases in the
process of constituting an R&D portfolio: strategic considerations, individual project

evaluation, and portfolio selection.

In the first phase, a company identifies market opportunities and formulates a strategy to
tackle these opportunities. From a customer perspective, strategies to position the
company on the market can be for example operational excellence, product leadership or
customer intimacy [72]. A set of objectives is then defined to support this strategy.
Ultimately, portfolio management aims at aligning the products or projects with these

objectives.

In the second phase, projects are evaluated individually on the objectives listed by the
company. Such criteria are for example expected profits, time-to-completion, cost,
probability of success, etc. [66] Very often, criteria can be conflicting (e.g., reducing the
time-to-completion could reduce the probability of success). A myriad of methods,
quantitative and qualitative, have been proposed to perform this multi-criteria evaluation
task. Thorough reviews of the literature on these techniques have been provided by Baker
and Freeland [73], Cooper et al. [67], Chen-Fu Chien [74], Linton et al. [75], Henriksen
and Traynor [76], Martino [77]. From a quantitative perspective, financial models based
on net present value (NPV) [78,79], and Real Options Theory [80,81,82] have been

proposed. While these techniques are formal and quantitative, some business managers
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find them somewhat impractical and conveying a flawed sense of precision (when the
numbers can be easily manipulated to support any decision). As a result, more qualitative
methods such as checklists or scorecards, with various figures of merit for each project,

have sometimes been used instead [83].

In the third phase, once the projects have been evaluated individually, the “portfolio” is
constituted by comparing projects with each other and selecting appropriate combinations
in line with the company’s strategy and resources. Qualitative methods such as the
Analytic Hierarchy Procedure (AHP) [84,85] or the 2D bubble diagrams [66] have gained
much popularity in corporate settings due to their accessibility. Several mathematical
approaches are also available to select the best combinations by maximizing an objective
function using for example linear programming [86]. Multi-attribute value/utility
(MAV/MAU) methods have also been employed to obtain the overall value of a portfolio

after computing the technical worth of individual projects [87].

It is important to note that “the combination of individually good projects [does not]
necessarily constitute the optimal portfolio” [74], and that the emergent properties of the
portfolio are more than the sum of properties of each individual project. Thus, a critical
issue in portfolio management concerns the aggregation of attributes of each project into

the final portfolio.

3.3 Spacecraft as a technology portfolio

This chapter proposes the idea that system design is, in several ways, a process similar to

the constitution of an R&D portfolio. A spacecraft is here conceived of as a “technology
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portfolio” or a portfolio of technologies. By focusing on the characteristics of this
portfolio, the system’s size (e.g., number of instruments), the technology maturity of each
instrument, and the resulting TRL heterogeneity of the portfolio, this chapter investigates
their effects on the delivery schedule of a space system, its schedule risk, and its utility

over varying time-horizons.

By conceiving of an engineering system as a value-delivery artifact [88], a fundamental
systems engineering and design principle similar to the one in portfolio selection is
encountered: “the whole is greater than the sum of its parts”. Furthermore, beyond the
housekeeping subsystems of a spacecraft (e.g., power, attitude control, Telemetry,
Tracking, and Command), special emphasis is put in this chapter on the value-delivering
elements of a spacecraft, hereafter referred to as the “instruments” or payload, as the
constitutive elements of the spacecraft “technology portfolio”. The definition of
“instrument” as a value-delivering part of a spacecraft proposed herein is intentionally
extensible. For example, in the case of a technology demonstration mission, the
“instrument” is the subsystem being tested (such as the attitude determination device
“Compass” carried onboard the Space Technology 6 (ST6) spacecraft for NASA’s New

Millennium Program).

Using a portfolio approach, the selection of these instruments is performed in order to
balance return on investment (such as science return) and risk (e.g., schedule risk or cost
risk). As discussed previously, this selection is a dynamic, stage-gated process during

which decisions are revisited, as more knowledge of the instruments, the customer
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requirements, and the constraints becomes available. Figure 13 shows a typical “funnel

representation” of portfolio selection to illustrate this design process.
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Figure 13. Funnel representation of the design and development of a spacecraft conceived of as a
“portfolio of instruments”. (Adapted from GAO [70])

Figure 13 is a diagram flowing from left to right, and it reads as follows. To the left, a
customer need or market opportunity is identified for which a set of spacecraft
capabilities is required to address or capture (in whole or in part). To provide these
capabilities, various candidate instruments are considered (e.g., candidates 11 to 16 at the
entrance of the “funnel”). If new capabilities are required, the technologies characterizing
the candidate instruments may have low maturity levels and still be under development in
a Science & Technology (S&T) environment [25]. As a result, some candidate
instruments, because of their low technology maturity, may not make it past the first gate
or filter in the funnel (e.g., instrument 14 in Figure 13). As the mission requirements and

constraints are refined (moving to the right in Figure 13), available resources are

71



concentrated on the instruments that can best meet the objectives. The number of
candidate instruments thus decreases as these pass the different gates or reviews (such as
the Mission Definition Review). After the Preliminary Design Review (which
traditionally marks the end of Phase B), a “design-to” baseline is usually chosen and
further modifications to this baseline should only represent refinement and not
fundamental changes [89]. At this point, the down-selection of instruments is assumed to
be complete. The detailed design and development of the spacecraft is then conducted

(Phase C and Phase D) and end with the delivery of the spacecraft (launch).

Among the several issues that should be examined during the constitution of a portfolio,
three essential questions have to be addressed: 1) how many projects can the resources
support (and how should they be allocated among the various projects), 2) how
“innovative” these projects (or each project) should be, and 3) what are the implications
(benefits and risks) associated with different portfolio choices. The “innovativeness”
dimension of a project is often difficult to quantify. To circumvent this difficulty, in some
corporate R&D settings, this innovativeness is replaced by the time-to-impact of the
considered project, with H-1 characterizing projects that can bear fruits within one to
three years, H-2 within three to five years, and H-3 past five years. This chapter considers
a spacecraft as a portfolio of technologies with a similar mindset and a focus on 1) the
number of instruments for a spacecraft (i.e., the portfolio size), 2) the initial technology
maturity of each instrument (or its TRL, taken here as a proxy for innovativeness) in the
portfolio and the resulting TRL heterogeneity of the portfolio. The impact of these

portfolio characteristics on the schedule delivery of the spacecraft and its schedule risk
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are then analyzed. Finally, this chapter investigates the utility implications of varying the
portfolio characteristics and time-horizons, and provides “portfolio maps” as guides to
help system designers identify appropriate portfolio characteristics when operating in a
calendar-based design environment (which is the paradigm shift that space

responsiveness introduces, as it is argued in section 3.6.2).

3.4 Probabilistic Model of Spacecraft Time-to-Delivery

This section formulates a probabilistic model of the Time-to-Delivery of a spacecratft,
TDy., based on the idea of technology portfolio. The novel random variable here
introduced, 7Dy, which in the calculations includes the time to delivery of all the
spacecraft instruments, the time for Integration and Testing of the whole system, and the
shipping time of the spacecraft to the launch range, is an essential measure for the
quantification of space responsiveness and schedule risk. Quantitative measures are
important in any effort to benchmark and improve a given situation, especially the critical
issue of acquisition of weapon systems in general, and space systems in particular. 7Dy

1s one contribution in this direction.

3.4.1 Model of Instruments Delivery Schedule

The first component of 7Dy, is a probabilistic model of Instruments Delivery Schedule,
which relates the time needed to complete the development of all the instruments of the
spacecraft to their initial technology maturities. The Instruments Delivery Schedule is
also affected by the size of the spacecraft portfolio (i.e., its number of instruments) in a

manner that is discussed next.
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3.4.1.1 Distributions of Time-to-Delivery of Instruments

The main inputs of the Instruments Delivery Schedule model are the probability
distribution functions of each instrument’s Time-to-Delivery. Each instrument i of the
spacecraft portfolio is characterized by an initial Technology Readiness Level TRL;, and a
probability distribution function describing the random variable Time-to-Delivery (7D;)
of this instrument. 7D; represents the time needed to fully develop an instrument and have
it ready for integration in the whole spacecraft. This development of each instrument is
subject to schedule uncertainty, which justifies the use of a probability distribution to
model the Time-to-Delivery. The rest of this chapter uses lognormal distributions, which
are by definition probability distributions of a random variable whose logarithm follows a
normal distribution. The mean m and the variance v of the lognormal distribution can be
related to the mean u and standard deviation ¢ of the associated normal distribution via

Eq. (3.1):

vl )
e 0

2

As a result, for a given initial 7RL;, and a mean m; and a variance v; for the random
variable 7D; (or, equivalently, a mean x; and a standard deviation o; for the random
variable /n(TD;)), the Time-to-Delivery follows the distribution expressed in Eq. (3.2):

_ (n(TD)-p)’
1 20'1»2

F@D,mv) = ————e
IDoN27

(3.2)
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One distribution of Instrument Time-to-Delivery corresponds to one value of the initial
TRL of the instrument considered. The use of more mature technologies compresses
schedule and reduces schedule uncertainty, resulting in a decrease of both the mean and

the variance of the distributions of Time-to-Delivery, as shown in Figure 14.
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Figure 14. Distributions of Instrument Time-to-Delivery for various values of the initial TRL of the
instrument (notional)

Only values of the initial TRL ranging from 4 to 9 are considered in this work, since TRL
1 through TRL 3 usually correspond to the early research and feasibility study stages
rather than the technology development phase. The complete TRL scale was presented in

Table 1.

3.4.1.2 Portfolio vector

The composition of the spacecraft is now described via a technology “portfolio vector”
Pf whose elements are the values of the initial TRL for each instrument i. As the size of
this portfolio vector represents the actual number of main instruments of the spacecraft,
several TRL values may be repeated in the vector if the development starts at the same

initial TRL for different instruments.

Pf=[TRL, TRL, .. TRL,] (3.3)
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For example, a spacecraft whose technology portfolio is Pf = [6 6 8 9] contains 4
instruments, two with an initial TRL of 6, one that has been completed and qualified
through test and demonstration (TRL 8), and one that has been qualified through
successful mission operations (TRL 9). In the following, # is used to refer to the size of

the Technology Portfolio, i.e., the number of instruments.

3.4.1.3 Instruments Delivery Schedule

The development of the instruments is illustrated in Figure 15, and is carried out in a non-

sequential manner, either concurrently or with varying time overlap.
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Figure 15. Instruments Delivery Schedule of a spacecraft (notional)

The subsequent step towards the completion of the spacecraft is the Integration and
Testing phase, which starts when all the instruments have been developed and are
“readied”, or stated differently, when the development of the last instrument has been
completed. (Analysis of master schedules of several historical NASA missions revealed
that the development of the spacecraft bus — which will host the instruments — usually

ends before or coincides with the completion of the last instrument. For this reason,
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completion of the last instrument has been chosen as the stopping condition for the
Instruments Delivery Schedule). Assuming that the development of all the spacecraft
instruments is triggered around the same time (given that the call for and the contracts of
all the instruments are usually issued around the same time), the Instruments Delivery
Schedule (IDS) is defined as the maximum Time-to-Delivery (7D;) of all the instruments

in the spacecraft’s portfolio vector*. The expression of IDS is shown in Eq. 3.4:

IDS = max(TD, ) (3.4)

icPf

As each instrument’s Time-to-Delivery (7D;) is a random variable, the resulting /DS is
also a random variable (nonparametric, unlike the parametric lognormal distribution of

D).

3.4.2 Model of spacecraft Integration & Testing

Once all the instruments have been developed, they have to be integrated into the
spacecraft and tested before the whole system is readied and delivered to the launch
range. Therefore, in addition to the /DS, the model of Time-to-Delivery for an entire
spacecraft includes a second model accounting for the Integration & Testing (I&T) phase
of the instruments. The second “dimension” of the portfolio, namely its size (or number
of instruments) is expected to directly influence the duration of this phase. In the
following, the duration of spacecraft Integration & Testing is referred to as 7j,. To

analyze the impact of the portfolio size on T}, schedule data from 21 NASA spacecraft

 The work presented in this chapter focuses on the modeling of the impact of varying portfolio characteristics on
spacecraft delivery schedule (based on a determined number of instruments, and well-defined instruments TRLs).
However, for completeness purposes, the model could easily incorporate the bus completion time by using max(7D;,
Ty.s) instead of Eq. 3.4. This would not affect the design space exploration presented in this chapter.
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for which the duration of the I&T phase as well as the number of instruments were
available is considered. In this sample, the number of instruments per spacecraft ranged
from one to six. Within each of these six categories, the average duration of Integration &

Testing was computed, as shown on Figure 16 as a function of the number of

instruments.
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Figure 16. Model of average duration of Integration & Testing as a function of the number of
instruments

The visible trend in Figure 16 confirms the intuition that on the average, the I&T phase of
a spacecraft with many instruments (i.e., a “large portfolio size”) takes longer than that of
a spacecraft with fewer instruments. Stated differently, the more instruments a spacecraft
has, the longer the average T7j,. Consider now a linear model of the average Tj,, as

expressed in Eq. (3.5):

(T;y)=a-n+b (3.5)
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n represents the number of instruments in the spacecraft, and a and b are the parameters
of the regression line. The resulting coefficient of determination is R* = 0.8448, which
along the visual inspection of Figure 16 indicates that a linear regression of this data
provides a reasonable model to capture the average duration of the I&T phase for varying
number of instruments. The parameters of this linear model [Eq. (3.5)] are provided in

Table 6.

Table 6. Model parameters for the average T, (a,b) and the variance of Ti,; (C) in the data set

Model Parameter Value
a 4.5
b (month) 4.8
c 74.0

This model however does not capture variability or schedule uncertainty in the I&T
phase. To do so, T}, is considered as a random variable instead of the single average
value provided by Eq. (3.5), and lognormal probability distribution functions are used to
model T3, (the justification of this choice is provided in the appendix). Furthermore, for
each value of the portfolio size, the mean m, of the corresponding lognormal distribution
is given by Eq. (3.5), namely m, = (T,;). The standard deviation is independent of the
portfolio size, and is calculated based on actual data from the 21 NASA spacecraft

considered.
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The resulting model for 7;, is given by Eqs (3.6) and (3.7):

| _ (n(T)-p,)°
. . . 2
For a given portfolio size n, 1T, m,v)=———e 7
];nto-n 272.
2
#,, = In| ——=
: v+m, m,=a-n+b
with and
v=c

3.4.3 Model of Spacecraft Shipping Time

Once all the instruments have been delivered, and the spacecraft has been integrated and
tested, it is ready to be shipped to the launch site. A few months are typically needed to
ship the spacecraft to the launch site and integrate it to the launch vehicle, before it is
delivered on-orbit to the customer and starts providing service. A brief holding time may
also be needed before the launch range and/or the launch vehicle is ready. For the
purpose of this work, a probabilistic model of the duration of this phase (that is referred
to as “Shipping time” in a broad sense) was derived based on data from the 21 NASA
spacecraft. Figure 17 shows the distribution of spacecraft shipping time in the sample,

along with a lognormal fit of the data.
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Figure 17. Distribution of the spacecraft shipping time in the data sample and associated lognormal
fit

The probability distribution function of the spacecraft shipping time 7, is given in Eq.

(3.8):
1 (n(Ty)~Hgiip)’
25731”',;
f(T:vhip ’ mship ’ vsh[p) - 2 \/2_ e (3 . 8)
T;hip O_Ship 7
m 2
_ ship
yship =In >
vxh[p + mxh[p

with

v:h[p
Cip = ln[—m2 +1

ship

mghip and vy, are respectively the mean and variance of the distribution. The values of

these parameters resulting from the lognormal fit of the data are provided in Table 7.

Table 7. Parameters of the lognormal model for the spacecraft shipping time T,

Model Parameter Value
Miship 47178
Vship 14.1339
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3.4.4 Monte-Carlo simulations

There are now three random variables that contribute to the Time-to-Delivery TD;,. of a
spacecraft. The three variables are the Instruments Delivery Schedule, IDS, the duration
of spacecraft Integration & Testing phase, T, and the shipping time 7. Furthermore,
the first random variable, IDS, results from a mathematical operation [Eq. (3.4)] on
multiple random variables, namely the Time-to-Delivery (7D;) of all the instruments. As
a result, in order to propagate the uncertainties on the input (random) variables, and
capture their effect on the output of interest, namely the spacecraft Time-to-Delivery
TDy. [Eq. (3.9)], a numerical simulation method that can reproduce the random nature of
the inputs is needed. This is typically done using a Monte-Carlo simulation, which is
obtained by running an analytical model with random variables a large number of times
(typically several thousands of run) and picking different values from the probability

distribution functions of the input variables at each run [90].

The probability density functions of the three input random variables (7D;, T, Tsnip) are
given in Eqgs (3.1), (3.6), and (3.8). As an illustration of Monte-Carlo simulations, these
equations were used to randomly generate 50,000 values for each of these random
variables. The intermediate results are shown in Figure 18, Figure 19 and Figure 20. In
the subsection 3.4.5, Monte-Carlo simulations are used to derive the end result of interest
in this chapter, namely the spacecraft Time-to-Delivery TDy,. for varying portfolio
vectors, that is for different payload sizes, and different TRL’s of its constitutive

instruments.
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Figure 18. Lognormal distributions of the Time-to-Delivery for the instruments, for each value of the
initial TRL

Based on the functional form of Eq. (3.2), Figure 18 represents the six lognormal
distributions obtained after generating random values for the Time-to-Delivery of the
instruments (first step of the model of Instruments Delivery Schedule), given their initial

TRL (from TRL;; = 4 to TRL;,;; = 9). Note that their form corresponds to the trends

presented on Figure 14.

Similarly, Figure 19 represents the six lognormal distributions of Eq. (3.6) that model the
duration of the spacecraft Integration & Testing for values of the portfolio size ranging
from n = 1 to n = 6. Observe that while the dispersion of the random data generated by
Monte-Carlo simulation shows little variation, the mean duration increases as the

portfolio size increases, as described by Eq. (3.7).
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the portfolio size n

Finally, the random data generated for the duration of spacecraft shipping following the

model of Eq. (3.8) is shown in Figure 20.
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Figure 20. Lognormal distribution of the spacecraft Shipping Time
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3.4.5 Final Model of Spacecraft Time-to-Delivery

The final model of spacecraft Time-to-Delivery 7Dy, estimates the total time needed
from the start of the development of the instruments to the instant when the spacecraft is
launched. This final model therefore calculates the spacecraft Time-to-Delivery TD;, by
summing the durations of the three previous consecutive phases, the Instruments

Development Schedule, the Integration & Testing, and the Shipping [Eq. (3.9)]:

TDs/c =IDS + Tim + Tship (3.9)

Since IDS, Tiu, and Ty, are random variables, the spacecraft Time-to-Delivery 7Dy, is
also a random variable with a probability density function numerically derived through
the Monte Carlo simulation discussed previously. The process for calculating 7Dy, is

illustrated in Figure 21.
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Figure 21. Summary of the model of spacecraft Time-to-Delivery (notional)

3.4.6 Domain of applicability and limitations of the model of time-to-delivery

It is now important to emphasize the distinction between the structure of the model and
the data discussed previously that was used to calibrate the model. Figure 21 showed a
representation of the structure of the model of spacecraft time-to-delivery articulated
around the concept of spacecraft portfolio. The conceptual foundations of this model
make it relevant for a variety of applications and analyses whose validity is mainly

limited by the availability and nature of the data used to calibrate the model. The only
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current structural limitation pertains to the assumption that the development schedule of a
spacecraft is organized around three main phases that are conducted sequentially. While
this may be a reasonable approximation for many common spacecraft, in the case of large
and very complex missions such as NASA’s Cassini spacecraft, the integration and
testing of some subsystems may follow parallel paths while other

technologies/subsystems are still maturing and at a relatively low TRL.

In addition to the proposed structure of the model of spacecraft time-to-delivery, which is
a main conceptual contribution of this thesis, a quantitative application of this model is
presented by using historical data. As discussed in sections 3.4.2 and 3.4.3, the data used
to calibrate the characteristic parameters of the distributions of the models of integration
& testing time and shipping time included 21 NASA spacecraft for which the duration of
the corresponding phases and the number of instruments was known. This dataset
contained spacecraft with up to six payload instruments. In this thesis, a portfolio
instrument was defined as “an independent value-delivering subsystem of a spacecraft”
(as presented in Section 3.3), in a manner that is consistent with the traditional definition
of payload instrument used by NASA. As a result, the quantitative results of the analyses
of spacecraft time-to-delivery conducted for this thesis are valid for a portfolio size njn
less or equal than six. Several extensions are however possible:
e Should data including larger spacecraft (i.e., with more instruments) be available
in the future, valid quantitative results could be derived for values of the portfolio

size larger than six.
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e Should a different definition of portfolio instrument be adopted (e.g., that extends
to other spacecraft subsystems, as discussed in section 3.3), the structure and
theoretical underpinnings of the model of spacecraft time-to-delivery remain
relevant, and additional data will be required to calibrate each phase duration and

to perform the corresponding quantitative analyses.

3.4.7 Metrics of interest

From the output probability distribution function of spacecraft Time-to-Delivery, 7Dy,

two important quantities can now be defined:

1. The first measure is the mean of this output random variable 7Dy, which is
referred to hereafter as the Mean-Time-To-Delivery (MTTD) of the spacecraft.
The concept of a MTTD of a spacecraft is one important quantitative metric for
the analysis, measurement, and improvement of space responsiveness, and can be
thought of as a proxy for the time constant ty, indicator of responsiveness as
discussed in Chapter 2.

2. Furthermore, a measure of variability of the spacecraft Time-to-Delivery is
considered. Instead of using the standard deviation of the spacecraft Time-to-
Delivery, another measure that should prove more useful to system engineers and
program managers is introduced, namely the likelihood of overshooting a given
schedule estimate, which represents a form of schedule risk. More specifically, a
family of schedule risks SRy, is defined, for various values of mr, as discussed
next. Considering that the MTTD for a spacecraft constitutes a reasonable estimate

that program managers could follow in planning the schedule, the Schedule Risk
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SRy is defined as the probability that the spacecraft Time-to-Delivery exceeds the

MTTD:

SR, = P{TD,,, > MTTD} = T f@at (3.10)

MTTD

fis the probability density function of 7D;, as represented on Figure 21. When
defining any type of risk, it is often useful to specify the “risk level” considered.
Risk is indeed commonly represented by a likelihood of occurrence of an event
associated with the impact of this event (here, the “risk level”). (Risk is however
sometimes mistakenly considered as the product of the probability of occurrence
p with the consequence of the occurrence c. This definition is flawed and
represents a misunderstanding of the concept of risk [91]. Risk is defined for
various scenarios with likelihood of occurrence AND consequences, and not
likelihood times consequence, p *c, a product which reduces the two-dimensional
risk problem into a meaningless single dimension). The schedule risk SR, of Eq.
(3.11) captures all the various schedule slippages that can occur, relatively to the
MTTD estimate. It is however possible to define other risk levels by focusing on

more “severe” schedule slippages relatively to the MTTD, as follows:

SR,, = P{TD, . > MTTD+mr}= [ f(t)dt 3.11)

MTTD+mr

mr represents, in years, the amplitude of the schedule slippage (from a program
management perspective, mr can also represent the schedule margin planned for

the program). For example, in the rest of this chapter the probability of
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overshooting the MTTD by 6 months SR s is considered, as well as the probability

of overshooting the MTTD by one year SR;, etc.

Figure 22 provides a visual illustration of the MTTD and schedule risk SR given

the Monte Carlo simulation output of the probability distribution function of

spacecraft Time-to-Delivery, TDy,..
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Figure 22. Final distribution of spacecraft Time-to-Delivery TDg, with MTTD and SR (illustrative).

The following section now analyzes the influence of the spacecraft portfolio choice on

the MTTD and various Schedule Risks.

3.5 Impact of Spacecraft Portfolio Choice on Mean-Time-To-Delivery

and Schedule Risk

Farquhar and Rao [92] introduced the concept of “portfolio balance” by defining the total

balance of a portfolio as “homogeneity or uniformity of scores of items on certain
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attributes” (equi-balance) and “heterogeneity and multiformity of scores of items” on
others (counter-balance). In this section, a similar classification is adopted by defining the
balance of a spacecraft technology portfolio with respect to the individual TRL of all its
instruments. The impact of portfolio choice on MTTD and Schedule Risk is investigated,
by distinguishing two types of “balance” of spacecraft portfolio: homogeneous TRL

cases, and heterogeneous TRL cases.

3.5.1 Homogeneous TRL case

The portfolio configurations considered in this section are referred as “homogeneous” as
each instrument constituting the portfolio is developed from the same initial TRL.
Configurations for which the development of the instruments starts at various values of
TRL for the different instruments (the heterogeneous TRL cases) are discussed in the

next subsection.

3.5.1.1 Analysis of Mean-Time-To-Delivery

Figure 23 (left) shows the influence of the initial technology maturity of the instruments,
measured by the common value of their initial TRL, on the Mean-Time-To-Delivery of
the spacecraft. Various portfolio sizes are represented, from » = 1 to n = 6 instruments.

The two main ideas discussed in the Introduction can be found in Figure 23 (left):

1. The MTTD of the spacecraft is reduced when the TRL of its instruments at the
start of the spacecraft development is higher. In other words, a spacecraft on
average will be completed and delivered faster when its instruments are more
technologically mature. Indeed, a better knowledge of the technologies embodied

in the instruments at the start of development compresses the delivery schedule of
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these instruments. For example, the output distribution of 7D;,. obtained by the
model shows that, for n = 2 instruments, the MTTD is reduced from roughly 78

months for TRL;,; = 4 to 30 months for TRL;,; = 9.

2. For any given value of the initial TRL of the instruments, the MTTD increases as
the spacecraft portfolio size increases. In other words, a spacecraft on average will
take longer to be completed and delivered when it has more instruments. This
increase is caused by the effect of the number of instruments » on both the
Instruments Development [Eq. (3.4)] and Integration & Testing [Eq. (3.5-3.7)]

phases, as reflected by Eq. (3.9) and summarized in Figure 21.
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Figure 23. MTTD as a function of the initial TRL of the instruments (left) and as a function of the
portfolio size (right)

The two previous results confirm intuition: longer schedules are associated with the use
of lower technology maturity, as well as the inclusion of more instruments in a

spacecraft.
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The right plot of Figure 23 represents the same outputs of the model as those shown in

the left plot but from a different perspective that highlights the combined effect of

portfolio size and technology maturity. More specifically, it can be seen on the right plot

of Figure 23 that:

1.

The sensitivity of the MTTD to TRL increases when the number of instruments
increases. For example, when the spacecraft contains one instrument, the MTTD
jumps from 24 to 64 months when the instruments TRL drops from 9 to 4, i.e. a
difference of D;=40 months. However, when the spacecraft contains 6
instruments, the MT7TD jumps from 49 months to 111 months when the
instruments TRL drops from 9 to 4, i.e. a difference of D¢= 62 months. The fact
that D > D; reflects the more significant impact of the instruments TRL for larger

portfolios.

The impact of an increase in the number of instruments on the M7T7D is more
significant at low TRL. For example, at TRL = 9, the spacecraft’s MTTD is 24
months with one instrument and it increases to 49 months when the spacecraft
contains 6 instruments, i.e. an increase of A9 = 25 months. However, at TRL 4,
when the spacecraft development starts with a single instrument, its MTTD is 64
months and it increases to 111 months when the spacecraft contains 6
instruments, i.e. an increase of A4 = 47 months. The fact that A4 > Ag reflects the

more significant impact of a portfolio size increase for lower TRLs.
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These observations are two faces of the same coin and they characterize the joint effects
of the spacecraft portfolio characteristic (size and technology maturity) on the Mean-
Time-To-Delivery (MTTD) of the spacecraft. Incidentally, this finding provides one
explanation to the larger dispersion of schedule slippages at low TRL than at high TRL,

presented in section 2.6.2.2.

3.5.1.2 Analysis of Schedule Risk

In addition to the MTTD results discussed previously, Figure 24 provides the schedule
risk curves as a function of the initial TRL of the spacecraft’s instruments, for a portfolio
of n = 3 instruments. A significant reduction of schedule risk is visible when the TRL of
the instruments increases. Figure 24 reads as follows. For example, with instruments of
TRL = 4 at the start of the spacecraft development, the spacecraft time to delivery has
roughly a 25% likelihood of overshooting the MTTD estimate by one year (mr =1 year).
This probability drops to approximately 17% if the instruments’ initial TRL is 6 (middle
curve in Figure 24).

Furthermore, a vertical cut across Figure 24 reads as follows. For instruments with
TRL = 6, there is a 4% likelihood of the spacecraft overshooting its MTTD by 2 years (in
other words, it is quite unlikely). However, there is a 31% likelihood of the spacecraft

overshooting its MTTD by 6 months.
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Figure 24. Schedule Risk curves as a function of the TRL of the instruments (n = 3), for various risk
levels.

The concept of schedule risk curves is particularly important in the design and acquisition

of space systems. This chapter’s recommendations are that the government and the space

industry 1) adopt and develops, beyond the traditional single-point schedule estimate,

schedule risk curves in space acquisition programs; 2) that these schedule risk curves be

made available to policy- and decision-makers; and 3) that adequate schedule margins be

defined according to an agreed upon acceptable schedule risk level.

3.5.2 Heterogeneous TRL case

The analysis conducted in the previous subsection was confined to instruments of

identical technology maturity at the start of the spacecraft development. This situation

was referred to as the “homogeneous TRL case.” In this subsection, this constraint is
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relaxed and spacecraft portfolios with heterogeneous instrument TRLs at the start of the

spacecraft development are investigated.

A company may wish to allocate resources to different projects in its R&D portfolio that
are not at the same stage of development or maturity. Similarly, instruments considered
for inclusion in a spacecraft may not present the same technology maturity at the start of
the spacecraft development. Cases of spacecraft portfolios with instruments that have
different initial TRLs are now considered, and the impact of this heterogeneity of the
technology maturity on the spacecraft mean time to delivery (M77D) and its schedule

risk is investigated.

3.5.2.1 Spacecraft portfolios with two instruments

To get a preliminary idea of technology maturity heterogeneity, first consider examples
of spacecraft with only two instruments (i.e., the portfolio size is n = 2), for which the
initial TRL of both instruments at the start of the spacecraft development is varied. Figure
25 shows the Mean-Time-To-Delivery for all the 2-Instrument TRL combinations (such

as Pf = [4,4], Pf =[4,6], Pf=[7,9], etc.).
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Figure 25. Mean-Time-To-Delivery for heterogeneous TRL cases with 2 Instruments

Note on Figure 25 that when Instrument 2 has a TRL = 4, increasing the TRL of the other
instrument (the x-axis) does not result in any significant reduction in the spacecraft
MTTD. In other words, it is the least mature instrument that drives the MTTD. This result
is expected since the Integration & Testing phase of the spacecraft can only start once all
the instruments have been developed, as reflected by the “maximum” function in Eq.

(3.4).
3.5.2.2 Degree of TRL-heterogeneity

To continue the exploration of the concept of TRL-heterogeneity of a portfolio and its
implications on the Time-to-Delivery of a spacecraft, 7D/, the following metric to

measure this degree of TRL-heterogeneity is introduced:

1

5:\/12(TRL[_IUTRL)2 (3.12)
n
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n is the portfolio size, urr; is the average initial TRL of all the instruments in the
portfolio, and 7TRL; is the specific TRL of instrument i. The degree of heterogeneity o is

the standard deviation of the instruments TRLs in the portfolio.

Two observatio