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One who knows the Mississippi will promptly aver--not aloud but 
to himself--that ten thousand River Commissions, with mines of 
the world at their back, cannot tame that lawless stream, cannot 
curb it or confine it, cannot say to it, 'Go here.' or 'Go there,'and 
make it obey; cannot save a shore which it has sentenced; cannot 
bar its path with an obstruction which it will not tear down, dance 
over, and laugh at. 

Mark Twain 
Life on the Mississippi
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ABSTRACT 

This study represents a review of existing flood response, exploration into 

potential improvements, and possible enhancement technologies.  Research includes 

gathering information from individuals associated with response, searching for and 

testing emergent technologies, and gauging interest in possible improvements.  National 

Weather Service and Iowa Homeland Security and Emergency Management Division 

staffers contribute details, unavailable through published literature, on forecast 

development and dissemination, and coordination of flood response in Iowa.  These 

details help influence the design of questionnaires distributed to emergency managers and 

city officials.  The questionnaire respondents provide a real-world base for speculation in 

the usefulness of map and communication technologies.  Augmented Reality, spatial 

triggers, dynamic routing, and social media are all primary focuses of literature research 

and experimentation within the study.  Developmental problems in Augmented Reality, 

spatial triggers, and dynamic routing are also described.  Based on the results of this 

research, future work should include a focus on development of these map technologies, 

a survey of private citizens, and experimentation in social media.  Involving private 

citizens is an especially important consideration due to the blurring line between data 

sources and outputs in forecasting, and the increasing ability of officials to provide 

efficacy to an information aware public.   
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CHAPTER 1 : INTRODUCTION 

1.1 Inspiration 

In the summer of 2011, floodwaters along the Mississippi River, in the United 

States, crested multiple times outside of the channel from the state of Missouri to the Gulf 

of Mexico (Sainz 2011).  Residents throughout southern and Gulf Coast states, such as 

Tennessee and Louisiana, evacuated and watched homes become inundated with water 

flowing from the Midwest (Associated Press 2011).  This scenario was by no means 

unique to the Mississippi River and has been repeated throughout history and across the 

world. 

The 2011 floods followed severe flooding throughout Iowa in 2008 and 2010.   

Iowans were already very familiar with flooding and the devastation floodwaters can 

cause.   In fact, Iowa is known for being a part of Tornado Alley, but, as Figure 1-1 and 

Figure 1-2 illustrate, many more disaster proclamations have been issued for floods than 

tornados during the last fifty years.  However, until recently, no cohesive group of flood 

researchers existed in Iowa.  The 2008 floods changed this situation by inspiring 

development of the Iowa Flood Center, a research group at the University of Iowa (UI), 

the need for which had been reaffirmed by the 2010 and 2011 flooding.  One objective of 

the research center was to conduct a reassessment of the best methods for a general theme 

of living with floods.   Evaluation of these methods included components of flood 

response.  
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Figure 1-1. A color-coded map of Iowa, indicating the number of Presidential disaster 
declarations due to flooding for each county from 1964 to 2010.  Courtesy 
of Iowa Flood Center. 

 

Figure 1-2. A color-coded map of Iowa, indicating the number of Presidential disaster 
declarations due to tornados for each county from 1962 to 2010.  Courtesy 
of Iowa Flood Center. 
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1.2 Objectives and Scope 

The proceeding report details a survey of both currently operational  processes 

within and potential technologies for emergency response during flood events.  The 

results are intended to outline typical procedures associated with emergency flood 

response in the state of Iowa and provide guidance toward new technologies to develop 

for implementation in future flood events.  As such, this research included analyzing 

historical events and mitigation techniques, cataloguing current systems for flood 

response in the State of Iowa, evaluating potential improvements to flood response, and 

suggesting future technologies for development and implementation.   

I began with a consideration of historical events in both Iowa and across the 

world.  The resulting methods for mitigation of these events correlate along three distinct, 

but heavily intertwined, themes.  First, historically flood-prone areas tend to correlate 

directly with the development of culture, which can result in the construction of flood 

control structures (Ludlow 1998) (Shu and Finlayson 1993).  Second, some cultures have 

also adapted to flooding; leading to coexistence with floods.  Third, while control 

structures and flood-friendly designs built for coexistence exist as planned mitigation, 

action is also taken during flood events as short-term emergency response. 

I chose to focus this study on the emergency response aspect of flood mitigation.  

I considered forecast development and dissemination to be the first key steps of flood 

response.  This meant ensuring an accurate forecast provides emergency managers, other 

officials, and the general public a chance to react before an event begins.  Therefore, 

analysis included available forecast hardware, operational forecasts, and dissemination 

techniques used by the National Weather Service (NWS), a Federal agency tasked with 

meteorological and hydrological forecasting.  

I scrutinized current forecast dissemination methods and investigated possibilities 

from both the public user and emergency manager perspective.  Dissemination included 

software platforms intended for visualizing and communicating forecasts, and led me 
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outside the forecast realm to consideration of how emergency managers communicate 

with the public.  For example, social media and networking were both examined as 

potential new candidates for engaging the public.   

The expanding popularity of mobile devices justified consideration of two and 

three dimensional mobile mapping software (Lenhart, et al. 2010).   A constant 

connection to web-based information systems provides previously unknown potential for 

personal efficacy (Yi and Hwang 2003).  Therefore, each mobile device-based 

georeferencing possibility; alerting stakeholders, providing routing services, and creating 

digital overlays of pertinent information in local environments;  underwent assessment 

within current software and hardware constraints.  

Publications, interviews, and surveys helped determine interest in new 

technologies and gather information on current systems.  Interviews consisted of 

meetings with various government personnel, including staff from the NWS, The 

University of Iowa (UI), and Iowa Homeland Security.  Questionnaires, distributed via 

email to emergency managers and city officials throughout the state of Iowa, returned 

results concurrent to the other parts of the study.  Thus, the surveys shape the course of 

the recommendations more than the actual content of the study.  However, the final 

results of the study represented an interesting mix of procedures, needs, and desires with 

the potential for further study and recommendations for development of various 

technologies. 
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CHAPTER 2 : HISTORICAL PERSPECTIVE 

It takes about three generations for people to forget. Those that 
experience the disaster themselves pass it to their children and their 
grandchildren, but then the memory fades. 

Jay Alabaster, Tsunami-Hit Towns Forgot Warnings from Ancestors 

Studying flooding and flood response in Iowa requires historical background of 

human interaction with floods.  In fact, while the floods most prominent in contemporary 

Iowan minds have all occurred in the last twenty years; people throughout the world 

continuously live with the duality of rejuvenating benefits and scouring destruction 

caused by floodwaters.  Biblical accounts include floodwaters cleansing the earth and 

destroying almost all life.  Ancient reference points along the Nile River show frequent 

floods replenishing localized agriculture.  Ancient Chinese and Japanese histories include 

stories of a multitude of devastating floods with a few, in the 20th century, killing 

hundreds of thousands (Markus 2002).  Yet, society often has only short-term memory, 

forgetting about historic disasters as new ones occur (Alabaster 2011) (Gruntfest and 

Handmer 2001).   

The constant cycle of destruction and rebuilding between flood events has 

continued throughout history due to the economic benefits of riverine environments and 

need for space in overcrowded communities.  Instead of simply moving outside the 

floodplain, inhabitants rebuild near rivers due to the low costs of and accessibility to 

water-based shipping (Duranton January 1999).  This leads to an assortment of often 

intermixed approaches to living with floods as individuals choose to move, are unable to 

leave, or rebuild once the threat of flooding has been forgotten. 

Flood control can be a very costly approach to living with floods and translates 

into expenditures of billions of dollars in flood control structures.  The concept of control 

is intended to avoid evacuating people and destructive loss of capital.  Flood coexistence 

harnesses the ability of floodwaters to rejuvenate local soils, reconnect rivers to 

floodplains, and recharge alluvial aquifers.  This corresponds to a paradigm shift from 
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flooding interpreted as a purely destructive force, to a natural process.  Regardless of the 

capabilities of flood control and designs for coexistence, properly designed and executed 

flood response provides additional opportunities for mitigating human and capital loss. 

2.1 Control 

The attempt to control flooding is common among industrialized nations. 

Industrialized countries often view floods as dangerous to citizens and as crippling to 

economic growth.  Unfortunately, floodplains are often the most productive areas of a 

country.  Floodplains provide access to waterways for commercial trade, a water source 

for industry, rich agricultural land for farmers, and close proximity to jobs for housing.   

Any analysis of flood control methods has to include the Netherlands.  A low 

elevation, coastal European country, the Netherlands has a rich history of dependence on 

flood control structures.  Flood control structures are vital in a countryside resting at 

average of only 11 feet above sea level and no options for eastward expansion into the 

interior of continental Europe (Rosenburg, Polders and Dikes of the Netherlands 2011).   

Building control structures allows the Netherlands to expand and exist as a 

country.  Accordingly, the history of flood control in the Netherlands began almost 2000 

years ago.  Today, the natural landscape has all but disappeared with the advanced 

development of these structures.   

The local productivity of floodplains is a second common reason for populating 

floodplains.   The Netherlands exemplifies this richness by having the highest gross 

domestic product (GDP) per square kilometer in Europe (Associated Programme on 

Flood Management 1956).   Furthermore, some of the most productive working areas of 

the country exist purely because of flood control structures.  These areas sit as low as 23 

feet below sea level, making them extremely vulnerable to tidal and river flooding (CIA 

Factbook 2010). 
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Despite their extensive investment in flood control structures, the Dutch have 

admitted the term “flood prevention” could be a misnomer (van Dantzig 1956).  Not all 

floods can be prevented because the cost of every project has to be weighed against the 

benefits (Green 2000).  Therefore, the goal of a flood control structure is to maximize 

protection versus monetary, logistical, and spatial constraints (Costa 1978).  For example, 

raising a levee an extra meter may change the exceedance probability from one in 1000 to 

one in 1500, but may be cost prohibitive by doubling the total structure cost.  Thus 

monetary constraints play a significant role in protection afforded by flood control 

structures.   

Operational constraints also represent an issue with reliance on protection from 

control structures.  The Coralville Dam and Reservoir; outside Iowa City, Iowa; 

exemplifies a localized control structure with a regional operating standard.  The 

structure, commissioned by the Flood Control Act of 1938, continues to provide flood 

protection since being built in the 1950s.  However, the primary flood protection mission 

is regional, instead of local (Castle 2010).   

The Coralville flood control structure is one element within a flood protection 

system in the Mississippi River basin.  Other elements include various locks along the 

main channel and dams throughout the basin subwatersheds.  These operate in unison 

intending to mitigate flooding along lower reaches of the Mississippi River.  Thus 

operational decisions are made based on regional needs, without a primary concern for 

local flood control (Castle 2010).    

Two other operating constraints on the dam are stage and capacity.  The structure 

stands 1400 feet long, 100 feet tall, and 650 feet wide at the base.  A spillway is also 

included in the structure with an elevation of 712 feet at the crest, which is 31 feet lower 

than the top of the dam and capable of handling a 244,000 cubic feet per second of 

overflow discharge.  These design considerations combine with a normal operational 

elevation of 683feet to translate into a 21.7 mile long impacted zone, a surface area of 
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approximately 5400 acres, and an estimated 28,400 acre-feet of stored water (Castle 

2010).   

The original capacity of any dam decreases substantially with time due to 

sediment collection.  Therefore, sediment trapping efficiency is a typical design-life 

constraint (Csiki and Rhoads 2010).  The capacity of the Coralville reservoir 

progressively decreases every year due to sediment trapping.  Espinosa-Villegas & 

Schnoor (2009) estimates the sediment trap efficiency from 1973 to 2005 at 

approximately 80 percent, which resulted in an estimated annual sedimentation rate of 5.3 

x 108 kg per year.  Bathymetric data confirms an 11 percent loss of flood storage capacity 

and 62 percent loss of the normal pool capacity since 1958 (Espinosa-Villegas and 

Schnoor 2009). 

The original maximum capacity, equal to only 2.6 inches of runoff from the entire 

3,115 square mile Iowa River watershed, indicates that the Coralville dam has never had 

the capacity to fully control all flood events within the near downstream proximity, 

regardless of regional operational requirements.  Instead, the primary local objectives are 

to level off ends of the flow duration curve by reducing instances of high flow conditions 

and augmenting low flow conditions, as demonstrated by Figure 2-1; induce sediment 

deposition, which increases water quality; provide recreation opportunities; and create 

wildlife habitat (Castle 2010). 

Despite these very real constraints on the Coralville dam capabilities, the results 

of floods in Iowa City since 1958 demonstrate the false sense of security associated with 

the dam.  Starting in 1959, one year after the dam was inaugurated; the Parkview Terrace 

subdivision was approved by the Iowa City council.  Developers argued that the new dam 

protected the area, which lay in the floodplain.  The UI followed in the footsteps of the 

city in 1960.  Buildings were added to the Arts Campus and have since been added to 

other areas of campus within the Iowa River floodplain (Sayre 2010).   
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Figure 2-1. Two flow duration curves for the Iowa River at Marengo and Iowa City, 
which are above and below the Coralville dam, respectively.  These curves 
are based on mean daily discharge data from USGS gaging stations at each 
location.  The two lines demonstrate the expected artificial flattening of the 
discharge curve and normalization of extreme discharge events caused by a 
dam. 

The false sense of security, provided by the dam, extended beyond both officials 

and developers.  In 1985, one Iowa City historian, Irving Weber, declared that the Iowa 

River fully controlled and unable to flood Iowa City.  Eight years later, in 1993, the Iowa 

River crested over the Coralville dam spillway and inundated communities all along its 

route to the Mississippi River (Sayre 2010).   

Irving Weber and others failed to realize the operational and spatial constraints of 

the Coralville dam.  Even the primary outflow from the dam; three vertical slide gates, 

8.33 feet wide and 20 feet tall; allows a maximum, fully-open discharge above bankfull 

capacity (Castle 2010).  This means that discharge from the dam can cause flooding in 

Iowa City, Coralville and on the UI campus before cresting the spillway.   
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The potential for local flooding due to regional planning policies became readily 

apparent during the 2008 floods.  The Army Corps of Engineers (ACE), the agency in 

charge of regulating Coralville reservoir discharge, began fluctuating discharge during 

March of 2008.  These fluctuations spanned from 1000 to 10,000 cubic feet per second, 

depending on the downstream and reservoir levels.  Water level at Wapello, Iowa, at the 

confluence of the Cedar and Iowa River, represented an especially important 

consideration to avoid major flooding along the Mississippi River.    

The NWS, ACE, and other governmental agencies continuously work to predict 

unusual hydrologic events, such as the floods of 2008.   These agencies attempt to guide 

the operations of flood control structures to simultaneously maintain minimum pool 

requirements while minimizing flood-level discharge.  However, exceedance probability 

is estimated using local historical data, which can be severely limited.   Flood control and 

prevention is therefore a moving target and uncertainty is a continued reality. 

Unfortunately, regardless of flood forecasts, some structures suffer catastrophic 

failure due to numerous reasons, including inadequate design and construction.  In 2010, 

a dam failure on the Maquoketa River in Iowa illustrated issues with flood exceedance 

and control structures inducing false security.  The Lake Delhi dam incurred inordinately 

high flow after intense rainstorms on an already swollen river (Downstream Residents 

Dodge Bullet After Lake Delhi Dam Fails 2010).  Waters rose 15 feet higher than the 

dam outlets and eventually wash over the dam.  The overtopping waters cut a hole in a 

weak section; thus causing catastrophic failure.  The flooding impacted residences and 

businesses downstream, and emptied an important recreational lake (Downstream 

Residents Dodge Bullet After Lake Delhi Dam Fails 2010). 

Another recent example of failed flood control comes from the Mississippi River 

in 2011.  Flooding along the Mississippi River, coming from snowmelt along the Red 

River and precipitation throughout the south-central United States, is pushing officials to 

create intentional levee breaches, including a breach along the river banks in Missouri 
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discharging 396,000 cubic feet per second of floodwater onto 200 square miles of 

farmland, and pushed Army Corps of Engineering managers to reduce output from 

reservoirs along Mississippi tributaries (CNN Wire Staff 2011).  Emergency managers 

used levee breaches as a flood response tool intended to alleviate downstream flooding.  

However, the destruction of flood control devices demonstrates the problems with 

perceived security from these structures.   

Ultimately the side effects of trying to control water movement may influence a 

policy shift (Sayre 2010).  In fact, in some ways, policies in countries such as the United 

States have already begun to change.  Dam removal and consideration of usable dam 

lifetimes have both become common practice.  Instead of considering all floods in terms 

of control, consideration of coexistence and response is gaining prominence.   

2.2 Coexistence 

Overcrowding from population growth generally pushes communities toward 

water bodies.  Also, industry and agriculture relying on water sources for transportation, 

power and supply crowd waterways.  This close proximity to potential flooding often 

creates the need for flood control structures.  Unfortunately, these structures disrupt 

natural processes by disconnecting a river from its floodplain and subject control 

structures to potential failure.  Therefore, engineers and planners consider the possibility 

of living with limited flood control structures.   

From a historical perspective, Egyptian cultures along the Nile River also thrive 

because floodwaters brought fresh, nutrient-rich floodwaters and sediment on a yearly 

basis.  The Egyptians begin tracking the flood patterns approximately 5000 years ago.  A 

variety of devices are initially used to record inundation levels, including stationary 

marks on quays (Bell 1970).  Culture grows around seasonal flooding and was able to 

sustain agriculture with limited artificial irrigation (Takeuchi 2002).   
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Floodwaters, while generally declining in effect with contemporary protective 

barriers, can be harbingers of death.  Preponderance of levee breaches corresponds with 

lives lost, but water levels stay similar with each flood event while precipitation amounts 

decreased.  Unfortunately, population growth in areas previously used for ponding and 

offsetting floodwaters causes the increase water levels for similar precipitation events 

(Takeuchi 2002). 

Another solution to avoid residential flooding is transplanting.  Rezoning flood 

prone areas as parks and recreation areas eliminates risk to businesses and residences.  

The park structures can be built for flooding using impervious, easily washable materials.  

An example of transplanting residential neighborhoods after flooding can be found in 

Iowa City, Iowa.  In the years following flooding in 2008, the City of Iowa City 

purchased and demolished homes in the 100-year floodplain using the Federal 

Emergency Management Agency’s (FEMA) Hazard Mitigation Grant Program (Smith 

2009).  These areas now both reduce local flood prone residences and provide additional 

green space as neighborhood parks. 

Barring the ability to transplant residents, flood friendly building designs are one 

way for people to live and work in flood prone areas.  These structures can include 

buildings with floodable concrete parking areas on the first level, floating houses, and 

homes built on pedestals.  In fact, floating houses (Even Construction 2010) are not a 

new technology (Shaman 1981) and include recent construction in New Orleans.  One 

prototype house is built to primarily rest on the ground until floodwaters arrive, when the 

houses can float in up to 12 feet (Floating House Makes Debut in New Orleans 2009).   

Accepting flooding, attempting to build accommodating structures, and deciding 

where to locate displaced people requires a variety of contemporary tools.  One such tool 

is accurate mapping of flood prediction zones based on Light Detection and Ranging 

(LiDAR).  These maps are currently being created in Iowa for the State Department of 

Natural Resources by the Iowa Flood Center, housed in IIHR-Hydroscience & 
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Engineering, which is located in Iowa City and affiliated with the University of Iowa.  

The maps will illustrate 100- and 500-year flood zones across the state in both rural and 

urban areas.  Such maps, based on high-resolution LiDAR data, ensures accurate data are 

available for various tasks related to planning for floods, including flood insurance 

selection, flood-capable design work, locating escape routes, and other flood-related 

mapping needs.  Yet, these maps also have potential for use during a flood response and 

especially during flash floods. 

Weighing the cost and accurate benefit value of flood control versus working with 

floods is gaining popularity among policy planners. Integrated Water Resource 

Management (IWRM) principles support the change.  The IWRM principles promote 

receiving and using input from all stakeholders.  For example, the real costs of losing 

local natural resources.  

2.3 Response 

Floods can be caused by anything from snowmelt to a single storm.  The response 

to these events ranges from short-term emergency coordination to long-term planning.   

Often emergency response is needed to keep people alive and out of harm's way.  

Emergency responders, therefore, are given the responsibility of determining the best 

course of action during a flood.  A multitude of tools are available to emergency 

managers, however, every flood event guides the development of new technologies and 

methodologies.  

Floods familiar to Midwesterners, from 1993 to 2011, do the most to shape 

current flood response on both official and individual levels.  Despite almost twenty years 

passing, people continue to remember the effects of flooding in 1993 throughout Iowa 

and the Mississippi River corridor.  Floods create something akin to a cultural memory, 

which has a profound effect on flood response and planning.   However, these memories 

tend to fade with time as a population ages.  The major flood disaster declarations during 
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the 1950s and early 1960s in Iowa (Iowa Disaster History 2011) provide an excellent 

example of the short-term memory of flooding, because homes and businesses were still 

built in floodplains affected by 1993 floodwaters. 

The results of flooding in 2008, 2010, and 2011 differs from the disaster in 1993.  

People, before the 2008 floods, built to the flood levels from 1993 and many, before 

2008, built to that flood level, presuming 1993 floods represented peak floodwaters.  City 

planners, developers, and individuals often follow this paradigm of building to the 

highest flood; especially from a historical context (van Dantzig 1956) (Sayre 2010).   

Interestingly, the idea of superimposing historical flood perceptions onto long-

term flood response, such as planning and construction, spills over into techniques for 

short-term response.  During the 2008 floods, individuals and businesses affected by the 

1993 floods typically built temporary flood protection barriers and performed other 

preparatory measures at an unnecessarily high level (Oswald 2011).  Conversely, those 

unaffected by previous flooding presumed that they will again be safe.   This turned into 

disaster for those in the path of floodwaters.   

The IFC has the task of both preserving this cultural memory of floods and 

prepare the state of Iowa for future flood response.  The State of Iowa provides funding 

for the IFC, as a long-term response to the 2008 floods, and tasks the researchers 

involved with providing support for State agencies.  This mission has expanded into the 

development of tools for individual citizens.  These tools include forecasting services and 

improvements in dissemination of water-related information (IFC 2011). 

Information is important during short-term response, especially when citizens are 

looking for answers.  However, disseminating information to the public represents a 

significant challenge for both the IFC and NWS.  Furthermore, emergency managers, 

often untrained in water sciences, need forecasts explained in understandable terms and, 

potentially, through a combination of methods.  To reduce these issues, the NWS and IFC 

have developed both graphic and mobile forecast dissemination methods.   
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Emergency response to flash flooding, in Iowa, could most use the new mobile 

forecasts and alerts.  This is especially true as flash floods gain increasing significance 

due to human loss and catastrophic, geomorphologic change.  The number of flash floods 

and impact of events on society becomes increasingly apparent and prominent with 

increases in the length of historical record, the expertise related to meteorological and 

hydrological forecasting, and the rate of reporting for flood events (Gruntfest and 

Handmer 2001). 

 Flash floods have become particularly prominent due to human activity and 

geophysical factors.  Human activities are often most vulnerable due to location, type, 

and value of infrastructure.  For example, recreational and leisure activities include 

visiting natural areas along riverways, which are generally relatively flash flood prone 

areas.  Furthermore, the incremental expansion of urban areas puts human life and 

infrastructure in harm’s way within floodplains (Gruntfest and Handmer 2001).   

Individuals, at risk for flash flooding in recreational areas, are generally located 

away from information sources.  The typically remote locations of occupied 

environments make them particularly susceptible to flash flooding.  Recreational 

campgrounds next to a river, for example, are especially dangerous in areas prone to flash 

flooding.  This is particularly true in an area lacking permanent infrastructure and 

emergency communication devices, such as sirens.  Hampered distribution of weather 

warnings to stakeholders can thus result loss of life (Curtis 2010).   

Flash flooding during June of 2010 represents a recent example of disaster due to 

inadequate ability to inform unsuspecting visitors (Mayerowitz 2010).  During the event, 

the Caddo and Little Missouri Rivers, in southwestern Arkansas, rose 20 feet, peaking 

between one and two in the morning.  The Albert Pike Campground, operated by the US 

Forest Service, was inundated by water rising at 8 feet per hour.  The water level and 

debris flows resulted in 20 deaths, approximately 24 hospitalizations, and another 

approximately 60 people requiring rescue (Yancy 2010). 
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 In an article explaining the situation, authorities noted a lack of warning likely 

exacerbated the devastation.  The article pointed out that the Little Missouri went from 3 

feet in depth to 23.5 feet during the flood.  Rainfall during the night, approximately eight 

inches, caused the increased discharge (Yancy 2010).   

The cause of the flooding and result are directly linked, but missing key was pre-

emptive emergency response.  To avoid this situation in areas with cellular signal, social 

networking websites and services, such as Facebook, Twitter, SMS text messages, and 

email may represent new possibilities for communication with the public and are being 

adopted by a new generation of US government officials (Rein 2010).  

2.4 Summary 

Living with floods, as a concept, varies by design and function.  Societies require 

water for commerce, agriculture, and general development.  Consequently, floods are a 

part of human history and appear throughout historical text in terms of both disasters and 

mitigation attempts.  Floods will become increasingly common as populations grow and 

encroach on water sources, which will lead to an increasing development of control 

structures, methods for coexistence, and flood response.   As control structures and 

protective designs cannot be available everywhere, improvements of the tools and 

techniques associated with flood response; such as enabling high-speed, reliable 

communication and increasingly accurate forecasts; are especially important.  Equally 

important is proper action based on this information to avoid either under- or over-

responding to a flood event. 
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CHAPTER 3 : LITERATURE REVIEW 

Disasters, for the purposes of this research, occur when the in situ system fails to 

cope with unexpected, sudden-onset situations.  This can primarily be considered as 

breakdown in institution or infrastructure (Perry 2007).  Furthermore, the institutional 

tools of flood response are analyzed in three parts: forecasting, mapping, and 

communication.   

Forecasting entails the currently deployed hardware, software, and expertise used 

throughout the process from precipitation to forecast dissemination.  Mapping primarily 

considers potential methods for employing two- and three-dimensional georeferencing 

tools.  Communication focuses on the addition of mobile devices and social media to 

existing information distribution and response coordination methods.     

The actual distinctions between each component are somewhat ambiguous.  Using 

the three part structure is purely intended to create a sense of logical progression from the 

forecaster to the stakeholder.   In fact, a linear path typically represents the progression 

from data sources through forecasters to consumers.  However, as new communication 

technologies blur the lines between data sources and stakeholders, the presumption of a 

single path from originator and consumer will become obsolete. 

3.1 Forecasting 

Hardware begins the forecasting process with raw data collection.  Remote 

sensing hardware faces limitations from temporal resolution; for example, radar sweeps; 

and spatial resolution; radar has a four kilometer by four kilometer grid cell size.  In situ 

sampling gages are also subject to temporal and spatial resolution constraints, due to the 

spacing of gages across a landscape.  

Software processes remote sensing and in situ data from sources; such as satellite, 

radar, gage stations, and human spotters.  The software utilizes models, employing 

various algorithms, to estimate precipitation and subsequent hydrological events.  These 
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models estimate precipitation between in situ gages using radar data.  Ultimately, 

expertise can contribute to these steps by filtering the resulting forecast and choosing 

methods for dissemination to stakeholders.   

3.1.1 Forecast Hardware 

Runoff caused by rainfall is a key component in flooding.  Therefore, 

precipitation measurements are important for hydrologic and hydraulic forecasting.   

Remote sensing and physical gages are the two precipitation measurement methods 

employed by the NWS.  Physical gages include automated tipping buckets and manually 

read gages used by human weather spotters.  These gages provide relative accuracy at the 

collection point, but require estimation between each point.   

Common estimation methods for physical gages include the Thiessen Polygon, 

Isohyetal, Kriging, and IDW approaches (Bastin, et al. 1984).  Each method utilizes areal, 

distance or contour weighting to create a precipitation map.  This works very differently 

from remote sensing, which measures readings at a given resolution across the entire map 

and then can be calibrated to physical gages.   

3.1.1.1 NEXRAD 

In 1988, agencies from the Departments of Defense, Commerce, and 

Transportation created the Weather Surveillance Radar –1988 Doppler (WSR-88D) 

Radar Operations Center (ROC) in Norman, Oklahoma.  Commonly referred to as 

NEXRAD, the associated network consists of 159 radars.  This network is ultimately 

intended to provide an accurate source of weather data for advanced warning models 

(About the ROC 2011).  

Radar detects two meteorological conditions: wind and precipitation.  To do this, 

energy waves emit from a radar station in a beam, which projects into a conical shape 

with the apex at the origin and circular terminus.  The conical beam sweeps through a 

circular pattern, thus limiting temporal resolution of data collection, at any given point, to 



19 
 

 

the time required to pass through each revolution (National Research Council's Board on 

Atmospheric Sciences and Climate 2005).   

Radar energy waves scatter upon contact with solid and liquid materials.  Most of 

the energy striking solid objects tends to be absorbed, and the energy encountering liquid 

objects generally continues traveling.  A small fraction of the total energy reflects back to 

the radar detector.  For water droplets, the reflected energy is proportional to the sixth 

power of the droplet diameter.  This relationship provides the basis for measurement of 

droplet size and spatial distribution (National Research Council's Board on Atmospheric 

Sciences and Climate 2005).   

The Doppler phase shift within the outgoing and incoming energy ways, along 

with travel time and return signal strength, assists in the measurement of droplet size and 

motion.  Knowing the size and motion of droplets translates into estimation of where 

atmospheric droplets will fall, causing precipitation, and the direction and speed of any 

associated wind.  However, large, solid objects can interfere with measurement due to 

radar wave opacity (National Research Council's Board on Atmospheric Sciences and 

Climate 2005). 

Reflected signal can come from both atmospheric and ground-based objects (Seo, 

et al. 2011).  Therefore, solid objects can shrink the operating range of radar in varied 

topography.  Conversely, relatively flat regions, such as Iowa, have very little 

interference by landforms.  These regions encounter problems with the minimum 0.5 

degree angle pitch required for all NEXRAD stations (National Research Council's Board 

on Atmospheric Sciences and Climate 2005).  Instead of a constricted radar path, the 

radar in Iowa typically reaches the full 200 kilometer operating extent. 

The range and pitch of NEXRAD stations causes bias at the farthest extent, before 

attenuating.  Data collection near the top of cloud structures catches a mixture of liquid 

and solid water.  These regions can cause overly bright spots within a radar map due to 

density differences between a water droplet and a ball of ice coated with melting water.  
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The melting water sends the same signature as a water droplet, but has disproportional 

volume due to the ice, which is less dense than liquid water.  The disproportionally large 

volume ice and liquid water mixtures return a much stronger signal than the liquid water 

droplets due to the power regression relationship between droplet diameter and reflected 

energy.      

Energy wave absorption and overestimation are among several current issues with 

radar.  Other primary problems include no cross-calibration among radar stations, which 

correlates to a general lack of published information regarding procedures and schedule 

(Seo, et al. 2011).  One known additional known bias is in the radar-based estimation of 

hourly precipitation within multisensory products (Young, et al. 2000). 

Precipitation estimations from NEXRAD have typically been biased toward lower 

estimated values than those created through areal estimation based on rain gauges.  

Combining radar and gauge data should improve precipitation estimates in both quality 

and spatial resolution, and when compared to either source alone (Young, et al. 2000).  

The expertise component of forecasting can provide the ability to recognize bias and 

tweak forecasts as needed, but can also introduce subjectivity into forecasts (Johnson, et 

al. 1999) (Young, et al. 2000).   

Therefore, problems with validating multisensory areal precipitation estimations 

continue to exist.  Size difference in sampling area creates a problem when comparing 

measurements from sampling points to areal estimations.  Furthermore, few independent 

precipitation gauges exist outside of the multisensor estimation network.  Finally, limited 

records of the original data, methods used, and manual changes, made to model outputs, 

exist (Young, et al. 2000). 

3.1.1.2 GOES 

Geosynchronous satellites with infrared capabilities are used to estimate rainfall.  

In the US, the National Environmental Satellite Data and Information Service (NESDIS) 
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operates the Geostationary Operational Environmental Satellites (GOES) system.  The 

satellites provide larger-scale cloud cover maps than radar and avoid having a ground-

based system (Vicente, Scofield and W. 1998). 

Some other differences exist between radar and satellite-based meteorological 

measurements.  For example, radar, unlike satellites, can encounter problems with ground 

clutter over the circular radar sweep and cloud over-topping at the longest ranges.  

Conversely, GOES typically collects hourly radiances from above cloud formations, but 

images are sometimes available only once every couple to several hours (Schmit, et al. 

2002) (Vicente, Scofield and W. 1998). 

Many of the derived products from satellite data differ from NEXRAD.  Some 

examples include atmospheric temperature profiles, moisture profiles, total precipitable 

water vapor, atmospheric stability indices, lifted index, cloud-top properties, total column 

of ozone, and midlevel motion (Schmit, et al. 2002).   

Satellite monitoring uses infrared light (IR) to track cloud progression and 

growth.  Cloud-top temperatures tend to have an indirect relationship with storm intensity 

and, ipso facto, precipitation rate.  Tracking finite differences in temperatures and shape 

through periodic image returns and stills allows for estimation of growth and decay in 

cloud formation.  Simultaneously, spatial gradient analysis is applied to disregard cirrus 

clouds releasing no precipitation (Vicente, Scofield and W. 1998). 

3.1.1.3 Output 

The final product, used by forecasters, is a multisensor precipitation estimate, 

which includes a mixture of remote sensing and in situ data collection.  Neither system 

alone represents a perfect methodology for gathering data.  Instead, merging remote 

sensing and precipitation gauge data based on weighting regions according to variance 

estimations minimizes uncertainty for detailed hydrological forecasts (Grimes, Pardo-

Igúzquiza and Bonifacio 1999) (Young, et al. 2000).  
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3.1.2 Operational Forecasting 

Two of the most difficult aspects of accurate forecasting are the scalability and 

uncertainty of estimations.  The Office of Hydrologic Development (OHD) coordinates 

NWS progress toward reducing uncertainty and increasing accuracy in hydrologic 

forecasts.  This executive commission directs the integration of new hydrologic principals 

from the research science realm, modifies scientific concepts into working 

methodologies, oversees growth within NWS field offices, and helps ensure the 

congruent progression of NWS outputs with stakeholder needs (OHD 2011). 

The OHD responsibilities and activities are distributed to and abetted by five 

operation systems and organizations.  The Advanced Hydrologic Prediction Service 

(AHPS) integrates burgeoning hydrologic assessment methods into new forecasting 

systems for flood warnings and water resource availability assessments.  As of fiscal year 

2005, AHPS had 1,376 operational locations and river forecasts at 3400 locations.  The 

AHPS plans to reach a total of 4,011 operational forecast locations by 2013 (Committee 

to Assess the NWS AHPS 2006). 

The Planning, Programming, and Coordination Group (PPC) pursue various 

analyses for hydrology programs within NWS and the rest of NOAA.  The Hydrology 

Laboratory (HL) considers, chooses, and offers training in new scientific methods and 

software technologies for forecasting.  The River Forecast Center Development 

Management (RDM) is a program run by a single manager, who ensures efficient 

application of new science and software within River Forecast Centers (RFCs).  The 

Community Hydrologic Prediction System (CHPS) combines and facilitates data sharing 

between NOAA and other federal-level water agencies, academic institutions, and other 

stakeholders throughout the nation (OHD 2011).  

A NWS recent report, the “Strategic Science Plan” (SSP) for the HL, enumerates 

the current and proposed processes and models for forecasting.  The authors broke up 

each subject into three ideas.  First, “where we are,” which explains the techniques 
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currently used by NWS personnel.  Second, “where we want to be,” which outlines either 

a new or reaffirmed goal.  Third, “what are the challenges to get there” provides an 

explanation of the anticipated problems for reaching each goal (Strategic Science Plan 

2010). 

The current methods illustrated in the SSP include the hydrologic forecasting 

process for the NWS River Forecasting System (Total River and Hydrologic Forecasting 

System 2011).  The forecast methodology begins with data inputs from observation 

infrastructure, such as the remote sensing and in situ hardware detailed in the previous 

section, 3.1.1 Forecast Hardware.  Forecasts have specific data input needs to satisfy the 

algorithms used within the model.   

Forecast data input requirements fall within two basic lists: primary and 

secondary needs.  Primary needs include the height of the planetary boundary layer, soil 

moisture and temperature profiles, high-resolution vertical profiles of humidity, 

measurements of air quality and related chemical composition above the surface layer.  

Secondary measurement needs consist of direct and diffuse solar radiation, vertical wind 

profiles, subsurface temperature profiles, incidents of icing near the surface, vertical 

temperature profiles, and surface turbulence parameters (Committee on Developing 

Mesoscale Meteorological Observational Capabilities to Meet Multiple National Needs 

2009). 

Some of the data collection networks for the meteorological and hydrological 

models fall outside national agency dominions.  For example, mesonets, or mid-level 

networks, provide additional data available in limited regions of the country (Committee 

on Developing Mesoscale Meteorological Observational Capabilities to Meet Multiple 

National Needs 2009)The Iowa Environmental Mesonet, provided by the Iowa State 

University Department of Agronomy, hosts information on atmospheric temperature, 

wind speed, precipitation, atmospheric pressure, soil moisture and various other local 

parameters (Iowa Environmental Mesonet 2011). 
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Soil moisture, in particular, represents a particularly important and under-sampled 

parameter for hydrological forecasts, which can be sampled using an optimal number of 

sensors (Brocca, et al. 2010), or modeled using observed precipitation, temperature, and 

runoff (Huang, van den Dool and Georgakakos 1995).  Soil moisture estimations come 

from presumed initial conditions with fluctuations estimated by temporally continuous 

radar-rainfall models (Villarini, et al. 2010).  The NWS uses the Sacramento Soil 

Moisture Accounting model (SAC-SMA) to estimate basin-scale antecedent soil moisture 

conditions for flood forecast models.  The SAC-SMA has no explicit inclusion of 

measurable physical characteristics or processes for model basins, which limits 

estimations to watersheds with a gage for river stage observation (Committee to Assess 

the NWS AHPS 2006).  A second model, SNOW-17, developed to estimate snow 

accumulation and ablation, tracks the water content in snow to predict spring runoff and 

available soil moisture during spring thaw. (Frozen Ground Modeling 2001) (Anderson 

2006). 

Non-stationarity creates a problem with predicting both long- and short-term 

hydrological events (Lima and Lall 2010).  A properly calibrated model can still 

incorrectly forecast an event due to assumption of stationarity (Refsgaard, et al. 2006).  A 

growing realization of climate instability and uncertainty stemming from limited 

empirical data has instigated a movement toward non-stationarity when developing 

probability distributions and models based on historical data (Milly, et al. 2008) (Peel and 

Blöschl 2011). 

Changes in surface coverage can impact more than runoff rates by directly 

affecting the stage height of floodwater.  As floodwaters leave the river channel, velocity 

profiles change with the newly encountered friction values.  Plants and other objects in 

the floodplain impede local flow and decrease velocity magnitudes, causing a hysteresis 

effect (Perumal, Shrestha and Chaube 2004).  The inversely proportional relationship 
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between velocity and flow-path area then causes an increase in stage height to 

accommodate the fixed discharge value.  

3.1.2.1 Long-Term Floods 

Long-term flooding generally occurs along rivers.  These major waterways 

correlate to large basins with substantial baseflow.  Single-storm events typically have 

little impact on streamflow (Committee on Developing Mesoscale Meteorological 

Observational Capabilities to Meet Multiple National Needs 2009).  Long-term flooding 

instead originates in a series of precipitation events, the effect of which becomes 

compounded when basin travel times, for runoff, coincide with additional precipitation 

events.  Thus hydraulic equations and open channel flow characteristics; such as slope, 

width, bottom, and bank roughness; govern long-term flood forecasting. 

Forecasts for these multi-event, basin-scale events originate at the regional River 

Forecasting Center (RFC) and are distributed to local offices.  The forecast is top-down 

in nature, but model data inputs are funneled through the local NWS offices to the RFC 

from intra- and inter-agency resources.  NWS Weather Forecasting Offices (WFOs) 

gather the data from United States Geological Survey (USGS) gages, United States Army 

Corps of Engineers (USACE) gages, and local NWS sources; such as spotters, radar, and 

precipitation gages.  RFC estimations are also compared to USACE models before final 

results are released to stakeholders (Wolf 2010). 

The NWS River Forecast System (NWSRFS) governs NWS software for 

hydrologic, hydraulic, and data management operations (NWSRFS Overview 2011).  A 

combination of three systems performs the necessary tasks within the NWSRFS.  Model 

calibration is the key part, and uses a historical time series of streamflow and mean areal 

estimations of precipitation, temperature, and other raw data from the National Climate 

Data Center (NCDC).  The Ensemble Streamflow Prediction System (ESP) utilizes a 

combination of hydrologic models, hydraulic models, and statistical analysis.  The 
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Operation Forecast System (OFS) incorporates real-time observed and projected data, 

hydromet analysis, hydrologic models, hydraulic models, and no provision for run-time 

adjustments.  

Traditionally, a suite of model parameters have been fed into algorithms based 

within RFC-specific application program interfaces (APIs).  Models then estimated 

surface runoff based on an index of the stored basin moisture, physical basin 

characteristics, time of year, storm duration, rainfall amount, and rainfall intensity.  More 

recently, models have begun including increasingly fine spatial and temporal scales, and 

physically based processing equations, instead of traditional parametric equations. 

The local forecasting software programs compose the Weather Forecast Office 

Hydrologic Forecast System (WHFS) part of the Advanced Weather Interactive 

Processing System (AWIPS) (AWIPS 2011).  The system is designed to compile all 

hydrologic information needs on the same workstation as the meteorological program 

(WFO Hydrologic Forecast System 2011). 

The WHFS software includes HydroView, HydroBase, and RiverPro.  

HydroView is a hydrologic data viewing system, which enables users to view hydrologic 

situations through a geographical view, temporal graphic, tabular display and cross-

section profile.  An available menu also enables access to flood category, historic crest, 

impact potential, and contact individuals at each river forecast point.  Users can also 

access detailed information at locations of dams along waterways (WFO Hydrologic 

Forecast System 2011). 

HydroBase acts as a database manager for all of the information related to 

hydrology.  There are no operational uses for HydroBase during an event.  Instead, the 

importance of HydroBase is to ensure other operational software has access to accurate 

and relevant data (WFO Hydrologic Forecast System 2011).  

RiverPro creates the final output form HydroView and HydroBase.  Whereas 

HydroBase controls the inflow of data and HydroView provides a forecasting platform 
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for the forecast, RiverPro automates the outputs for public consumption.  These products 

are based on customized templates, which are designed separately by each office.  The 

program also, by default, recommends the most severe scenario based on maximum 

observed stages.  Forecasters can then select data points and products as desired before 

issuing the forecast (WFO Hydrologic Forecast System 2011). 

Text-based forecasts are outputted to the public and media through the WarnGen 

system.  The standardized format allows for automated reuse on multiple media.  News 

outlets are familiar with the standardized system and computers digitize the words into 

spoken text for weather radio.  The text is also available for consumption via the NWS 

local forecast website (Wolf 2010).  

The ease of use provided by WarnGen allows forecasters to produce and output 

simplified forecasts.  However, the system has problems with clarity for inexperienced 

users.  The structured output works well for computers, but has approachability problems 

(Wolf 2010).   Changing over to a graphics-based or mixed text and graphics system is 

suggested to potentially alleviate these comprehension problems.  Users may find 

interactive graphics with pop-up explanations more intuitive and comprehensible than the 

separated text and map forecasts currently in existence. 

In addition to forecast dissemination methods, the strain put on forecasters to act 

as scientists and coordinators places potentially too many needs on one individual.  

Forecasters, when working with county-level emergency managers, attempt to address 

local needs and coordinate with the RFC to fulfill those needs.  This includes some of the 

coordination facilitated by the IHSEMD EOC and WebEOC.  For example, NWS local 

WFOs can become involved in finding volunteers from various agencies for sandbagging 

activities and pinpointing the crucial locations to protect during a flood event.  

The coordination role of WFOs establishes them as a liaison for the regional RFC.  

This is especially true due to a lack of direct interaction between RFCs and public 
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entities.  Therefore, WFOs inherit the task of communicating forecasts to local officials, 

such as the county-level emergency managers (Wolf 2010).   

Forecasters use a qualitative scale to communicate forecast urgency to 

stakeholders.  These qualitative statements turn forecasts into action statements 

(Gruntfest and Handmer 2001).  For example, the long-term flood forecast process begins 

one week in advance of an event with the outlook stage.  At this stage, the forecast is not 

tailored directly for emergency managers and is disseminated passively through the 

website.  The forecast is also based on 20 percent occurrence probability likelihood (Wolf 

2010). 

Forecasts transition from outlook to watch at a two to three day lead-time.  The 

watch designation is associated with 50 percent occurrence probability likelihood.  This 

is also when the local WFO contacts pertinent emergency managers via a conference call 

(Wolf 2010).   

Emergency managers gauge response based on the tone of the forecaster.  This 

personal forecast issuance helps managers determine level of concern among forecasters 

and the uncertainty in the forecast.  Furthermore, forecasters often change working 

language as necessary.  For example, forecasters often refer to uncertainty as confidence 

level when working with emergency managers (Wolf 2010).   

Personnel at the WFO continue to stay in direct contact with emergency managers 

as occurrence probabilities increase.  Figure 3-1 illustrates the interplay between 

forecasters, data sources, and stakeholders during the decision making process to 

establish a warning.  This level corresponds to the highest qualitative probability measure 

for a forecast and is the next increment after advisory.  The two forecasting terms 

represent 80 and 60 percent occurrence likelihood probabilities and forecasters only issue 

them when the expected arrival time is imminent (Wolf 2010).   
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Figure 3-1. Reproduction of forecast decision making flowchart provided by Ray Wolf. 

Phone calls during the lead up to an event provide a simple method for forecast 

clarification.  Emergency managers can ask forecasters for explanations through direct 

questions.  This is often also used during flood events to help managers assess needed 

changes.  NWS Forecasters are currently developing a podcast system to verbalize 

forecast explanations in an automated and constantly available platform.  Ultimately, 

these and a variety of other techniques are employed in disseminating forecasts, including 

"warnings," as illustrated in Figure 3-2. 
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Figure 3-2. Forecast dissemination through multiple portals leads to a multitude of 
interconnected stakeholders. 

3.1.2.2 Short-Term Floods 

Short-term flood events, referred to as flash floods, are precipitation event driven.  

Discharge spikes quickly, generally in 10 to 30 minutes, and significantly.  Localized 

rainfall totals and topography, which determine runoff travel time, are two key 

characteristics for approximating the predicted discharge increase.  Basin water storage 

capability, based on soil moisture content, is also important for estimating the total runoff 

potential (Committee on Developing Mesoscale Meteorological Observational 

Capabilities to Meet Multiple National Needs 2009).  These parameters make flash floods 

especially challenging to forecast in terms of occurrence likelihood and magnitude 

(National Research Council's Board on Atmospheric Sciences and Climate 2005).   
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Flash flood forecasts are handled differently from long-term and major flooding.  

The NWS defines, for working purposes, a flash flood as lasting less than six hours 

(Weather Terms and Warning/Advisory Criteria 2011).  As such, short-term forecasts for 

flash floods originate from local NWS offices due to the localized nature of the flood 

potential (Wolf 2010).  These forecasts represent warnings for a geographical area and 

lack specific quantitative stage estimations (Weather Terms and Warning/Advisory 

Criteria 2011).   

Forecasters at WFOs in Iowa use Flash Flood Guidance System (FFGS) to model 

flash flood potential and provide guidance on issuing flash flood statements.  The FFGS 

operates as a deterministic system with watches and warnings being issued based on set 

exceedance thresholds (Villarini, et al. 2010).  Three values are synonymously modeled 

to return a deterministic prediction of a higher than bankfull discharge: estimated 

precipitation, soil moisture, and runoff.   

The model processing algorithms incur uncertainty due to reliability of the input 

data.  As noted in section 3.1.1 Forecast Hardware, areal rainfall estimation contains 

inherent uncertainty.  However, the uncertainty of Quantitative Precipitation Estimations 

(QPEs), created from multisensory precipitation estimation, is not quantified.   Similarly, 

Quantitative Precipitation Forecasts have application issues within FFGS due to the 

intended designs.  The QPFs match meteorological needs better than hydrological 

purposes because the verification of accuracy and performance is neither consistent nor 

calibrated with other hydrological models (Committee to Assess the NWS AHPS 2006).   

Soil moisture estimations, based on a continuous model, also have associated 

uncertainty, which combine with rainfall uncertainty when estimating runoff.  

Simultaneously, the discharge model uses Snyder’s synthetic unit hydrograph; which is 

based on effective rainfall duration, peak direct runoff rate, and basin lag time; and 2- to 

5-year return period flows to back calculate the threshold runoff.  However, Ntelekos, et 

al. (2006) argued that 2-year return period events may not equal bankfull discharge return 
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period, and suggested a range of 1- to 32-year return period discharges with an average 

1.5-year return period more closely matched the actual bankfull conditions than the 

current FFGS methodology (Ntelekos, Georgakakas and Krajewski 2006). 

The deterministic output from FFGS fails to detail the uncertainties within a flash 

forecast.  Therefore, a potential exists for poor quality inputs without explicitly apparent 

poor quality outputs.  Villarini, et al. (2010) analyzed the possibility of converting to a 

probabilistic system.  Thus uncertainty within radar-rainfall estimation and FFGS would 

be clear (Villarini, et al. 2010).    

FFMP; a collaboration between NWS, National Severe Storms Laboratory 

(NSSL), and the National Center for Atmospheric Research (NCAR); works within 

AWIPS to illustrate flash flood forecasts and provide warning guidance.  This software 

allows forecasters to rapidly queue model outputs as a graphic depiction of local 

conditions.  Forecasters use information from both a map and a table with names, rates, 

QPE, FFG, rates of QPE divided by FFG and absolute difference between QPE and FFG 

(FFMP Frequently Asked Questions 2011).   

Regardless of the forecast modeling and dissemination methods, flash floods are 

sudden occurring, typically violent and terrifying, located in unexpected places, localized 

scale, rare, and short in duration.  Ensuring an accurate and well disseminated forecast 

with significant lead time can potentially save lives and reduce community disruption.  

This includes either under- or over-estimating hydrological events.  An appropriate early 

warning system should then properly interpret flood predictions, have meaning for target 

audiences, communicate messages through appropriate methods, be based on user 

requirements, and undergo continuous review as local needs change. 

3.1.3 Forecast Output 

Daily forecasts from the NWS are output to the public as media releases to local 

news, postings on the website, and weather radio broadcast.  Emergency forecasting 
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changes the dynamic of disseminating the forecast with emergency broadcasts on weather 

radios and phone calls to emergency managers.  The NWS Weather Forecast Offices 

(WFOs) enlist the entire staff during an event to contribute to forecasting and 

communication via HAM radio, TV stations, weather radio, websites, and telephones 

(Wolf 2010).   

The entire group is necessary to continuously staff the office during each 24-hour 

cycle with forecasters and a dedicated communications officer.  Multiple forecasters are 

also needed because each forecaster focuses on only one element of the event.  This 

single-task approach is intended to ensure each forecast is produced in a timely manner 

(Wolf 2010). 

From there, a smooth transition between information and action is one of the key 

parts of managing any emergency event.  According to Ray Wolf, Science and 

Operations Officer for the National Weather Service (NWS) in Davenport, Iowa, county-

level emergency managers, in Iowa, receive forecasts directly from the NWS local offices 

(Wolf 2010).  Emergency managers next must try to convert these forecasts into action.  

However, as Tom Oswald of the Iowa Homeland Security and Emergency Management 

Division (IHSEMD) noted, few county-level emergency managers in Iowa have any 

formal training in hydrological or meteoroligical forecasting.   

Forecasters are obliged to translate forecasts into common terminology and 

present forecasts in a simplified format.  Ideally, managers would prefer definitive 

answers and this need manifests itself as a request for advice from the forecaster.  NWS 

WFOs act strictly as information sources and may not provide advice to emergency 

managers (Wolf 2010).   

The NWS employs a variety of methods to disseminate forecasts for the public.  

These include text, audio, and graphical representations.  Audio broadcasts via weather 

radio are the most proactive form of communication from the NWS.  Text and graphical 

forecasts are both available via the Internet and require active consumption. 
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The AHPS provides a web-based source of information for all stakeholders.  The 

NWS, intending to modernize available forecast products, uses AHPS to illustrate 

satellite and radar data, graphical forecasts, and regional maps (AHPS 2011) (Committee 

to Assess the NWS AHPS 2006).  The website provides maps for a graphical interface to 

select and illustrate ascertain local conditions (Water: River Observations 2011). 

The NWS uses AHPS to distribute minimized gage information to the public. 

Other information, such as detailed station and flood history, is formatted for in-house 

use during hydrologic event prediction.  Keeping these detailed records are important, 

especially flood history, because the NWS is expected to correctly forecast every event, 

including low probability occurrences. 

AHPS also provides a singular location for everyone to access information 

available from and through the NWS.  Users have information compiled for them and 

regional predictions are clearly marked on maps.  This system, which includes the USGS 

streamflow gage data network, shows river gages throughout the United States (USGS 

2011).  The gages are color-coded based on a comparative flooding scale, ranging from 

no flooding to major flooding.  The color-coding, only applied to gages with data less 

than 24 hours old, enables users to visualize regional flooding patterns in relative real-

time (AHPS 2011). 

Iowa Flood Information System (IFIS), a recently introduced product from the 

Iowa Flood Center (IFC), is another map-based forecast dissemination platform 

encompassing only the state of Iowa.  Similar in function to the AHPS platform, IFIS 

provides users with an interactive map containing color-coded gaging stations.  These 

stream gages include IFC bridge sensors and USGS gages, each station host indicated by 

the color.  Unlike AHPS, IFIS indicates flooding rivers with a separate icon, which only 

appears when the waterway is either at or approaching flood stage (IFC 2011).  

The two systems, AHPS and IFC, both provide hydrographs with mapped 

locations and clear flood level indicators for each gage.  Yet, the systems contain some 
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differences in the presentation of the hydrographs.  AHPS presents a multi-day, static 

hydrograph with stage height and estimated discharge (AHPS 2011).  Long-term, the 

NWS plans to upgrade these static hydrographs to include forecasted river levels, weekly 

flow probabilities, and monthly flow probabilities (Committee to Assess the NWS AHPS 

2006).   

IFIS contains an interactive hydrograph showing the conditions for each day of 

the hydrograph and corresponding gage heights.  Users can move a tool along the 

hydrograph with a popup snapshot of the selected stage and a visual of the stage level 

within a basic river cross section (IFC 2011).  

Another difference between AHPS and IFIS is the map hosting.  AHPS uses a 

static map without a scrollable zoom function, which confines user selection to specific 

political regions, demonstrated by Figure 3-3.  The IFIS map runs on an embedded 

Google Map with scrollable zoom capabilities and the ability to host layer selection, as 

shown in Figure 3-4.  Users can select which layers to make visible and, once a 

community is selected, are provided with a graphic of the upstream watershed boundary.  

This also limits the visible gages to those within the watershed for the selected 

community (IFC 2011).  Thus IFIS operates on a basin presentation method. 

The watershed limiting system creates an environment in which a user can select 

a community and receive a filtered response from the system.   These filters thus act to 

tailor information provided to a user based on familiar landmarks, instead of requiring 

users to choose pertinent gages from a nationwide map.   

Another localized feature is available through IFIS and differentiates IFIS from 

AHPS.  IFIS users can interact with municipality-level inundation maps.  These maps are 

available for six Iowa communities and demonstrate the relationship between stage, 

discharge, and inundation area (IFC 2011).  AHPS also has been planning to add this 

feature to municipalities nationwide since 2005 (Committee to Assess the NWS AHPS 

2006).  A continuous of these maps would potentially allow individual users throughout 
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the nation to visualize flood risk with previously unknown clarity as predicted inundation 

maps.   

 

Figure 3-3. The AHPS interface provides users with a graphical representation of 
current conditions and forecasts through symbolic color coding. 
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Figure 3-4. The IFIS website allows users to dynamically zoom on regions of the state 
and focus on specific watersheds to filter information based on personal 
need and relevant locale. 
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Figure 3-5. A mock-up of a probabilistic inundation forecast displayed as a 2D map 
within a Google Map interface in a web browser.  
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Figure 3-6. A mock-up of deterministic inundation forecast displayed as a 2D map 
within a Google Map interface in a web browser.  

3.2 Mapping 

3.2.1 Two Dimensions 

Spatial triggers and dynamic routing represent two potential methods for 

minimizing external stresses during flood response.  These two services, provided to 

individuals by a centralized source, could both increase awareness of potential dangers 

within a geographical region and help reduce or prevent the paralysis caused by 

hypervigilance during an emergency event.  The stress caused by attempting to determine 

the shortest escape route or a safe location during an emergency can often overwhelm an 



40 
 

 

individual.  This is especially true while trying to process information about an unfamiliar 

locality (Ozel 2001). 

3.2.1.1 Spatial Triggers 

Regardless of familiarity with a local area, individuals can be caught unaware 

during a flood event.  Flash floods are a prime example of this scenario and lack of 

communication, as demonstrated by the flash flooding along the Little Missouri in June 

of 2010, can result in lost lives (Mayerowitz 2010).  Designing a system automatically to 

notify people within a flash flood warning area would bring up to date information to 

people and, potentially, save lives.   

 

Figure 3-7. A mock-up of a spatial trigger based on predicted inundation, displayed as 
a 2D Google Map interface in a web browser.  
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Spatial triggers consist of various query functions, each of which activates a 

response depending on the proximity of the user.  Any individual carrying a GPS and 

web-capable device can act as a user.  The spatial trigger system automatically follows 

the user and reacts when the user GPS signal moves into a triggered area (Bennett, 

Armstrong and Mount 2007). 

Evacuation notification provides a perfect application for spatial triggers.  People 

within a geographical region slated for evacuation could be notified based on their 

location.  This location-based notification system is demonstrated in Figure 3-7.  The 

evacuation route could also be tailored for the individual with consideration for variables, 

such as chokepoints, threatened bridges, and unsafe roadways.   

Spatial triggers could also be used to positively identify individuals within 

predicted inundation zones.  Differing from a simple evacuation announcement or 

warning system, such notifications would provide additional information to the 

individual.  This would be applicable for both flash and long-term flood events, satisfying 

the need for warning during a flash flood and providing accurate information during 

long-term flooding (Contributor 2011).  Furthermore, the notification could include 

location-relevant information, such as a predicted inundation map with estimated depth at 

the given coordinates, which reduces the need for individuals to filter pertinent data 

themselves.   

A final application for spatial triggers is in task distribution.  Emergency 

responders carrying a mobile data capable device could instantly receive tasks and task 

updates when entering an area.  The packets of information could contain a list of local 

tasks, the corresponding skills and resources needed, and a link to an Augmented Reality 

service containing additional information, including to-do lists tagged to each building. 
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3.2.1.2 Smartphones 

Smartphones have the most potential to facilitate spatial triggers and dynamic 

routing as new flood response technologies.  These are uniquely capable devices with 

built-in capabilities, such as GPS, mapping services, powerful processing hardware, radio 

signal, and expandable software applications.  Cell phones usage among young adults has 

also become nearly ubiquitous at 93 percent ownership, which translates into the 

capability of emergency managers to instantaneously reach nine out of every ten young 

adults during an emergency event (Lenhart, et al. 2010).  

Mobile and wireless Internet use, required to tap all of the potential in 

smartphones, is less common than standard cell phone usage.  However, 81 percent of 

young adults use wireless Internet and may be ideal candidates for mobile-based 

forecasting, mapping, and communication services.  An additional 63 percent of the mid-

age adults, 30 to 49 years old, and 34 percent of the oldest age group, 50 and above, use 

wireless Internet.  Racial demographics show another usage disparity; wireless data use is 

also more popular among African Americans than white and Hispanic adults.  Therefore, 

care should be taken when designing services to address the varying needs of users 

spanning diverse demographical backgrounds (Lenhart, et al. 2010). 

3.2.1.3 Mapping Services 

Combining the communication ability afforded by smartphone proliferation with 

geospatial referencing creates the potential for a broadcast warning system capable of 

issuing personalized information and response details.  Furthermore, the features 

available in mobile phones enable use of new mapping technologies, including navigation 

and tracking.  Crowdsource technology, the use of pooled tracking data from anonymous 

users, already has a variety of applications.  For example, Google Maps, a mainstay of 

mobile mapping services with 200 million users, utilizes crowdsourcing to report traffic 

patterns to users (Sanglap 2011) (Barth 2009).   Figure 3-8 illustrates color-coded traffic 
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patterns within Google Maps, which are displayed within the mobile interface using the 

colors as an intuitive qualitative scale. 

 

Figure 3-8. Screenshot of mobile Google Maps illustrating traffic congestion within the 
Chicago area. 

The GPS capabilities of smartphones provide a potential platform for spatial 

triggering.  An application, such as Google Maps, with widespread use could include 

emergency-related layers, which would include polygons corresponding to predicted 

inundations, evacuation zones, and flash flood warning areas.  The Google Maps 

application, or a third party application with embedded Google Maps, could 

automatically push and obtain information based on location of the user in conjunction 

with emergency-related layers.  This has the potential to help individuals realize actual 

risks during events, which could reduce actions taken due to perceived, and possibly 

false, risk (Rogers 1997) (Hayes 2009). 
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The spatial trigger concept has already begun to develop commercially in areas 

outside of emergency response.  Apple will be introducing a mobile application called 

Reminders for the fifth generation of the iOS mobile operating system.  The application 

will allow users to set event and task reminders with both temporal and geographical 

referencing.  For example, users can type in a list of groceries and set the list to pop up 

automatically on their phone when they enter the grocery store (Reminders 2011).   

3.2.1.4 Dynamic Routing 

Once spatial triggers alert users to potential danger, dynamic routing can be used 

to move them out of danger.  Dynamic routing would be based on Dijkstra’s algorithm, 

which could map efficient routes for smartphone users during a flood event.  The 

algorithm plots nodes and pathways iteratively from the beginning point to the 

destination.  Every pathway around each node is analyzed and the shortest path is chosen 

between each node.  A software program on a server could host and compare all of the 

routes to minimize travel times based on the entire user set. 

A method currently being studied by Jerry Mount, a PhD candidate in the 

Department of Geography at the University of Iowa, tabulates routes to create 

dynamically changing routes.  The scripts that he has designed have the potential to work 

on a large-scale for routing, and rerouting, individuals as needed.  The routes are 

developed based on two different premises, depending on local constraints.   

3.2.1.4.1 Time Constraint  

The first type of routing is a set number of pathways and a compilation of all 

routes between two points along the available pathways, which have been constricted by 

a set amount of total time.  This method compiles every possible route with no 

restrictions along the pathways.  The only constriction is the total amount of time 

available to traverse the route, which is illustrated in Figure 3-9 and Figure 3-10 illustrate 

the reduction of pathways as total available time is constricted.  Currently, mapping the 
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entire queue of routes takes approximately 100 milliseconds to compute with the 

inclusion of time constraints.   

 

Figure 3-9. An outline of every route possible between two points within a given time 
span.  Courtesy of Jerry Mount. 

 

Figure 3-10. An outline of every route possible between two points after reducing total 
time from Figure 3-9.  Courtesy of Jerry Mount. 
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3.2.1.4.2 Physical Constraint 

Obstacles to evacuation are important considerations when designing evacuation 

routes for citizens.  This is especially true in large metropolitan areas, exemplified by two 

major traffic jams caused by evacuations for Hurricanes George, in 1998, and Floyd, in 

1999.  These inspired a survey of evacuation plans throughout the United States and a 

review of the inclusion of transportation officials in designing evacuation plans (Urbina 

and Wolshon 2003). 

Despite retooling of evacuation plans in the early 2000s, evacuation related 

disasters occurred again in 2005.  Deaths and injury caused by Hurricane Katrina, which 

killed 1800 people, were blamed partially on the Mayor of New Orleans delaying a 

mandatory evacuation.  The Mayor of Houston, responding to Hurricane Rita 

approximately one month after Hurricane Katrina, acted in the opposite manner with an 

early evacuation of all residents.  This response clogged roadways and blocked in citizens 

located in the highest risk areas (Harris 2011).    

The problem of evacuation gridlock extends beyond occurrences to plans.  During 

the Three Mile Island event in 1979, the Governor of Pennsylvania reviewed evacuation 

plans for local counties.  The review found that two counties planned on evacuating the 

entire population of each over the same bridge in either direction.  This plan, while 

appropriate on a county level, disregarded the potential for multi-county or regional 

emergencies (Harris 2011). 

Dynamic routing has the potential to circumvent the problems faced during large-

scale evacuation.  Total space available on roadways is an unavoidable problem, yet, 

dynamic routing can reorganize traffic flow patterns to alleviate gridlock.  The concept 

utilizes one starting location and end location, for each vehicle-based user, with 

sensitivity to obstructions.   
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Figure 3-11. A 3D view of various escape routes from a burning building.  The inclusion 
of a stairwell is notable due to the required elimination of elevators as an 
option during a fire.  Such details must be considered when designing 
similar routing systems for flood events.  Courtesy of Jerry Mount. 

The routing method begins with the selection of the shortest route for each user 

between the origin and a safe location.  Rerouting occurs every time an obstacle blocks 

one of the pathways.  These obstacles are shown as shaded regions in Figure 3-11.  In the 

figures, the obstacles represent a fire spreading through a building.  During flood 

response, obstacles could include dangerous bridges, traffic jams, washed out roadways, 

etc.  These result in a dynamically changing route intended to keep every individual user 

moving within the system, regardless of physical constraints.   

3.2.2 Three Dimensions 

Augmented Reality (AR) represents a user interface meshing together 

technologies related to virtual environments and mobile computing to augment the real 

world.  Unlike standard virtual reality, which creates an entirely new environment, 

augmented reality enhances the landscape with information and illustrations.  These 

digital overlays are commonly referred to as layers, services or channels.  To plot these 

layers, mobile devices need a GPS, compass, camera, accelerometer, Internet connection, 
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and optional gyroscope.  The applications for flood response would utilize this 

graphically displayed information to distribute geospatially pertinent data to users in a 

three-dimensional environment.   

3.2.2.1 Early Applications 

A simple way to describe AR is as the intermediary between Virtual Reality (VR) 

and telepresence (Azuma 1997).  Virtual Environments, the experiential part of VR, 

completely immerse the user, whereas a user of telepresence technology, while working 

remotely, loses sense of distance.  Video conferencing and remote controlled aircraft are 

prime examples of telepresence technologies.  AR is intended to keep the user rooted in 

the real world, unlike VR, and interacting with localized media (Azuma 1997). 

The definition of AR technology can be delimited by three criteria.  First, AR 

must combine real and virtual in the visual display.  Second, real time interactivity is 

required to separate AR from static video.  Third, objects exist in a three-dimensional 

(3D) environment, which creates a realistic portrayal of real-world objects (Azuma 

1997).   

An AR tour of Columbia University, in New York City, New York, created in 

1997 by researchers in the Department of Computer Science and Graduate School of 

Architecture, Planning, and Preservation, , exemplifies an early attempt at goereferenced 

AR.  Photographs, such as Figure 3-12,  illustrate a tour designed to introduce visitors to 

various campus landmarks through the use of two visual displays and a global positioning 

system (GPS) tracking device.  In the description, a set of transparent 3D display goggles, 

with GPS tracking, combine with a two-dimensional (2D) handheld, tablet-style device 

utilizing stylus and trackpad input. Significant advances in electronics make the separate 

2D device and 3D goggles unnecessary because handheld devices now incorporate both a 

camera and higher screen resolutions than were available in 1997 (Feiner, et al. 1997).  
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Figure 3-12. Columbia University researchers use a set of transparent 3D display 
goggles, a GPS tracking device, a portable computer, and a two-
dimensional (2D) handheld tablet with stylus and trackpad input (Feiner, et 
al. 1997). 

Graphics in contemporary AR applications include a sense of depth unavailable in 

rudimentary AR devices.  Furthermore, the original devices separated viewing and input 

with menu items appearing as selections on the goggles and input available through a 

track pad on the handheld.  Users can now directly select from various menu choices, on 

the display, to receive additional information or remove augmentation graphics (Feiner, 

et al. 1997).   
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Figure 3-13. The view through goggles from a 1997 study by Columbia University in 
AR applications (Feiner, et al. 1997). 

Navigation to points in the 3D AR world is possible.  Figure 3-13demonstrates the 

usage of AR navigation as early as the tour created by the researchers at Columbia 

University.  The photo shows an arrow being used for navigation to a building outside of 

direct visual contact by what the researchers explain to be green and red color indicators.  

The arrow stays green while the building is within the forward-facing viewing angle, but 

becomes red to indicate the user turned at least 90 degrees away from the building 

(Feiner, et al. 1997).  Contemporary smartphone AR applications have similar features 

allowing for navigation and highlighting points within the viewing area. 

The major limitations of the portable augmented reality systems are typically 

related to hardware.  Published research includes mostly late 1990s era LCD displays and 

computing power available.  Traditionally, the handheld quality of displays and tracking 

are two of the biggest problems researchers.  Sunlight also exposes limitations from low 

resolutions on goggle-based systems.  GPS technology is also dramatically improved in 

mobile devices with the inclusion of triangulation from cell signals (Feiner, et al. 1997) 

(Roxin, et al. 2007).   
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Incorporating underground objects and hidden infrastructure could also be useful 

for flood response (Feiner, et al. 1997).  For example, devices could display a digital 

representation of basement structures, underground tunnels, stormwater drainage 

systems, and terrain-based flood control structures.  Individuals unfamiliar with the 

surrounding terrain then use this information to change tactics as needed, such as adding 

sandbags around a stormwater drain connected to inundated areas and with the potential 

to allow backup behind a barrier. 

Mobile interfacing in 3D, compared to 2D desktop computing, is also an excellent 

method for dealing with modern multi-tasking requirements (Fuhrmann, et al. 2002).  

This is becoming especially true as mobile devices have begun to support many abilities 

of desktop computers while adding collaborative capabilities.  Mobile devices allow 

cooperation through the cloud concept supported by Google App Engine and other web-

based application services (Buyya, Yeo and Venugopal 2008).   

Collaboration via cloud-based data enables mobile device users to geotag specific 

locations.  This process is essentially akin to placing virtual sticky notes throughout a 

landscape or local environment (Rekimoto, Ayatsuka and Hayashi 1998).  Mobile device 

users thus add text, photos, audio, video, etc. to specific geospatially referenced locations.  

Previously only considered on a conceptual level or available as only a very rudimentary 

design, these personal annotations and dedicated geospatial services are now available 

through various mobile AR programs. 

Personal annotation possibilities include ideas such as pop-ups moving into an 

AR device-wearing user’s field of vision in real time based on location and chronological 

order.  For example, users could look through an AR enabled device at a piece of 

equipment, as shown in Figure 3-14, and see annotated comments created by other users.  

These comments could include problems discovered and tasks tried during 

troubleshooting.  A similar concept is currently in production by Metaio, an AR software 
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maker, who suggests digitizing operation manuals into 3D objects for simplified 

visualization of parts and troubleshooting ideas (Rekimoto, Ayatsuka and Hayashi 1998).   

 

Figure 3-14. Individuals can use AR in a variety of work-related applications; especially 
during surgeries and repair work where important features are concealed.  
(Azuma 1997).  Individuals can use AR in a similar context during floods 
to visualize infrastructure hidden by floodwaters. 

Another potential used of geotagged AR is viewing restaurants and other 

commercial establishments through a mobile AR device (Rekimoto, Ayatsuka and 

Hayashi 1998).  The user could view comments and reviews uploaded in real time by 

other users.  This is a prime example of crowdsourcing dependent on new, instant access 

social media, such as Twitter, which allow users to instantaneously share thoughts and 

ideas with a wide audience (Twitter: About 2011). 

Each geotagged comment, shared through a mobile device, has an associated 

location.  This information from geo-referenced resources, such as Google Maps, can be 

made available in the AR environment.  Users can thus access reviews, business hours, 

and other important details about any building before entering (Rekimoto, Ayatsuka and 

Hayashi 1998).  These two types of information sources also have the potential to provide 

local, crowdsource-based, and static information about an individual user’s surroundings 

during a flood event. 
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3.2.2.2 Crowdsourcing 

Individuals, in the augmented response, act as information sources and sinks.  

Private citizens, broadcasting information regarding their current status, act as a source of 

information.  These sources can provide a diverse network of data with very little 

individual burden.  This could act through either an organized reporting program or the 

collection of anecdotal references throughout social media. 

An organized program could directly invite the public to participate.  A drop box 

for specifically requested information would be made available.  Users would upload 

physical data or photographs as needed.  This pooled data from volunteered sources could 

reduce demand on resources during a flood event and maximize data collection sites.   

The IOWATER Program, run by the State of Iowa, is an existing example of a 

volunteer-based data collection program (DNR IOWATER Staff 2011).  Volunteers are 

trained in data collection procedures and submit work via a website.  A flood response 

program would have similar goals and function, but use social media to spread awareness 

and gather information while providing instructional videos on a video hosting website. 

The second approach could avoid engaging data sources directly.  Instead, 

computer software trolling for various keywords on social media websites can essentially 

work as impromptu survey data collectors (National Weather Service 2010).  Polling in 

this method represents a non-scientific estimation of public needs during a flood event.  

The respondents would be limited to individuals using social media and not a 

representative sample.  However, software, tallying instances of various words and 

phrases, could be used to provide emergency responders with an estimation of local 

citizens’ current conditions, anxieties, and needs. 

The purpose of the various information sources is to satisfy the information sinks.  

Everyone, in some capacity, acts as an information sink by looking for direction and 

information.  Thus, social media can act as a tool to host information coordination 

between sources and sinks (Goecks and Mynatt 2004). 
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Social media provides a platform for interpreting raw data and results while also 

offering users redirection to primary, website-based information sources.  Essentially, the 

social networking website acts as an intermediary to reach previously untapped 

audiences.  Furthermore, unlike a standard website, social media, such as Facebook, 

allow organizations to actively reach out to stakeholders while providing a forum for 

discussion and feedback (Facebook 2011).  Facebook members who have liked the 

organization’s webpage receive constant updates on any activity the organization posts to 

the webpage, thus providing the organization with the ability to be proactive and 

approach users (Facebook 2011).    

Social networks also allow circumvention of traditional, centralized data 

distribution.  Each user can use social media to glean anecdotal information from other 

users.  For example, an individual using Facebook or Twitter has access to live updates 

from anyone they choose.  This potentially translates into instant, georeferenced 

messages providing information concerning local conditions.  Furthermore, using social 

media, such as Flickr, enables individuals to bear direct witness to graphic depictions of 

local conditions with built-in geotagging capabilities (Flickr 2011). 

Visual referencing can be used in conjunction with georeferencing or as a 

standalone system (Rekimoto, Ayatsuka and Hayashi 1998).  In fact, visual references 

could easily work as a redundancy to geospatial cues.  The visual cues are unaffected by 

any GPS inaccuracies and could easily be based on Quick Response (QR) codes, which 

are two-dimensional (2D) matrix barcodes.  QR codes, illustrated as Figure 3-15, are 

already widely used and look very similar to the familiar Maxi codes used by the UPS for 

tracking packages (Denso Wave 2011). 
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Figure 3-15. A demonstration of QR codes.  Left: the text "Iowa Flood Center."  Right: a 
link to the Iowa Flood Center website. 

A simple method of adding visual references to buildings could be on the building 

information signs.  Printing a QR code to these signs, at a large enough scale to be easily 

scanned, enables users to have direct access to a dynamic database of building 

information.  In fact, this allows access to more than text-based responses with websites, 

3D objects, local AR channels, video, audio, 2D maps, photos, and other media all 

readily available via a QR code link. 

A prime, implemented example of digital markers exists at the Augusta Canal 

National Heritage Area.  A trail, following the original canal towpath, has three inch by 

seven inch markers denoted locations of historical significance, at approximately every 

half mile, along its route.  Each marker has a QR code printed on it, which automatically 

directs users’ handheld devices to the corresponding web address.  This allows for 

minimal local signage and interpretation needs and enables administrators to change 

content with relative ease, compared to replacement of static displays (Augusta Canal 

2011). 

The usability of AR-capable devices is as important as the practicality of 

designing an AR system.  Early iterations, such as those used in the Studierstube project 
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and Columbia University, consist of a portable computer, head-mounted goggles, camera 

set, a GPS tracking device and a power source, which, combined, create a particularly 

complex assemblage.  These devices are, as noted by Wagner, et al., inherently 

cumbersome and unwieldy for the average user.  Furthermore, such complex appliances 

inhibit mass-scale testing of AR suitability for public consumption (Wagner, et al. 2005).   

Cellular phones, personal digital assistants (PDAs), and tablet personal computers 

(PCs) are all potentially AR-capable.  PDAs are an example of a device previously 

chosen due to their ubiquitous presence in society and expectedly flat learning curve.  

This can be proven exceptionally true when cataloguing public response to AR games, 

such as the invisible train game created for and hosted on PDAs (Wagner, et al. 2005).    

Most users require little to no instruction when playing an AR game via touch 

interface.  In fact, everyone, from computer science professionals to small children and 

senior citizens, can learn either by looking over another individual’s shoulder or from 

being instruction by fellow users.  This is true in a variety of situations from controlled 

environments to an uncontrolled exhibit at a museum (Wagner, et al. 2005). 

The most promising feature of AR applications is the surprisingly intuitive 

interface.  People with very little preconceived notions of technology, such as children, 

are some of the most receptive to this new technology (Wagner, et al. 2005).  The biggest 

problem, outside of potential bugs in software interface, is generally battery life while 

maintaining GPS signal, running the camera and downloading data.  However, AR 

capable devices for distributed to the public and responders should be as cohesive and 

indestructible as possible because of the fragility inherent in electronic hardware, 

especially in regards to wet environments. 

3.2.2.3 Visualization 

Augmented reality has the potential to help people visualize 2D maps in 3D.  The 

possibilities include multi-user interactive geographical software environments.  Users 
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have the potential to interact with 2D, physical maps, with corresponding 3D 

components.  Various triggers can be used, including hand gestures and symbols,  to 

enable  display of various map sections in 3D (Hedley, et al. 2002).   

Zoom interactivity can allow a viewer to see increased detail, in a digitized and 

refreshable format, upon close inspection.  Annotating a map in real time and make the 

annotations visible to other users adds a layer of communication unattainable through 

phone or text-based conversation.  This real-time editing ability would be the most potent 

combined with streaming capabilities.  Such maps could be used, as noted by the Hedley, 

et al, to illustrate inclement weather in 3D environment and aid in visualizing the 

resultant impacts on infrastructure.  Including additional variables, these maps could also 

include the location of various emergency resources, known population movements, and 

illustrate the dangers of flood prone topography (Hedley, et al. 2002). 

3.2.2.4 Summary 

Many of the AR features previously hypothesized by researchers are now 

becoming possible for mainstream use. Smartphone hardware technology provides users 

with important capabilities to fully utilize AR, such as GPS, compass, camera, 

accelerometer and Internet connectivity (The Layar Platform 2011).  This provides a host 

of mobile opportunities, such as georeferenced notes, 3D images of predicted flood 

inundation, georeferenced instruction videos, interactive building information overlays, 

and digital representations of infrastructure covered by floodwaters. 

3.3 Communication 

Clear communication is crucial during an emergency event.  This includes 

communication both within and outside the emergency response team.  The public needs 

information from managers, especially in the areas most at risk.  Simultaneously, 

responders need updates from management and the ability to cross-communicate between 

peers. 
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The Incident Command System (ICS) requires that top-down communication be 

available during an emergency response.  In fact, the ICS 205 form was created and made 

available by the Federal Emergency Management Agency (FEMA) for developing 

common communication plans (Emergency Management Institute 2011).  FEMA 

considers clear links between operational and support units to be critical facilitate clear 

organization and execution of plans during the dynamic environment of an emergency 

event. 

Tom Oswald, of the Iowa Homeland Security and Emergency Management 

Division (IHSEMD), confirmed the use of the ICS by county-level emergency managers 

in the State of Iowa and the reliance on clear communication channels (Oswald 2011).  

County emergency managers, according to Oswald, act as the Incident Commander, top 

administrator, of every emergency operation.  The county-level manager has the final say 

for anything within the county and is the highest level of response for emergencies in 

Iowa.  This fact becomes most important during multi-county floods, which require 

cross-county collaboration and coordination. 

State and Federal agencies always act in a support-only role during flood events 

in Iowa.  The IHSEMD never seizes control of response management.  Instead, the 

division provides a support system for counties, which includes an instant messaging tool 

for communication between counties, state entities, federal agencies, and other resource 

providers. 

The instant messaging tool is hosted by WebEOC, a Crisis Information 

Management Software (CIMS) tool, and enables connections between various agencies 

for efficient resource distribution (WebEOC 2011).  Yet, this communication network is 

merely a platform without any oversight for coordinating resources.  From discussions 

with Oswald, there appears to be no centralized distribution database tracking the 

movements of resources or ensuring maximized efficiency.  Thus WebEOC creates a 
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forum for communication, but, for county emergency managers in Iowa, lacks provisions 

enabling centralized coordination.  

3.3.1 Internet and Mobile Connectivity 

Internet usage has become prevalent in the US population.  Among adults, 74 

percent use the Internet in some capacity.  Young adults are especially frequent Internet 

users with 93 percent online.  The new ubiquitous of the Internet has led to various new 

usages, which promote social connectivity (Lenhart, et al. 2010). 

Social media and networking options are beginning to permeate society and shift 

within various demographics.  The percentage of blogging Young adults, defined as 18 to 

29 years old, decreased from 24 percent, among Internet users, in December 2007 to 15 

percent in 2009.  Conversely, blog usage by Older adult Internet users, defined as age 30 

and above, has increased from seven percent to 11 percent (Lenhart, et al. 2010).   

General social networking usage among all adults, Internet users above 18 years 

old, also has increased from 37 percent in November 2008 having a profile to 47 percent 

in 2010.  Among all adults, Young adults have the highest usage rate at 72 percent and 

Older adults maintained 39 percent immersion (Lenhart, et al. 2010).   

Not every user is on the same social network.  In fact, adults can have multiple 

profiles.  For example, 73, 48, and 14 percent of adults have a profile on Facebook, 

MySpace, and LinkedIn, respectively.  Due to the lack of mutual exclusivity among 

social networks, users overlap between each service and create a total usage greater than 

100 percent (Lenhart, et al. 2010). 

Social networks exhibit disparate usage across the age spectrum.  Young adults 

tend toward MySpace usage at 66 percent of profile owners versus 36 percent of Older 

adults.  Conversely, LinkedIn accounts for 19 percent of profile owners among Older 

adults and a sparse seven percent of young profile owners.  Facebook diverges from the 
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age split with approximately the same profile ownership rate, at 75 and 71 percent, 

among Older and Young adults, respectively (Lenhart, et al. 2010).   

Twitter usage, like LinkedIn, is biased toward adults.  Among all adults, 19 

percent of Internet users are associated with Twitter or a similar microblogging service 

for status updating and reading.  Young adults use microblogging at an exceptionally 

high rate, with approximately one-third involved.  This suggests microblogging has 

potential for interfacing with all adults, and, especially, young adults (Lenhart, et al. 

2010). 

3.3.2 Coordination via Social Networks 

Increased Internet and social media usage suggests a similar increase in 

usefulness of social networking platforms, such as instant messaging systems, for 

collaboration during a response. Social networks provide a potential platform for 

communication with the public and a secondary ability to enable conference between 

peers within an emergency response.  This is especially true now, because adults have 

become increasingly familiar with computers, the Internet, and social media (White, et al. 

2009). 

At least one disaster response entity, the Department of Homeland Security 

(DHS), has tapped a social network for disaster notification.  DHS asked MySpace to 

create a fast-track disaster notification system.  This widget links users' profiles to federal 

information sources, provides an online tracking system, and assists the local response in 

various other ways (White, et al. 2009).   

During the same disaster, a Community Emergency Response Team (CERT) 

encountered volunteer staffing problems.  Evacuees were entering Arkansas in the early 

morning, and call list group members were not answering their phones.  A CERT official 

next tried to use email, but the system was malfunctioning (White, et al. 2009).   
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The CERT official had exhausted the planned methodology and, therefore, chose 

to deviate from protocol by incorporating the existing Facebook group as an alternative 

communication tool.  The official updated her Facebook status bar with the necessary 

information.  This action triggered a notification to be sent to every group member’s 

personal Facebook account (White, et al. 2009). 

3.3.3 Information Distribution via Social Networks 

The use of social networks for information, according to Sutton, et al., is already 

happening.  A study conducted on the 2007 Southern California wildfires showed that 

individuals used social networks to collaborate.  However, information content concerned 

officials due to the lack of controlled dissemination.  Arguably, this suggests that officials 

should become involved in the distribution of information via social media to help 

provide filtering of misinformation (Sutton, Palen and Shklovski May 2008). 

External inflexibility of the Incident Command System (ICS) reduces the ability 

of responders to incorporate interaction with outside entities (Sutton, Palen and Shklovski 

May 2008).  The internal structure of ICS scales as needed from a single responder to a 

complex, region-scale emergency response.  Yet, the ICS lacks flexibility for direct 

interaction between responders and the public (Sutton, Palen and Shklovski May 2008).   

Individuals cope with the communications disparity by circumventing official 

channels.  Citizens acquire information informally due to a lack of sufficient 

dissemination from official warnings and messages.  Essentially, the decision support 

needs to come from somewhere, whether from either officials or other individuals 

(Sutton, Palen and Shklovski May 2008). 

The new arena of integrated Information and Communication Technologies (ICT) 

is generally being referred to as Crisis Informatics (CI).  This represents the shift, 

especially among young adults, from receiving news via television and radio reports to 

exploring news on Internet news websites to pursuing information via social networks.  
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The transition is from passive observation, watching a disaster unfold on television, 

through active capture of knowledge, searching for news on websites, to assertive 

communication, sending text messages, emails, Facebook messages, and other 

communications directly to those involved (Byrne and Whitmore 2008).   

Accepting the usability of CI requires a paradigm shift in assumptions of 

accuracy.  Instead of the expected inaccuracy of unofficial communications, the public 

collaboration actually resolves into a self-policed, accurate representation of reality.  In 

fact, victims of the Virginia Tech shooting, in 2007, were identified correctly on 

Wikipedia first, before the university released a communiqué listing the victims.  

Furthermore, individuals use social networks, such as Facebook, to communicate their 

personal status which can reach a larger audience than individual phone calls and works 

faster than moving through official university channels (Byrne and Whitmore 2008). 

Individuals can use the social capital built between peers to form groups and 

facilitate action during a crisis.  Official emergency responders can do the same and some 

city officials already have.  In the summer of 2011, the City of Los Angeles asked four 

celebrities with huge Twitter followings to tweet a message regarding an upcoming 

Interstate-405 closure.  The celebrities included Lady Gage, 11.3 million followers; 

Ashton Kutcher, 7 million followers; Demi Moor, 3.7 million followers; and Kim 

Kardashian, 8 million followers.   This unorthodox method of information dissemination 

was used in conjunction with other non-traditional methods, such as messages in Google 

Maps, MapQuest, and GPS devices.  City officials also used traditional methods, such as 

news conferences, advertising, email blasts, and warning messages on electronic freeway 

signage (Blankstein 2011). 

Emergency manager using social networking to strengthen ties in the community 

and with peers between emergency events can leverage the established trust during a 

crisis.  Emergency responders and managers, whom community members trust, will 

receive a positive response to official communiqués, such as evacuation requirements.   
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Congruently, as information flows easily out of an Emergency Operation Center 

(EOC) to a receptive public, information also flows into the EOC from every 

technologically connected individual.  This turns individuals into points for crowdsource 

data mining.  Furthermore, informal groups, who connect via social networks, could 

obtain guidance from official sources through social networks with minimal time 

requirements from officials. 

3.3.3.1 Within Emergency Management 

The IHSEMD website is a prime example of the modern usage of social networks 

to distribute the official message.  The website has links to Facebook, Twitter, a blog, 

podcasts, and video (IHSEMD Home 2011).  These forms of media reach out to a 

relatively diverse body of Internet users and help propagate the IHSEMD messages.  The 

blog offers suggestions to maximize utilization of emergency services while the Twitter 

feed provides relatively constant updates for ongoing responses. 

The NWS is also considering the applications of social media and mobile 

services, including use of YouTube, Facebook, Twitter, and an in-house project called 

Interactive NWS (iNWS) (Interactive NWS 2011).  In fact, the NWS has a YouTube 

channel to provide video dissemination of forecasts, explanation of scientific concepts, 

and debriefs on responses to weather events (NOAA's National Weather Service 2011).  

Video briefings are one of the YouTube video types available from the NWS.  These 

videos include explanations of risk maps, forecast symbology and causes for upcoming 

conditions.  The videos are available on the NWS websites and Facebook with links from 

Twitter (Multimedia Weather Briefing 2009) (Multimedia Weather Briefing Product 

Description Document 2011).  The combination of a YouTube channel, Facebook 

websites for WFOs, and crowdsourcing research via Twitter represents NWS 

embracement of social media as tool for both data collection and spreading official 

information. 
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The Iowa Flood Center could potentially create similar videos to the NWS and 

include instructional videos teaching hydrology and flood concepts.  These videos, hosted 

on an external website, such as YouTube or Vimeo, could include demonstrations of 

concepts related to flooding and explain how predictions are made.  Properly formatted, 

the videos could appropriately simplify and teach concepts to a wide audience (Duffy 

2008).  Additionally, interactive games may, in fact, be even more useful than video for 

teaching flood response and hydrology concepts (Rieber 1996).   

The United Nations Educational, Scientific, and Cultural Organization 

(UNESCO) is also promoting education as a method for reducing risk and increasing 

preparedness.  UNESCO, which blames disasters for the deaths of approximately one 

million people and 570 billion dollars worth of financial losses since 2000, is currently 

developing education programs, including interactive games (Education for disaster risk 

reduction, a growing priority for UNESCO 2010).  One game, a rudimentary 

development, allows users to act as emergency managers trying to minimize damage and 

loss of life during a variety of natural disasters (Stop Disasters! 2011).  This game 

provides a solid foundation for future possibilities; including AR-based games similar to 

those currently available for non-flood related themes, and realistic training simulators 

for emergency managers (Cameron 2010). 

3.4 Survey Use for Data Collection 

Gathering information directly from the source is the best mode for collecting 

data on flood response methods in Iowa.  Therefore, data collection for the study comes 

from government publications, interviews, and questionnaires.   These information 

sources are primarily used to assess the current practices of emergency managers and 

support staff. 

Surveys are an exceptionally important tool for market research, and especially to 

ensure that academic research is grounded in the reality of current methodology.  Market 
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research is an imperative for companies and organizations looking to properly serve 

stakeholders.  The Iowa Flood Center, a government-sponsored entity is charged with 

pursuing flood science in Iowa and thus fulfilling the flood science needs of Iowa 

citizens.    

The usability of survey data can be explained by three factors.  First, 

questionnaires are designed with the intent to ascertain facts, attitudes, and behaviors 

within a given population.  Second, a standardized survey can be circulated at a low price 

to garner information from a significantly large population, provided a reasonable 

response rate.  Third, survey creation and analysis involves a null hypothesis, which is 

intended to be confirmed or refuted, dependent on the results (Hart 1987). 

3.4.1 Mail Surveys 

Typically mail surveys are chosen as the lowest cost per issued survey.  

Furthermore, the passive nature and potential anonymity of a mail survey helps reduce 

influence on respondent answers caused by a number of factors during telephone and 

personal interviews.  However, major problems with mail surveys exist, such as 

potentially low response rates, question wording and only partial completion of the 

questionnaire. 

A few techniques exist to improve mail survey response.  Preliminary notification 

and follow-ups are two key methods for ensuring respondents both notice and remember 

to return a questionnaire.  Other factors affecting response rate and speed include the 

questionnaire length, sponsoring agency, simplicity of returning completed forms, use of 

a cover letter, monetary incentives, and deadline dates (Kanuk and Berenson 1975) (Fox, 

Crask and Kim 1988). 

3.4.2 Electronic Surveys 

Similar to mail surveys, two new forms of questionnaires, email and website, are 

low-cost and far-reaching electronic alternatives to paper mailings.  Use of email surveys 
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began in 1986 and declined subsequently (Sheehan 2001).  Website-based surveys are a 

newer phenomenon than e-mail questionnaires.  Unlike e-mails, these surveys can be 

designed based on multiple pages with progression through the survey contingent on 

question response (Couper, Traugott and Lamias 2001).  

Electronic surveys can be especially useful when sampling populations with 

known access to the Internet, such as government professionals.  However, response rates 

can be exceptionally low for electronic questionnaires, which is in part due to concerns 

for Internet security and spam.  Furthermore, many of the incentives employed for mail 

surveys are less applicable to web surveys, but hard copy notifications preceding 

electronic surveys do tend to improve results (Kaplowitz, Hadlock and Levine 2004).  
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CHAPTER 4 : METHODOLOGY 

4.1 Questionnaires 

Data collection for the study came primarily from government publications, 

interviews, and questionnaires.  These information sources were used to assess the 

current practices of emergency managers and support staff.  The questionnaires were 

especially useful as a dual method for determining the local perceptions of emergency 

managers and gauging interest in modifying the existing paradigms of flood response.  I 

issued the questionnaires congruently with my work in exploring technology possibilities, 

which negated much of the potential for collected survey data to guide the direction of 

my research. 

4.1.1 Emergency Managers 

I drafted the first questionnaire using a platform of multi-part, essay-style 

questions.  Each question had several components, which required a complex set of 

answers.  This draft, intended for email distribution due to low associated costs, was 

subsequently discarded due to the complexity of each question and the intimidating 

format of the questions. 

SurveyMonkey, a questionnaire hosting website, was chosen for a second draft of 

the questionnaire.  The questionnaire was redesigned based on the SurveyMonkey 

platform.  Each questionnaire was shortened into simplified, multiple choice or binary 

questions.  This format was intended to help ensure uniformity among individual answers 

and to allow for statistical analysis. 

During redesign, I scrubbed the questions for problems with wording.  This 

scrubbing was based on guidelines found in a chapter on survey design found in 

Marketing Research, a textbook by Aaker, et al. (Aaker, et al. 2011).  These guidelines 

included determining whether questions use familiar vocabulary, contain words with 

vague meanings, are "double-barreled", are leading or loaded, are potentially confusing, 
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are applicable to all respondents, and are of appropriate length.  The questions were then 

designed to minimize response bias caused by such wording problems and with concern 

for total time commitment to reduce respondent fatigue error. 

I split the questionnaire into three primary sections for clarity.  These sections, as 

shown in Figure 4-1, consisted of Forecasting, Mapping, and Communicating with the 

secondary Justification, Technology, and Demographics sections.  Before the Forecasting 

section, the initial justification question asked respondents whether they felt any 

improvements could be made to flood response.  Respondents who were interested in 

providing feedback for possible changes were then directed to the rest of the survey.  

Those uninterested in providing feedback were rerouted to the Demographics section at 

the end of the survey.  This question was deemed important to determine the interest level 

among emergency managers for augmenting flood response. 

 

Figure 4-1. A map of the general flow and question logic built into the questionnaires. 
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4.1.1.1 Forecasting 

The first section consisted of questions discussing aspects of forecasting and 

forecast dissemination.  The first three questions covered local topography and the next 

two questions asked about common sources of flooding and forecasts.  These five 

questions were intended to be simple and approachable normalizing questions, which 

follows suggested questionnaire design guidelines (Aaker, et al. 2011). 

One of primary purposes of the Forecast section was to ascertain the perception of 

forecasts by emergency managers.  Questions six through nine were, therefore, designed 

to gather information on perceptions of available NWS forecasts and preferences between 

deterministic and probabilistic forecasts.  Perceptions of scientific terms, such as 

uncertainty, among emergency managers were also of specific interest.   

The last questions in the Forecast section were intended to gauge the interest of 

emergency managers in changes in forecaster services.  Question ten inquired about 

partnership opportunities and desires with both the NWS and IFC.  With these potential 

partnerships and services in mind, question eleven focused on the issue of funding 

sources, which was designed to create a scale with a willingness to use county funds 

corresponding to the highest level of interest. 

4.1.1.2 Mapping 

 The second primary section of the questionnaire delved into mapping 

applications during flood response.  Like the forecasting section, the initial questions 

covered map usage.  The survey questions were designed to recognize that emergency 

managers may not use mapping software for flood response.  Furthermore, no expectation 

was made that emergency managers were trained in the use of 2D map orientation. 

Questions one and two asked about whether the respondent used maps during a 

response and, if so, how the maps were used.  These questions included well known 

software, such as Google Maps, and less known GIS software being used for everything 
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from routing to hydrologic computations.  Building on this concept, the next questions 

included potential future map applications, such as high-resolution inundation forecast 

maps, and, matching the forecasting section, an inquiry into willingness to pay for related 

services. 

4.1.1.3 Communication 

The third primary section of the questionnaire covered communication tools and 

methods.  These methods included both traditional media, such as radio and television, 

and new schema, such as microblogs and Internet videos.  Inclusion of Internet- and 

mobile-based services was intended as a means to validate presumptions regarding  social 

media usage among emergency managers. 

The second communication question segregated counties with and without access 

to a call center for public interface during an event.  Responses indicating access to a call 

center automatically directed the respondent to an extra question pertaining to the call 

center.  All other respondents automatically skipped these questions, and proceeded to a 

question about shared resources and emergency broadcasting. 

4.1.1.4 Secondary Sections 

A secondary section, following the communication section, discussed potential 

technologies for implementation into flood response.  Each response was intended to 

garner interest in developing the technologies.  The questions included flood simulation 

software, uses for AR, dynamic routing, and geotagging.  The anticipated answers to 

these questions were intended to shape future work and, potentially, validate current 

direction of research. 

Demographics constituted the last section.  This included questions concerning 

staff numbers and roles.  Also, a question on county population size was included to 

normalize responses and determine correlations between county size and available 

services. 
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 4.1.1.5 Distribution and Data Collection 

The questionnaire was released for data collection once it was vetted for potential 

wording and structure problems.  SurveyMonkey was used as the host platform with a 

direct link available for respondents.  This link was sent out to a list of county emergency 

managers through the President of the Iowa Emergency Management Association 

(IEMA), Gary Brown, with an attached invitation to participate in the survey.  A copy of 

the cover letter invitation and original questionnaire are available in Appendices A and B. 

4.1.2 City Officials 

I developed a second questionnaire for city officials.  This survey followed the 

short-answer and multiple choice format of the first questionnaire.  The second survey 

also was hosted on SurveyMonkey, similar to the first questionnaire.  Hosting both 

questionnaires on SurveyMonkey helped create congruity between the formatting of each 

questionnaire and the method for collecting responses.   

Contrary to the first questionnaire, the second one lacked a specific target 

audience.  Therefore, the questionnaire began with a question intended to filter 

respondents based on involvement during flood response.  The question asked whether 

respondents were directly involved in emergency response during flood events. 

Respondents who indicated a direct involvement in flood response were directed 

to a second preamble question.  The second question asked respondents what their flood 

responsibilities entailed.  Answers to this question were for use in categorizing responses.   

A justification question was included in the second questionnaire.  This question 

was similar in format to the corresponding question contained in the first survey.  Once 

again, a negative response redirected users to the demographics section and skipped the 

primary sections of the survey. 
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4.1.2.1 Forecasting 

The same primary sectional format was repeated for the second questionnaire.  

The first section, Forecasting, began with basic questions involving local topography.  

These questions were revamped to focus on municipality scale geography.  This included 

questions on local levels of urbanization, which were presumed potentially correlated to 

hydrological residence times and predisposition toward flash flooding.  Therefore, the 

follow-up questions included the typical local flood types. 

The remaining questions dealt with forecast sources, forecast dissemination, and 

agency partnerships. Several forecast sources were provided along with adjectives to 

describe the quality of forecasts received from these sources.  These questions were 

intended to determine where forecasts typically originated and how pleased officials were 

with the forecasts.  This analysis also included a question regarding desired subjectivity 

in forecasts and a second inquiry into terminology, such as uncertainty. 

The agency partnership questions included questions related to current and 

potential future partnerships.  Respondents were asked whether relationships already 

existed and, if not, whether they were interested in created any partnerships.  This was 

followed by a funding question, taken from the first survey, determining respondent 

interest in using various levels of government as funding sources for services. 

4.1.2.2 Mapping 

The mapping section began with questions related to map usage during flood 

events.  These questions were designed to find correlations between map usage and 

respondent interest in new map technologies, such as high-resolution inundation maps for 

use during a flood event.  Respondents were also asked whether they would use 

inundation maps given as probable forecasts, which was followed by a question about 

interest in funding sources. 
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4.1.2.3 Communication 

The communication section was designed to determine understanding of flood 

response coordination and communication among city officials.  This included beginning 

with a question asking which level of government and agency coordinates emergency 

response.  The question was intended to determine awareness among city officials of the 

role of county-level emergency managers. 

The next questions were intended to gauge any problems with coordination at 

county jurisdictional and political boundaries.  The first question asked where the 

respondent’s city was in relation to the county border.  The wording included specific 

mileage distances with the intent of correlating proximity to county borders and 

perceptions of problems with flood response.   

The second question asked whether respondents encountered any problems 

between county-level emergency managers during flood events spanning multiple 

counties.  This question was included to explicitly ascertain the perceived problems 

among emergency responders during a multi-jurisdiction event and need for possible 

regional and statewide EOCs used for direct coordination of response.  These centers, 

unlike the current state EOC, would act in a management function, instead of as 

coordinators of resource distribution.   

The last communication questions covered interface with the public.  Information 

distribution potentially represents an important challenge, especially when considering 

the various communication methods employed by each demographic.  Therefore, a 

question was added to ask respondents whether their duties included involvement in 

official notifications to the public.  The next question, which would only be offered in the 

case of a positive response to the previous question, built on this idea by asking what 

methods are used to notify the public during events. 
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4.1.2.4 Secondary Sections 

The last two sections, similar to the emergency manager questionnaire, included 

questions on technology and demographics.  Likely the most though intensive questions, 

the technology section asked respondents to consider a variety of potential new 

technologies for future use in flood response.  Finally, the demographics section was 

intended as a relaxing set of simple questions to correlated respondent roles and 

municipality sizes to respondent answers. 

4.1.2.5 Distribution and Data Collection 

The second questionnaire was released on SurveyMonkey after editing.  

Respondents were sent an invitation to participate with a direct link to the questionnaire, 

which are located in Appendices D and E.  This invitation was distributed to a sample of 

cities.  The exact list is unknown because the distributor, Mark Tomb of the Iowa League 

of Cities (ILC), cannot release the list, which contains email information, due to privacy 

policies related to spam email precautions. 

4.2 Two Dimensional Mapping   

Due to time and technology constraints, exploration of the use of spatial triggers 

and dynamic routing failed to move past the conceptual stage.  The presumed steps for 

each of these concepts were discussed and outlined in the proceeding sections.   

4.2.1 Spatial Triggers 

The concept of spatial triggers was based on the GPS and radio capabilities of 

smartphones.  The basic premise involved comparing points, representing cellphone 

locations, to regions overlaid on a map (Bennett, Armstrong and Mount 2007).  These 

regions could be anything from predicted flood inundation zones to flash flood warning 

zones. 
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The most basic method would be to trigger a system anytime the point crosses 

into a set polygon or radial distance from a reference, such as a river.  This proximity 

relationship was envisioned with the system defaulting to a no response status.  The 

system then have activated when a comparison between the point and polygon results in 

an intersection.  These spatial queries would have a set refresh rate with the intersection 

variable denoted as a false or true value, depending on negative or positive response. 

4.2.1.1 Spatial Queries 

The intersection variable would be based on three spatial queries.  One possibility 

is an overlap between the cellphone signal and the warning zone.  A second potential 

intersection would be the cellphone signal being completely contained within the warning 

zone.  The third would be based on how far the cellphone signal is from the warning 

zone.   

All three spatial queries would be important to contact everyone within the at-risk 

zone, due to the nature of cellphone GPS units to be potentially inaccurate.  Using all 

three queries ensures every phone would be contacted, despite weak GPS signals, 

demonstrated by the blue circle in Figure 4-2, or signal quality.  This would include 

phones located both inside homes and in relatively remote locations, such as parks 

located near rivers.  

Phones identified within local areas would be sent both a warning message and 

any additional, pertinent information.  For a long-term flood, these could be pushed once 

to twice per day and include the local forecast with an inundation warning, predicted 

water depth at the location, 2D map of projected inundation, invitation to an AR channel 

with a 3D map, and a navigation service for evacuation.  Flash floods, differing in length 

and onset time, would need information packages with every forecast change.  Initially 

the service would require users to opt-in due to privacy concerns and lack of access to 

individual GPS signals. 
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Figure 4-2. A screenshot of Google Maps.  Technology developed for Spatial Triggers 
may encounter issues with weak GPS signals. 

Phones identified within local areas would be sent both a warning message and 

any additional, pertinent information.  For a long-term flood, these could be pushed once 

to twice per day and include the local forecast with an inundation warning, predicted 

water depth at the location, 2D map of projected inundation, invitation to an AR channel 

with a 3D map, and a navigation service for evacuation.  Flash floods, differing in length 

and onset time, would need information packages with every forecast change.  Initially 

the service would require users to opt-in due to privacy concerns and lack of access to 

individual GPS signals. 

4.2.1.2 Privacy Concerns 

There were potential methods considered to circumvent privacy concerns.  

Traditionally, systems have been designed to send a location to a server, compare 

coordinates to a database and return a result.  Turning this concept around would allow 
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the phone application to pull all the warning zones in a given region and discard non-

intersecting warning zones in situ.  This would mean the server never knows where the 

user is located.   

Processing the data within the cellphone would translate into a system similar to a 

weather radio.  An entire suite of warnings, including forecasts and other optional 

information, could be broadcast for a region and picked up by cellphones with an 

application tuned to that specific region.  The service would circumvent using phone 

location to determine the region by having the user select a region within the mobile 

application.  Unnecessary warnings would then be filtered out and discarded by the 

phone, which would compare pertinent warnings to phone location on the device, before 

final consumption by the cellphone owner.   

4.2.2 Dynamic Routing 

Mapping routes during a flood emergency would need to include both the time 

and the physical constraints.  Nodes and pathways, available in a database, would be 

analyzed based on x, y, and z coordinates.   The route would factor in all three 

dimensions to ensure elimination of potentially inundated roadways.   

Usage rates would have to be included to avoid choke points, particularly at 

bridges; considering the proximity of flooding to waterways.  Given the complete 

implementation of a perfect routing methodology, vehicle ponding would be completely 

eliminated.  However, non-users, either following users or simply choosing their own 

routes, could prematurely cause vehicles to reach capacity on a given pathway within the 

routing system.   

A method following individual GPS signals would introduce potential for 

rerouting individuals once capacity has been reached at a given pathway.  The system 

could recognize users delayed at specific choke points and redirect en route users as 

needed to avoid compounding the problem.  Yet, this would require personalized tracking 
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of smartphone locations, which may meet resistance due to privacy constraints, similar to 

those associated with spatial triggers.   

4.3 Three Dimensional Mapping 

I considered four different mobile AR applications for use in developing flood 

response tools.  These applications included Tagwhat, Wikitude, Layar, and Junaio.  

Junaio ultimately was chosen for experimentation and implementation of test products. 

Tagwhat, an AR platform available for Android and iOS, had a focus on social 

connections.  As described on the website, Tagwhat was based around users, instead of 

developers creating layers, channels, or worlds for consumption by target audiences.  

This translated into an application primarily intended for mobile geotagging at individual 

locations, which allowed users to instantly share text, URLs, photos, or videos with GPS 

coordinates (The Tagwhat Team 2011).  

A second AR application, Wikitude, was considered partially based on 

availability for Android, iOS, Symbian, and Bada operating systems.  Wikitude was 

designed for developers with a software developer kit (SDK) and an application 

programming interface (API) key.  These were part of a structured development 

procedure, which differed from the user-oriented and instantaneous nature of adding 

content within Tagwhat.   

Similar to Wikitude, Layar was an open platform application based on developer-

created layers with support for animations, 3D models, audio, video, and sharing to social 

media.  Layar also allowed for addition of the Layar Player to already existing mobile 

applications.  For example, an Iowa Flood Center mobile application could contain the 

Layar Player for use of AR directly within the application. 

Layar was also a prime candidate based on popularity.  On the Android market, 

there were one to five million downloads as of March 2011, compared to 100 to 500 

thousands downloads of Wikitude and 50 to 100 thousand downloads of Junaio (The 
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Layar Platform 2011).  This translated into 1.4 million active users across four mobile 

operating system platforms and 15 languages.  These users rated Layar at 4.1 and 2.5 out 

of five stars on the Android market and iOS iTunes App Store, respectively (Layar 

Reality Browser - Augmented Reality software 2011) (Layar 2011). 

Junaio, the least popular AR application for Android OS devices, was available 

from a German AR company named Metaio.  Junaio operated similarly to Wikitude and 

Layar with worlds designed by developers.  One significant difference between Junaio 

and the other available applications were the two supported channel types.  Junaio 

supported both georeferenced and image-referenced, or Glue, channels. 

4.3.1 Wikitude 

The first worlds were designed for Wikitude.  Two methods were used to build 

the channels.  Each method required a developer account, an in-house server, and 

experience with a programming language.  Therefore, most of the programming was 

conducted by or with significant assistance from The University of Iowa Department of 

Geography.   

4.3.1.1 Method One 

The first method began with preparation of georeferenced points.  These points 

were initially created in ArcGIS, and automatically associated each point with a specific 

X and Y coordinate, representing longitude and latitude.  A Python script then gleaned 

the attributes for each of these points from the database file (DBF).  Simultaneously, the 

script wrote a Keyhole Markup Language (KML) file containing all of the files and 

attributes.  The KML file was uploaded to the developer section of the Wikitude website 

along with a working title, status, and other world details. 
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4.3.1.2 Method Two 

The second method for Wikitude internalized some of the functions.  This time, 

the layer to KML function, located in the Conversion Toolbox of ArcGIS, was used.  The 

tool was capable of converting features or rasters to KML files, which were then 

compressed into ZIP file format as a KMZ file (Layer to KML 2008).  The compressed 

files were then submitted to the Wikitude website, along with additional details, for 

integration into a new Wikitude world. 

4.3.2 Junaio 

Junaio replaced Wikitude for AR work after the development of two worlds.  The 

primary reason for switching from Wikitude to Junaio was limitations within the 

framework of Wikitude.  Each application could host POIs, but Wikitude was unable to 

incorporate 3D objects, video, audio and animation into the world display.  Conversely, 

Junaio allowed for developers to include all of these components into an AR channel.  

This flexibility was deemed important for potential flood response applications, which 

may include either video or audio instruction, or 3D images overlaid on real world 

objects. 

Two methods were used to build georeference channels in Junaio. Both required 

the creation of a server to host the information for the Junaio channel.  Next, the files to 

be hosted were moved into the server folder for recall by Junaio users.  After these first 

two steps, the process differentiated between a manual method for coding 3D objects and 

an automated method for developing informational POIs.   

4.3.2.1 Method One 

The first method was used almost exclusively for creating channels containing 3D 

objects and text.  The next step in this method was to prepare 3D object files in an either 

MD2 or OBJ format.  These were the only two supported formats and also had to be both 

encrypted and zipped via the Junaio website. 



81 
 

 

 

Figure 4-3. A screenshot of the code used for location-based object channels in Junaio 

The query for the first method was written in the file, poi_search, as shown 

above, in Figure 4-3.  The general model for this scripting originated in the developer 

section of the Junaio website and was modified as necessary.  This format called for each 

POI to be written individually, beginning with a simple name and the application author.  

These, including a blank spot for the date, are illustrated as the first four lines above. 

The proceeding lines of code assigned physical characteristics and behaviors to 

the POI.  The lines beginning in <l> and <o> described the location, in decimal degrees, 

and orientation, in radians, of the object.  The <mainresource> called up the path to the 

object, defined as MD2 in the previous line, on the server and <route> determined 

whether a user could choose to navigate to the object using map software.  The size was 

ascribed by the value associated with <s>, and <force3d> required the model to appear 



82 
 

 

as a 3D object.  The last lines of code, <resources> and <behaviours>, point to the 

model texture and actions caused by user input.  

4.3.2.2 Method Two 

The second method for developing a location-based channel in Junaio was based 

on an automated process, conducted by a Python script.  First, the script accepted an 

input, from Junaio, containing the user’s GPS coordinates.  Python then converted the 

location into GIS coordinates and issued a query, which pulled attribute information from 

points contained within a DBF.  This query was limited, by the Python script, to points 

with coordinates falling within a set radius, or radii, of the user.  Python was chosen for 

this step to bypass an antiquated language, utilize the built-in spatial functions, freely 

available modules, and, primarily, the close association between the scripting language 

and ArcGIS technologies (Butler 2005). 

The database query function, located in the Python script, began with a POI 

counter to keep track of the number of POIs created.  This looped function contained 

script to write all of the PHP components described in the first methodology. (Diagram of 

Python script)  The only differences from the first methodology were the object type, and 

inclusion of a thumbnail, webpage, and icon for display within the channel graphic.    

4.3.2.3 Necessary Files 

Regardless of developer methodology, Junaio claimed to require two primary files 

to exist when loading a channel for a user. The first file, entitled poi_search, contained 

code relating to the search query.  The second file, entitled poi_event, contained code for 

action to be taken after receiving input, such as selection, from the user.  This file was left 

out of the second methodology for simplification.  

Predefining these files was deemed unnecessary after developing the second 

methodology for channel creation.  The first methodology consisted of both files being 

fully written in PHP scripting language before receiving a query from Junaio.  The 
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second methodology was designed to initially fake the existence of each file and then 

build the poi_search file when requested.   This file was therefore tailored to the user 

location with a set geographical boundary around the user.   

4.3.2.4 Finishing Steps 

The finals steps for implementing each channel were done manually through the 

Junaio website.  First, a channel was created on the website via the developer account.  

Information was filled in via a graphical user interface (GUI). 

The channel status, available as a dropdown menu, and type, available as a 

multiple choice bubble, were selected as new and location based, respectively.  The 

channel name was provided and a thumbnail was selected for display within the list of 

channels in the Junaio application.  The callback Uniform Resource Locator (URL) was 

given for the server, and selections were chosen for the category, visibility, refresh rate, 

and region for the channel. 

4.3.2.5 Glue Channel 

The other type of channel built in Junaio was the visual-based Glue channel.  A 

GUI was available for these channels through the Junaio developer website.  This GUI 

was called the Glue Channel Manager. 

The first step in making a Glue channel was to input descriptions into the 

available fields and add an associated icon.  These descriptors included name, categories, 

and region.  Next, components were added to the channel, such as name, file type, 

texture, reference image, scale, rotation, and location.  The reference image is then used 

to test the channel and digitally displayed the associated object overtop the trigger 

location.   
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4.3.3 Models 

The models used in Junaio came from both pre-built models available on various 

websites and models built in-house.  SketchUp, an application produced by Google, and 

Blender, a freeware application, were both used in the development of 3D objects, as 

illustrated by Figure 4-4 and Figure 4-5, and 3D text, and in the conversion of KML files 

outputted from ArcGIS.  Blender was also used to convert SketchUp objects from 

Collada, or .dae, format to MD2 format.  This required a Python script and an outdated 

version of the Blender software.  The conversion was necessary due to limitations of both 

SketchUp and SketchUp Pro, the paid version, which could only output one format for 

use in Junaio, the OBJ file format.   

 

Figure 4-4. A 3D model of text displayed within the Google SketchUp environment. 
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Figure 4-5. A 3D object model of text displayed within the Blender software. 
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CHAPTER 5 : RESULTS AND ANALYSIS 

5.1 Questionnaires 

Significant problems were initially encountered while attempting analysis of the 

survey results.  The original intent was to use STATA, an available piece of statistical 

software.  Survey results were therefore downloaded from SurveyMonkey in XML 

format to be imported into STATA.  STATA failed to recognize the files and returned an 

error during the import process. 

The second type of software tried was Microsoft Excel.  Survey results were 

downloaded in Excel and CSV format for use in Excel. These results imported without 

any problems, but contained text-based answers to questions, which were unusable for 

variable-based statistical analysis.   

The last option was data processing within the SurveyMonkey platform.  

SurveyMonkey provided Filter Responses and Crosstab Responses, two methods for data 

analysis.  The filter feature reduced the total number of responses for every question to 

only respondents who had also provided a specific answer to the filter question.  This 

provided a general idea of how the trends for each question changed once a specific 

demographic was removed or selected.  The summary of each question is also contained 

for both surveys within Appendices C and F. 

Crosstab Responses, the second analysis feature offered by SurveyMonkey, 

compiled the number of corresponding answers between a specific question and the rest 

of the questionnaire.  Essentially, the Crosstab feature acted as a method to compare the 

correlation between different variables by comparing respondents who selected the same 

answers among multiple questions.  This provided a method to establish response trends 

between various demographics and individual respondents. 

Combining Crosstab and Filter was also possible, but generally resulted in two 

few responses to have an impact on analysis.  In fact, the large number of questions with 
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multiple choices or selections combined with the sparse number of respondents spread 

out individual responses significantly.  Individual analysis of the most popular selections 

for most questions was required due to general lack of correlation between respondents 

fitting specific answer characteristics. 

5.1.1 Emergency Managers 

The response rate for the first survey was relatively high for communication via 

passive sampling.  Given the assumption that only dues-paying counties were sent 

invitations by the IEMA; then approximately 36 percent of invitees, based on 30 

respondents from 84 counties, participated in the survey.  This grouping was also 

potentially skewed by access to the Internet and toward emergency managers in a full-

time position.  However, respondents represented a mix of various population sizes from 

less than 10,000 people to greater than 40,000 residents. 

The total number of respondents, while a high response rate for a mail or website 

survey, represented a relatively small sample size.  Therefore, the complexity of each 

question voided correlation comparisons between individual question responses within 

the survey.  Instead, analysis of the total number of responses to each question provided 

the most useful feedback. 

Approximately two thirds of respondents agreed that improvements could be 

made to flood response.  This automatically reduced the total number of respondents 

down to 20 for the rest of the questionnaire.  Also, given that one respondent chose to 

skip the question, a caveat should probably have been added to force respondents to 

answer the question before continuing.  Unfortunately, skipping questions with 

incorporated logic was not anticipated during the design of the questionnaire. 

Responses to the terrain and local condition questions elicited a mixture of 

responses.  Most respondents indicated that the local terrain included hills and flat land, 
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with few bluffs or valleys.  Row crops, as expected, were also the dominant feature 

selected with some selection of forest and pastureland.   

Flooding sources were reported as primarily small waterways and streams.  Major 

waterways and seasonal ditches were the second highest sources of flooding.  The type of 

flooding matched these sources with a slightly larger prevalence of long-term flooding 

than flash flooding. 

5.1.1.1 Forecasting Services 

Respondents indicated that NWS resources were used to procure forecasts during 

a flood event.   The NWS website was the most popular choice, followed by the weather 

radio.  Phone calls from the NWS were also typically received by 14 of the 20 

respondents.  TV Channels and commercial radio stations were the two other popular 

forecast sources. 

Opinions related to forecast quality were generally positive.  Respondents had 

favorable responses to forecasts being up-to-date, thorough, detailed and pin-pointed.  

Forecasts were also considered to not be confusing or vague.   

Comments pertaining to these responses were submitted to describe possibilities 

for improvement in forecasts.  For example, one respondent found that being on the 

border between two WFO service areas was problematic.  Citizens can get confused by 

reports issued for a different service area.  This is an important point for improving 

communication and efficacy for individuals. 

Other comments included concerns for the amount of gage data available to the 

NWS.  One respondent pointed to a lack of gages in Mills County and lead time for 

evacuations, but noted that three IFC bridge sensors had been installed, courtesy of the 

Iowa Department of Natural Resources (DNR).  Emergency managers also noted a need 

for better flash flooding data, including how much and when, and a desire to know the 

confidence level for issued forecasts.  This corresponded to surprisingly accurate 
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responses to a question regarding the definition of uncertainty.  Most respondents 

indicated that uncertainty implied a lack of adequate observations or potential error 

caused by assumptions.  

Emergency managers were most interested in forecasts including both a 

probabilistic and advice component.  Such forecasts, while expected to be popular for 

their ability to alleviate decision making by the emergency manager, would technically 

be impossible to practice due to limitations of the NWS.  Instead, the second most 

popular forecast types, statements of forecaster expectations and probabilistic forecasts, 

have the highest potential for implementation.  Purely advice-driven and deterministic 

forecasts were the least popular options. 

Possible partnerships between emergency managers and other government 

agencies were greeted with varying levels of interest.  Emergency managers were 

interested in partnering with businesses and government agencies to develop 

individualized and community action plans.  There was also a desire for forecasters to 

assist emergency managers with instructing various demographics during flood events.  

Emergency managers were split on whether an agency already fulfilled these roles.   

Potential consultation with a scientific group on hydrologic and hydraulic 

computations was met with a strongly positive response.  Emergency managers were 

generally favorable toward building outside relationships.  This included a willingness to 

fund forecasting services from sources at every level of government.  The inclusion of 

county monies into the question spoke to the actual level of interest. 

5.1.1.2 Mapping Services 

Respondents showed a surprising predilection for using ArcGIS.  Almost two 

thirds of respondents selected ArcGIS as a type of mapping software used during flood 

events.  The next most popular mapping services included FEMA flood maps and Google 

Maps.  Also, a few respondents indicated not using any mapping software or services. 
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The three primary uses of maps indicated were to map routes, identify at-risk 

structures and determine flooded zones.  These applications related to the reportedly 

common usage of ArcGIS, FEMA maps, and Google Maps.  There was also 

overwhelmingly positive response to potentially having access to high-resolution 

inundation maps during a flood event and forecasts illustrated as probable inundation 

maps.  Similar to forecasting, emergency managers were willing to use county funds to 

pay for these services. 

5.1.1.3 Communication Services 

Emergency managers reported using a myriad of media to notify the public during 

flood events.  The two most common methods were radio and television.  Landlines, cell 

phones, and the official county website were slightly less popular with an even split 

regarding county access to a call center.  Facebook was also a selected communication 

medium, along with Twitter and YouTube, the two least popular choices.  The current 

usage of social media, while small, speaks to a growing trend and possible widespread 

adoption of social media for dissemination.   

Almost every respondent reported access to an emergency broadcasting system.  

However, respondents were relatively neutral on the effect of access to call centers, and 

the existence of shared resources between fellow counties, the state government, and 

other organizations. 

5.1.1.4 Technologies 

The potential future technologies offered to emergency managers received a 

mixed reception.  However, the majority of responses were positive with a desire for 

additional information.  This included questions asking about interest in AR channels, 

dynamic routing, and spatial triggers.  Ultimately, respondents were most interested 

simulation software for training responders and running simulations before real-world 

implementation.      



91 
 

 

5.1.2 City Officials 

I extended an open invitation to city officials throughout Iowa for participation in 

the second flood response survey.  Of the invitees, 89 respondents began the 

questionnaire and approximately 90 percent responded that they had direct involvement 

in emergency flood response.  Most of the involvement included administrative, public 

works, and communication.  The question was designed to only allow one selection, 

which did not include administrative duties and caused multiple respondents to use the 

Other selection to specify multiple roles. This may have skewed some results away from 

law enforcement, medical, and evacuation selections. 

Approximately a third of all city officials selected a negative response to the 

question gauging interest in providing feedback on emergency response and resources.  

Therefore, 33 people were redirected to the demographics page without providing 

additional feedback.  Another 15 skipped the question, which showed that future 

questionnaires should require respondents to answer important filtering questions before 

proceeding. 

Responses to local geography included a mixture of topography.  The most 

popular selections were flat, hilly and floodplains with almost half of respondents 

skipping the questions.  Typical local land use was also mixed, with predominance 

toward urban, rural, and mixed urban and suburban municipality types, which were 

surrounded by mostly row crops and pastureland. 

City officials, unlike county emergency managers, reported experiencing more 

flash flooding than long-term flooding.  This flooding also typically originated in small 

streams and major waterways.  Seasonal waterways and stationary water bodies were the 

least likely sources of flooding. 
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5.1.2.1 Forecasting Services 

NWS services were the most popular forecast sources for city officials and 

generally received positive responses from users.  The NWS website was the most 

popular choice with NWS weather radios and commercial television stations coming in 

second place.  Other commercial resources, websites and radio stations, were also 

selected as commonly used forecasts sources. 

Respondents indicated that NWS forecasts were up-to-date, thorough, detailed, 

and not confusing.  City officials were also only mildly in agreement on the location 

precision of forecasts and felt that forecasts tended toward being vague.   This indicated a 

mostly positive attitude toward NWS forecasts and related to a strong interest, indicated 

by the next question, for statements incorporating the forecaster expectations into either 

deterministic or probabilistic forecasts.   

Probabilistic and deterministic forecast types were both selected by at least 50 

percent of respondents, many of whom also selected the option to receive a statement 

outlining forecaster expectations.  Advice-driven forecasts were the least popular 

selection, which, interestingly, corresponded with seemingly less confidence in forecaster 

capabilities than emergency managers.   

City officials were less familiar with the term uncertainty than emergency 

managers, believing that it indicated the forecast was untrustworthy, lacked scientific 

understanding, and reflected fears of being wrong by the forecaster.  However, some city 

officials had picked up on the concept of uncertainty, indicating that uncertainty related 

to a lack of adequate observations and potential error caused by assumptions. 

Partnerships with outside agencies were mildly interesting to city officials.  

Developing business action plans and designing response for varying demographics were 

both balanced between negative and positive responses.  Enthusiasm for government 

agency help planning for, responding to, and navigating through flood-related problems 

was minimal.  Responses also indicated that these three partnerships already existed in up 
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to a third of respondent cities.  Partnership with a scientific group elicited the most 

positive response with over half of responses indicating interest and the smallest number 

pointing to existing relationships. 

The forecast services funding question was virtually unusable for measuring 

willingness to pay.  Unfortunately, a selection of municipal funding was left out of the 

answers.  This reduced the usefulness of both the forecast and mapping services funding 

questions.  Respondents pointed to a willingness to use funding from other levels of 

government, but also showed interest in matching funds. 

5.1.2.2 Mapping Services 

City officials showed a similar amount of map usage to emergency managers.  

This included a tendency to use Google Maps, FEMA flood maps, and ArcGIS.  

Respondents were allowed to select more than one mapping services, which explained 

the relatively large number of users reported for  several mapping services.   

Almost 41 percent of respondents indicated that they did not currently use any 

mapping software.  Filtering all respondents by those not using mapping services, as 

shown below in Figure 5-1, also reduced the sample size to cities with populations less 

than 15,000.  The lack of map use among small municipalities could be a reflection of 

staffing and resource availability.  This assumption is based on the size of the 

communities and a majority of these respondents indicating a desire to have a scientific 

group available for hydrologic and hydraulic calculations.   

The applications of mapping services paralleled uses among emergency 

managers.  City officials indicated using maps for routing, identifying at-risk structures, 

determining flooded zones, checking specific elevations, and locating evacuation zones.  

Approximately three quarters of city officials responded positively to the concept of high-

resolution inundation maps and forecast maps with associated probabilities.  
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Interestingly, no respondents used maps to compute discharge values, which spoke to the 

need to partner with a scientific group or agency.   

 

Figure 5-1. Responses to a question within the questionnaire with a filter applied 
regarding the use of maps during response. 

5.1.2.3 Communication Services 

There was an interesting variety of responses to who acts as the coordinator 

during flood emergency response.  Some city officials indicated that FEMA or IHSEMD 

performed the role of coordination.  Most respondents indicated county emergency 
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managers or municipal leaders coordinated response, with significant overlap between 

the two groups.  Unfortunately, this question was intended to allow only a single answer, 

but unfortunately ended up as a multiple selection question.  Respondents may have 

inadvertently misread the question as an inquiry regarding all parties responsible for 

emergency response, instead of the primary coordinator.  

Half of the cities surveyed were located near or on a county border.  However, 

responses overwhelmingly indicated no problems during coordination between multiple 

county emergency managers.  Furthermore, the majority of city officials were 

uninterested in regional or statewide emergency operations centers for coordination of 

multi-county flooding incidents.   

Almost all respondents indicated a personal responsibility to notify the public of 

evacuations and other actions during a flood event.  The most common media were radio 

stations, government websites, cell phone calls, landline phone calls, and local television 

stations.  Some of these information sources were also used less during long-term flood 

events than in flash flooding.   

5.1.2.4. Technology 

Social media were the least popular information distribution resources, with few 

respondents reporting usage of Twitter or Facebook and zero selecting YouTube.  This 

corresponded with the responses to future technology possibilities.  Respondents selected 

a balance of positive and negative answers for every selection, which suggested a general 

miscomprehension regarding the technologies being described.  The percentage of 

respondents indicating interest, but desiring further explanation exemplified the lack of 

understanding. 

5.1.3 Summary 

Both questionnaires produced a small total number of respondents.  Limiting 

invitations to only IEMA and ILC members caused audience reduction and, 
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subsequently, respondents.  However, these groups provided a platform to contact 

potentially the most active and interested administrative officials in Iowa.     

Most of the combined respondents showed interest in providing feedback to 

explore possible improvements in flood response.  Unfortunately, some respondents 

skipped this question, which was an important gauge of enthusiasm.  Future 

questionnaires would need to include question logic to force a response before 

continuing. 

City officials and emergency managers differed by preferred forecasts types.  City 

officials were generally split between selections for deterministic and probabilistic 

forecasts, and both groups included a desire for a statement of forecaster expectations.  

This selection likely correlated with the general misunderstanding of the term 

uncertainty.   Emergency managers preferred probabilistic forecasts with actual advice, 

instead of an objective statement of forecast expectations.  The second forecast type was 

likely popular for removing decision-making requirements from forecast interpretation, 

however, the NWS working parameters prohibit dispensing of advice. 

Following the theme of forecast explanation, respondents were generally 

interested in consulting with a scientific group for various hydrologic and hydraulic 

computational needs.  This corresponded with positive responses regarding using monies 

from any level of government, including counties, to fund research in forecasting and 

mapping.   

Respondents were remarkably versed in 2D mapping software using ArcGIS, 

FEMA flood maps, and Google Maps to map routes, identify at-risk structures, and 

determine flooded zones.  This matched desire to view forecasts as high-resolution 

inundation maps.  Interest in future technologies included 3D digital visualization, 2D 

forecast maps, and flood simulation software.   

Ultimately, the surveys did little to directly guide the other research.  Some results 

did indicate an interest in some technologies and various agency partnerships.  However, 
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due to the low number of responses, future questionnaires should possibly consider a 

more traditional method.  Phone surveys in particular may work nicely to engage the 

respondent. 

5.2 Two Dimensional Mapping 

As I noted in Chapter 4, technology and time constraints negated exploring 

applications of Spatial Triggers and Dynamic Routing.  Regardless, these technologies 

represent very real possibilities for research.  Table 5-1 and Table 5-2 summarize the 

potential uses and drawbacks, needs of a fully functional system, and readiness level for 

each technology. 

5.3 Three Dimensional Mapping 

5.2.1 Wikitude 

I abandoned Wikitude after the development of two worlds.  The first world, 

developed by Jerry Mount, a PhD candidate in the Department of Geography at the 

University of Iowa (UI), consisted of buildings on the UI campus.  The building 

footprints were taken from existing records and points extracted from each building.  This 

acted as a “Hello world”-type of first attempt at making a Wikitude world.   Figure 5-2 

and Figure 5-3 illustrate the 3D and 2D views created by the Wikitude world. 

The second, and last, world built for Wikitude contained buildings and parks in 

the Des Moines, Iowa, area.  These had an added level of complexity with indicators 

based on residence within the 100- or 500-year floodplains.  This world was built to 

include floodplain demarcation for demonstration purposes.   
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Figure 5-2. The first Wikitude world created with buildings from the University of 
Iowa campus. 

 

Figure 5-3. A 2D display of the first world created in Wikitude. 
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5.2.2 Junaio 

During the development process, Jerry Mount and I created several channels 

within Junaio.  These channels were intended to demonstrate the potential of Junaio and 

exercise the limitations.  The channels successfully demonstrated both information 

distribution and visualization potential while encountering software problems. 

5.2.2.1 Location-based Channels 

Jerry Mount built the first channel in Junaio.  The channel was of comprised UI 

buildings, similar to the first Wikitude world.  Each building included details and a link 

to the UI facilities website.  The channel acted as a demonstration of Junaio usability, 

especially in terms of creating a georeferenced channel with POI details and a link to 

webhosted information. 

The next two channels created were both related to gage stations throughout Iowa.  

One contained USGS gages and the other included all gages hosted on the IFIS website.  

The USGS channel provided thumbnails of the USGS logo and a link to each gage 

website.  The IFIS channel contained IFC issued logos with a link back to mobile 

versions of each IFIS hosted gage information.   

Problems arose during the development and implementation of the USGS and 

IFIS channels in Junaio.  In fact, the second method for creating Junaio channels was 

developed in response to a cap on the maximum results returned in any given query, 

which created a problem for the first attempted USGS channel.  By default, every Junaio 

channel returns a maximum of 20 POIs for every query (POIs/search 2011).  This cap can 

be raised by the developer, up to 200 POIs, and had not been manually set in the code for 

the first attempt of the USGS channel. 

A lack of spatial query capabilities within Junaio led to the results cap problem.  

The query sent by a user loading the channel pulled data for every USGS gage within the 
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state, without filtering for distance.  Junaio then capped the displayed results at 20 sites, 

which were queried by numeral ranking, instead of location.  

We developed the second channel methodology, based on Python scripting in 

response to spatial query limitations.  This method limited potential results to a fixed 

radius, before queuing the locations of gages to display.  The final product was a spatially 

queried set of up to 20 gages within a usable region. 

One problem remained with both the USGS and IFIS channels after being written 

using PHP masked Python.  The channels failed to work on both Android operating 

system (OS) devices list in Appendix G.  Each channel would initially load, but, unlike 

the iOS devices, did not populate with POIs.  The problem was associated with two 

different developer accounts: both working in iOS, but not Android OS.  No solution was 

found to this problem, which was presumed to be a compatibility problem with the 

version of Junaio released for the Android OS. 

 

Figure 5-4. A 3D view of the IFIS channel created for Junaio  
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Figure 5-5. Selecting a point within the IFIS channel allowed users to link to the 
corresponding  mobile website. 

 

Figure 5-6. A 2D view of the USGS and IFC gages returned by a query originating in 
downtown Iowa City, Iowa. 
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The other channels built in Junaio included 3D objects and text.  These were 

intended to demonstrate the possibility of overlaying text labels on buildings and 

visualizing 3D flood inundations.  The labels were clickable and contained potential for 

future clickable access to audio, video, or text files containing explanations for either 

response workers or private citizens.  Video overlay of 3D objects was also possible and 

explored with mixed results.  Orienting the object and streaming video were both 

challenging due to the iterative process of changing code and refreshing the channel by 

emptying the local cache. 

 

Figure 5-7. A label of the Stanley Hydraulics Lab, in Iowa City, Iowa, in the correct 
color and approximate location captured by an phone using the Android 
operating system. 

Limitations on 3D object size and lack of support for GIS shapefiles presented a 

significant problem for displaying flood inundation in Junaio.  These files began as 
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shapefiles and were exported from ArcGIS as 3D KML files with an arbitrary depth.  

However, the new files were larger than the maximum file size allowed by Junaio, which 

was 500 kilobytes.  Furthermore, Google SketchUp froze and crashed every time the files 

were loaded into the program to be processed and converted into OBJ files.  The 

limitation of Junaio accepting only OBJ or MD2 files severely reduced options for 3D 

display in Junaio and ultimately eliminated the possibility of displaying digital 

inundations.    

5.2.2.1 Glue Channels 

Difficulties also arose with the image-based, Glue channels.  Junaio only 

occasionally recognized images used as tags for 3D objects hosted by a channel.  The 

channel building website had bugs.  For example, several attempts resulted in an image 

and associated 3D object initially not working on an existing channel and then working in 

the same context on a newly created channel.   

Fixing the bugs in Junaio could lead to the use of glue channels to host streaming 

audio, video, or text triggered by visual cues attached to building or other objects.  These 

would operate more smoothly than QR codes redirecting a user to a website.  Instead, 

users would see or hear information while pointed at the specified object and without 

having to exit the primary application. 

5.2.3 Summary 

In retrospect, Layar may have been the best option for development in AR.  

Wikitude was chosen because it was the first AR application discovered.  Junaio was 

used because it was the first AR application found with support for 3D objects, video, 

audio, and animation.  Layar, discovered last and after investing significant time into 

Junaio, should be the next step for research into applications of AR.  Table 5-3 and Table 

5-4 describe the two primary applications of future work in AR and the realistic potential 

of implementation.  Notably, these descriptions are based on current AR technology, 
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which will likely become increasingly robust and capable with time.  As of now, I 

recommend considering Layar for any further experimentation.  The popularity and 

apparent robustness of Layar provides a litany of new possibilities, and potential for an 

environment containing minimal glitches. 

5.4 Information Distribution 

The survey results showed minimal immersion of emergency managers and city 

officials into social networking.  County emergency managers do use the coordination 

software, WebEOC, for resource and response coordination within official channels.  

However, the surveys indicated little use of social media for information dissemination, 

to coordinate with the public, and to provide a sounding board for public questions and 

discussion.  Table 5-5, Table 5-6, and Table 5-7 contain a summary of technologies 

capable of dynamic, approachable information distribution.  Each technology is ready for 

implementation and several are already being implemented by some government 

agencies. 
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Table 5-1. Spatial Triggers 

Intention Potential Problems Projected Effort and Complexity Assessment 

  Least Most  

Facilitates personal 
efficacy with direct, 
active warning 
communication to 
affected stakeholders 

Privacy concerns with 
usage of GPS signal.  
No service in poor cell 
service areas and 
overburdened cell 
networks. 

Incorporate into existing host 
server.  Simplified system involves 
opt-in method with automatic 
spatial queries of cell signal and 
automated SMS message, email, or 
telephone call. 

Needs mobile application for in-device 
message processing. Server would 
broadcast personally tailored data, 
including connections to services, such 
as an automated Dynamic Routing 
system 

Can begin 
development 
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Table 5-2. Dynamic Routing 

Intention Potential Problems Projected Effort and Complexity Assessment 

  Least Most  

Asserts control over 
the flow of vehicle 
traffic during 
evacuations 

Privacy concerns 
with having to track 
individual GPS 
signals.  GPS signal 
resolution may 
incorrectly route 
individuals. 

Anonymous movement data is 
processed to illustrate areas with 
highest traffic density, similar to 
Google Traffic.  Users manually 
input location to receive the fastest 
route around traffic and hazardous 
areas. 

Individual user movement is 
tracked.  Users receive a 
continuously variable route, which 
automatically refreshes as the server 
processes incoming information.  
Both the server and mobile 
application would require 
significant computing power to 
render changes in real-time 

Can begin 
development 
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Table 5-3. Augmented Reality: Digital Overly of Building Information 

Intention Potential Problems Projected Effort and Complexity Assessment 

  Least Most  

Provides detailed, 
localized information 
in a 3D environment 

File size, rendering, 
refresh rate, and other 
hosting Limitations 
of current mobile 
Augmented Reality 
applications.  Weak 
and inaccurate GPS 
signals. 

Create a service within an existing 
AR application.  Connect users to a 
dynamic source of building 
information.  Use of a dedicated 
server may be required. 

Embed a mobile AR service within a 
dedicated flood response application.  
Create a virtual landscape of 
buildings and other infrastructure; 
especially potentially invisible 
infrastructure. Add selectability to 
models to peel away digital layers, 
view specific details, activate 
instructional videos, etc. 

Can begin 
minimal 
development 
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Table 5-4. Augmented Reality: Digital Overly of Predicted Inundation 

Intention Potential Problems Projected Effort and Complexity Assessment 

  Least Most  

Shows predicted flood 
extents in the real 
world landscape 

File size, rendering, 
refresh rate, and other 
hosting Limitations of 
current mobile 
Augmented Reality 
applications.  Incorrect 
object placement 
relative to landscape. 

Create a service within an existing 
AR application.  Connect users to 
a dynamic source of inundation 
maps hosted on a server.  Selected 
inundation file changes with 
forecast and with each query. 

Embed a mobile AR service within 
a dedicated flood response 
application.  Create a high-
resolution, virtual river with 
enough precision to clearly show 
predicted inundation regions. 

Requires 
increased 
robustness of 
current mobile 
Augmented 
Reality 
applications 

  



 
 

 

109 

Table 5-5. Coordination via Social Networks 

Intention Potential Problems Projected Effort and Complexity Assessment 

  Least Most  

Utilizes existing 
communication 
networks with 
controllable access 
and relative ease of 
use 

Reliance on external 
source for hosting and 
control structures.  Lack 
of familiarity among 
users, especially with 
mobile versions. 

Create a profile page. Create a profile page that users turn to as 
a resource.  Incorporate links to pertinent 
information and external resources.  
Include Facebook, LinkedIn, Twitter and 
other social network information in 
communication trees. 

Currently used 
in limited 
applications; 
short and simple 
development 
process 
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Table 5-6. Information Distribution via Social Networks 

Intention Potential Problems Projected Effort and Complexity Assessment 

  Least Most  

Exists at rudimentary 
levels with significant 
self-policing within 
public forums 

Devolution of an open 
forum into unconstructive 
discussions.  Needs to be 
used in conjunction with 
other communication 
media. 

Create a profile page. Actively engage social media users as 
members of the public and information 
sources, even during periods without 
emergencies.  Create a profile page, 
actively guide discussions, and glean 
pertinent information from public 
commentary. 

Currently used 
by some 
organizations; 
short and simple 
development 
process 

.  
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Table 5-7. QR Code Information Tagging 

Intention Potential Problems Projected Effort and Complexity Assessment 

  Least Most  

Allows static building 
signs to become a 
dynamic source of 
information 

Requires a 
smartphone and a 
balance between 
visibility and 
obnoxiousness for the 
QR code. 

A simple direct URL link to a 
server with information regarding 
building status and needs. 

A link providing options to load 
mobile applications and open other 
information sources.  The mobile 
applications could include Augmented 
Reality views of the building, unseen 
infrastructure, and predicted 
inundation.  Information could include 
instructions complete with videos and 
georeferenced notes. 

Can begin 
development 
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CHAPTER 6 : SUMMARY AND RECOMMENDATIONS 

When there's a disaster the first question people ask is 'what is the 
government doing?  But as soon as the disaster fades from their 
memory...in many cases (regional) authorities and business people 
challenge us when we say land is unsuitable for building because 
of flood risk. 

Dominique Voynet, French Environment Minister 1997-2001 

6.1 Summary 

Flood response in the State of Iowa represents a complex set of relationships and 

hierarchy stretching from the individual citizen to State and Federal agencies.  These 

relationships add surprising levels of complexity to a constantly evolving system.  

County emergency managers are ultimately the individuals in charge of flood response.  

However, coordination of resources is typically managed by the IHSEMD through a State 

EOC and supplemented by local NWS WFOs.  Adding to the difficulties of flood 

response is the lack of water resources related education among emergency managers, 

many of whom are less than full time staff. 

 Regardless of the staffing challenges, county emergency managers and city 

officials responding to the questionnaires reported an encouragingly abundant application 

of current technologies and great interest in developing new opportunities.  While there 

was minimal usage of social media, such as Facebook, YouTube and Twitter, some 

managers were already using these as a means for disseminating official messages.  

Furthermore, managers and city officials, through the survey, and other officials, 

anecdotally, expressed interest in the application of new technologies for forecast 

dissemination, alerts, and visualization.   

The introduction of new communication technologies is quickly blurring the line 

between end-user and source.  Traditionally, personal interaction with forecasters is 

relegated to emergency managers via phone calls with local WFOs.  Recent interest in 

mobile weather services by the NWS has shifted this paradigm and illustrated a potential 
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future of both crowdsourcing and social media enabling close relationships between 

stakeholders and forecasters.  The future includes a multitude of methods for 

dissemination and data collection without single direction progression from producers to 

consumers. 

Implementation of new mapping technologies holds promise for providing flood 

response efficacy to individual citizens.  Unfortunately, prototype systems for Spatial 

Triggers and Dynamic Routing were beyond the current technologic capabilities available 

during this study.  Future research could easily include design of rudimentary spatial 

triggers, provided a mobile application is available for hosting and processing related 

data.  The conceptual parameters are also laid out for implementation of dynamic routing; 

given extensive design of a server-based routing program, dynamic inclusion of 

crowdsourced location and obstacle data, and a containing mobile application are 

required for implementation.  Regardless of the current limitations, future development of 

Spatial Triggers and Dynamic Routing systems could minimize emergency event-related 

stress by directly supplying pertinent information and pre-packaged evacuation routes 

during emergency situations.   

Augmented Reality transforms these 2D mapping technologies by turning 

smartphone and tablet viewfinders into information portals.  For this work, Junaio was 

the primary application used in exploring the possibilities of AR.  Spatial queries in 

Junaio were developed to display pertinent information sources in a radial distance 

around a user, which I would recommend replacing with watershed-based queries.  

Future development of AR services may also be done in Layar, which is very well 

reviewed by users.  Problems with cross compatibility between the iOS and Android 

platforms, and with image-based Glue channels reduced the functionality of Junaio. 

Advances in smartphone hardware technology; such as GPS, compass, camera, 

accelerometer, and Internet connectivity; provide users with important capabilities 

required to fully utilize these new technologies. Future users have the potential of 
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knowing the exact forecast probability of floodwater, receiving spatially triggered notes, 

viewing instructional videos digitally overlaid on the real world, interacting with digital 

displays of building information and hidden infrastructure, and visualizing digital 

representation of predicted inundation in real-time. 

6.2 Recommendations 

I recommend conducting future work in two dimensional mapping, three 

dimensional mapping, and information distribution.  Table 6-1 summarizes my 

recommendations and anticipation of required effort.  Some of these technologies 

continue to reside at the horizon of development.  For example, the primary applications 

of AR require substantial improvements in software capability.  However, considering 

the amount of development mobile AR has gone through in the past two years, I would 

anticipate many of these features becoming available within the next 12 months to two 

years.   

Other technologies, such as social networking are already in place and ready for 

implementation.  The key issues with these technologies are reliance on external servers 

and having to work within the boundaries of an already built system.  Conversely, two 

dimensional mapping technologies, such as Spatial Triggers and Dynamic Routing will 

require construction of information processing software, servers, and communication 

method for contacting mobile devices.   

Ultimately, I intended to find ways to augment flood response.  Therefore, all of 

these technologies have the potential for augmenting flood response and should be 

considered as additions to existing services, instead of wholesale replacements of existing 

systems.  The final goal is a set of appropriate additions to the existing flood response 

systems in Iowa, which both facilitate coordination among emergency personnel and 

enable personal efficacy among individuals. 
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Table 6-1. Summary of Technologies 

Technology Effort Potential Problems Assessment 

Spatial Triggers Medium Hardware, Software, and 
People 

Can begin 
development 

Dynamic 
Routing Large Hardware, Software and 

People 
Can begin 
development 

Augmented 
Reality: Digital 
Overly of 
Building 
Information 

Large Software Can begin minimal 
development 

Augmented 
Reality: Digital 
Overly of 
Predicted 
Inuncation 

Large Software 
Requires major 
software 
improvements 

Coordination via 
Social Networks Small External Reliance on 

networks 
Currently available 
for implementation 

Information 
Distribution via 
Social Networks 

Small External Reliance on 
networks 

Currently available 
for implementation 

QR Code 
Information 
Tagging 

Small Hardware and minimal 
software 

Can begin 
development 
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APPENDIX G: PHONE SPECIFICATIONS 

Apple iPad 2 

Operating System iOS 4 

Display 9.7" touchscreen with 1024x4768 pixels 

Processor 1 GHz dual-core Apple A5 

Memory 512 MB RAM 

Data Connection CDMA and GSM 

Apple iPhone 3GS 

Operating System iOS 4 

Display 3.5" touchscreen with 320x480 pixels 

Processor 600 MHz 

Memory 256 MB RAM 

Data Connection GSM 

Apple iPhone 4 

Operating System iOS 4 

Display 3.5" touchscreen with 640x960 pixels 

Processor 1GHz Apple A4 

Memory 512 MB RAM 

Data Connection CDMA and GSM 

HTC Thunderbolt 

Operating System Android 2.2 

Display 4.3" touchscreen with 480x800 pixels 

Processor 1GHz Snapdragon 
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Memory 768 MB RAM 

Data Connection CDMA and LTE 

Samsung Fascinate 

Operating System Android 2.2 

Display 4.0" touchscreen with 480x800 pixels 

Processor 1GHz Cortex A8 Hummingbird 

Memory 384 MB RAM / 512 MB ROM 

Data Connection CDMA 
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