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SUMMARY

Numerous works have investigated problems concerning the complete attitude con-

sensus of multi-spacecraft systems as well as the attitude control of an underactuated space-

craft, where only two or fewer control torques are available. There have been, however, no

works which have focused on the attitude consensus problem among multiple underactuated

spacecraft successfully, to the author’s knowledge. In this thesis, three control laws are

presented to solve three problems concerning this rather underdeveloped area. In the first

problem, the aim is to achieve partial attitude consensus amongst a network of underactu-

ated spacecraft in which the uncontrolled axis of each spacecraft points in the same fixed

inertial direction. In the second problem, the aim is to solve a similar system, where the

pointing direction of the uncontrolled axes is no longer constrained to point along a fixed

direction and instead may rotate in inertial space. The third problem is an extension of the

first problem where the leaderless system is expanded to that of a leader-follower type so

that the intended final pointing direction of the uncontrolled axes of the spacecraft may be

specified. Utilizing a novel attitude parameterization, the control laws are able to take the

form of a linear controller for the first problem, its extension, and for the second problem

if the spacecraft are axisymmetric. As a result of the three control laws, the desired partial

attitude consensus state becomes almost globally asymptotically stable.

vii



CHAPTER I

INTRODUCTION

1.1 Synchronized Spacecraft Attitude Control

Distributed control of multi-agent systems has gained an increase in attention over the

past two decades. In comparison to a single agent, utilizing multiple agents features many

advantages that otherwise can be difficult to include in a design, such as increased feasi-

bility, robustness, fault tolerance, or expandability, to name a few [14]. The importance

of these advantages also rises as the environment becomes more hostile or inaccessible, or

the objective becomes more complex; such is the case especially when space operations are

considered. It is therefore of no surprise that multi-agent control and synchronization of

spacecraft has received much attention within the controls community.

In terms of spacecraft attitude synchronization, the majority of the literature up until

now has assumed that complete control of the spacecraft is available. This area has seen a

healthy progression of results and several results using a variety of different approaches have

been proposed over the years to solve this problem [34, 6, 13, 17, 32, 7, 18, 21, 9, 8, 20, 3, 2, 1].

For instance, in [34, 6] the utilization of a leader-follower approach was used for solving

problems related to formation flying. Formation control laws for maintaining attitude align-

ment was also presented in [13] by requiring that spacecraft communication be restricted

to a simple ring structure. The problem of spacecraft attitude stabilization in a network

where each spacecraft may spin about its unstable axis was solved in [17]. Attitude tracking

control laws which globally asymptotically stabilize the attitude of the spacecraft within a

formation was developed and analyzed in [32]. The stabilization of rigid bodies so that their

orientations and angular velocity vectors align was shown using a graph theoretic approach

in [7]. The synchronization of both the translation and rotation of rigid body networks was

addressed in [18]. Extensions using energy shaping methods were provided in [21]. Multiple

robust controllers which achieved attitude coordinated control of a spacecraft formation was
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proven in [9]. Some works have also expanded on the cooperative attitude control to han-

dle scenarios where only a subset of the spacecraft have knowlege of an attitude reference

[8, 20]. Other results propose control laws that omit the need for an inertial reference [3],

control laws that omit the need for angular velocity measurements [2, 20], and control laws

that incorporate communication delays [9, 1].

In contrast to these references, attitude control of a single spacecraft has also been

explored for the scenario in which complete attitude control is unavailable. Publications

such as [27, 12, 25, 5, 26, 30, 31, 33, 22] have focused on the underactuated spacecraft

control problem, where torques about only two axes are available, addressing not only the

theoretical limitations of this problem, but also the practical utility for spacecraft which

have experienced irreversible failures. For example, [12] showed that if the total angular

momentum of a spacecraft is zero, then a discontinuous feedback control strategy can be

used to stabilize any equilibrium attitude in finite time. The reference [26] provides a

good review concerning spacecraft control results after an actuator failure. References

[30, 33] consider spacecraft attitude control with bounded inputs and periodical oscillation

disturbances, respectively. Finally, [30] provides a more applied result for underactuated

control where stabilizing and tracking feeback control laws subject to input constraints were

demonstrated.

Upon the subject of combining the above notions, no results thus far exist which focus

on the coordinated control of networks of underactuated spacecraft successfully, to the

author’s knowledge. It is the idea of multi-spacecraft consensus control in which this thesis

will attempt to achieve.

1.2 Why Control Underactuated Spacecraft Clusters?

Many publications concerning consensus control of spacecraft have been published, so why is

underactuated and partial consensus control worth investigating? Aside from the theoretical

excitement and challenges this problem offers, there are direct practical benefits as well.

On a theoretical note, controlling a subset of the dynamics of individual agents which

react to each other in order to drive the system as a whole into as state of partial agreement
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is a complex and seemingly cumbersome problem in itself. The dependencies of a networked

multi-spacecraft system’s overall behavior include the motion of individual agents, which

is governed by coupled nonlinear equations, and the communication links between these

agents. Additional requirements can be placed such as switching communication topolo-

gies (perhaps due to state-dependent communication channels), communication lag, more

complex objectives such as solving a coverage problem or achieving a cooperative goal, the

introduction of noise, etc., and so a wealth of different avenues exist that lend themselves to-

wards extending underactuated cooperative control well beyond the scope of work achieved

here.

On a more practical side, controlling an underactuated spacecraft cluster implies know-

ing how one could still utilize a spacecraft formation in the event of actuator or sensor

failures, an ability that further extends the robustness inherent in a distributed forma-

tion. This also provides additional options during spacecraft mission design phases. One

immediate example of this possibly is when considering a fractionated spacecraft. The

idea of a fractionated spacecraft is to utilize a collection of smaller spacecraft operating in

tight formation as opposed to a single large spacecraft in the hopes that utilizing several

smaller, simpler spacecraft for a mission would prove more benficial and cheaper than a sin-

gle monolithic complex one [15, 19]. Often, sensors where only the pointing of the boresight

is necessary (such as optical spectrometers or high-gain communication antennas) are used,

and so in a fractionated spacecraft, individual spacecraft containing only these sensors may

be designed omitting control about the boresignt axis. Another example is when utilizing

a collection of spacecraft to observe a distant star using boresignt sensors or to maintain

communication capabilities when a subset of the spacecraft may have their field of view or

communication path blocked. All spacecraft would capably match their pointing with each

other no matter which spacecraft know their pointing objective. In adition to these, another

example is when operating multiple small spacecraft which feature only electromagnetic ac-

tuation. Because of the nature of this type of actuation, there is always a single axis which

is not directly controllable and has a direction dependent upon the spacecraft’s location

in orbit [24, 36]. In this scenario, without the addition of thrusters or reaction wheels or
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some other form of actuation, each spacecraft is inherently underactuated. It is unclear

how multiple underactuated spacecraft will influence each other when the underactuated

axis is changing in time or when this axis is different for each spacecraft, but in desiring

to keep costs low for multi-spacecraft missions, the question of how to control a cluster of

spacecraft with only magnetorquer-based attitude control is an important one.

In considering missions such as these, each spacecraft may also have their control about

the sensory/antenna boresignt axis omitted or halted, or additional control methods ex-

cluded. In these examples, the ability to reduce the costs and complexity of the system

are of potential gain, and as will be shown, the pointing requirements necessary can be

achievable even with the inclusion of spacecraft dynamics.

1.3 Objectives of this Thesis

One of the fundamental problems concerning the control of multi-agent systems is that of

achieving some sort of consensus. Solving the consensus problem provides the underlying

foundation for a number of problems or extensions, from maintaining a certain temperature

reading agreement from multiple sensors in a furnace, a flow rate amongst multiple valves,

the rendezvous of aircraft at a specified location, or the attitude alignment of sensors on

a spacecraft. It is therefore the focus of this thesis with regards to attitude alignment

to ultimately control a network of communicating underactuated spacecraft. Specifically,

the main objective is to manipulate, in a distributed fashion, the system of spacecraft so

that they converge towards a partial consensus such that the uncontrolled axis of each

spacecraft may point towards the same direction in inertial space. Finding the solution of

two problems, denoted as Problem 1 and Problem 2, and an extension associated with this

objective comprise the majority of this research effort.

1.3.1 Problem 1

The first problem considered in this thesis deals with finding a solution to a simple partial

attitude alignment problem. The agents that make up the system we wish to control are

underactuated spacecraft, that is, torque control is unavailable about all three principal

axes. With the available control, the objective is to develop a distributed control law
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capable of partially synchronizing this group of underactuated spacecraft where the final

pointing direction of all uncontrolled axes is the same and fixed in inertial space.

Problem 1 proposes to provide the groundwork necessary to enable a spacecraft cluster

to perform missions that are cheaper and more robust than what is currently possible.

The resulting control law may allow the design of spacecraft in which actuators such as a

momentum wheel or thruster pair can be omitted, used in a minimal fashion, or allowed to

fail in a cluster without compromising mission objectives. The types of missions in which

exploring Problem 1 will be beneficial include those in which the directional pointing of an

axis is the primary objective such as the communication through high gain antenna or data

collection via sensor boresignts (i.e., optical spectrometer, telescope) over sufficiently long

ranges.

1.3.2 Problem 2

The second problem considered is similar Problem 1; it deals with finding a solution to the

partial attitude alignment problem. It differs from Problem 1 in that the control inputs

are given a restriction: they can only rely on relative information; but this restriction

generalizes the problem somewhat in that since there is no explicit feedback in the control

due to inertial information, the final consensus state may be free to rotate in the inertial

frame. The objective of Problem 2 is then to develop a distributed control law capable

of partially synchronizing a group of underactuated spacecraft where the final pointing

direction of all uncontrolled axes is the same and as mentioned, but not necessarily fixed in

inertial space.

The efforts in Problem 2 provide similar benefits as those from Problem 1 with a more

general application. For example, the use of multiple underactuated spacecraft in orbit

together to survey a geographic location or to communicate via a high gain antenna to

another passing spacecraft could be plausible. In addition, since the control law relies

only upon relative state information, it may be possible to avoid the exchange of state

information altogether and allow each spacecraft to obtain this relative information from

its neighboring spacecraft independently through, for example, cameras.
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1.3.3 Extension of Problem 1

In most practical scenarios, the pointing of a sensor towards a particular known direction

is necessary such as when taking optical observations or communicating over a vast range.

Therefore, a natural extension to achieving a general consensus is the incorporation of a

leader to follow. This leader-follower scenario may be applied to Problem 1, and so the

purpose of this extension is to show that if a single spacecraft in a group of underactuated

spacecraft is provided a reference fixed in inertial space, then the final pointing direction of

all uncontrolled axes points towards this reference.

1.4 Thesis Outline

The remainder of this thesis is broken into five chapters. Chapter 2 introduces the pre-

liminary material necessary in understanding the specific tools used in the problems and

their analyses. Chapter 3, 4, and 5 are dedicated to the introduction of and solutions to

Problem 1, Problem 2, and the Extension of Problem 1, respectively, with each containing,

in addition, the analytical proof and simulation results that demonstrate the abilities of

the found corresponding control laws. Chapter 6 concludes the efforts of this thesis and

mentions some foreseeable possibilities for future work.

6



CHAPTER II

PRELIMINARY MATERIAL

2.1 Introduction

In tackling the problems mentioned, there are a number of items one must first become

familiar with. This chapter is dedicated towards explaining those necessary items. In par-

ticular, the mathematical notation and concepts used throughout this document concerning

the spacecraft considered are introduced. These include their communication, the param-

eterization used for describing spacecraft orientation, and their associated specific results

used later on. This chapter is organized in the following way. First, much of the mathe-

matical notation used in the subsequent sections is introduced. Next follows the dynamical

model used to illustrate the spacecraft motion in consideration. The framework relied upon

in depicting the communication architecture present amongst the spacecraft is presented in

terms of tools taken from graph theory. Finally, what is known as the w-z attitude param-

eterization is described as an ideal representation of an underactuated spacecraft’s attitude

for the problems considered.

2.2 Notation

Table 1: Common notation used throughout this thesis

i , index referring to a specific spacecraft.

b̂i , the body frame of spacecraft i with basis vectors b̂i1, b̂i2, and

b̂i3

Ii , the principal inertia tensor of spacecraft i

ωi , the inertial angular velocity of frame i described in frame i

S(x) , the skew symmetric matrix representing the cross product

between two vectors: S(x1)x2 = −−→x 1 ×−→x 2

ui , the control torque input to spacecraft i
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V , the set consisting of all spacecraft si forming the vertices vi

in the graph G

E , the set consisting of all edges in the graph G

Ni , the set of vertices that are in direct communication with

vertex i

G , the communication graph of a system of networked space-

craft

D(G) , the incidence matrix for the graph G

L(G) , the Laplacian matrix for the graph G

Rij , the rotation matrix that transforms elements from frame j

to frame i

wij , the w parameters describing the b̂j3 in the frame of b̂i

ηi , the partial inertial angular velocity of frame i described in

frame i

δηij , the partial angular velocity descrepancy between frame

frame i and frame j described in frame i

R̃ij , the upper left 2× 2 sub block of Rij

2.3 Spacecraft Model

Although the focus in this chapter involves multiple spacecraft, each one is assumed to

be represented in the same way. Each spacecraft is therefore modeled as a rigid body

with control torque inputs entering the dynamics along the principal inertia axes. In this

spirit, let any particular spacecraft under consideration be represented by the index i.

The spacecraft i has associated with it a body-fixed frame b̂i = (b̂i1, b̂
i
2, b̂

i
3), where b̂i1 is

the frame axis along the first principal axis of the spacecraft, b̂i2 is the frame axis along

the second principal axis, and b̂i3 is the frame axis along the third principal axis. The

notation Ii = diag(Ii1, I
i
2, I

i
3), with inertias Ii1, I

i
2, and Ii3 along the b̂i1, b̂i2, and b̂i3 axes,

respectively, is taken to represent the principal inertia tensor for the spacecraft i while

ωi = [ωi1, ω
i
2, ω

i
3]
T ∈ R3 is taken to represent the inertial angular velocity of spacecraft i
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expressed in the b̂i frame. Each spacecraft is considered to be a rigid body and thus features

the dynamics of rigid body motion. For a spacecraft i, the notation describing its dynamics

are

Iiω̇i = S(ωi)Iiωi + ui, (1)

where S(·) represents the skew symmetric matrix representing the cross product between

two vectors, i.e., S(x1)x2 = −−→x 1 × −→x 2, and ui = [ui1, u
i
2, u

i
3]
T ∈ R3 represents the control

torque influencing the spacecraft.

Since the objective is to control only underactuated spacecraft with two control torques,

without loss of generality, ui3 ≡ 0 may be set and therefore allows the control inputs ui1

and ui2 to remain free for design. Thus, the complete dynamical model of each spacecraft i

throughout the remainder of this work is

Ii1ω̇
i
1 = (Ii2 − Ii3)ωi2ωi3 + ui1,

Ii2ω̇
i
2 = (Ii3 − Ii1)ωi1ωi3 + ui2,

Ii3ω̇
i
3 = (Ii1 − Ii2)ωi1ωi2.

(2)

2.4 A Graph Theoretic Representation of the Spacecraft Communica-
tion Topology

2.4.1 A Short Introduction

Synchronization of a multi-agent system, such as the spacecraft network we will be con-

sidering here, involves controlling the state of the agent through its dynamics, while in-

corporating some information concerning the states of the other agents in the network in

order to drive the system to the desired consensus. This approach relies upon the local

non-consensus state of the network, evaluated by the individual members, in order to drive

the individual spacecraft in the cluster to a state ’closer’ towards synchronization. Follow-

ing the introduction of the dynamics assumed for each member of the network to control

a member-specific state, this document now focuses on how the communication of state

information is represented as well as the graph theoretic tools used in the analyses that

incorporates the network’s communication topology.
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2.4.2 Notation of the Communication Graph

Let the network connectivity graph in consideration, denoted as G, consist of a total of

N vertices, or equivalently, N agents, and let the vertex set V = {1, 2, · · · , N} be the

set containing all vertices of the network so that a vertex in the network, labeled as i,

is a member of V, i.e. i ∈ V. Suppose that there exists a second vertex j ∈ V that is

in communication with vertex i, or more specifically, that information held by a vertex j

may be observed by vertex i (for our purposes in this example, the information available

for an agent i to observe is considered to be the state of agent j). Since information

may travel from vertex j to vertex i, we say the edge (j, i) exists in the network. If the

network contains a total of M edges, then the set of all edges in the network is defined as

E = {(j, i) ∈ V ×V | j ∈ Ni} = {ε1, · · · , εM}, where Ni is a set of all vertices j in which an

edge (j, i) exists. Ni is the neighborhood of vertex i.

A communication graph consisting of the vertices contained in V and the edges contained

in E is denoted as G(V, E). If E contains directed edges, then the graph G is said to be a

directed graph. If every edge in E is such that j ∈ Ni if and only if i ∈ Nj , for all

i, j ∈ V, i 6= j, the graph G is said to be an undirected graph. If the edges (j, i) and (i, j)

exist between vertices i, j ∈ V, then it is considered to be a single undirected edge and is

simply denoted as (j, i) (while this simplification may cause some confusion, the distinction

concerning whether the edge (j, i) is either directed or undirected will be provided).

Different types of graphs exist for different edge arrangements. If a graph is such that

the edges are undirected and there is exactly one unique path between any two vertices,

then the graph is acyclic and is called a tree. A tree graph contains M = N − 1 undirected

edges (or 2M directed edges). If a directed graph is such that for a vertex i ∈ V, there is

exactly one directed path from i to every j ∈ V \ i, it is called an arborescence and takes

the form of a directed rooted tree with i as the root; as a consequence, all vertices which

are not the root have at most one in-going edge. An example of a graph which takes the

form of an arborescence is provided in Figure 1. If there exists some path (not necessarily

bi-directional) between a vertex i and j in a graph, then those vertices are said to be

connected. If every pair of vertices in a graph is connected, then the graph is a connected
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graph.

1

2

3

4

5

7

6

(1,
2)

(1,3)

(2,
4)

(2,5)

(3,6)

(3,7)

Figure 1: An arborescence with its vertices and edges labeled.

2.4.3 A Few Useful Graph Theoretic Tools

A few tools present in graph theory prove themselves to be very useful in the analysis of

multi-agent systems. One of these tools is the graph incidence matrix defined below.

Definition 1. Given a directed graph G, the incidence matrix, denoted by D(G) ∈ RN×M ,

is defined as

[D(G)]ie =



1, if (j, i) = εe ∈ E ,

−1, if (i, j) = εe ∈ E ,

0, otherwise.

(3)

The incidence matrix D(G) for an undirected graph is taken to be the same as for

a directed graph where for each edge in the undirected graph, a direction is arbitrarily

chosen. Notice that each column of D(G) sums to 0 and contains a 1 (in-going) and a −1

(out-going) for each end of the corresponding edge. A property of incidence matrices is that

for a tree graph, D(G) is full column rank.
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Let D+(G) denote the pseudo-inverse of D(G). Then for a connected graph G, it follows

that

IN −D(G)D+(G) =
1

N
1N×N , (4)

where 1N×N represents the N ×N matrix consisting of all ones [4].

Another tool often used in graph theory is the graph Laplacian which represents the

connectivity structure between each of the nodes in the form of a matrix.

Definition 2. The Laplacian matrix for a graph G, denoted by L(G) ∈ RN×N , is defined

as

[L(G)]i,j =



degin(i), if i = j,

−1, if (j, i) ∈ E ,

0, otherwise,

(5)

where degin(i) is the in-degree of vertex i.

For undirected graphs, the matrix L(G) is positive semidefinite. If G is connected, then

L(G) contains a single eigenvalue at 0 and the corresponding eigenvector is a multiple of

the vector of ones 1N = [1, · · · , 1]T ∈ RN .

The next few results are necessary for the specific problems considered here, and so they

are presented as Lemmas. The following is a well known fact in graph theory [10].

Lemma 1. Consider an arborescence G having N vertices and M = N − 1 edges and

incidence matrix D(G) ∈ RN×M . Let Dr(G) ∈ RM×M be the resulting matrix achieved from

D(G) after deleting its rth row. An ordering of vertices and edges always exists such that

Dr(G) is upper triangular.

Proof. Begin labeling the vertices of the arborescence by increasing index from the root.

One way this can be achieved is by labeling the vertices’ indices sequentially by their walk

from the root in the following way: assign the index 1 to the root of the arborescense, then

continue the sequential labeling of all vertices that are a walk 1 from the root, then walk

2 from the root, and so on. Since each vertex in the graph excluding the root has a single

in-going edge, assign the in-going edge εe to the vertex i > 1 the index e = i− 1. From this
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labeling scheme, it follows that since for every edge εe = (j, i), where i = e + 1 and j ≤ e,

it follows directly from (3) that Dr(G) is upper triangular.

Different labeling schemes may be used to constructDr(G) such that it is lower triangular

as well. This follows from the fact that any upper triangular matrix may be permuted

to form a lower triangular matrix and that a permutation of any two rows or columns

in an incidence matrix corresponds to a relabeling of the vertices or edges of the graph,

respectively. An example of executing Lemma 1 is provided with the graph labeling given

in Figure 2 and the resulting incidence matrices given in (6). Note that while in this example

r is taken to be the root vertex, it does not necessarily have to be, and a simple reordering

of the vertices is sufficient to produce again a Dr(G) which is triangular.

1

2

3

4

5

7

6

ε 1

ε
2

ε 3

ε
4

ε
5

ε
6

Figure 2: An arborescense with its vertices and edges labeled.
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D(G) =



−1 −1 0 0 0 0

1 0 −1 −1 0 0

0 1 0 0 −1 −1

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1



⇒ D1(G) =



1 0 −1 −1 0 0

0 1 0 0 −1 −1

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1


(6)

This next lemma is a rather new extension of Lemma 1.

Lemma 2. Consider an undirected tree G having N vertices and M = N − 1 edges and

incidence matrix D(G) ∈ RN×M . Let the matrix D̃(G) ∈ RrN×sM be such that it has the

same structure as D(G) ⊗ A, where A ∈ Rr×s, r ≥ s, constructed as follows. For every

element in D(G), there corresponds an r × s submatrix in D̃(G) such that D̃(G) is given by

[D̃(G)]α,β =



Φie if (j, i) = εe ∈ E ,

Ψie if (i, j) = εe ∈ E ,

0 otherwise,

(7)

where α and β indicate a range of indices for the submatrix [D̃(G)]α,β where r(i− 1) + 1 ≤

α ≤ ri and s(e − 1) + 1 ≤ β ≤ se, and where Φie,Ψie ∈ Rr×s. Then, if either Φie or Ψie

is full column rank for all i = 1, . . . , N and e = 1, . . . ,M , then an edge orientation exists

such that D̃(G) is also full column rank.

Proof. Notice that since G is a tree, D(G) is full column rank. Furthermore, by Lemma 1, an

ordering of vertices and edges always exists such that the upper (N − 1)×M submatrix of

D(G) is lower triangular. Since D(G) may be constructed for an undirected graph through

arbitrarily directing each link, then without loss of generality, we choose Φie, for all i =

1, . . . , N and e = 1, . . . ,M , to be full column rank in which case Ψie need not be full column

rank for any i = 1, . . . , N and e = 1, . . . ,M . The matrix D̃(G) may be constructed such

that the upper r(N − 1)× sM submatrix is lower block triangular where the blocks along
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the diagonal are the appropriate matrices Φie. It follows directly that D̃(G) is full column

rank.

It is possible to further generalize Lemma 2 such that the matrices Φie and Ψie may be

of different row and column sizes depending on the vertex and the edge indices, respectively,

but this is unnecessary for the problems presented in this thesis.

2.5 The Attitude Parameterization

2.5.1 A Short Introduction

Analyzing the partial relative states of a system with coupled dynamics can impose some

challenges with one being how to best describe the state itself. The problems considered

here concern an underactuated system where the states whose dynamics are directly affected

by the control input as well as the states of interest for consensus may be considered in

some sense the same objects. Thus, an advantageous scenario would be to describe the

state of the system in such a way that the states which we care about are somewhat

“separated” from those states which are of minimal interest. For this reason, a unique

attitude parameterization is chosen.

The w-z attitude parameterization, introduced by Tsiotras and Longuski in [28, 29],

provides a formulation of the attitude of a spacecraft so that a single axis may be defined

without the inclusion of the spacecraft’s orientation about that axis. For our application,

where a partial consensus is sought in terms of aligning a single body axis of many spacecraft

by controlling the torque about each of the two adjacent axes, the w-z parameterization

is an extremely appropriate descriptor. The w parameters arise upon taking the axis of

interest and stereographically projecting it onto a plane where a two-dimensional vector is

formed which is represented here as the parameters themselves. In terms of two relative

frames b̂1 and b̂2 and letting the stereographic plane be formed from the first two axes of

frame b̂1, the w parameters formed from the projection of the third axis of frame b̂2 are

directly related to the minimal amount of rotation through the first two axes of frame b̂1

necessary to remove any non-zero angle between the two third axes of both frames. This

point will be elaborated on more as the parameters are formally introduced.
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2.5.2 Defining the w-z Parameters

The w-z attitude parameterization is a way to describe the attitude discrepancy between

two reference frames which henceforth will be represented by the body-fixed frames b̂i and

b̂j for spacecraft i and j, respectively. The rotation matrix that transforms vectors from

frame b̂j to frame b̂i will be denoted by Rij and can be decomposed into two successive

rotations according to the two parameters wij and zij as follows [28, 29].

Rij(w
ij , zij) = Rij′(w

ij)Rj
′

j (zij), (8)

where j′ represents the intermediate frame b̂j
′

after the first rotation by zij . The matrix

Rj
′

j (zij) is the initial rotation about the b̂j3 axis in the positive direction by an angle zij ,

resulting in the intermediate frame b̂j
′
. It is therefore given by

Rj
′

j (zij) =


cos(zij) sin(zij) 0

−sin(zij) cos(zij) 0

0 0 1

 . (9)

From this intermediate frame, we desire the third axis of the frame b̂j (also the third axis

of the intermediate frame) to be described with respect to the final body frame b̂i. This is

accomplished by describing the b̂j3 vector in the b̂i frame as b̂j3 = b̂j
′

3 = aijb̂i1+bijb̂i2+cijb̂i3.

This vector is then stereographically projected onto the b̂i1-b̂
i
2 plane to obtain a new vector

with components wij
1 and wij

2 , defined below

wij
1 =

bij

1 + cij
, wij

2 =
−aij

1 + cij
. (10)

The parameters wij
1 and wij

2 can be used to describe how far to rotate or “tilt” the b̂i3 axis

away from the b̂j3 axis about the vector ĥ = b̂j3 × b̂i3 as depicted in Fig. 3. The rotation

matrix Rij′(w
ij) in (8), where wij = [wij

1 ,w
ij
2 ]T ∈ R2, then describes the rotation about the

unit vector ĥ, and is given by [28]

Rij′(w
ij) =

1

1 + ‖wij‖2


1 + (wij

1 )2 − (wij
2 )2 2wij

1 wij
2 −2wij

2

2wij
1 wij

2 1− (wij
1 )2 + (wij

2 )2 2wij
1

2wij
2 −2wij

1 1− ‖wij‖2

 . (11)
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Figure 3: Visualization of the stereographic projection of b̂j3 in the b̂i frame.

As shown in Fig. 3, the w parameter offers a measure of the b̂j3 axis displacement from

the b̂i3 axis in the form of a stereographic projection. Specifically, when the b̂j3 and b̂i3 axes

are aligned, we have that wij
1 = wij

2 = 0. The angle θij between the unit vectors b̂j3 and b̂i3

can be easily computed from w as

θij = arccos

(
1− (wij

1 )2 − (wij
2 )2

1 + (wij
1 )2 + (wij

2 )2

)
. (12)

Clearly, θij = 0 if and only if wij
1 = wij

2 = 0.

The following result provides a relation of two sets of the parameters, where each de-

scribes the frame the other is defined in.

Lemma 3. Let b̂i and b̂j denote the two body reference frames for spacecraft i and j,

respectively. In addition, let w̃ij = [wij
1 ,w

ij
2 , 0]T ∈ R3, let w̃ji = [wji

1 ,w
ji
2 , 0]T ∈ R3, and let

R̃ij ∈ R2×2 represent the upper left 2× 2 submatrix of Rij. Then

w̃ij = −Rijw̃ji (13)
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and thus

wij = −R̃ijwji (14)

and

(wij)Twij = (wji)Twji. (15)

Proof. The rotation matrix that transforms vectors from frame b̂j to frame b̂i is Rij and

depends on the values of wij and zij as follows

Rij = Rij′(w
ij)Rj

′

j (zij), (16)

where Rij′(w
ij) and Rj

′

j (zij) as in (8) and similarly for Rji = Rji′(w
ji)Ri

′
i (zji). Using the fact

that Rij = [Rji ]
T, the following two identities result immediately

−wji
1 = wij

1 cos(zij)− wij
2 sin(zij),

−wji
2 = wij

1 sin(zij) + wij
2 cos(zij).

(17)

By substituting equations (17) and the rotation matrix expression in equation (16) into

equation (13) proves the desired result.

2.5.3 The Kinematics of the w-z parameters

Next, consider the kinematics of the w parameters. To this end, let the angular velocity

of the b̂i frame with respect to the b̂j frame, expressed in the b̂i frame, be denoted as

−→ω ij = ωij1 b̂i1 +ωij2 b̂i2 +ωij3 b̂i3. Letting ωi = [ωi1, ω
i
2, ω

i
3]
T ∈ R3 represent the angular velocity

of the b̂i frame with respect to the inertial frame, expressed in the b̂i frame, and define

similarly ωj , the components of −→ω ij are found by

ωij = ωi −Rijωj , (18)

where ωij = [ωij1 , ω
ij
2 , ω

ij
3 ]T ∈ R3. Taking the derivative of the b̂j3 unit vector expressed in

the b̂i frame, yields [23, 11, 35]
ȧij

ḃij

ċij

 =


0 ωij3 −ωij2

−ωij3 0 ωij1

ωij2 −ωij1 0



aij

bij

cij

 . (19)
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Using equations (10) and (19), the differential equations for the parameters wij
1 and wij

2 can

be calculated asẇij
1

ẇij
2

 =
1 + (wij

1 )2 + (wij
2 )2

2
[R̆ij′(w

ij)]Tωij

=
1

2

1 + (wij
1 )2 − (wij

2 )2 2wij
1 wij

2 2wij
2

2wij
1 wij

2 1− (wij
1 )2 + (wij

2 )2 −2wij
1



ωij1

ωij2

ωij3

 ,
(20)

where R̆ij′(w
ij) is defined as the matrix consisting of the first two columns of the rotation

matrix Rij′(w
ij) given in (11).
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CHAPTER III

PARTIAL ATTITUDE SYNCHRONIZATION BETWEEN

UNDERACTUATED SPACECRAFT TOWARDS A FIXED INERTIAL

DIRECTION

3.1 Introduction

The first problem to be addressed is the problem of fixed partial attitude alignment. With

each spacecraft having only two of its three principal axes actuated, the orientation of the

plane made by these axes, or equivalently, the direction of the third uncontrolled axis, is

directly influenced by both control inputs. What is explored in this chapter is therefore the

question of aligning the underactuated axis of each spacecraft so that this axis for every

spacecraft in the network eventually becomes pointed towards the same direction in inertial

space. Specifically, the scenario we consider in this chapter maintains that this final pointing

direction is to be fixed in inertial space.

3.2 Problem Definition

Consider the problem of the partial attitude synchronization of N underactuated spacecraft

interacting through the communication graph G, which is defined to be a connected and

undirected tree. Each spacecraft, denoted by i, belongs to the set V = {1, 2, . . . , N}, and is

in communication with (that is, receives state information from) a subset of V denoted by

Ni ⊂ V \ {i}. Since G is a connected and undirected tree, we have Ni 6= ∅ for all i ∈ V and

that j ∈ Ni if and only if i ∈ Nj .

Recall that the body frame b̂i = (b̂i1, b̂
i
2, b̂

i
3) is associated with the corresponding space-

craft i ∈ V. In addition, spacecraft i is assumed to have the principle inertia tensor

Ii = diag(Ii1, I
i
2, I

i
3), with inertias Ii1, I

i
2, and Ii3 along the b̂i1, b̂i2, and b̂i3 axes, respec-

tively. The notation

Iiω̇i = S(ωi)Iiωi + ui, (21)
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refers to the rigid body dynamics specific to spacecraft i, where ui = [ui1, u
i
2, u

i
3]
T ∈ R3

represents the control torque influencing spacecraft i. Accordingly, ωi = [ωi1, ω
i
2, ω

i
3]
T ∈ R3

represents the inertial angular velocity of spacecraft i expressed in the b̂i frame as before,

and S(·) represents the skew symmetric matrix representing the cross product between two

vectors, i.e., S(x1)x2 = −−→x 1 ×−→x 2.

Each spacecraft i ∈ V is underactuated, that is, control torques act only along the b̂i1

and b̂i2 axes, leaving the b̂i3 axis uncontrolled, i.e., ui3 ≡ 0 for all i ∈ V. The desired objective

is to orient the uncontrolled b̂i3 axes for each spacecraft so that the final state of b̂i3 of each

spacecraft is such that they all point along some common, fixed inertial direction. This is

to be achieved by applying the necessary torques on each spacecraft that depend only on

the corresponding inertial angular velocities ωi and the partial attitude discrepancy with

all communicating spacecraft encoded by wij for j ∈ Ni. Henceforth, this objective will be

referred to as Problem 1.

3.3 Main Result for Solving Problem 1

In this section, the explicit feedback control law that solves Problem 1 is formulated as a

proposition with its analysis given as the proof.

Proposition 1. Consider a spacecraft network consisting of N spacecraft and assume that

the underlying communication graph G is a tree. The feedback control lawui1
ui2

 = −
∑
j∈Ni

kij1 wij − ki2ηi, i ∈ V (22)

where kij1 = kji1 > 0 and ki2 > 0 and where ηi = [ωi1, ω
i
2]
T ∈ R2, ensures that lim

t→∞
wij = 0

and lim
t→∞

ηi = 0 for all i ∈ V and j ∈ Ni, and thus solves Problem 1.

Proof. From the dynamics (21) and the control law (22), the closed-loop dynamics for each
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spacecraft i ∈ V is given by

Ii1ω̇
i
1 = (Ii2 − Ii3)ωi2ωi3 − ki2ωi1 −

∑
j∈Ni

kij1 wij
1 ,

Ii2ω̇
i
2 = (Ii3 − Ii1)ωi1ωi3 − ki2ωi2 −

∑
j∈Ni

kij1 wij
2 ,

Ii3ω̇
i
3 = (Ii1 − Ii2)ωi1ωi2.

(23)

Consider the Lyapunov function candidate

V =
∑
i∈V

∑
j∈Ni

1

2
kij1 ln(1 + ‖wij‖2) +

∑
i∈V

1

2
(ωi)TIiωi. (24)

Using (18) and (20) along with Lemma 3, the derivative of ln(1+‖wij‖2) is found as follows.

d

dt
ln(1 + ‖wij‖2) =

2

(1 + ‖wij‖2)
(wij)Tẇij

=
2

(1 + ‖wij‖2)
(1 + ‖wij‖2)

2
(wij)T[R̆ij′(w

ij)]Tωij

= (w̃ij)Tωij

= (w̃ij)T
(
ωi −Rijωj

)
= (w̃ij)Tωi + (w̃ji)Tωj

= (wij)Tηi + (wji)Tηj

(25)

Taking now the time derivative of V along the trajectories of (23) yields

V̇ =
∑
i∈V

∑
j∈Ni

1

2
kij1

2

(1 + ‖wij‖2)
(wij)Tẇij +

∑
i∈V

(ωi)TIiω̇i

=
∑
i∈V

∑
j∈Ni

1

2
kij1

(
(wij)Tηi + (wji)Tηj

)
−
∑
i∈V

∑
j∈Ni

kij1 (ηi)Twij −
∑
i∈V

ki2(η
i)Tηi

=
∑
i∈V

∑
j∈Ni

1

2
kij1 2(wij)Tηi −

∑
i∈V

∑
j∈Ni

kij1 (ηi)Twij −
∑
i∈V

ki2(η
i)Tηi

=
∑
i∈V

∑
j∈Ni

kij1

(
(wij)Tηi − (ηi)Twij

)
−
∑
i∈V

ki2(η
i)Tηi

= −
∑
i∈V

ki2(η
i)Tηi ≤ 0.

(26)

It follows that the system is Lyapunov stable and hence wij and ωi for all i ∈ V,

j ∈ Ni, are bounded. From (23), it follows that M , {(wij , ηi) : V̇ ≡ 0} = {(wij , 0) :∑
j∈Ni

kij1 wij = 0, ∀i ∈ V}.
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Since an undirected tree with N vertices and M = N − 1 edges has an incidence matrix

D(G) ∈ RN×M that is full column rank [16], the agreement subspace lim
t→∞

∑
j∈Ni

kij1 wij = 0

for all i ∈ V can be described as
∑

j∈N1
k1j1 w1j

...∑
j∈NN

kNj1 wNj

 = 0 = D̃(G)W, (27)

where the edges εe ∈ E , e = 1, · · · ,M , have been directed such that the resulting graph

forms an arborescence, D̃(G) ∈ R2N×2M is a block matrix with the same form as D(G)⊗A,

where A ∈ R2×2, and W ∈ R2M is a vector containing the w parameters. Accordingly, D̃(G)

is constructed as

[D̃(G)]α,β =



I2×2 if (j, i) = εe ∈ E ,

−R̃ij if (i, j) = εe ∈ E ,

0 otherwise,

(28)

and W is constructed as

[W ]β = kij1 wij , if (j, i) = εe ∈ E , (29)

where α and β indicate a range of indices for the submatrix [D̃(G)]α,β and the subvector

[W ]β where 2i− 1 ≤ α ≤ 2i and 2e− 1 ≤ β ≤ 2e.

It follows from Lemma 2 and Lemma 3 that D̃(G) is full column rank, W = 0, and

wij = 0 for all i ∈ V, j ∈ Ni. Thus, the agreement subspace M consists only of the point

wij = 0 and ηi = 0 for all i ∈ V, j ∈ Ni. By LaSalle’s invariance principle, the proof is

complete.

The solution given here to solve Problem 1 takes the form of a linear controller and is

capable of achieving almost global asymptotic stability with respect to the partial consensus

state. The locations in SO(3) for which the solution breaks down is only a single point where

the w parameters reach infinity. This arises when the underactuated axes of two spacecraft

who are neighbors of each other point in the exact opposite direction in the inertial space,

and is a consequence of the stereographic projection of each of these axes in the others’ frame
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of reference which the formulation of the w parameters are based upon. Since the proof

of Proposition 1 includes boundedness of the state, then all that is necessary in avoiding

the breakdown of the solution is ensuring the system does have as initial conditions two

neighboring spacecraft pointing their uncontrolled axes opposite to each other.

The conclusion that the solution provides almost global asymptotic stability hinges

upon the LaSalle argument stemming from the analysis of (27). To exemplify the use of

Lemma 2 in the proof, consider a network of four spacecraft so that V = {1, 2, 3, 4} and its

communication topology is encoded in the sets Ni, for i ∈ V, where N1 , {3}, N2 , {3},

N3 , {1, 2, 4}, N4 , {3} as shown in Fig. 4.

2 3

1

4

(2,3)

(3,
1)

(3,4)

Figure 4: Example communication graph with undirected edges.

If the nodes are relabeled and edges directed as perscribed in Lemma 1, one possibility

for the resulting graph may be what is shown in Fig. 5.

3 2

1

4

(2,3)

(1,
2)

(2,4)

Figure 5: Example communication graph with relabeled nodes and directed edges.
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The application of Lemma 2 then can be used to transform the rearranged graph’s

corresponding incidence matrixD(G) to the incidence-like matrix D̃(G), which is constructed

similarly to what is specified in the proof and is given below

D(G) =



−1 0 0

1 −1 −1

0 1 0

0 0 1


⇒ D̃(G) =



−R̃1
2 0 0

I2×2 −R̃2
3 −R̃2

4

0 I2×2 0

0 0 I2×2


, (30)

with the vector containing the w parameters being W = [k211 w21, k321 w32, k421 w42]T for this

example. It is easy to see that, after applying Lemma 3, this is precisely what would be

provided by (27). The fact that the matrix D̃(G) is full column rank follows immediately.

3.4 Simulation 1: 4-Spacecraft Network With Inertial Velocity Feedback

As a demonstration of the effectiveness of the proposed control law, consider again the sys-

tem with four spacecraft mentioned earlier. It is assumed that the spacecraft communication

topology is encoded in the sets Ni, for i ∈ V = {1, 2, 3, 4}, where N1 , {3}, N2 , {3},

N3 , {1, 2, 4}, N4 , {3}, the same topology depicted in Fig. 4. The spacecraft are all

underactuated so that the b̂i3 principal axis of each spacecraft i ∈ V is uncontrolled, and

they possess moments of inertia I1 = diag(45, 25, 15) kg ·m2, I2 = diag(15, 35, 45) kg ·m2,

I3 = diag(84, 24, 15) kg ·m2, and I4 = diag(60, 40, 15) kg ·m2 for Spacecraft 1, 2, 3, and

4, respectively. The initial orientations given in unit quaternions and the initial angular

velocities for Spacecraft 1, 2, 3, and 4 were chosen as

q1 =



0.9397

0

0.3420

0


, q2 =



0.6161

0.3315

−0.0709

0.7110


, q3 =



0

−0.6216

0

0.7833


, q4 =



0

0.7262

0

−0.6875


, (31)
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and

ω1(0) =


0.2

−0.1

0.1

 rad

s
, ω2(0) =


−0.1

−0.1

−0.2

 rad

s
, ω3(0) =


0.1

0.1

0.1

 rad

s
, ω4(0) =


0.1

0.3

0.1

 rad

s
,

(32)

respectively, with the control gains set to k1 = 0.2 and ki2 = 1 for i = 1, 2, 3, 4.

The w parameters describing the b̂3 axis of Spacecraft 2 in the frame of Spacecraft 1

and Spacecraft 1, 2, and 4 in the frame of Spacecraft 3, and so describe some “distance”

from consensus, are plotted in Fig. 6. Similar behavior exists from the results for the other

partial attitude parameters as well. In order to visually confirm the outcome of applying

the control law to solve Problem 1, an animation from the simulation was created depicting

the spacecraft as they rotate in inertial space, and several snapshots of various phases of

the simulation are shown in Fig. 7.
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Figure 6: The w parameter state histories for Problem 1: (a) w parameters of Spacecraft 2
in the frame of Spacecraft 1; (b) w parameters of Spacecraft 1 in the frame of Spacecraft 3;
(c) w parameters of Spacecraft 2 in the frame of Spacecraft 3; (d) w parameters of Spacecraft
4 in the frame of Spacecraft 3.
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Figure 7: Snapshots at different phases of the simulation for Problem 1.
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CHAPTER IV

PARTIAL ATTITUDE SYNCHRONIZATION BETWEEN

UNDERACTUATED SPACECRAFT USING RELATIVE VELOCITY

FEEDBACK

4.1 Introduction

Similar to the previous chapter, the objective here is to align the uncontrolled b̂i3 axes of all

spacecraft so that they are aligned and point in the same direction in inertial space. The

difference between what is explored in this chapter compared to Chapter 3 consists of two

ideas. One being that the final pointing direction of the uncontrolled axes arriving to a

fixed state in inertial space is not directly enforced. Instead, this direction is intended to be

left free so that it may be allowed to rotate in the inertial frame. The other is to remove the

control law’s reliance upon inertial information about neighboring spacecraft, and instead,

utilize only relative state information as measured in the frame of the acting control. Using

relative state information in the control law removes the need for explicit knowledge of

both the inertial orientation of the spacecraft it is influencing and the inertial orientation

and inertial velocities of the neighboring spacecraft. This implies that a communication

link between the spacecraft is not entierly necessary, and as an alternative, this relative

information may be gathered via on-board cameras, for example.

4.2 Problem Definition

This chapter involves the partial synchronization of an N -spacecraft cluster, where the

final pointing direction of the uncontrolled axes is the same for all spacecraft, but may

not be fixed in inertial space. Following suit with the naming in the previous chapter, the

problem considered here shall henceforth be referred to as Problem 2. We assume that the

communication graph G has the same properties as given for Problem 1, that is, the graph

G is a connected and undirected tree.
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The desired objective of Problem 2 is to find a distributed control law which will syn-

chronize the uncontrolled b̂i3 axes for all spacecraft so that the final orientation of b̂i3 for

each spacecraft i ∈ V is along some common inertial direction. This can be achieved by ap-

plying the necessary torques to each spacecraft i ∈ V that depend upon the partial relative

angular velocities defined as

ηij = ηi − R̃ijηj , j ∈ Ni, (33)

where R̃ij ∈ R2×2 represents the upper left 2 × 2 submatrix of Rij , and the partial attitude

discrepancy between described by wij for j ∈ Ni, and the inertia tensor Ii.

Next, we present a lemma that will help us solve Problem 2.

Lemma 4. Let Qi represent the rotation matrix that transforms elements from the body

frame b̂i to the inertial frame, let Q̆i ∈ R3×2 be the matrix consisting of the first two columns

of Qi, and let Qj and Q̆j be defined similarly for the body frame b̂j. Then, Q̆T
i Q̆i = I2 and

Q̆T
i Q̆j = R̃ij.

Proof. The proof follows immediately by performing the corresponding matrix multiplica-

tions, and thus it is omitted.

4.3 Main Result for Solving Problem 2

In this section, the explicit feedback control law that solves Problem 2 is formulated as a

proposition with its analysis given as the proof.

Proposition 2. Consider a network consisting of N spacecraft, and assume that the corre-

sponding communication graph G is a tree. Let the feedback control law for each spacecraft

i ∈ V be given by ui1
ui2

 = −ki3

(Ii2 − Ii3)ωi2ωi3

(Ii3 − Ii1)ωi1ωi3

−∑
j∈Ni

k1w
ij −

∑
j∈Ni

k2η
ij , (34)

where k1 > 0, k2 > 0, and

ki3 =


1 for Ii1 6= Ii2,

µi for Ii1 = Ii2,

(35)
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where µi ∈ R. The previous control ensures that lim
t→∞

wij = 0 and lim
t→∞

ηij = 0, and thus

solves Problem 2.

Proof. From the dynamics (21) and the control law (34), the closed-loop dynamics of each

spacecraft i ∈ V is given by

Ii1ω̇
i
1 = (1− ki3)(Ii2 − Ii3)ωi2ωi3 −

∑
j∈Ni

k1w
ij
1 −

∑
j∈Ni

k2η
ij
1 ,

Ii2ω̇
i
2 = (1− ki3)(Ii3 − Ii1)ωi1ωi3 −

∑
j∈Ni

k1w
ij
2 −

∑
j∈Ni

k2η
ij
2 ,

Ii3ω̇
i
3 = (Ii1 − Ii2)ωi1ωi2.

(36)

Consider the Lyapunov function candidate

V =
∑
i∈V

∑
j∈Ni

1

2
k1 ln(1 + ‖wij‖2) +

∑
i∈V

1

2
(ηi)TJ iηi, (37)

where J i = diag(Ii1, I
i
2). Taking the derivative of V along the trajectories of (36) and using

(25), (33), and Lemma 4 yields

V̇ =
∑
i∈V

∑
j∈Ni

1

2
k1

2

1 + ‖wij‖2
(wij)Tẇij +

∑
i∈V

(ηi)TJ iη̇i

=
∑
i∈V

∑
j∈Ni

1

2
k1

(
(wij)Tηi + (wji)Tηj

)
−
∑
i∈V

∑
j∈Ni

k1(η
i)Twij −

∑
i∈V

∑
j∈Ni

k2(η
i)Tηij

=
∑
i∈V

∑
j∈Ni

1

2
k12(wij)Tηi −

∑
i∈V

∑
j∈Ni

k1(η
i)Twij −

∑
i∈V

∑
j∈Ni

k2(η
i)Tηij

=
∑
i∈V

∑
j∈Ni

k1

(
(wij)Tηi − (ηi)Twij

)
−
∑
i∈V

∑
j∈Ni

k2(η
i)Tηij

= −
∑
i∈V

∑
j∈Ni

k2(η
i)Tηij

= −k2
∑
i∈V

∑
j∈Ni

(ηi)T
(
ηi − R̃ijηj

)
= −k2

∑
i∈V

∑
j∈Ni

(ηi)T
(
Q̆T
i Q̆iη

i − Q̆T
i Q̆jη

j
)

= −k2
∑
i∈V

∑
j∈Ni

(Q̆iη
i)T
(
Q̆iη

i − Q̆jηj
)

= −k2HTL̃(G)H ≤ 0

(38)

where H = [(Q̆1η
1)T, · · · , (Q̆NηN )T]T ∈ R3N , L̃(G) = L(G) ⊗ I3×3, and L(G) is the graph

Laplacian. Since V̇ ≤ 0, it follows that the signals wij and ηi for all i ∈ V, j ∈ Ni, are
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bounded. Letting V̇ ≡ 0, from the properties of L(G), it follows that the null space of L̃(G)

is 1N ⊗ y where y ∈ R3, and thus Q̆iη
i = y for all i ∈ V. This implies that V̇ = 0 if and

only if

Q̆iη
i = Q̆jη

j , ∀i, j ∈ V (39)

which after a left multiplication by Q̆T
i , and using again Lemma 4, yields that ηi = R̃ijη

j

for all i, j ∈ V. Along with (39), this leads to

ηij = ηi − R̃ijηj = 0, ∀i, j ∈ V (40)

indicating that M , {(wij , ηij) : V̇ ≡ 0} = {(wij , 0), ∀i ∈ V, j ∈ Ni}. Furthermore, note

that (40) implies that

(ηi)Tηi = (ηj)Tηj , ∀i, j ∈ V (41)

and thus the following series of equations hold:

0 = (ηj)Tηj − (ηj)Tηj

= (ηj)Tηj − (ηi)T(R̃ji )
TR̃jiη

i

= (ηj)Tηj − (ηi)TR̃ij(R̃
i
j)

Tηi

= (ηj)Tηj − (ηi)Tηi +
4

(1 + ‖wij‖2)2
(ωi1w

ij
2 − ω

i
2w

ij
1 )

= ωi1w
ij
2 − ω

i
2w

ij
1 , ∀i, j ∈ V.

(42)

Assume now that wij 6= 0 for some i ∈ V, j ∈ Ni, otherwise there is nothing to prove

(this comes from the fact that at this point in the proof, ηij = 0 for all i ∈ V, j ∈ Ni, and

so if in addition wij = 0 for every i ∈ V, j ∈ Ni, then the successful partial synchronization

of the spacecraft network is achieved). Also assume that ηi 6= 0 for all i ∈ V (since if ηi 6= 0

for some i ∈ V, then since Q̆i is full column rank, it follows from (39) that ηi 6= 0 for all

i ∈ V), otherwise, ηi = 0 for all i ∈ V, and (36) indicates
∑

j∈Ni
wij = 0 for all i ∈ V, in

which case the proof is completed using an argument similar to what is given in the proof

of Problem 1. From (42), it then follows that

wij = λijη
i, ∀i, j ∈ V (43)
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where λij 6= 0 for some i ∈ V, j ∈ Ni. Next, let wji = λjiη
j and notice that left multiplying

(43) with R̃ji leads to −wji = λijη
j , where Lemma 3 and (40) were used. This implies that

for each communication path between i and j, i ∈ V, j ∈ Ni, the proportionality constant in

wij = λijη
i and wji = λjiη

j are equal and opposite (λij = −λji) and thus a single constant

λij = −λji = λe may be associated with each undirected edge (i, j) = εe ∈ E .

Letting
∑

j∈Ni
λij = Λi, it follows that

∑
j∈Ni

wij =
∑

j∈Ni
λijη

i = Λiη
i. The relation-

ship between the vectors constructed by Γ = [Λ1, · · · ,ΛN ]T ∈ RN and γ = [λ1, · · · , λM ]T ∈

RM , with M being the number of edges in the graph G, can then be expressed as

Γ = D(G)γ (44)

where D(G) is the incidence matrix for the communication graph G. Since G is a tree (i.e.

D(G) is full column rank) and at least one λe 6= 0, εe ∈ E , there are at least two Λi 6= 0,

i ∈ V. By taking the derivative of (41) and using (40) and (43), one obtains

(ηi)Tη̇i = (ηp)Tη̇p,

(ηi)T

(1− ki3)S̃iωi3 −
∑
j∈Ni

k1w
ij

 = (ηp)T

(1− kp3)S̃pωp3 −
∑
q∈Np

k1w
pq


−(ηi)T(J i)−1k1

∑
j∈Ni

wij = −(ηp)T(Jp)−1k1
∑
q∈Np

wpq,

−Λik1(η
i)T(J i)−1ηi = −Λpk1(η

p)T(Jp)−1ηp,

(45)

where

S̃i =

(Ii2 − Ii3)ωi2/Ii1

(Ii3 − Ii1)ωi1/Ii2

 , S̃p =

(Ip2 − I
p
3 )ωp2/I

p
1

(Ip3 − I
p
1 )ωp1/I

p
2

 , (46)

and i, p ∈ V. Since −k1(ηi)T(J i)−1ηi < 0 for all i ∈ V and since at least one Λi 6= 0, i ∈ V,

then it follows necessarily that

Λi 6= 0, ∀i ∈ V, (47a)

sign(Λi) = sign(Λp), ∀i, p ∈ V, (47b)
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Using property (4), the following can be easily shown.

(
IN −D(G)D+(G)

)
Γ =

1

N
1N×NΓ

INΓ−D(G)D+(G)Γ =
1

N
1N×NΓ

Γ−D(G)γ =
1

N
1N×NΓ

Γ− Γ =
1

N
1N×NΓ

0 =
1

N
1N×NΓ

(48)

However, due to (47a) and (47b), it follows that 1
N 1N×NΓ 6= 0, leading to a contradiction.

Thus, necessarily Λi = 0 for all i ∈ V.

Since D(G) is full column rank and Γ = 0, it follows from (44) that λe = 0 for all

(i, j) = εe ∈ E which violates our assumption in (43). Since λe = 0 for all (i, j) = εe ∈ E , it

follows that wij = 0 for all i ∈ V, j ∈ Ni. Thus, the agreement subspaceM consists only of

the point where wij = 0 and ηij = 0 for all i ∈ V, j ∈ Ni. By LaSalle’s invariance principle,

the proof is complete.

4.3.1 Simulation 2: 4-Spacecraft Network With Relative Velocity Feedback

To demonstrate the effectiveness of the control law which solves Problem 2, consider once

again the system with four spacecraft mentioned earlier. It is assumed that the spacecraft

communication topology is encoded in the sets Ni, for i ∈ V = {1, 2, 3, 4}, where N1 ,

{3}, N2 , {3}, N3 , {1, 2, 4}, N4 , {3}, the same topology used in the simulation for

Problem 1 and depicted in Fig. 4. The spacecraft are all underactuated so that the b̂i3

principal axis of each spacecraft i ∈ V is uncontrolled, and they possess moments of inertia

I1 = diag(25, 25, 15) kg ·m2, I2 = diag(15, 35, 45) kg ·m2, I3 = diag(34, 24, 15) kg ·m2,

and I4 = diag(30, 40, 15) kg ·m2 for Spacecraft 1, 2, 3, and 4, respectively. The initial

orientations given in unit quaternions and the initial angular velocities for Spacecraft 1, 2,
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3, and 4 were chosen as

q1 =



1

0

0

0


, q2 =



0.5547

0.5547

−0.2774

0.5547


, q3 =



0

−0.3162

0

0.9487


, q4 =



0

−0.4472

0

0.8944


, (49)

and

ω1(0) =


0.2

−0.1

0.1

 rad

s
, ω2(0) =


−0.1

−0.1

−0.2

 rad

s
, ω3(0) =


0.1

0.1

0.3

 rad

s
, ω4(0) =


0.1

0.3

0.1

 rad

s
,

(50)

respectively, with the control gains set to k1 = 1.5, k2 = 2, k13 = 0, and ki3 = 1 for i = 2, 3, 4.

The w parameters describing the b̂3 axis of Spacecraft 2 in the frame of Spacecraft

1 and Spacecraft 1, 2, and 4 in the frame of Spacecraft 3 are plotted in Fig. 8. Similar

behavior was observed for the other partial attitude parameters as well. To aid in visually

confirming the outcome of applying the control law to solve Problem 2, an animation from

the simulation was created depicting the spacecraft as they rotate in inertial space, and

several snapshots of various phases of the simulation are shown in Fig. 9.
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Figure 8: The w parameter state histories for Problem 2: (a) w parameters of spacecraft 2
in the frame of spacecraft 1; (b) w parameters of spacecraft 1 in the frame of spacecraft 3;
(c) w parameters of spacecraft 2 in the frame of spacecraft 3; (d) w parameters of spacecraft
4 in the frame of spacecraft 3.
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Figure 9: Snapshots at different phases of the simulation for Problem 2.

37



CHAPTER V

PARTIAL ATTITUDE SYNCHRONIZATION BETWEEN

UNDERACTUATED SPACECRAFT TOWARDS A SPECIFIED

FIXED INERTIAL DIRECTION

5.1 Introduction and Problem Definition

As mentioned in §1.3, most practical situations include a specific direction along which

sensors need to point to. This chapter is dedicated to the extension of Problem 1 to a

leader-follower scenario. Similar to what was assumed in Chapter 3, a network of multiple

underacted spacecraft is considered with the goal of aligning their uncontrolled axes towards

the same inertial direction, except for that one of the spacecraft possesses knowledge of a

specific direction which is fixed in the inertial space. The objective for this chapter is then to

have all spacecraft eventually point their uncontrolled axes towards a desired fixed inertial

direction supplied to one of the spacecraft. This specified direction will, without loss of

generality, be chosen to be the third axis of the inertial frame b̂d. The reference direction is

described in the frame of spacecraft i as b̂d3 = aidb̂i1 + bidb̂i2 + cidb̂i3, and the w parameters

describing this reference direction in the frame of spacecraft i are wid
1 = bid/(1 + cid) and

wid
2 = −aid/(1 + cid).

5.2 Main Result for Solving the Extension of Problem 1

Proposition 3. Consider a network consisting of N spacecraft, and assume that the un-

derlying communication graph G is a tree. The feedback control lawui1
ui2

 = −
∑
j∈Ni

kij1 wij − ki2ηi − ki4wid, i ∈ V (51)

where the control gains are kij1 = kji1 > 0, ki2 > 0 for all i ∈ V, k`4 > 0 for the leader ` ∈ V,

and ki4 = 0 for all i ∈ V \ `, ensures that lim
t→∞

wid = 0 and lim
t→∞

ηi = 0 for all i ∈ V, and thus

solves the extension for Problem 1.
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Proof. From the dynamics (21) and the control law (51), the closed-loop dynamics for each

spacecraft i ∈ V is given by

Ii1ω̇
i
1 = (Ii2 − Ii3)ωi2ωi3 − ki2ωi1 − ki4wid

1 −
∑
j∈Ni

kij1 wij
1 ,

Ii2ω̇
i
2 = (Ii3 − Ii1)ωi1ωi3 − ki2ωi2 − ki4wid

2 −
∑
j∈Ni

kij1 wij
2 ,

Ii3ω̇
i
3 = (Ii1 − Ii2)ωi1ωi2.

(52)

Consider the Lyapunov function candidate

V =
∑
i∈V

∑
j∈Ni

1

2
kij1 ln(1 + ‖wij‖2) +

∑
i∈V

1

2
(ωi)TIiωi + k`4 ln(1 + ‖w`d‖2). (53)

Taking the time derivative of V along the trajectories of the system (52) and using (25)

yields

V̇ =
∑
i∈V

∑
j∈Ni

1

2
kij1

2

(1 + ‖wij‖2)
(wij)Tẇij +

∑
i∈V

(ωi)TIiω̇i + k`4
2

(1 + ‖w`d‖2)
(w`d)Tẇ`d

= −
∑
i∈V

ki2(η
i)Tηi − k`4(η`)Tw`d + k`4(w

`d)Tη`

= −
∑
i∈V

ki2(η
i)Tηi ≤ 0.

(54)

It follows that the system is Lyapunov stable and hence the signals w`d, wij and ωi for

all i ∈ V, j ∈ Ni, are all bounded. From (52), it follows thatM , {(w`d, η`), (wij , ηi) : V̇ ≡

0} = {(w`d, 0), (wij , 0) :
∑

j∈Ni
kij1 wij + ki4w

id = 0, ∀i ∈ V}.

Since an undirected tree with N vertices and M = N − 1 edges has an incidence matrix

D(G) ∈ RN×M that is full column rank [16], the agreement subspace
∑

j∈Ni
kij1 wij+ki4w

id =

0 for all i ∈ V can be described as

∑
j∈N1

k1j1 w1j

...∑
j∈NM

kMj
1 wMj∑

j∈NN
kNj1 wNj + kN4 wNd


= 0 = D̆(G)W̆ , (55)

where D̆(G) ∈ R2N×2N is a block matrix constructed using (28) as

D̆(G) =

D̃(G)

02M

I2×2


 (56)

39



and where W̆ ∈ R2N is a vector containing the w parameters constructed using (29) as

W̆ =

 W

kN4 wNd

 . (57)

In (55) we have taken ` ≡ N without loss of generality and the edges εe ∈ E , e = 1, · · · ,M ,

have been directed such that the resulting graph forms an arborescence with vertex ` as its

root.

It follows from Lemma 3, Lemma 2, and the fact that D̆(G) is full rank that W̆ = 0

and wij = 0 for all i ∈ V, j ∈ Ni. In addition, w`d = 0 and wij = 0 for all i ∈ V, j ∈ Ni,

implies that wid = 0 for all i ∈ V. Thus, the agreement subspace M consists only of the

point wid = 0 and ηi = 0 for all i ∈ V. By LaSalle’s invariance principle, the proof is

complete.

5.2.1 Simulation 3: Leader-Follower Extension to Proposition 1

For the leader-follower extension to Problem 1, the simulation for Problem 1 is modified so

that the spacecraft represented by i = 1 serves as a reference direction, in which its attitude

remains constant and no control torques act upon it. In this way, the spacecraft represented

by i = 3 takes the role as the leader of the network (in which ` = 3) due to its receipt of

the reference direction from Spacecraft 1 in terms of an additional set of w parameters. We

achieve this by assuming that the spacecraft communication topology is encoded in the sets

Ni, for i ∈ V = {2, 3, 4}, where N2 , {3}, N3 , {2, 4}, N4 , {3}. The spacecraft are all

underactuated so that the b̂i3 principal axis of each spacecraft i ∈ V is uncontrolled, and they

possess moments of inertia I2 = diag(15, 35, 45) kg ·m2, I3 = diag(84, 24, 15) kg ·m2, and

I4 = diag(60, 40, 15) kg ·m2 for Spacecraft 2, 3, and 4, respectively. The initial orientations

given in unit quaternions and the initial angular velocities for Spacecraft 1, 2, 3, and 4 were

chosen as

q1 =



0.6667

−0.6667

0

−0.3333


, q2 =



0.5547

0.5547

−0.2774

0.5547


, q3 =



0

−0.3162

0

0.9487


, q4 =



0

−0.4472

0

0.8944


, (58)
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and

ω1(0) =


0

0

0

 rad

s
, ω2(0) =


−0.1

−0.1

−0.2

 rad

s
, ω3(0) =


0.1

0.1

0.1

 rad

s
, ω4(0) =


0.1

0.3

0.1

 rad

s
,

(59)

respectively, with the control gains set to k1 = 0.2, ki2 = 1 for i = 2, 3, 4, and k34 = 0.2.

The w parameters describing the b̂3 axis of Spacecraft 2 in the frame of the reference

Spacecraft 1 and Spacecraft 1, 2, and 4 in the frame of Spacecraft 3 are plotted in Fig. 10.

Similar behavior was observed for the other partial attitude parameters as well. In order

to visually confirm the effectiveness of applying the control law to solve the extension of

Problem 1, an animation from the simulation was created depicting the spacecraft as they

rotate in inertial space, and several snapshots of various phases of the simulation are shown

in Fig. 11.
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Figure 10: The w parameter state histories for the extension to Problem 1: (a) w parameters
of spacecraft 2 in the frame of spacecraft 1; (b) w parameters of spacecraft 1 in the frame of
spacecraft 3; (c) w parameters of spacecraft 2 in the frame of spacecraft 3; (d) w parameters
of spacecraft 4 in the frame of spacecraft 3.
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Figure 11: Snapshots at different phases of the simulation for the extension to Problem 1.
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CHAPTER VI

CONCLUSION

6.1 Summary

Although there has been much work, especially in recent years, dealing with the attitude

synchronization of multiple spacecraft and the control of single underactuated spacecraft,

this is the first work that has successfully addressed the problem of partial attitude syn-

chronization of multiple underactuated spacecraft, as far as the author knows.

In this thesis, two problems related to the partial attitude stabilization of multiple

underactuated spacecraft were introduced, along with an extension. All problems focused

on the control of multiple underactuated spacecraft, connected through a network, with the

intention of aligning the uncontrolled axis of each spacecraft towards the same direction in

inertial space. The first problem solved was the alignment of the uncontrolled axes towards

a fixed unspecified inertial direction. The second problem solved was similar, but the final

inertial direction was no longer necessarily fixed. The control law that solved it relied

only upon relative state information of the neighboring spacecraft as opposed to inertial

information, opening up the possibility to achieve partial synchronization of the spacecraft

in the event of a failure or absence of communication when equipped with the appropriate

sensors. Finally, an extension of the first problem to a leader-follower scenario was solved.

It was shown that as long as the reference direction given to the leader of the network was

fixed in inertial space, all spacecraft would point their uncontrolled axes towards it. Each

solution guarantees almost global asymptotic stability of the partial consensus state.

6.2 Future Work

The work presented here opens many new possibilities for future investigation. As eluded

to before, the solution of Problem 2 relies on the relative states of neighboring spacecraft,

and therefore one possible avenue involves using a method, perhaps through onboard cam-

eras for example, to capture the necessary relative information and demonstrate that the
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stabilization of an underactuated spacecraft cluster is indeed possible without maintaining

communication links. Since sensors are typically fixed on the spacecraft and the spacecraft

considered here are free to rotate about their underactuated axis, the utilization of onboard

sensors to acquire relative state information may involve periodic acquisition and absence

of data, depending on the orientation of the sensors about the uncontrolled axis and the

relative location of the neighboring spacecraft. Because of this, the idea of obtaining rel-

ative state information from onboard sensors may rely upon solving Problem 2 where the

communication graph is modeled as being generally disconnected, directed, and switching.

Additional avenues to explore include the generalization of the communication graphs for all

problems to allow digraphs, dynamic structures, information lag, etc.; extending Problem 2

to a leader-follower scenario; and the incorporation of noisy measurements.

Extending these solutions to account for different graph structures is a particularly

interesting topic since operating on the Special Orthogonal Group poses unique challenges.

To demonstrate this, consider three spacecraft with the same dynamics as given in the

problems presented before and whose underactuated axes are pointing 120◦ apart, and so

exist in a plane. If each of the three spacecraft are communicating with the other two so that

they are part of an undirected cycle, the control gains are the same, and inertial angular

velocities zero about the controlled axes, then the summation term of the w parameters in

the control laws proposed in Problem 1 and Problem 2 is zero, and so this state, while not the

consensus desired as before, is an equilibrium point of the system. Besides cycles, switching

communication topologies also affect systems operating in the Special Orthogonal Group

differently than they would in Euclidean space. Consider the same spacecraft as before and

let four of them exist, again, in a plane, with the uncontrolled axis of Spacecraft 1, 2, 3,

and 4 pointing along the +x, −x, +y, and −y directions, respectively, of some coordinate

system with the axes x and y perpendicular to each other. Additionally, if the gains are

equal and inertial angular velocities zero initially, and the communication graph contains

the undirected edges (1, 3) and (2, 3) initially, then Spacecraft 1 and 2 would approach

partial synchronization with Spacecraft 3. After some time before this synchronization, the

communication topology may be switched so that the edges in the graph are now (1, 4)
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and (2, 4), causing the controls to resist synchronization between Spacecraft 1, 2, and 3,

and attempting, instead, to partially synchronize Spacecraft 1, 2, and 4. In this scenario,

the switching between these two graphs at the correct moments actually lead to a forever

oscillating system.

The solution to other problems in the field of distributed multi-agent control may also

benefit from the framework developed in this thesis. For instance, the formation control

problem for underactuated spacecraft could involve the pointing of the uncontrolled axes

so that a certain angular distance is maintained between them, instead of aligning them

towards the same direction. Such a scenario may be advantageous when, for example,

multiple spacecraft equipped with cameras are expected to capture a wide field of view,

greater than the capabilities of a single camera, without inducing blind spots. This specific

example also overlaps with the coverage problem, where a certain field of view or spherical

polygon must be observed entirely.
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