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Thesis directed by Asst. Prof. Mija Hubler

The application of fracture mechanics is an increasingly important topic in fields including

geophysics, geomechanics, materials engineering, structural mechanics and engineering design. Be-

cause fracture is a failure mode that occurs on many scales, both temporally as well as spatially,

the ability to enlist the help of parallel computation through finite element simulations is important

in predicting and modeling these scenarios. Quantifiable measures of failure, such as a material’s

damage, can be easily computed and tracked when running such simulations. These quantities are

not readily available when tests are conducted using physical experiments, nor are their time-scales

reasonable for physical experiments, often spanning 10,000’s of years in rock-like materials.

This work focuses on the modeling of fracture in saturated, porous materials, and how extreme

pore pressures and pressure rates affect the evolution of damage and fluid pressure states. The

initiation and evolution of fractures in porous media often gives rise to discontinuous fields within

computational problems. Such models present computational challenges due to the complexity

of sharp discontinuities that arise during the finite element solution and lack the ability to model

fracture initiation. These challenges may be alleviated by using a phase-field formulation of fracture

mechanics, which introduces a continuous, diffusive scalar damage field around crack surfaces. We

compute the crack’s aperture, or crack opening, by making use of the the gradient of the phase-field

in the damaged area. This is useful for determining the material’s fluid-mechanical properties, such

as the estimation of Poiseuille-type flow that occurs within a sufficiently damaged medium.

Using this approach, it can be shown that the evolution of such fractures in a porous medium

can contribute to the material’s fluid flow characteristics, giving rise to a coupled model of fluid flow

and damage within a porous solid. Conversely, the distribution of pore fluid pressures throughout
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such a solid, driven by physical processes such as injection or draining, can influence the material’s

fracture distribution, leading to a model of two-way coupling of damage and fluid flow. Using the

Sierra Mechanics code suite at Sandia National Laboratories, a phase-field model of fracture is

developed which will allow a loose, two-way coupling of these physics for future implementations.

We find the model’s ability to predict fractures initiated and propagated by introducing fluid mass

to be consistent with analytical solutions. We also find that the crack openings calculated with this

model will be helpful for implementing Poiseuille flow along fractures which is a valuable feature

in geomechanics modeling.
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Chapter 1

Introduction

Nomenclature

F = Deformation Gradient

E = Green Lagrange Strain

S = Second Piola-Kirchkoff Stress

c = Left Cauchy-Green deformation tensor

σ = Cauchy Stress

ε = Biot Strain

Ψ = Strain Energy Density

Ψ̃ = Positive Strain Energy Density

W+ = Positive (tensile) strain work

W− = Negative (compressive) strain work

U = Volumetric energy

H = Maximum elastic energy

Γ0 = Fracture surface

Gc = Critical fracture energy

keff = Intrinsic Permeability

kF = Fracture Permeability

b = Biot Coefficient

p = Fluid Pressure

κ = Bulk modulus

µ = Shear modulus

Γc = Damage functional

l0 = Fracture length-scale

c = Phase-field variable

Gc = Critical Energy Release Rate

g, gp = Damage functions

Cr = Reaction coefficient

Cd = Diffusion coefficient

Cs = Source term

φ = Porosity

µ = Dynamic Viscosity

g = Gravitational Acceleration

Q = Mass Source

v = Darcy Velocity

ρf = Fluid Density

Cr = Rock Compressibility
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1.1 Motivation

The coupled physics of pressurized fluids in porous rock and fracture propagation is essential

in modeling subsurface rock mechanics. Applications in fields such as hydrology deal with the

distributions of contaminants in groundwater, which are often dependent on fracture distributions

in the earth’s crust, and the phenomenon of fluid induced fault activation is of great interest in the

field of geophysics. The concept of carbon sequestration is contingent upon pressurized fluids, and

CO2 being contained within porous solids of the subsurface. In [24] it is shown that under certain

pressure conditions, CO2 and brine will flow along existing joints and faults when an injection

occurs at depth. This implies that the CO2 intended to be sequestered may leak over time.

Because fracture is a failure mode that occurs on many scales, both temporally as well as

spatially, the ability to enlist the help of parallel computation through finite elements simulations

is important for predicting and modeling these scenarios. Quantifiable measures of failure, such

as a material’s damage, can be readily computed and tracked when running simulations. These

quantities are not readily available when tests are conducted using physical experiments, nor are

their time-scales reasonable, often spanning 10,000’s of years.

Within this thesis, an overview of the physical processes that are of interest are discussed,

followed by a summary of a few methods that are often used to predict fracture, which concludes

chapter 1. A review and formulation of the phase-field method is discussed in chapter 2 to familiarize

the audience with the material model that was developed for this study is described. A discussion

of the mathematical relationship between fluid pressures and fracture culminates with the deriva-

tion of the description of solid/fluid coupling. Chapter 3 describes the finite element framework

for these studies, and presents a mesh convergence analysis. Comparison of analytical and experi-

mental solutions to the computational results shows the verification of the computational. The 4th

chapter presents applications and simulations with the model and chapter 5 provides conclusions

and discussion.
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1.2 Deformation, Diffusion and Damage

There are three important mechanical properties that are of interest in many subsurface rock

mechanics problems: deformation, diffusion, and damage. In porous media these properties are all

connected by constitutive relations through the underlying physics. Figure 1.1 depicts how these

processes are related. Poroelasticity describes a porous material, with a solid matrix behaving

elastically and interstitial fluids that behave viscously. The solid mechanical relations in such a

medium are described using the constitutive laws of linear elasticity, and the fluid mechanics with

Darcy’s law of fluid transport [32]. The three state variables, u, p, and c, represent displacement,

fluid pressure and phase-field damage, and are the primary coupled quantities that are of concern

in the boundary value problems described in this thesis.

The first pair of coupled properties that we will consider within a porous solid are damage

and deformation. When a solid is deformed, the effective stress within the solid is changed, so

long as the surfaces are restrained to limit rigid body modes. When a portion of that solid has

reached a critical threshold called the critical energy release rate, or Gc, a crack will propagate [14].

Conversely, when a fracture forms, the elastic strain energy is relaxed, which alters the displacement

field of the solid. This coupled model of damage and deformation is formulated here in terms of a

damage variable called phase-field.

Using Biot’s linear theory of poroelasticity, the processes of fluid flow and fracture within a

material can be coupled: the existence of cracks leads to fluid flowing along these joints known as

Poiseuille flow, and conversely, an increase in pore pressure, often due to fluid flow, may lead to

initiation and/or further propagation of cracks, [5].

It is also important to recognize the coupled mechanisms of fluid transport and displacement

within a porous medium, which has already been well established by Terzaghi and Biot in the 20th

century, [40]. An example of this is a porous, saturated rock that is not as easily compressed as one

that is drained due to the presence of the additional pore pressures in the saturated rock. Biot’s

model of porousty readily demonstrates the diffusion-and solid displacement.
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Figure 1.1: A diagram representing a solid body Ω, under traction and displacement boundary
conditions, ∂Ωf and ∂Ωu respectively, with crack surfaces represented as Γ, on the top while the
phase-field approximation is represented as c(x, t) on the bottom. Pore pressure, p, is included
as a driving force. The bottom portion of this diagram demonstrates the type of boundary value
problem that we focus on in this thesis.
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1.3 Literature Review

The importance of understanding damage evolution has led to the development of numerous

fracture models, many of which rely on Griffith’s theory for brittle fracture, relating a crack’s

nucleation and propagation to a critical energy release rate. Theoretical fracture models depend

on a crack developing or propagating when this critical value is reached, leading to a process zone

that transitions from completely undamaged to fully damaged at a single point [7] or over specified

region[10].

There are various approaches to numerical modeling of fractures within solids. Of these

approaches, several are robust in modeling different fracture scenarios, with reasonable computa-

tional expense. The extended finite element method (XFEM), enriches the finite element solution

space with discontinuous fields associated with a crack independent of the mesh [29]. However,

this approach does not specify the particular physics of fracture initiation and propagation, and

implementations in 3D are notoriously difficult due to the complexity of the required computational

geometry. In a recent study, [12] describes a model in which XFEM is used to approximate porous

flow in fractured media where the fractures are geometrically decoupled from the surrounding

porous media.

Another approach is based on the peridynamic theory and assumes that particles within a

body interact with each other in a non-local sense, within a finite neighborhood. In this model,

fracture occurs as forces acting between material points are decayed to zero based on a predefined

threshold, e.g., a critical stretch. The peridynamic equations of motion at a point involve an integral

functional of the bond forces in a body. It is a continuum theory, which naturally discretizes as

a mesh-free particle method [36]. In this aspect it is favorable over methods that treat cracks

explicitly - because the equations of motion and the constitutive models naturally drive fracture

initiation and propagation. The use of a pairwise force function is not the traditional method of

representing constitutive relations, making the method inconvenient. It is also an oversimplification

to assume that any two particles can be simply related with a single force potential [13].
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A Lagrangian finite element model for brittle materials based on cohesive zones was devel-

oped in the mid 1990’s. This method is used to predict the propagation of discontinuities along

the interface between elements based on a cohesive traction separation law. These models are a

departure from brittle fracture, because cracks may develop from the gradual delamination of the

crack surfaces. This process takes place in the cohesive zone, which represents an extended crack

tip, and was originally formulated to avoid the crack tip stress singularity that is present in linear

elastic fracture mechanics [4]. A major advantage of the cohesive zone model over linear elastic

fracture mechanics is the ability to predict behavior of initially undamaged material. A disadvan-

tage to such a method is the mesh-dependency of the fracture path [10]. In [18], a cohesive zone

model was developed to simulate dynamic crack growth in saturated porous media, in which cracks

are nucleated normal to the maximum effective stress, along with adaptive mesh refinement.

In order to better deal with some of the aforementioned challenges, a phase-field model of

fracture is implemented, whose basic motivation is to smooth out the crack surface discontinuity by

using a diffusive scalar field, c. Figure 1.1 depicts how a variable, c, approximates a discontinuous

function (the crack surface in this case). Since the crack is a natural outcome of the analysis it does

not require an explicit geometric representation and tracking, which is an advantage over alternative

techniques. This phase-field variable represents damage, and provides a diffuse transition between

unbroken and broken material [42]. This damage variable is only defined in the set [0, 1], and will

take the value of 0 on the crack surface, while taking a value of 1 away from the crack. For the

implementation considered here, we use a fixed mesh to avoid the need for adaptive re-meshing.

Initially put to use in many fields related to material science, the phase-field approach was

used to provide a temporally or spatially smooth order parameter, which allowed the effective

description of many types of complex microstructure changes such as solidification, and diffusion-

controlled phase separation [20]. It is often the case that the discrete phenomena being described

by the model are recovered when the characteristic length-scale over which the smoothing occurs is

descreased sufficiently. Indeed, the 2008 work of [9] applied a variational approach to the fracture

within a body, using an energy functional that closely resembles that which is presented in [30],
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which was used in image processing. A phase-field implementation of this functional was later

shown to be Γ-convergent as the length-scale approaches zero in [1].

There are several studies in which a coupling of the three aforementioned primary variables

of interest are considered. [27], Miehe et al. take the approach of crack driving forces, one of which

includes fluid pressures. Using a continuum mechanics formulation of the fracture permeability,

Miehe models a Poiseuille-type fluid flow that occurs based on deformation in highly damaged

areas and is scaled by a characteristic length. Using a different approach as shown in [28], [22],

Mikelic and Wheeler use a fully monolithic coupling scheme, solving all PDEs simultaneously, while

employing mesh adapting scheme in order to refine without a priori knowledge of a crack’s location.

In our model development, we use a staggered approach to solve the fluid pressures, p,

separately from the tightly coupled displacement and phase-field. We use a continuum approach to

calculate a crack’s aperture based on the gradient of the phase-field, which is used to update the

effective permeability based on a variation of the cubic law from lubrication theory. A correction

parameter, γ is specified by the user to properly reflect the roughness of the crack surface upon

crack formation and properly adjust the magnitude of the crack opening’s effect on permeability. By

using the built-in functionality of the Sierra module called Aria, many fluid flow models may easily

be implemented using this phase-field implementation such as temperature dependence, gravity,

multi-phase flow and unsaturated porous flow [31]. The tests and simulations in this thesis will

focus on single-phase porous flow in saturated media.



Chapter 2

Mathematical Formulation of Model

2.1 Phase-field Model for Brittle Fracture

2.1.1 Energy Minimization

We will consider the phase-field formulation which is based on brittle fracture, and use a

variational approach to develop the physics of this method. To do this, we must first establish a

formulation of the total potential energy and ultimately the Lagrangian of the system, which we

wish to minimize for this fracture problem. For a linear-elastic, isotropic material, we consider the

elastic strain energy density, ψe(ε) where ε is the infinitesimal strain tensor, and λ and µ are the

Lamé coefficients, as shown below in equation (2.1).

ψe (εij) =
1

2
λεiiεjj + µεijεij (2.1)

In equation (2.2), the total potential energy, Ψ(ε,ΓF ), is given, which is the sum of the

elastic strain energy and fracture energy. According to Griffith, the decrease in strain energy during

fracture is balanced by an in increase in fracture energy, which can be represented by minimizing

the functional in (2.2). ΓF (t) represents a set of crack surfaces that exist within the body at some

time t, while Ω is an arbitrary bounded domain [23]. See Figure 1.1 for a visual representation

of the arbitrary bounded domain. The fracture energy is calculated by integrating Gc, the critical

fracture energy, over the entire crack surface ΓF [23].
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Ψ (ε,ΓF ) =

∫
Ω
ψedΩF +

∫
ΓF

GcdΓF (2.2)

It is convenient to introduce a scalar variable, c, which we will call the phase-field, and a

fracture length-scale, l0, to develop a regularized formulation of the total potential energy above.

By doing so, we can approximate the fracture surface as a crack density functional as shown in

equation (2.3). It follows from [26], that this allows us to express the surface integral above as a

volume integral as seen in equation (2.4).

Γc =
1

4l0
[(c− 1)2 + 4l0

2|∇c|2] (2.3)

∫
ΓF

GcdΓF ≈
∫

Ω
Gc

1

4l0
[(c− 1)2 + 4l0

2|∇c|2]dΩ (2.4)

Figure 2.1: Phase-field approximation of a crack in 1-D. The damage parameter, c, portrays a
fully damaged material at a value of zero, and is spatially smooth moving away from the crack.
The length-scale, l0, defines the width over which the crack is smeared.

A user-chosen length-scale variable, l0, is introduced which will drive the width over which

a fracture is modeled going from c = 0, which represents a fully damaged material to c = 1,
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representing an undamaged state. It is important to note the aforementioned convention being

used for damage, c, in this work. In other literature, such as [28] φ is used as a similar phase-field

variable, while [26] uses the reverse convention for the damage variable d. Figure 2.1 depicts how

this scalar variable is distributed around a crack with a given length-scale. [7] show that equation

(2.4) can be minimized, when the following Euler-Lagrange equation holds true [23]:

c− 1− 4l20∆c = 0 (2.5)

In the case of one dimension, the solution of the differential equation (2.5) leads to the

minimization in a single dimension, x:

c(x) = 1− e−|x|/2l0 (2.6)

The approximation of equation (2.2) is finalized by considering the form of the elastic strain

energy density function, ψ̃(ε,ΓF ). Using Miehe et al. as a template, we decompose ψe into the

tensile and compressive energy contributions, shown as ψ+
e (ε) and ψ−e (ε) respectively, and assume

that the positive elastic strain is decayed by a quadtratic damage function. In some implementations

of phase-field models, the decay is delayed until a threshold value of the phase-field value is reached,

however, we choose to implement the classical phase-field model where the decay begins as soon as

non-zero values of phase-field are present. The choice of a quadratic function c2 is not unique, it

simply acts to interpolate between the full contribution of strain energy in the case of a fully intact

solid to zero contribution when the material is fully damaged. Indeed, [6] explores a cubic function

of damage to more closely reproduce particular stress responses. In this implementation we adopt

a quadratic damage function to interpolate the damage state as described in [26].

ψ̃(ε, c) = c2ψ+
e (ε) + ψ−e (ε) (2.7)

This decomposition effectively removes any crack growth due to compression, which is con-

sidered to be a reasonable assumption for fractures, leaving hydrostatic tension and shear as the

sole sources of damage. Finally, we can consider our total potential energy approximation, Ψ̃:
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Ψ̃(ε, c) =

∫
Ω

[
c2ψ+

e (ε) + ψ−e (ε) + 1
4l0
Gc[(1− c)2 + 4l0|∇c|2]

]
dΩ (2.8)

In order to impose the irreversible nature of crack growth into our model, a strain-history

field, H, is introduced which satisfies the Kuhn-Tucker conditions for loading and unloading and

will replace the tensile contribution of strain energy, ψ+
e , when solving for the damage variable.

This replacement addresses the idea that c is a monotonically decreasing parameter, and a damaged

material will not heal under compressive stresses. This is expressed in equation (2.9):

∂c

∂t
≥ 0 (2.9)

Now let us consider the kinetic energy of this arbitrary body:

Ψkin(u̇i) =
1

2

∫
Ω
ρu̇iu̇idΩ, (2.10)

where u̇i = ∂ui
∂t is the velocity of the body, and ρ is its mass-density. It is worth noting that

we have ignored the dissipative, viscous terms in the micro-force balance equations which is not

thermodynamically consistent. On this topic, [8] points out that the local damage model presented

is thermodynamically consistent, but not on a global scale due to the solution’s dependence on the

derivatives of c. Now that we have formulated the potential and kinetic energies of the body, we

are able to write the Lagrangian of the fracture problem from (2.8) and (2.10):

L(u̇,u,ΓF ) = Ψkin − Ψ̃pot =
1

2

∫
Ω
ρu̇u̇dΩ−

∫
Ω

[
c2H(ε) + ψ−e (ε) + 1

4l0
Gc[(1− c)2 + 4l0|∇c|2]

]
dΩ

(2.11)

2.1.2 Strong Form of Governing Equations

Using the Euler-Lagrange equations, we write the governing partial differential equations that

describe the problem at hand, whose solutions are minimizers of the energy functional above:
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(
4l0cH
Gc

+ 1

)
c− 4l20

∂2c

∂xi∂xi
= 1 (2.12)

∂σij
∂xj

+ fi = ρüi (2.13)

where üi represents the second derivative of position with respect to time, and fi represents the

external body forces. As a broad review of the derivation, (2.12) and (2.13) fall out of the Lagrangian

energy functional after applying Euler-Lagrange equations [23]. Note that (2.13) is simply a

statement of static equilibrium and momentum balance from the classical continuum theory, while

(2.12) is a type of reaction diffusion partial differential equation in terms of the gradient of the

phase-field damage variable. These equations, which are the strong form equations of motion, can

be solved in unison to find the displacement field and phase-field given the following boundary and

initial conditions:

(BC)



∇ · σ + f = ρü on Ω(
4l0cH
Gc + 1

)
c− 4l20∇ ·∇c = 1 on Ω

σ · n = t on Ωh

u = g on Ωg

∇c · n = 0 on Ω

(7)

(IC)



u(x, 0) = u0(x) on Ω

u̇(x, 0) = v0(x) on Ω

c(x, 0) = c0(x) on Ω

(8)
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2.1.3 Weak Form and Discretization to Galerkin Form

Using the approach described in [17], we consider the weak form of the described problem,

and introduce trial solutions, u(t), and c(t), with weighting functions w and q for the displacements

and phase-field, respectively, along with their appropriate function spaces as shown below:

U t = {u(t) ∈ (H(Ω))3} (2.14)

Ct = {c(t) ∈ H2(Ω)} (2.15)

Wu = {w ∈ (H(Ω)3} (2.16)

Wc = {q ∈ H2(Ω)} (2.17)

(2.18)

where H denotes the class of square-integrable functions, which have appropriate smoothness and

are kinematically admissible functions. Integrating by parts and multiplication of our strong form

equations by the proper weighting functions yields the weak statement of the problem [7]:

(W )



Given the appropriate boundary and initial conditions, find u(t) and c(t),

such that for all admissable w and q:

〈ρü,w〉+ 〈σ,∇w〉 = 〈f ,w〉

〈2l0g
′(c)ψ+

Gc + c, q〉+ 〈4l20∇c,∇q〉 = 〈1, q〉

〈ρu(0),w〉 = 〈ρu0,w〉

〈ρu̇(0),w〉 = 〈ρu̇0,w〉

(9)

where 〈•, •〉 =
∫

Ω • • dΩ is the L2 inner product over the appropriate domain.

In order to obtain approximate solutions to the boundary value problem, we consider finite

dimensional discritized trial and weighting spaces, with members uh(t), wh, ch(t), and qh for the
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displacements and phase-field. It follows from the previous equations that we are able to formulate

the Galerkin form as:

(G)



Given the appropriate boundary and initial conditions, find uh(t) and ch(t),

such that for all admissable wh and qh:

〈ρüh,wh〉+ 〈σ,∇wh〉 = 〈f ,wh〉

〈2l0g
′(ch)ψ+

Gc + ch, qh〉+ 〈4l20∇ch,∇qh〉 = 〈1, qh〉

〈ρuh(0),wh〉 = 〈ρuh0 ,wh〉

〈ρu̇h(0),wh〉 = 〈ρu̇0,w
h〉

(10)

We can represent the trial and weighting functions explicitly in terms of shape functions

NA(x) and unknown variables dA, cA, wA, and qA as:

uhi =

nb∑
A=1

NA(x)uiA (2.19)

whi =

nb∑
A=1

NA(x)wiA (2.20)

ch =

nb∑
A=1

NA(x)cA (2.21)

qh =

nb∑
A=1

NA(x)qA (2.22)

which gives rise to a linear system of n algebraic equations with n unknowns and nb is the number

of nodes [17].
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2.1.4 Solution Procedure

The linear elastic phase-field, along with the displacement field, are solved using a time-

staggered integration, utilizing an implicit solver for the parameter c and for the momentum balance

solution[35].

Within Sierra, an implicit reaction-diffusion equation solver handles the solution of (2.12).

Cr = (
4l0cH
G0
c

) + 1 (2.23)

Cd = 4l20 (2.24)

Cs = 1 (2.25)

(2.26)

where Cr is the reaction coefficient, Cd is the diffusion coefficient, and Cs is the source term. The

momentum balance equation is handled within Adagio using a nonlinear preconditioned conjugate

gradient algorithm to iterate to a converged solution at each time step, which is further covered in

[34], [21].

In our material model’s implementation of the fracture scenarios to be simulated we use the

infintesimal strain measure, ε. Similarly, we choose our stress measure to be Cauchy stress, σ.

Upon computation of the displacement field on the mesh the material model updates the strain

and stress tensors as:

ε = U − I (2.27)

σ = c2∂ψ
+
e

∂ε
+
∂ψ−e
∂ε

(2.28)

where U , I and b are the displacement gradient, identity tensor and Biot coefficient, while ε+

and ε− are the positive and negative (tensile and compressive) portions of the strain tensor. The
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calcuation of these two quantities follow from [8]. Because the fluid pressures are handled using

the Aria module, the pore pressures p are transferred into the Adagio scope for proper updating of

the stress in (2.28).

2.1.5 Notes on Phase-field Solution of Fracture

The introduction of the length-scale l0 does indeed have its downfalls, the most obvious of

which is that the scaling of the crack leads to the consequence that the approximation Γc may be

considered the crack surface itself [26]. This effect is minimized by considering a refined mesh and

length-scale in areas where cracks may propagate. Because the length-scale can be considered a

material property that dictates the critical stress at which a fracture will propagate, it has been

shown that as the length-scale goes to zero, the critical stress, σc in the crack tends to infinity, and

linear elastic fracture mechanics is recovered [41]. [8] shows the relation below, which relates Gc,

σc, l0 and Young’s modulus E:

σc =
9

16

√
EGc
6l0

(2.29)

This relationship tells us that the length-scale is inversely proportional to the square of a

material’s critical stress, and so length-scale that is four times larger will lead to a critical stress

that is half. [43] points out that (2.29) can be reformulated to present l0 as a material parameter, as

shown in (2.30), and concludes that the length-scale parameter should be sufficiently small relative

to the material specimen in order to avoid significant errors in the predicted critical force response.

Because the Young’s modulus E, critical stress σc and critical energy release rate H of a material

can be determined through experimental means, such as tensile tests, we can directly compute the

material’s length-scale as:

l0 =
27EGc
512σ2

c

(2.30)
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2.2 Extension to Saturated Porous Material

2.2.1 Fluid Pressures Modify Damage

This material model modifies the standard phase-field model in two critical ways: 1) the total

stress is augmented by the hydrostatic term, and 2) the crack opening vector is computed from

the phase-field which will be used to update a material’s permeability. The following sub-sections

detail these processes.

Because we are considering a two-way coupling between fluid flow and damage, a formulation

of how each field is updated from the other must be shown. Let us first consider how the solid

mechanics (displacement and phase-field) are modified by the onset of fluid flow within a medium.

By solving (2.12) we are able to compute the damage field within the medium, and along with the

updated strain tensor (2.27) we can directly calculate the total stress (2.28). When considering a

porous, fluid saturated material, equation (2.31), is needed to incorporate the hydrostatic pressure

of the fluid filling the pore-spaces to augment the total stress, σ:

σ = σeff − b · pI (2.31)

where σ is the total stress, σeff is the effective stress in the solid skeleton, b is the Biot coefficient

and p is the fluid pore pressure. Including the hydrostatic pressure in (2.31), performs the task of

one half of the two-way coupling of damage and flow, by modifying the total stress as a function of

pore pressure, which in turn affects the phase-field c. The second half of the coupling occurs when

the permeability is updated as a function of phase-field, which is described below.

2.2.2 Phase-field Modifies Fluid Pressures

Within the framework shown in figure 2.3, functionality has been recently added into the

Lame material library. Notably, a crack opening vector is computed as a field variable over the

elements in the model, using the spatial gradient of the phase-field variable. This field variable

will allow the computation of Poiseuille-type flow through cracks and will be helpful in coupling
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Figure 2.2: A coupled fluid/solid mechanical time step within Sierra showing the fluid/solid
convergence cycles. Image courtesy of Martinez et al. 2011.
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the flow to the solid mechanics portion of the simulation. The crack opening field variable can be

summarized by the equations below, in which λ⊥ represents the stretch perpendicular to a crack,

while ∇c represents the gradient of damage, and C−1 is the inverse of the Right-Cauchy Green

tensor in (2.32).

λ2
⊥ =

∇c ·∇c

∇c ·C−1 ·∇c
(2.32)

w2 =


(λ⊥ − 1)2L2

⊥ c < c0

0 otherwise

(2.33)

The crack opening width represented by scalar w, is formed from a product of the element

length in the neighborhood of the crack, L⊥, and an adjusted stretch vector. As (2.33) indicates,

this value is zero unless the damage is greater than some user-chosen threshold value, c0, which is

taken as c < 0.75. Ultimately, the crack opening vector δ, the state variable of interest, is formed

by scaling the unit vector normal on the deformed crack surface , n, by the crack opening as shown

in (2.34). These equations have been modified from Miehe et al ’s 2015 work [27].

δ = wn (2.34)

2.3 Fluid Mechanics

2.3.1 Overview of Sierra/Arpeggio

Because we would like to solve for displacements and fluid pressures within Sierra, we im-

plement these solutions using two separate modules: Adagio for the solids and Aria for the fluids.

Sierra has a tool called Arpeggio that handles the transfer of these fields from one solver to another.

After initializing the solid and fluid parameters, a transfer protocol is set up within the input deck,

which tells Aria to send the pore pressures to Adagio, and in turn uses the initial pore pressures

to update the displacements and phase-field variables in the solid model. After this update occurs,
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δ is passed into a user subroutine, which carries out the operation in equation (19), updating kf

and ultimately keff in equation (2.38). The newly updated permeability is then passed on to Aria,

which computes the pressure. A pictorial representation of how the different code modules interact

is shown in figure 2.3.

The previous subsections have described the pertinent details of our model’s implementation

within the Adagio model, and now we wish to describe the physics that are handled within Aria.

We are concerned with two types of fluid behavior in this model: porous flow, and Poiseuille flow.

In the absence of large fractures we consider a porous flow model based on pore pressures and their

distributions within a material. Within Aria, the pressures and velocities in such a system are

governed by the following general mass balance equation for single phase flow,

∂φρf
∂t

= ∇ · (ρfv) +Q (2.35)

where the velocity, or flux, can written in terms of Darcy’s law:

v = −k
µ
· (∇p− ρfg) (2.36)

where φ is porosity, ρf is fluid density, v is the Darcy velocity, Q is a mass source, p is fluid pressure,

k is the permeability tensor, g is the acceleration due to gravity, and µ is fluid viscosity. For the

scope of this thesis we consider this single-phase flow case, with fluid properties of water. For

future work we will address more complex flow scenarios, such as two-phase immiscible, water-air

mixture, brine and CO2, which are all readily available within Aria. We also ignore gravitational

body forces on the solid portion of the domain, while considering them on the fluid mass, so we

can more readily focus on the relation between p and the solid mechanical variables. Within Aria’s

single phase flow regime, we must define either the density or the porosity with a dependence on

pressure, and in the case of an incompressible fluid, such as water, we specify porosity as a function

of pressure:
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Figure 2.3: A chart which depicts the flow of the code and the different modules within Sierra.
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φ = φref [1 + Cr(p− pref )] (2.37)

with Cr defined as the rock compressibility, φref is a reference porosity and pref as a reference

pressure [2]. For our purposes, we define the reference porosity to be our initial porosity φref = 0.15

and we take pref = 0 because we neglect any overburden pressures that might arise at depth. In

future studies it will be important to define pref in terms of the depth and the density of the

materials above. We calculate a rock compressibility to be a value of Cr = 10−8, using Hall’s

correlation on the initial porosity value [15], which agrees well with other geomechanics values [11].

2.3.2 Poiseuille Flow

In addition to the porous flow that occurs within a poromechanical solid, we also observe

fluids that run along pre-existing or newly formed fractures, which is a type of laminar, channel flow

called Poiseuille flow. The state variable δ is essential in our update of the effective permeability

across the domain. Using a scheme that blends elements from [24], and [33] we can estimate the

modified permeability tensor at any element within the model as a function of δ using a variation

on Poiseuille’s cubic law:

keff = km + kf (2.38)

where keff , km and kf represent the effective, intrinsic and fracture permeabilities, respectively.

Neglecting gravity effects, we can directly estimate the fracture permeability tensor using our crack

opening vector:

kf =
δ · δ
12γ

(I− n⊗ n) (19)

where γ is correction factor for the standard cubic law. This factor takes into account a

number of physical parameters, namely the roughness of the adjacent surfaces. For future work,

this factor should be allowed to adapt by decreasing during the crack opening process, however, this
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factor will be held constant for the scope of this thesis. This parameter is easily specified through

the input deck and can be used as a measure of ease with which a fluid flows through an open

channel, as shown in figure 2.4 and is a topic of model verification in chapter 3 [33]. It should also

be noted that n is the unit normal vector to the crack surface, and the tensor operator I− n⊗ n

yields the flux vector when taken as a scalar product with the pressure gradient [38].

Figure 2.4: Onset of Poiseuille laminar flow through a fracture with crack opening width w

2.3.3 Multiphysics Coupling

As discussed in chapter 1, the flow through porous materials is coupled to solid mechanics

through the concept of effective stress: the solid mechanics is connected to the flow by the gradients

of pore pressures, while the flow is coupled to the solid mechanics by the material strain’s effects

on the permeability and porosity fields. Because both the Adagio and Aria compute solutions

on a dynamically deforming grid, a coupled accelerating coordinate system must be used, which

allows for large deformations. The coupling of Aria’s porosity with Adagio’s solid displacements is

achieved using the following:

detF =
1− φ0

1− φ
(2.39)

which assumes that the solid constituent is rigid, attributing the deformations in the solid skeleton

to changes in porosity. The deformation gradient in the equation above is calculated within Aria

from the displacements that are transferred in from Adagio. We define pref and φref to be a

reference pore pressure and porosity, which allows a user defined tolerance to enforce that φ−φref

is reasonable, and if not, pref and φref are reset, causing a jump in both fields. This way the solid

mechanical deformations computed within Adagio are kept in check with the calculations of the

porosity within Aria [24].



Chapter 3

Code Verification

3.1 Description of Finite Element Setting

The numerical models in these studies make use of Sierra Mechanics, developed at Sandia

National Laboratories, which is an engineering mechanics simulation framework that has been

developed to study computational mechanics using MPI parallel finite element discretization. A

variety of rock mechanics problems can be addressed with this suite of codes, and of particular

interest to this work is the solid mechanics module called Adagio, and the fluid mechanics module

called Aria. Within Sierra’s material library, LAMÉ, a C++ material class called “Phase-field

Porous Flow” was created to run simulations for fracture and flow problems, based on a phase-field

approach to handle the crack propagation as described in the previous chapter. The preprocessing

for all of this work was performed in the software Cubit, while the processing itself was run using

a maximum of 80 MPI processors, all controlled remotely. The post-processing software Paraview

was used for a bulk of the post-processing in this thesis.

Because we would like to solve for displacements and fluid pressures using separate modules,

Sierra has a tool called Arpeggio that handles the transfer of these fields from one solver to another

[39]. After initializing the solid and fluid parameters, a transfer protocol is setup within the input

deck, which tells Aria to send the pore pressures to Adagio, which in turn uses the initial pore

pressures to update the displacements and phase-field variables in the solid model. After this

update occurs, the crack opening variables are passed into a user subroutine, which carries out the

operation in equation (19), updating keff . The newly updated permeability is then passed on to
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Table 3.1: Table of material, geometric and model parameters used for numerical tests in chapters
3 and 4.
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Aria, which computes the flow with this newly updated permeability information.

The subcycles representing the flow through each time-step are shown in figure 2.2, which

includes the convergence criteria for both the Adagio and Aria modules. For the entirety of the

remaining numerical tests, a residual tolerance of 1 ·10−6 was specified for the Adagio convergence,

while 1 · 10−5 was specified for the Aria convergence criteria. Often, the initial time-step would not

be sufficiently small for a later time-step to converge.

One of the main difficulties that arises in the solution of such staggered coupling scheme

are the sharp transients that arise from the fluids flowing along newly formed fractures. This

sort of behavior is well known and is ideally treated with either a semi-implicit scheme or one

that is monolithic [19]. To alleviate this, adaptive time-stepping was enabled to ensure the load-

step was sufficiently small to satisfy the residual criteria. In particular, Adagio uses a nonlinear

preconditioned conjugate gradient solver to handle the quasi-static and implicit dynamic solutions,

which is the case for the following problems [25].

It is worth noting that several of the following investigations are similar to those of [27],

and [28], which serve as templates for the verification tests. In their studies they make use 2-D

quadrilateral elements, while in ours we use 3-D hexahedral elements, often constrained to plane

Figure 3.1: Coarse Mesh with h=1. The portion in red represents the block where fluid pressures
are introduced and crack opening is monitored.
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strain conditions. A length scale, l0 ≈ 2 · h suggested in [26] in order to spatially resolve a crack

over the span of two elements with mesh parameter h.

The time step is chosen to be 0.01 s unless otherwise noted, although the nonlinear effects

of a quicker loading are unnoticed unless using a much more coarse temporal resolution. For all

numerical examples during this benchmark, we take c0 = 8 m, E = 7 · 1010 Pa, Poisson’s ratio

ν = 0.155, length-scale l0 = 2 m, γ = 1, Gc = 100 N/m, and solid density ρ = 2250Kg
M3 , which all

correspond to values of a typical limestone, represented on a coarse mesh. Table 3.1 lists several of

the defining parameters, which have been chosen to represent typical subsurface properties found

in many rock types.

3.2 Verification of Model

3.2.1 Two-way Coupling

The following numerical tests serve the purpose of showing that the previously described

model produces results that are in line with the physics at hand. The variables that are of special

interest to us are the pore pressures p, phase-field c, fracture width w, and the effective permeability

tensor keff . To keep the computations as inexpensive as possible we enforce quarter symmetry,

mesh biasing schemes and plane strain conditions. Three dimensional domains are considered in

the applications chapter, and are extensions of the plane strain cases with a sheet of hexahedral

elements.

The first property in our code that we wish to test is that the four field variables mentioned

above interact and evolve correctly. We would expect that this model properly simulates the

connection of them in the following way: in an area with a pressure source, we expect to see

increasing pore pressures. The high pore pressures translate to stresses, as indicated in equation

(2.28), which drives the phase-field variable to lower values. At the critical value of c = 0.75 the

material will begin to fracture, at which point the joint opening variable will evolve to non-zero

values as shown in equation (2.33) which directly translates to an increase in keff . As keff increases
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Figure 3.2: a. Pore pressure, p shown at times t = 1.4 s, t = 5 s, and t = 10 s. b. Phase-field,
c shown at times t = 1.4 s, t = 5 s, and t = 10 s. c. Crack opening, w shown at times t = 1.4 s,
t = 5 s, and t = 10 d. Permeability component, kxx shown at times t = 1.4 s, t = 5 s and t = 10 s.
Notice the absence of any discernible permeability at time t = 1.4. This is expected because there
is not enough of a crack opening at this low of a pore-pressure/damage state.
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in the areas adjacent to fluid injection, the fluid will flow into these areas causing increased pore

pressures, while at the same time draining the injection area.

We test the physical processes outlined above with a sheet of hexahedral elements in a plain

strain configuration as depicted in figure 3.1. The fluid pressure is introduced across the injection

surface at a rate of Q = 0.32 kg
s·m2 , and the simulation is run for 10 s. The results of the pore

pressure, phase-field, crack opening, and permeability component kxx are shown in figures 3.2 a-d,

respectively. Each figure shows a snapshot of the respective variable at t = 1.4 s, t = 5 s, and

t = 10 s.

As expected, we see the advancement of damage, and diffusion with increasing pore pressures.

The two-way coupling is clearly captured in figure 3.2 as the pressures drive damage, and the

damaged areas alter the pressure distributions. Of particular interest is the relatively low value of

w at t = 1.4 s, and the complete absence of kxx at the same time step. We expect this to be the

case as the pressures are too low to have caused much damage at this point.

3.2.2 Permeability Correction Factor

The second property that we test is the behavior of the correction factor γ, which is used

to control how much w contributes to keff . To do this we will monitor the value of keff for

several values of γ. When γ >> 0 we expect there to be very little contribution of fracture to the

permeability. With a value of γ0 ≈ 0 we expect a very large effect and with γ = 1000 we expect a

reasonably physical effect. Using a length scale of l0 = 0.5, we vary the correction parameter from

γ = 0.1 up to γ = 1000, in a simulation with the same geometry and material parameters as in the

prior tests, and compare the crack opening and values of kxx along the crack at t = 5 s. Figure 3.3

shows the results.

As we would expect, the crack openings increase in a hyperbolic fashion as the correction

factor is increased. Physically, the increased γ leads to a lower permeability, which in turn allows

the pore pressures to diffuse slower. The increased pore pressures in the crack mean a higher crack

opening displacement. The bottom plot in figure 3.3 shows that the effective permeability will
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decrease in a hyperbolic fashion with increasing γ. This is also what we expect, and is directly

dictated by equation (19).

3.2.3 Mesh Convergence Study

To ensure mathematical convergence, we choose to monitor the crack opening variable that

is calculated from (2.33), while decreasing the element size. Figure 3.1 depicts the domain with the

coarsest mesh considered in this study, with size h=1, corresponding to 5200 hexahedral elements

total, and 32 in the area of the mesh where the fluid pressures are injected. The maximum refine-

ment considered had h=4.5, corresponding to 520,000 elements on the mesh, with 3200 of them

in the injection zone. The size of the computational domain was 100 m x 52 m x 1 m, while the

injection zone was 16 m x 2 m x 1 m in X,Y,Z. Plane strain conditions were enforced on the top

and bottom of the mesh, while the +Y and +X sides of the domain were free to displace. Quarter

symmetric boundary conditions were set up along the -X and -Y sides, and a mass flux boundary

condition introduced fluid pressures at a rate of 2 · 105 Pa
s . The results of the study are shown in

figure 3.4, where it is clear that the crack opening magnitude converges to a value, which turns out

to be the analytical solution to this problem, as discussed in the next subsection.

3.2.4 Analytical Solution of Crack Opening

In [37] several analytical solutions of a pressurized crack’s aperture are derived using Griffith’s

fracture criteria. These solutions cover different scenarios such as circular cracks and fractures under

plane strain assumptions. Sneddon’s analytical solution for the crack opening width is shown to

be:

w = 2||δ|| = 4 · (1− ν)2c0

E
(3.1)

which leads to their solution of:

w(x) =
4 · p · c0(1− ν2)(1− x2

c0
)

1
2

E
(3.2)
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Figure 3.3: The results of varying correction factor, γ over four orders of magnitude. Above we see
the inverse relation between the crack opening and the correction factor- as γ increases, the crack
opening increases. Below we see the strong inverse relation between the effective permeability and
the correction factor - as the correction factor increases, the permeability decreases.
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Figure 3.4: As we decrease the mesh parameter h, we approach 1.74 · 10−3, which is the analytical
solution to this problem.
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where 2 · c0 is the initial length of crack before growth. To verify the calculated crack opening as a

function of pressure we compare (3.2) with our computed solutions over several mesh refinements.

Because we are working with hexahedral elements, we effectively cast the 3D domain into a plane

strain case by setting up a sheet of 8-node hexahedral elements and restraining displacements in

the Z-direction, in the same setup as the mesh convergence study. We impose quarter symmetry

boundary conditions by constraining the bottom portion and left portion of the mesh with the

appropriate Dirichlet boundary conditions in c and u, and enforcing p = 0 on this same boundary.

We introduce a mass flux boundary condition, Q = 0.32 kg
s·m2 on the side-set corresponding to Ω X

[−8, 8] surface between with Y = 0, as shown in figure 3.4, finding that this particular mass flux

provides a steady flow into the desired portion of the mesh where we wish a crack to form. After

sufficient stress accumulates in this region of high pore pressures, the phase-field variable begins

to decay. For c < ccrit, the critical stress is established at a corresponding pore pressure of p0(x)

and we begin to measure the crack opening w within the damaged region, along with the pressure

change at these locations, p−p0. We assign ccrit = 0.75, allowing for a 25% decay in the phase-field

variable per [6]. We monitor the crack opening magnitude, as calculated in (2.33) on the damaged

portion of the mesh, noting the location from the center of the damaged area, c0 = 8m in our test,

and compare these results to the analytical results from (3.2). Figure 3.5 shows that our calculation

of the crack opening matches up very nicely with the analytical solution, and the central portion

of the crack opening converges to the analytical solution, shown in the previous subsection.

It is clear from the figure that the numerical results are very much in line with the analytical

solution towards, expecially at the center of the crack. However, there is some disagreement toward

the crack tips. These results are not surprising - with our model set up in a porous flow regime,

the fluid pressures will not be bounded by the injection zone of length 2c0 = 16 and the crack will

spread beyond the injection zone, as the data indicates. What is important is that the solution

converges with mesh refinement in a crack volumetric sense. This is shown to be the case in the

previous convergence study because the volume of a crack is directly related to the crack width as

shown in the formula below [37].
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Figure 3.5: Results from crack opening benchmark. Simulation results of the aperture along a
crack’s profile that is driven by a constant pore pressure. Several different mesh refinements are
compared against Sneddon’s analytical solution.
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V (x) =
2π · p · c0(1− ν2)(1− x2

c20
)

1
2

E
(3.3)

3.2.5 Mesh Alignment Study

In a final model verification test, we would also like to show that this model can resolve

fractures that propagate regardless of the orientation of the elements on the mesh. We test this by

injecting fluid into a mesh corner of sheet of hexahedral elements with boundary conditions that

caused the fluid to travel in a diagonal direction, with fractures propagating at a 45 degree angle

to the elements. The domain is discretized into 7200 hexahedral elements forming a 30 m x 30 m x

0.125 m sheet. We restrict the bottom surface of the mesh from displacements in X displacement,

and the left surface of the mesh from displacements in Y, and introduce a flux into the corner

elements where these two surfaces meet. Using the parameters in table 1, we use a length-scale of

lo = 0.5 m and allow the test to run for 5 seconds, during which pressure builds in the injection

zone until a fracture forms, along which the fluid flows.

Figure 3.6 shows this fracture propagating at a 45 degree angle through the elements for both

cases: l0 = 0.5. This test shows that the phase-field solution does not strongly follow specific mesh

orientations, and cracks are able to propagate in directions that are not along elements’ edges. The

prior conclusions will be valid so long as the mesh size size is sufficiently small compared to the

chosen length-scale.
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Figure 3.6: A fluid is injected into mesh as shown, with a crack propagating diagonally across the
mesh’s elements. The top left shows the phase-field representation of the fracture. The top right
shows the crack opening associated with the fracture. The bottom left shows the pore pressure
distribution along the fracture, and the bottom right shows the kxx component of the effective
permeability.



Chapter 4

Application and Results

4.1 Scope

The purpose of this section is to apply the previously described model to physical situations

that we wish to explore. This model, along with the functionality of Aria, lends itself naturally

to problems in geomechanics, which will be the focus of the following applications. In order to

demonstrate the capabilities of this model, we consider incompressible fluid flow in the subsurfaces,

particularly injection into materials with realistic, rock-like mechanical properties. In the following

numerical experiments we adopt the material and geometric parameters shown in table 3.1, unless

otherwise noted. These parameters are chosen to be representative of average limestones, and are

similar to those used in [11]. In order to ensure that we select a meaningful length scale parameter,

we compute l0 = 0.04 m from these parameter values and following [43] we assign a mesh size

h = l0
2 in the areas of the domain where we would like to provide proper resolution for a brittle

fracture.

4.1.1 Description of Computational Domain

This domain could be made to represent any arbitrary depth by applying a uniform pressure

representing the overburden to the top of the green layer shown in figure 4.1. In these studies,

we take this to be the earth’s surface, and no such pressure is applied, but rather, we restrain

displacements of this surface in the Z direction. We consider domains with four-fold symmetry that

are 20 m x 20 m x 20m, with varying injection areas, which are depicted as orange and red in figure



38

Figure 4.1: Discretization of the quadrant-domains into hexahedral elements with biasing in the
Z direction refining the areas we expect to see fractures. The top meshes show around 620,000
elements, while those on the bottom show around 33,000.

Figure 4.2: The setup for the first application is shown here. An injection well/pipe extends from
the earth’s surface down to the intended injection site. The figure also shows the resulting crack
opening in the computational domain after 20 days.
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4.1. The domains are biased away from these areas for computational thrift, being discretized into

620,000 hexahedral elements and are shown in a. and b. in figure 4.1. The bottom of this figure

Figure 4.3: The flow rates for the injection site (blue) and the leak site (orange) are shown over the
20 day simulation. Here, a., b., c., and d. represent times t = 5, 10, 15 and 20 days respectively

shows more computationally efficient meshes, with about 34,000 elements. There were noticeable

mesh dependencies that were magnified during the sharply transient portions of the simulations.

Once the proper model parameters were tuned using the more efficient, heavily biased meshes, the

same tests were run on the more refined mesh to produce cleaner results.

4.2 Geomechanics Setting

4.2.1 Problem Description

In our first application, we wish to model an isotropic porous subsurface of weak limestone

lithography into which a fluid is injected over the course of time. Figure 4.2 depicts the physical

set up of the problem. We consider a simulation time of 5 days, during which the viscous fluid

is injected into subsurface limestone at a depth of 5 meters. The fluid and solid parameters are

shown in table 3.1, with the exception of the fluid viscosity, which we take to be µ = 0.1 Pa· s,

and the intrinsic permeability, which is taken to be kii = 1 · 10−16m2. The injection areas form a
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Figure 4.4: Pore pressure is ramped up at injection site until t = 5 days, at which time a leak
forms, diverting flow until fully healed at t = 15 days, when full flow is returned to the injection
site.
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rectangle in the Z-plane of the orange and red layers closest to the viewer, forming an area on top

of 15 elements and covering 0.64 m2, which approximates 0.45 m diameter pipe.

The simulation begins with the injection at an initial rate of q0 = 5 · 10−6 kg
s , into the

subsurface with an initial time-step for both Aria and Adagio of dt = 2000 s, or about 30 minutes.

At time t1 = 5 days, the flow rate, q0 is ramped down linearly in the injection area to represent

pressure loss to a subsurface leak that is imposed in the pipe leading to the injection zone, while

simultaneously causing a second flux to linearly ramp up at the site of the leak. This leads to a

flow rate of q1 = 0.5 · q0 applied at both the original injection area and the location of the leak

at t = 10 days, at which time the leak begins to heal. By t = 15 days the leak is fully repaired,

diverting the full fluid flux back into the intended injection area. Figure 4.3 depicts the two flow

rates at the leak and the injection site over time. This problem simulates the injection of fluids into

the shallow subsurface, both purposeful and unintentional, and how the fluid pressure and fracture

distributions evolve during this process. In order to capture the consequences of a leak in the pipe,

we set the problem up with the mass flux boundary conditions in two locations, which vary over

time. The repair of the leak could be attributed to microparticle accretion at the leak site.

4.2.2 Results and Discussion

As fluid begins to accumulate at the injection site 5 meters below the earth’s surface, we

begin to see an increase in fluid pressures around this depth. Because of the high fluid viscosity in

this test, the permeability of the porous material does not play a key role in the fluid transport.

Equation (2.39) indicates that the drop in porosity will cause an increase in the solid’s deformation

which will lead to displacements. Also, equation (2.31) tells us that the change in pore pressure

will modify the effective stress. As this occurs, the phase-field variable evolves as a result of the

increasing strains. At the critical value of c = 0.75, the crack opening w becomes non-zero, and the

permeability jumps as a result. Because the permeability increases by orders of magnitude, equation

(2.36) calls for a large jump in fluid velocities in the direction of the local pressure gradients, causing

Poiseuille flow along the aptly damaged regions of the domain. The increased fluid pressure that
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accumulates on the edges of the newly forming crack surface begins the whole process again, and

the fracture spreads radially. This highly nonlinear, coupled physical process is the basis for the

verification tests in subsection 3.2.1.

At t = 5 days, the leak begins to form by imposing a new flux boundary condition and

the same coupled process begins to occur at the leak depth of 2.5 m, with the flux ramping up

and depositing fluid at this depth. It should be noted that the leak at this depth is not due to

crack nucleation that we are modeling in the pipe, but rather as a result of a rupture that is being

imposed. During t = 10− 15 days the leak is gradually repaired, by some unspecified process, and

the fluid pressures are diverted back down to the intended injection site. The crack growth at the

leak site was minimal, and as the pressures are relieved from the area the crack stops propagating,

as expected. Figure 4.4 shows the evolution of the pore pressure over time, as described. The

pore pressures remain highest in the leak site at the end of the simulation because the fracture

volume is small compared to the volume at the lower injection site, where the fluid is free to spread

throughout the crack. As time progresses, the fluid pressure, crack opening and permeability at

the injection site lessen as the fractured area increases and fluid pressures are distributed.

Figure 4.5 shows the phase-field variable at the same four times. It shows that the fracture

propagates in a radial pattern, forming a penny-shaped fracture front. The crack opening displace-

ments over time are shown on the bottom of this same figure, with a maximum displacement at

the center of the injection area, with the displacements decreasing radially to zero at the crack

front. This result tells us that the highly damaged areas that have undergone the greatest strains

and displacements will have the greatest fracture apertures. The effective permeability is dictated

by equation (2.38), and will simply be a scaling of the crack opening figure. The maximum fluid

pressure observed was 2.1 MPa, occurring at t = 1.6 days, which produced the conditions for the

critical stress just as the fracture begins to form as indicated by the phase-field variable descending

to c = 0.75. The maximum crack opening displacement is measured to be 1.6 mm, occurring at the

injection site, at t = 20 days. We observe two penny shaped fractures at the end of the simulation.

The shallower exists in the Z-plane at 2.5 m depth, with a radius of 1.14 m coinciding with the
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Figure 4.5: The phase-field variable (above) and the crack opening displacements (below) are shown
evolving over the course of 20 days throughout the geomechanics simulation.
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leak, and stopped evolving at a time of = 15 days, however, locally high fluid pressures remained

at this depth thereafter. The more prominent fracture is at a depth of 5 m in the Z-plane, at the

injection site, which has continued to evolve throughout the entire simulation, and grew to a final

radial length of 4.48 m at 20 days.

This application can be easily extended to many other geomechanical modeling problems,

involving differing fluids, rock types and time-scales. Examples would include wastewater injection

into aquifers and modeling of fractures in nuclear containment vessels. Future work will con-

centrate on dealing with multi-phase fluids over very long timescales, with pre-existing fractures

introduced, that can be further propagated using this coupled modeling approach. Applications in

CO2 sequestration and wastewater injection are also excellent extensions of this type of simulation.

It should be noted that similar results in terms of fluid pressure distributions, crack opening

displacements, and phase-field solutions were captured with water as the injected fluid, most notably

the viscosity at µ = 1 · 10−3 Pa s. In order to generate fractures in this scenario, a simulation time

of 20 seconds, rather than 5 days, was used, along with injection rates that were 5 orders of

magnitude higher. Figure 4.6 shows the pore pressure distributions after 5 days of injection at a

rate of q = 10−6 kg/s, with a viscosity of µ = 0.1 on the left, and µ = 0.001 Pa s on the right. With

the more viscous fluid, we see a fracture toughness dominating regime, where fracture has formed,

and the fluids distribute along it. With the less viscous case, we see a porous flow dominating

regime, where the fluids diffuse through the permeable rock skeleton. This tells us that viscosity

plays a very important role in the time-scale over which we can observe fracture. The reason for

this is discussed in the following section.

4.3 Sensitivity of Parameters

4.3.1 Motivation and Description

Because of the extreme spatial and temporal ranges involved in the modeling of fluid flow and

fracture within porous media, we must focus on relatively short timescales during which high fluxes
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Figure 4.6: Fluid pressures are shown after roughly 5 days of injecting a highly viscous fluid (left)
where fracture and Poiseuille flow dominate, and a fluid with the viscosity of water (right), where
diffusion and porous flow dominate.

of fluids are introduced when using a less viscous fluid such as CO2 or water. We would like to

prevent the previously mentioned sharp transients that are associated with very high injection rates

required to overcome the porous flow away from an injection site that are associated with common

permeability values of rock. In order to do this, we would only observe the onset of fracture with

relatively slow flux scenarios of highly viscous fluids, or fast flux scenarios with water or similarly

low viscous fluid injections. If the prescribed injection rate is relatively slow and applied over a long

period of time, the diffusive flow away from the high pressure will dominate the fluid transport,

and no cracks will form. In other words, for any chosen porous flow regime, there is a minimum

injection rate that acts as a threshold flux value determining whether or not fractures will form and

propagate through such a medium. From observation, for a given injection rate Q, the parameters

k, µ and E most strongly affect the growth of the phase-field variable. More discussion surrounding

the two competing storage mechanisms, porous and Poiseuille flow, within elastic porous media can

be found in [16].

In order to understand the parameters that affect the a fluid’s ease of fracturing a solid

more clearly, we will use our model to perform a sensitivity study with the previously mentioned

parameters that most directly dictate the fluid velocity. Equation (2.36) is repeated below to

remind the reader of the relationship between Darcy velocity and the two parameters of interest:
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v = −k
µ
· (∇p− ρfg) (4.1)

During this study we fix the fluid and solid material parameters to those in table 3.1, and

inject at a rate of q = 5 · 10−2 kg/s while observing crack formation and growth. We choose

extreme values for the parameters of interest, and vary in between these values while keeping the

other parameters of interest fixed at a reasonable value, which happen to be k = 10−15 m2 ,

µ = 10−3 Pa s and E = 3 · 1010 Pa. We wish to measure the ease at which the solid-fluid regime

will fracture, which is achieved by recording the time it takes for a fracture to form, that is for the

phase-field variable to reach a critical value of c ≤ 0.75.

4.3.2 Results

The values for the intrinsic permeability components considered for this study ranged from

0, representing impermeable, up to 10−13. The lower bound produced a fracture very quickly -

after 3 seconds of fluid pressure, the pore pressure increased to values that lead to fracture. The

upper bound was dictated by the porous flow dominating the physics, preventing ample buildup

of pressures for the selected injected rate to produce a fracture. Figure 4.7 shows the result, with

intrinsic permeability along the X axis, and the time to generate fracture on the vertical axis. As

we would expect, increasing permeability has drastic effect increasing effect on the ease of fracture,

with what appears to be a quadratic relationship between the time to fracture and k.

On the bottom of this figure, the results of the viscosity sensitivity are shown. A lower bound

of 5 · 10−4 was chosen, which is half that of liquid water at typical surface temperatures, and an

upper bound of 10−2 was chosen, as it caused fracture after the first time-step. There appears

to be a hyperbolic relationship between the time to fracture onset and the viscosity, with very

sudden change as the viscosity drops below 10−3 and quickly approaching near immediate fracture

as the value is increased beyond µ ≈ 5 · 10−3, making it an extremely sensitive parameter in this

coupling. We see that this hyperbolic relationship has a physical origin stemming from equation

(4.1), with µ being in the denominator, driving fluid velocities to infinity when µ approaches zero.
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Figure 4.7: Plot of time to fracture initiation as a function of varying intrinsic permeability (above),
and varying fluid viscosity (below).
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An engineering insight from these results tells us that porous flow scenarios with highly impermeable

materials or highly viscous fluids will have a tendency to develop fractures much easier than there

counterparts. If the goal is to avoid subsurface cracking during injection into an aquifer with a

given permeability, it would be advisable to keep the fluid’s viscosity as low as possible, by perhaps

mixing in an appropriate additive.

Figure 4.8 shows the results of the varying Young’s modulus and its relation the the critical

stress at fracture onset. We observe a response that is analogous to equation (2.29), with the critical

stress growing proportionally to the square root of the material’s Young’s modulus. During this

parameter study, fluid was injected under the same conditions as the previous test, only holding

both the permeability and viscosity at values that are consistent with limestone and water. Rather

than monitoring the time to fracture, the critical stress was recorded, which, by definition occurs

when the phase-field variable reaches 0.75, as this marks the onset of fracture. An interesting

non-linearity arises when changing the Young’s modulus variable, in the sense that we should also

be adjusting our fracture length-scale variable per equation (2.30). This was taken into account

during the tests and adjusted accordingly.

In the preceding applications, we assume a lack of initial flaws in the porous solid, which is

highly unphysical. In fact, these flaws, which are present at many scales in all real materials, are

often the source of fracture nucleation [3]. In future work we will include such flaws to more capture

a more physically accurate situation, but including a distribution of initial Young’s modulus and

phase-field values across the domain.
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Figure 4.8: Plot of time to fracture initiation as a function of varying Young’s Modulus.



Chapter 5

Conclusions and Discussions

The coupled physics of fluid-driven fracture, and the resulting flow in porous media must

be simulated in a framework that can accurately capture the solid and fluid mechanical problems

on hand. Phase-field modeling of fractures offers the convenience of capturing fracture formation

without a priori knowledge of the location using a variational approach, and provides a means

to calculate crack opening displacements. These displacements may be used to augment a mate-

rial’s effective permeability using the cubic law from lubrication theory, driving fluid pressures to

distribute within cracked portions of the domains.

The Sierra module Aria provides a powerful environment to explore geomechanics simulations,

and when used in conjunction with the solid module Adagio, the phase-field material model is

available to provide the two-way coupling that is useful to model scenarios where evolving fluid

pressures and fractures may interact. Our objective was to show that this coupled physics model

accurately calculates crack opening displacements, and can provide useful insight into geomechanics

applications such as fluid injection scenarios. Several verification tests show that the model behaves

as predicted, including mesh convergence and benchmark studies.

An application of the model shows how a leaking injection bore-hole might distribute fluids

into the subsurface, monitoring the results of both intended and unintentional injections. We

applied the model to a parameter sensitivity analysis under rock-like values where the model was

used to explore some of the effects of the more sensitive fluid and solid material properties on the

ease of fracture in fluid-driven poro-elastic regimes. One takeaway from this study is that kii
µ must
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be sufficiently small compared to the injection rateQ in order to see fracture genesis. This model can

provide engineering insight to the possibility of fracture formations in known geological settings,

which allows proper selection of a geologic site and fluid viscosity to either avoid or encourage

fractures.

There are many possibilities for further development and future work with this modeling

technique. Studying the existence of pre-existing fractures within subsurfaces over long time periods

and use of multi-phase flow capabilities, thermal coupling and water-gas-brine mixtures are all

readily available within Aria’s toolkit. Extension of the correction factor as a function of crack

opening should be considered to more accurately modify the effective permeability. Additional use

of this model will also consider the distribution of initial flaws in materials, to more accurately

capture the process of fracture nucleation.
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