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Water supply in the western United States is dominated by snowmelt, and as a result water

management is increasingly reliant on numerical modeling of snowmelt processes, including snow

accumulation and ablation. We seek to advance a framework for providing model diagnostics for

such systems by combining an improved understanding of model structural differences (i.e., con-

ceptual vs. physically based) and parameter sensitivities. The two snow models used in this study

are SNOW-17, a conceptual degree-day model, and the Variable Infiltration Capacity (VIC) snow

model, which is physically based and solves the full water and energy balances. To better under-

stand the performance of these models, global sensitivity analysis and multi-objective calibration

methods were applied to identify important parameters and show calibrated parameter values. For

the physically based model, we contribute a novel exploration of some parameters that can be

adjusted within the model, including the liquid water holding capacity, the density of newly fallen

snow, snow roughness, and snow albedo decay parameters. For each model run, snow sensitivities

and errors (i.e., snow water equivalent validation) are visualized to better understand the effect

of changing parameters on model outputs. The sensitivity analyses and multi-objective calibra-

tions resulted in model parameterizations that produced Nash-Sutcilffe Efficiency values up to 0.88

through 0.95 across all site locations. Additionally, a temperature change analysis was conducted

for each model to explore how model parameterizations affect portrayals of climate change. Accu-

rately predicting water yield from snowpack is essential for water management, and it is used here

as a practical measure to determine the importance of model parameter sensitivity and calibration.

The analysis was conducted across a range of snow-dominated locations representing a variety of

climates across the western United States (e.g. continental, maritime, intermountain).
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Chapter 1

Introduction

As much as 75 percent of the water supply in the western United States (U.S.) is derived from

snowmelt (USGS, 2014), and snowmelt-dominated watersheds are especially sensitive to changes

in temperature and precipitation (Barnett et al., 2005). In these systems, reservoirs are used to

store water coming from snowmelt, and management of the reservoirs is critically dependent on

runoff timing. General Circulation Models (GCMs) used to predict temperature and precipitation

changes on a global scale, generally agree that there will be rising temperatures under most climate

change scenarios (Barnett et al., 2005). However, the magnitude of the temperature increase

and the extent of precipitation changes are variable across GCMs (Knutti and Sedlacek, 2012).

Implications resulting from temperature change include large reduction in snowpack, insufficient

reservoir storage to handle the projected shift in streamflows, and increased frequency and severity

of droughts (Barnett et al., 2005; Mote et al., 2005).

Although there is consensus that temperature patterns will be modified under a changing

climate, it is still an open question how these changes will propagate to impacts on water manage-

ment. In order to adapt to these changes, managers must be able to model detailed hydrological

processes under perturbed input conditions. In general, there are two broad categories of hydrolog-

ical models used to make such predictions: conceptual and physically based hydrological models.

A conceptual model represents the physical processes in a simplified and sometimes indirect form,

whereas a physically based model represents physical processes by solving energy and mass balance

equations. Regardless of model type, Wagener (2007) and Mendoza et al. (2015), among others,
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highlight the need for an understanding of parameter sensitivity (i.e. how changes in the parameters

lead to changes in the model performance), which is a step toward finding relationships between

regional watershed characteristics and model parameters.

This study seeks to contribute to the body of work investigating the behavior of hydrolog-

ical models. For example, Koskela et al. (2012) used Bayesian inference to study the effect of

precipitation and model structural uncertainty on estimates of model parameters in a conceptual

rainfall-runoff model coupled with a simple degree-day snow model over the western U.S. Koskela

et al. (2012) hypothesized that informative priors for latent model variables could be replaced

by additional data. However, the authors determined the additional data did not provide new

information that could replace parameter uncertainty, implying that a more complex model is not

necessarily more accurate. For example, a complex model could be overparameterized, which means

some of the model's parameters do not significantly affect the model's output, and in affect those

parameters are just adding unnecessary complexity to the model without making any improvements

to the output. Parameter sensitivity analyses are useful in determining which parameters are the

most sensitive and affect the output versus which parameters are not sensitive and could likely be

ignored.

In addition to parameter sensitivity, model calibration is an important aspect of using hydro-

logical models, finding the optimal fit between model output and observed data. By calibrating the

model parameters, models can be used for predictive purposes. Additionally, model calibration can

be complimented by sensitivity analysis (van Werkhoven et al., 2009), since calibration gives the

best values of parameters, whereas sensitivity analysis often only shows that a parameter is impor-

tant but does not suggest its optimal value. Because there exists multiple, sometimes conflicting,

measures of model fit, calibration is often performed with respect to multiple objectives, employing

multi-objective evolutionary algorithms (MOEAs) to find multiple parameter values that balance

the objectives (Efstratiadis and Koutsoyiannis, 2010). An example study of how calibration is used

in snow models is Manandhar et al. (2013), which successfully calibrated and evaluated a hydro-

logical model integrated with a simple degree-day snow accumulation and ablation model using the
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Nash-Sutcliffe Efficiency (NSE) coefficient and the volume bias (VB), and comparing snow cover

patterns in the model-generated snow cover map with a satellite-captured map.

Since snowmelt is the main source of water in the Western U.S., the ability to produce

accurate projections of snow water equivalent (SWE), which is the amount of water contained

within a snowpack, is critical to water resources management. This thesis explores two contrasting

snow models, a simple conceptual model and a complex physically based model, that are used

for operational and research purposes, respectively. The research includes three phases. The first

phase uses a model parameter sensitivity analyses to address the question of whether complex

physically based models perform as well or better than simple conceptual models. The second

phase involves multi-objective model calibrations to address the question of how we identify well-

performing parameter sets with respect to several, conflicting objectives. The third phase uses

a climate change scenario to explore how errors in parameterizations propagate to portrayals of

climate change.

1.1 Summary of Chapters

1.1.1 Chapter 2: Background

Chapter 2 provides the reader with background information on the principal topics in this

thesis. The chapter reviews historical research related to model parameter uncertainty and multi-

objective calibration and discusses the need for application of modern sophisticated diagnostic tools

to hydrological models. Technical details on snow models and the snowpack energy balance are

then given. Finally, the chapter defines the diagnostic tools used in this research, global sensitivity

analysis and multi-objective calibration using a multi-objective evolutionary algorithm.

1.1.2 Chapter 3: Methods

Chapter 3 presents an analysis of two contrasting snow models at various locations across the

western U.S. The chapter describes the selected site locations, data sources, and data manipulation
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techniques. It also provides background on modeling with respect to climate change and explanation

of the specific climate change methods used. The model setup and computational experiments are

outlined to provide details regarding the specific experiments performed and the resources used for

their execution.

1.1.3 Chapter 4: Results

Chapter 4 presents baseline model results, using default model parameter values, sensitivity

analysis results, multi-objective calibration results, and temperature change scenario results. The

first part of this study explores the ensemble of model outputs created by varying model parameters,

and examines which parameters have the greatest effect on model output variance. This involves

varying historically-fixed parameters within the physically-based model, which is a technique that

has not been extensively researched. The second part of this study executes a multi-objective

calibration of the two snow models to further examine the optimal parameter sets, and the values

of those parameters. The third part of this study focuses on a temperature change scenario applied

to both snow models in an attempt to gain insight on how model parameterizations affect climate

change portrayals.

1.1.4 Chapter 5: Discussion, Conclusions, and Future Work

Chapter 5 discusses the findings of this research, implications of this study for water resources

management, and paths for this research to be extended into the future.



Chapter 2

Background

2.1 Need for Improved Model Diagnostics and Understanding

Hydrologic processes have been modeled with a range of complexity, from a simple conceptual

bucket model (Manabe, 1969), moving towards physically based models, which represent processes

by solving energy and mass balance equations, in recent decades. Development of complex physi-

cally based models, which represent processes with physics-based equations, in theory, should result

in improved model performance. However, research has demonstrated that model complexity is not

directly correlated to the quality of simulation results (Reed et al., 2004; Smith et al., 2012; Men-

doza et al., 2015). In fact, research into poor model performance, improvements to hydrological

modeling, and reduction in uncertainty within modeling has been largely studied over the past

twenty-five years. Bergstrom (1991) emphasized that there should not be a conflict between the

use of conceptual and physically based models because they were developed for different purposes,

including operational use and research, respectively. However, despite the type of model, the user

must be aware of the model's applicability, weaknesses, and uncertainties. Bergstrom (1991) also

touched on the idea of parameter uncertainty and emphasized that good model performance does

not necessarily mean a model is describing the system correctly. This conclusion launched a surge

of studies that attempted to gain an understanding of model structure and model parameters and

their effects on model outputs. Beven (1993, 1996a,b, 2000, 2002) expanded on Bergstrom’s theory

of the importance of model parameters. Beven argued that an optimal parameter set can always

be found, in that the parameter set yields a model run with the best fit with respect to an objective
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function. However, the optimal parameter set may not prove to be robust with respect to different

datasets, and thus the parameter set is right for the wrong reasons. Additionally, Beven (1993)

introduced the concept of equifinality, which is the idea that there could be two or more parameter

sets that have the same performance, but are drastically different. In other words, for a given ap-

plication, we must decide which model parameterizations adequately describe of the system under

study. This can be aided with tools such as sensitivity analyses and multi-objective calibration

methods. He also discussed the possibility of limiting the uncertainty of parameters, and further

explored the idea of model parameter uncertainty by developing and discussing new methods of

refining, limiting, and quantifying parameter uncertainty.

While Bergstrom (1991) and Beven (1993, 1996a,b, 2000, 2002) addressed the issue of elim-

inating parameter uncertainty in model performance, Gupta (1998) and Boyle et al. (2000) ad-

vanced the concept of improving model performance and diagnostics by viewing model calibration

as a multi-objective problem. This means there is no one unique best parameter set, and rather,

there are many optimal parameter sets that perform well with respect to different desired ob-

jectives. Gupta (1998) discusses how the classical approach to model calibration has limitations,

especially with the development of more complex models, because they do not recognize that model

identification and calibration are inherently multi-objective problems. Many automatic calibration

studies have used simple conceptually based models (e.g., Duan et al., 1994) due to computational

limitations. However, Gupta (2008 and 2012) discussed how the introduction of complex physically

based models resulted in increased complexity of calibration. Gupta (2008 and 2012) recognized

the need for sophisticated approaches to model evaluation and introduced a consistent and sys-

tematic framework for assessment of model structural adequacy. Wagener et al. (2009) similarly

stressed that the development of more complex models requires more complex model diagnostic

tools, specifically global sensitivity analysis, which can indicate how the uncertainty in a model

output can be allocated to different model characteristics, and multi-objective calibration methods,

which result in a grouping of potential parameter sets for a model, thereby providing information

regarding tradeoffs among different model parameters. Researchers have recognized the need for
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more sophisticated diagnostic tools when using more sophisticated models, however, there has been

limited work on the actual application of these advanced tools to sophisticated models.

Broadly, the discussion of parameter values is a subset of the general uncertainty that is

associated with hydrological modeling. There is wide literature on uncertainty in hydrological

modeling, which is briefly reviewed here. Uhlenbrook et al. (1999) investigated uncertainties that

arise from identifying a model structure and model parameters for a conceptual model. They

concluded good results can be obtained with unrealistic concepts, and model prediction should

be provided as ranges rather than single values. Vrugt et al. (2005) recognized the considerable

uncertainty in model predictions as a result of model structure errors and data uncertainty. They

presented a global optimization and data assimilation method, simultaneous optimization and data

assimilation (SODA), to simultaneously improve treatment of input, output, parameter, and model

structural uncertainty in hydrological model calibration. Kuczera et al. (2006) developed a frame-

work to address sources of error, including uncertainty in data, for a conceptual rainfall-runoff

model. The authors performed a simple sensitivity analysis and concluded uncertainty in rainfall

data dominated model uncertainty. Thyer et al. (2009) assessed the ability of the Bayesian to-

tal error analysis (BATEA) approach and other standard calibration approaches to address the

quantification of predictive uncertainty and estimation of parameter uncertainty.

Despite the fact that researchers recognize the need for more sophisticated model diagnostic

tools (Clark et al., 2008, 2011), there nevertheless has been limited research in applying these tools

primarily due to (1) lack of awareness of the scientific importance of multiple diagnostics and (2)

limitations in computing power, such as lack of access to powerful supercomputers that have the

ability to run complicated models and programs that take hours to compute. Advancements in

computing power and resources allow us to sample from high dimensional spaces and relax limiting

assumptions of models (Wagener et al., 2009). Another reason for limited work on complex model

parameter uncertainty is that the process of adjusting parameters is labor intensive because it

typically requires manual alteration of lines of code and recompiling of the models (Mendoza et

al., 2015). Now that modern computing power is sufficient to run sophisticated models and model
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evaluation methods, research regarding parameter uncertainty and sensitivity can advance at an

accelerated pace (Gupta, 1998, 2008; Kirchner, 2006; Wagener et al., 2009).

Some investigations have used sensitivity analyses to obtain information regarding model

parameter sensitivity and uncertainty and model calibration. A range of models were involved in

these investigations including a lumped hydrological model, a complex physically-based hydrologi-

cal model, a conceptual distributed hydrological model, and a biosphere model. Tang et al. (2006)

compared several local and global sensitivity analysis methods applied to the Sacramento Soil Mois-

ture Accounting Model (SAC-SMA) coupled with SNOW-17 and determined the Sobol' sensitivity

method provides robust and detailed sensitivity rankings. Demaria et al. (2007) applied a Monte

Carlo sensitivity analysis to land surface parameters within the VIC model and concluded the

base flow formulation within the model was overparameterized. These results demonstrated how

complex models can be reduced to a more parsimonious form to improve modeling of ungauged

basins. Van Werkhoven et al. (2008) used Sobol' sensitivity analysis to evaluate a conceptual

distributed model, the National Weather Service's Hydrology Laboratory Distributed Hydrologic

Modeling System (HL-DHMS). Foglia (2009) used error-based weighting of observation and prior

information data, local sensitivity analysis, and single-objective nonlinear regression to evaluate the

predictive ability of a distributed rainfall-runoff model. Rosolem et al. (2012) used Sobol' sensitiv-

ity analysis to evaluate parameter sensitivity within the Simple Biosphere 3 model and determine

the controlling model parameters. Lack of sensitivity in some of the parameters indicated possible

overparamaterization of some model processes. Mendoza et al. (2015) took initial steps to explore

parameter sensitivity within complex models. They examined the impact of fixed model param-

eters in the Noah Multi-Physics (Noah-MP) Land Surface Model (Noah-MP) and concluded that

some of the hard-coded parameters showed very high sensitivity, and calibrating these parameters

resulted in improved model accuracy.

Physically based models, in theory, should result in improved performance because they are

meant to accurately reflect processes using fundamental physics. However, studies have showed

physically based models actually perform equally or only slightly better than their simpler con-
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ceptual counterparts (Reed et al., 2004; Smith et al., 2012; Mendoza et al., 2015). For example,

the distributed model intercomparison project (DMIP) and DMIP2, which compared conceptual

lumped and distributed watershed model simulations generated with uncalibrated and calibrated

parameters, concluded the distributed models did not greatly outperform the conceptual models

(Reed et al., 2004; Smith et al., 2012). As a result, model frameworks and competing model elements

have grown into an area of increased research and interest (Mendoza et al., 2015). For example,

Pomeroy et al. (2007) developed the cold regions hydrological model (CRHM) to explore different

parameterizations of a cold region's hydrological cycle. Clark et al. (2008) developed the Frame-

work for Understanding Structural Errors (FUSE) to test different soil parameterizations found in

widely used hydrological bucket models. Niu et al. (2011) developed the Noah-MP framework to

test biophysical and hydrological processes in an effort to improve the Noah land surface model

(LSM). These modeling frameworks lack experimentation with hard-coded parameters within the

models, which provide an additional source of uncertainty (Mendoza et al., 2015).

In summary, construction of more complex models must be accompanied by development

of more powerful sophisticated identification and evaluation tools, such as combining sensitivity

analysis and optimization methods to constrain uncertainty (Wagener et al., 2009). Improving

hydrological models requires developing effective methods to define and discriminate among com-

peting modeling options within model structure and parameters.

2.2 Snow Models

Most snow models have been developed to simulate snow accumulation and ablation processes

and to ultimately predict snow water equivalent (SWE) (He et al., 2011). Simple conceptual

snow models were originally developed for operational purposes to aid in runoff forecasts, but an

increased need to analyze environmental issues and extreme events has prompted the creation of

more complex physically-based snow models based on conservation of mass and energy equations.

However, this evolution in snow modeling brings about additional uncertainties such as landscape

heterogeneity, scale issues, and large numbers of model parameters (Kirnbauer et al., 1994). There
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exist a range of snow models with varying complexities, making it difficult to determine the most

appropriate model for a specified application. For example, a simple temperature-index model only

uses air temperature as an index for estimating snow processes, while a physically based model

solves energy and mass conservation equations (Kumar et al., 2013). As a result, snow model

frameworks have been developed to study snow model components. Essery et al. (2013) developed

the Joint UK Land Environment Simulator (JULES) Investigation Model (JIM) to test different

simulations of snow processes. Snow Model Intercomparison Projects (SnowMIP) modeled specific

snow accumulation and ablation processes using many snow models that differ in complexity and

that have varying abilities. In comparing the snow models, SnowMIP concluded that there is no

clear link between model performance and model complexity (Essery et al., 2013). According to

SnowMIP, model performance is highly dependent on model application (Etchevers et al., 2004).

Successful implementation of a selected snow model relies on model application and accuracy of

model parameters (Franz et al., 2008; He et al., 2011).

2.2.1 Snowmelt and the Snowpack Energy Budget

A basic understanding of snowmelt and the snowpack energy balance is necessary to under-

stand the different ways of modeling such processes. There are three basic phases of snowmelt:

warming phase, ripening phase, and output phase. The snowmelt process requires absorption of

energy of an amount equal to the sum of the energy absorption associated with the three phases.

These phases occur via the absorption of energy from the sun, the earth and atmosphere, and

precipitation.

The warming phase occurs when absorbed energy raises the temperature of the snowpack to

a point at which the snowpack is isothermal. The amount of energy required for the snowpack to

become isothermal is the cold content, which depends on the density of water, the temperature of

the snowpack, and SWE. The ripening phase occurs when energy is used to melt snow, but the

water is retained in the pore spaces of the snowpack. Once a snowpack cannot retain additional

liquid, it is ripe. The output phase is when additional absorption of energy and snowmelt result
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in the output of water from the snowpack. These processes do not occur in perfect sequence. For

example, the snow surface can melt and percolate through the snowpack pores where it refreezes

and creates a denser snowpack, which continues to melt and refreeze many times before output

occurs.

In a temperature index model, temperature is used as the sole index to determine the energy

exchange across the air-snow interface. Most important physical processes that take place within the

snowpack are explicitly included, but in simplified forms, using temperature (Anderson, 2002, 2006).

For example, Equation 2.1 describes melt during non-rain periods in the conceptual temperature-

index SNOW-17 model. Melt occurs when the air temperature (Ta), is above a base value (MBASE );

otherwise, melt (M ) does not occur.

M = Mf (Ta −MBASE) (2.1)

where M is the depth of melt (mm), Mf is the seasonally varying melt factor (mm/◦C), Ta

is the air temperature (◦C), and MBASE is the temperature above which melt will not occur (◦C)

(Anderson, 2006).

In a physically based model, these processes are accounted for via mass and energy balance

equations. Below is the energy budget equation for a snowpack

Qnet = K + L+Qh +Qe +Qg +Qp + ∆Q/∆t (2.2)

where Qnet is the net energy available to the pack, K is net shortwave radiation at the surface

of the pack, L is net longwave radiation at the surface, Qh is the surface sensible heat flux, Qe is

the surface latent heat flux, Qg is ground heat flux, Qp is the energy advected to the pack from

external sources (e.g. rain), and ∆Q/∆t is the change in internal energy within the pack, which

is equivalent to the cold content divided by the time step. Fluxes are positive when directed into

the pack. This equation is only solved for process-based models (e.g. VIC) (Livneh et al., 2010).

Figure 2.11 depicts this snowpack energy balance.

1 http://www.meted.ucar.edu/hydro/basic_int/snowmelt/
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Each component of the energy balance will now be briefly described. Shortwave radiation

is energy from the sun and is affected by time of year, latitude, slope, aspect, cloud cover, and

mainly surface albedo. Longwave radiation is energy emitted from the Earth and atmosphere

and is affected by temperature and atmospheric emissivity, which increases with increasing water

vapor. Outgoing longwave radiation usually exceeds incoming longwave radiation because the

earth's surface is warmer than the atmosphere and has a daily cycle of warming in the afternoon

(Ahrens, 2012). The change in internal energy within the pack is dependent on the cold content

of the pack, which is the amount of energy required to bring the pack to a temperature of 0 ◦C

(Livneh et al., 2010). Sensible and latent heat fluxes are the exchange of energy between the earth's

surface and atmosphere due to a temperature gradient and a water vapor gradient, respectively.

These fluxes are affected by wind and radiation.

Figure 2.1: Mass and energy balance components of a snowpack. The components in the figure are
defined in Equation 2.3.

Albedo has a large impact on the amount of incoming solar radiation, which is a main driver

of snowmelt during the spring season. The impact of solar radiation on melt energy is generally of

increasing importance with decreasing latitude, as a result of greater radiation moving equatorially

(Livneh et al., 2010). Albedo is the fraction of incident solar radiation reflected by the snowpack,

and it usually dominates the snowpack energy balance during the melt season, which is the period
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during which runoff from snowmelt is produced, typically between April and July in the western

U.S. (Warren and Wiscombe, 1980; Warren, 1982; Livneh et al., 2010). However, it is difficult to

obtain representative values of snow albedo because physical properties of the snow such as grain

size, shape, age, liquid water content, solar zenith angle, cloud cover, snowpack thickness, and

snow density all affect albedo decay (Livneh et al., 2010). As time passes, the albedo of the snow

decreases, which increases the amount of solar radiation absorbed and thus the melt rate. Different

models represent the energy balance, albedo, and albedo decay in various ways. Therefore, this

research explores parameters associated both with albedo and its decay function, to determine

those parameters' contribution to model performance. The two distinct snow models used in this

research are described below.

2.2.2 A Conceptual Temperature-Index Model

SNOW-17 is a conceptual snow accumulation and ablation model first developed by Ander-

son (1973) as a component of the United States National Weather Service (NWS) River Forecast

System for use in river forecasting. The NWS has used SNOW-17 for decades to model snow

accumulation and ablation in snow-dominated regions to create short- and long-lead stream flow

forecasts (Anderson, 1973; He et al., 2011). SNOW-17 is an index model that uses average daily

air temperature as the only index to simulate heat storage of the snowpack, snowmelt, liquid water

retention, and transmission to determine the energy exchange across the snow-air interface with

empirically based relationships (He et al., 2011). It also requires temperature and precipitation as

input variables, while it outputs SWE and runoff time series (Anderson, 1973, 2006).

SNOW-17, when applied at a point location, is primarily controlled by 10 parameters. As

previously mentioned, conceptual model parameters often cannot be measured in the field, and

this is the case for SNOW-17. This research focuses on eight of these ten parameters: SCF, NMF,

TIPM, MBASE, MFMIN, MFMAX, UADJ, and PLWHC. Table 2.1 provides a description of each

SNOW-17 parameter accounted for in this research. The SNOW-17 parameters, PXTEMP (◦C),

which is the temperature that separates snowfall from rainfall, and the DAYGM (mm/d), which
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characterizes the ground heat flux, were set to their default values for the purposes of this research.

The snow correction factor (SCF) parameter, which accounts for gauge catch deficiencies and

losses during the accumulation season, is of particular interest in this research due to its control

of precipitation adjustment in the model. Snow measurement error due to gauge under-catch,

resulting from wind speed, type of gauge, and site location, is well-documented (Rasmussen et

al., 2012). As a result, SNOW-17 includes SCF as a multiplying factor that adjusts all new snow

amounts to account for gauging errors before they are added to the existing snow cover using the

following equation

Pn = P · fs · SCF (2.3)

where Pn is the water equivalent of new snowfall (mm), P is the total precipitation input to

the model (mm), and fs is the fraction of precipitation in the form of snow. SCF is an average

value over all of the accumulation periods is typically used to calibrate the model. The value is

usually chosen to give best estimate of the amount of water in snow cover at beginning of the melt

season (Anderson, 2006).

Significant research regarding parameter sensitivities and estimation methods, model struc-

tural uncertainty, and forecast improvements of SNOW-17 exists (Hogue et al., 2000, 2003, 2006;

Smith et al., 2003; Etchevers et al., 2004; Slater et al., 2006; Tang et al., 2007; Leisenring and

Moradkhani, 2011; He et al., 2011, Werner and Yeager, 2012). For example, Hogue et al. (2000,

2006) introduced a multi-step automatic calibration scheme (MACS) for SNOW-17. MACS com-

bined strengths of automatic and manual calibration procedures to improve and facilitate the

SNOW-17 calibration process. Hogue et al. recognized limitations of MACS, and realized a multi-

objective calibration procedure that allows for tradeoffs among objective functions was a more

powerful method. Multi-objective calibration tools have since been developed, and this research

uses these tools to further the ideas of Hogue et al. by combining sensitivity analysis and multi-

objective calibration.
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2.2.3 A Physically Based Distributed Model

The Variable Infiltration Capacity (VIC) model is a physically based, distributed, hydrologi-

cal model that requires minimum and maximum daily temperature, precipitation, and wind speed

as inputs while providing a wide range of outputs, including daily SWE, flow, water balance terms

and energy balance terms. VIC was originally designed to couple with GCMs to project water re-

sources under temperature and precipitation change scenarios. Cherkauer et al. (2003) realized the

importance of cold season processes to the hydrologic cycle over much of the northern hemisphere

and discusses more recent improvements to the representation of snow cover within VIC. The snow

model component of VIC considers snow in several forms: ground snow pack, snow in vegetation

canopy, and snow on top of lake ice (Cherkauer et al., 2003). Only ground snowpack is considered

in this research because data were collected in open areas that do not have canopy cover. The VIC

ground snowpack consists of two layers, a thin surface layer and a thick deep pack layer, for which

VIC solves the full mass and energy balances.

Energy exchange between the atmosphere and snowpack, as described in Equation 2.3, occurs

only with the surface layer. The total energy available for refreezing liquid water or melting

snowpack over a given time step depends on the net energy exchange at the snow surface. Net

radiation at the snow surface is calculated given incoming shortwave and longwave radiation, which

are determined via the maximum and minimum daily temperature and daily precipitation values.

The sensible heat flux is determined via air density, specific heat of air, air temperature, and

aerodynamic resistance between the snow surface and near-surface reference height. The latent

heat flux is determined via the latent heat of vaporization when liquid water is present or the

latent heat of sublimation in the absence of it, atmospheric pressure, vapor, and saturation vapor

pressure. Advected energy to the snowpack is determined based on the specific heat of water,

the depth of rainfall, temperature of precipitation, and the water equivalent of snowfall. If Qnet

is negative, energy is being lost by the snowpack, and the liquid water is refrozen. If Qnet is

sufficiently negative all liquid water within the pack will refreeze. If Qnet is positive, then excess
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energy available after the cold content has been satisfied will produce snowmelt (Andreadis et al.,

2009).

Mass balance within the VIC snow model is dictated by the turbulent fluxes, where latent

heat exchanges water with the liquid phase if liquid water is present in the snowpack, and sensible

heat exchanges water with the ice phase in the absence of liquid water. If the water equivalent of

ice exceeds the maximum thickness of the surface layer, then the excess, along with its cold content

is distributed to the deeper layer. If the liquid water exceeds the liquid water holding capacity of

the surface layer, the excess is drained to the pack layer. If the temperature of the pack layer is

below freezing, the liquid water can refreeze. Liquid water remaining in the pack above the holding

capacity is routed to the soil as pack outflow (Andreadis et al., 2009).

VIC assumes snow albedo decays with age based on U.S Army Corps of Engineers (1956)

(Livneh et al., 2010). It uses two separate sets of coefficients for the accumulation and melt seasons,

which are defined based on the absence and presence of liquid in the snow surface layer. For each

season, the snow albedo, αsnow, from the decay rates is parameterized as

αsnow = αmaxA
tB (2.4)

where αmax is the albedo value of fresh fallen snow, t is time since last snowfall in days, and

the default values for A and B are 0.94 and 0.58 (0.82 and 0.46), respectively. Figure 2.2 is an

example of albedo decay curves as used in the VIC model (Livneh et al., 2010).

The three main parameters that are adjusted for cells without overlying vegetation are max-

imum temperature at which snowfall occurs, minimum temperature at which rainfall occurs, and

snow surface roughness. Chen et al. (2014) explored the ability of six land surface models, includ-

ing VIC, to simulate snowpack, but did not explore the sensitivity of SWE to the specification of

various snow parameters. As a result, eight parameters that were suspected to affect model out-

put were selected for this research. These parameters, described in Table 2.2, include: new snow

density, snow roughness, liquid water holding capacity, new snow albedo, two accumulation period
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Figure 2.2: Snow albedo decay as a function of days since last snowfall (Livneh et al., 2010).
Equation 2.4 describes the curves shown here.

albedo decay curve parameters, and two thaw period albedo decay curve parameters.

Additional research involving VIC includes Wood et al. (1992), Liang et al. (1996, 2001 ,

2003), Parada et al. (2003), Kavetski et al. (2006), Demaria et al. (2007), Livneh et al. (2010).

There is limited research with respect to parameter sensitivity analyses on the VIC model, and

research that does exist focuses on the soil parameters within the model. Notably, a recent study

of VIC simulations of global flood risk used a Monte Carlo uncertainty analysis of some of VIC's

hydrological parameters (Reed et al., 2015).

2.3 Model Diagnostic Approaches

Mendoza et al. (2015) discusses the differences between a priori constraints on model pa-

rameter estimation for physically based models versus conceptual models. Physically based models

have parameters that represent real-world values, and thus it is possible to impose a priori con-

straints on possible values for these parameters. Conceptual model parameters do not directly

represent real-world values, and model equations are generalizations of processes, thus making it

difficult to impose a priori constraints on these unknown values. As a result, conceptual model

parameters are known to contain a large amount of uncertainty. However, physically based models

use empirical functions in which the parameters may also contain uncertainty, which has not yet

been extensively explored. Mendoza et al. (2015) emphasizes that exposing model parameter values
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Table 2.1: Snow-17 parameter descriptions, default values, and ranges used in the Sobol' sensitivity
analysis and multi-objective calibration. These parameter ranges were estimated from previous
work including Anderson (1973), Hogue et al. (2000), Franz et al. (2008), and He et al. (2011).

Parameter Description Units Default Value Min Max
SCF snow correction factor; accounts for gage 

catch deficiencies and losses during 
accumulation periods which controls the 
snowfall input into the model

-- 1.0 0.70 1.40

UADJ average wind function during rain-on-snow 
events; controls melt during rain-on-snow 
events

mm/mb/6hrs 0.04 0.03 0.20

MBASE temperature above which melt typically 
occurs; controls snowmelt during non-rain 
periods

°C 1.00 0.00 2.00

MFMAX maximum melt factor (June 21st); used to 
calculate melt factor which controls snowmelt 
during non-rain periods

mm/°C/6hrs 1.05 0.50 2.00

MFMIN minimum melt factor (Dec. 21st); used to 
calculate melt factor which controls snowmelt 
during non-rain periods

mm/°C/6hrs 0.60 0.05 0.50

TIPM antecedent temperature index parameter; 
controls heat exchange during the non-melt 
period

-- 0.10 0.05 1.00

NMF maximum negative melt factor; controls heat 
exchange during the non-melt period mm/°C/6hrs 0.15 0.05 0.50

PLWHC percent liquid water holding capacity of a well-
aged snow cover; the amount of water a 
snowpack can hold before output from the 
snowpack occurs

% 0.04 0.02 0.30

Range

Table 2.2: VIC parameter descriptions, default values, and ranges used in the Sobol' sensitivity
analysis and multi-objective calibration. The new snow density, snow roughness, liquid water
holding capacity, and new snow albedo values were estimated from a survey of literature. Albedo
decay curve parameter ranges (Aaccum, Baccum, Athaw, Bthaw) were estimated by visual inspection
of the sensitivity of the albedo decay curves with respect to the parameter values.

Parameter Description Units Default Value Min Max
Density new snow density kg/m3 50 25 150

Roughness snow roughness m 0.03 0.001 0.03

LWHC liquid water holding capacity % 0.035 0.02 0.15

Albedo new snow albedo -- 0.85 0.80 0.90

Accum. A accumulation period albedo decay parameter -- 0.94 0.30 0.99

Accum. B accumulation period albedo decay parameter -- 0.58 0.30 0.99

Thaw A ablation period albedo decay parameter -- 0.82 0.10 0.99

Thaw B ablation period albedo decay parameter -- 0.46 0.10 0.99

Range
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to users is crucial for future model development and improvement.

In the past several decades, a variety of diagnostic tools have been developed and applied

within the hydrological community. These methods, summarized in He et al. (2011), include

the maximum likelihood algorithm (Restrepo and Bras, 1985), the generalized likelihood uncer-

tainty estimation (GLUE) (Beven and Binley, 1992), the shuffled complex evolution (SCE-UA)

algorithm (Duan et al., 1994), the multistep automatic calibration scheme (MACS) (Hogue et al.,

2000, 2006), the Bayesian recursive estimation (BARE) (Thiemann et al., 2001), the Parameter

Identification Methods Based on the Localization of Informatin (PIMLI) (Vrugt et al., 2002), the

Dynamic Identifiability Analysis (DYNIA) (Wagener et al., 2003), and Markov chain Monte Carlo

methods (Kuczera and Parent, 1998; Vrugt et al., 2003, 2008a, 2008b).

2.3.1 Sensitivity Analysis

Sensitivity analyses have been applied to hydrological models to identify important parame-

ters within a model and assist with parameter estimation and calibration (Tang et al., 2007; Foglia

et al., 2009; Wagener et al., 2009a, 2009b; van Werkhoven et al., 2009; Rosolem et al., 2012;

Rakovec et al., 2014). Two types of sensitivity methods are available, local and global. Local

methods consist of the derivative-based approach in which the model is only executed a few times,

compared to a global sensitivity method in which an array of derivatives must be computed. How-

ever, the local approach cannot be used when the model input is uncertain because, unlike a global

sensitivity analysis, it does not have the capability to explore the space of the input factors (Saltelli

et al., 2008). Global sensitivity analysis methods are applied to the two snow models to identify

parameters and explore the sensitivity of model outputs with respect to changes in parameters.

Sensitivity analysis seeks to find which parameters are most important in controlling a model's

response. The Sobol' sensitivity analysis method used in this research is a global method that

varies all of the model's parameters in predefined regions to quantify the amount that each of the k

parameters contributes to the variance of the output, V(Y), where the output, Y, is the objective

function matching the modeled SWE to the observed SWE. This method is based on variance
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decomposition

V (Y ) =
k∑

i=1

Vi +
k∑

i<j

Vij + . . .+ V1,...,k (2.5)

where Vi is the partial variance representing the first-order effect of parameter Xi on the

model output Y ; Vij is the partial variance representing the second-order effect of interactions

between parameters Xi and Xj ; V1,...,k is the interaction effect of all k parameters. Contributions

to output variance can be caused by variations in one parameter (first-order effects) or interactions

of parameters with one or more other parameters (second-order effects). The sensitivity of each

parameter is assessed based on its contribution. The total order effect is the most comprehensive

measure of a parameter's sensitivity because it represents the summation of all variance contribution

involving that parameter (Tang et al., 2007; van Werkhoven et al., 2009; Rosero et al., 2010). For

more information on Sobol's methods see Sobol' (1993). The first order effects are calculated via

Si =
Vi
V

(2.6)

The second order effects are calculated via

Sij =
Vij
V

(2.7)

The total order effects are calculated via

STj = Sij +
∑
j 6=i

Sij + . . . (2.8)

Saltelli (2002) introduced a new strategy for the computation of total order sensitivity indices

that requires 50% fewer model evaluations than the previous method. This study uses an imple-

mentation within the MOEA Framework2 , to execute Sobol', which employs the Saltelli strategy

and has been used in prior studies (see Hadka and Reed, 2012). The default number of re-samples

2 http://www.moeaframework.org
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in the MOEA Framework for the bootstrapping is 1,000. The inputs (model parameters) are in-

dependently and uniformly distributed. Model simulations, each consisting of different parameter

sets, described in Tables 2.1 and 2.2, were performed for each sensitivity analysis experiment.

2.3.2 Multi-Objective Model Calibration

Multi-objective evolutionary algorithms (MOEAs) are often used for multi-objective calibra-

tion of hydrological models (Efstratiadis and Koustoyiannis, 2010). The approach uses multiple

measures of model performance to fit the model parameters. MOEAs use population-based searches

to develop tradeoffs among multiple, often conflicting objectives, in a single algorithm run. The

purpose of an MOEA is to approximate a Pareto-optimal set of solutions, which implies there

cannot be an improvement in one objective without degradation in another. The optimization

process does not use weights between the objectives, and instead allows the user to find his own

preferences between objectives (e.g., different calibration measures). In order for an MOEA to be

successful, an MOEA should be able to solve problems and allow for control of the precision of the

solution set in order to generate a reasonable number of solutions. We use the Borg MOEA in this

work, an adaptive MOEA framework that uses multiple variation operators to modify itself based

on problem properties (Hadka and Reed, 2013). Recent diagnostic tests of several state-of-the-art

algorithms have shown the superior performance of the Borg MOEA framework (Hadka and Reed,

2012). Tang et al. (2006) and Kollat et al. (2012) performed previous research using Borg's pre-

decessor , epsilon-nondominated sorted genetic algorithm II (ε−NGSAII). Tang et al. analyzed

the computational efficiency, accuracy, and ease-of-use of several evolutionary multi-objective op-

timization algorithms, including ε − NGSAII. They determined ε − NGSAII to be one of the

superior algorithms for hydrologic model calibration, with its strength in ease-of-use due to rapid

convergence with high quality solutions. Kollat et al. used ε−NGSAII to optimize hydrological

model parameters based on four objectives. They concluded in order for modern multi-objective

calibration to provide meaningful results, users must be able to control the precision of objective

function tradeoffs, which can be achieved via epsilon-dominance, a feature included in Borg.
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2.4 Objective Functions

Model performance in this research is quantified using several quantitative performance met-

rics, chosen to reflect typical practice in hydrological studies. The objective functions are used both

in the sensitivity analyses and multi-objective calibrations. Each objective function uses observed

and modeled SWE directly or indirectly to determine how well the quantity and timing of modeled

SWE matches the observed SWE. Although other objective functions could be employed in a study

such as this, objective functions should be chosen to meet the modeling goals of a study. In some

cases, results of a Sobol' analysis can be used to choose objectives (Kasprzyk et al., 2012). The first

objective function is a commonly used statistical metric, root mean squared error (RMSE), which

is defined as

RMSE =

√∑n
t=1(x1,t − x2,t)2

n
(2.9)

where n is the number of timesteps (t), x1,t, is the modeled SWE in timestep, t, and x2,t is

the observed SWE in timestep t. Both models were run on a daily timestep in this research. RMSE

can range from 0 to ∞, and its values are dependent on the units of the values being compared.

The closer the RMSE value is to 0, the better the model performance. Because it uses the squared

difference between modeled and observed data, the RMSE assists with fitting high SWE portions

of the graph (van Werkhoven et al., 2009).

The second objective function is the Nash-Sutcliffe Efficiency (NSE) index, which is another

statistical metric based on least squares method and is defined as

NSE = 1−
∑n

t=1(x2,t − x1,t)2∑n
t=1(x2,t − x2)2

(2.10)

where x2 is the mean observed SWE, and other variables are as defined previously. NSE

efficiencies can range from −∞ to 1, and an efficiency of 1 corresponds to a perfect match of

modeled to observed SWE. An NSE of less than 0 indicates that the model is no better than using



23

the observed mean as a predictor (Gupta et al., 2009). NSE is often used as a calibration metric,

and its values are helpful because they can be compared across sites. RMSE and NSE are similar,

and model runs with optimal RMSE values will often be the model runs with optimal NSE values,

resulting in minimal tradeoffs between the two objective functions. Additional, non-statistical,

objective functions specifically related to SWE include measures of the differences in maximum

SWE accumulation per season (peak), and number of days when snow is on the ground (length).

A day with SWE greater than 1 millimeter is defined as a day with snow on the ground (Mizukami

et al., 2014). The closer the peak and length values are to 0, the better the model performance.

The peak and length objectives are defined as

peak = |(max(x1)−max(x2)| (2.11)

length = |(length(x1,t > 1mm)− length(x2,t > 1mm)| (2.12)

where x1 is a matrix of daily modeled SWE for a single water year; x2 is a matrix of daily

observed SWE for the same water year. Remaining variables are as defined previously. A variety

of objective functions were used because they account for different traits of a SWE curve, and one

would choose to focus on different objective functions depending on the goal of the modeling.

Multiple years were modeled, and for each objective function we considered each water year

separately. Therefore, each year has four objective function values (RMSE, NSE, peak, and length).

The worst performing value for each objective function out of the water years was selected as the

representative objective value for all of the water years, and thus the entire model run. This means

the maximum RMSE, peak, and length values and the minimum NSE value out of the water years

were chosen as the objective values for a single model run. This method eliminates the possibility

of obtaining a good objective value for a model run that performs very well for some water years,

but poorly for others, and ensures a model run is as good or better than its objective value for all

water years.
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Methods

3.1 Study Locations and Data

The snow models in this research were applied to five study sites located at the headwa-

ters of major U.S. watersheds and representing a range of snow-driven climates in the Western

United States. Hart's Pass (Hart) in Washington and CSS Lab (CSS) and Squaw Valley (Squaw)

in California all represent maritime climates, which are characterized as having a deep high density

snowpack, frequent storms, and a mild regime. Galena in Idaho represents an intermountain cli-

mate, which is characterized as having an intermediate snowpack depth and mild temperatures, but

fewer storms and rain than maritime climates. Copper Mountain (Copper) in Colorado represents

a continental climate, which is characterized as having a shallow less dense snowpack, less frequent

storms with periods of drought, and colder temperatures. Figure 3.1 depicts a map of the site

locations.

Harts Pass is part of the Methow Watershed, which flows into the Upper Columbia River.

Galena is part of the Big Wood River Watershed, which flows into the Snake River and eventually

the Columbia River. The Columbia River is important for the water supply of populated areas such

as Portland, Oregon. CSS Lab is part of the Upper Yuba Watershed, which flows southwest into

the Sacramento River. Squaw Valley is in the Truckee Watershed, which flows into the North Fork

American River. Both the Sacramento River and American River provide water to the populated

Sacramento, California area. Copper Mountain is in the Blue River Watershed, which flows into

the Upper Colorado River, providing water for Denver, Colorado and surrounding states.
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Daily precipitation, air temperature, and SWE data were adapted from the Natural Resources

Conservation Service SNOw TELemetry (SNOTEL) sites1 . Daily wind data were adapted from

the North American Research Re-analysis winds re-sampled to a 1
16

◦
data set2 (Livneh et al.,

2013). The grid cells closest to the selected SNOTEL sites were chosen.

Figure 3.1: Map depicting the SNOTEL study site locations across the Western United States.

Inspection of data revealed missing or bad temperature data, which were filled using a linear

regression model using valid data points surrounding the faulty data as predictors (Livneh et al.,

2014)3 . Data for CSS Lab, Squaw Valley, Galena, and Copper Mountain were obtained for the

1998 through 2002 water years, and data for Hart's Pass were obtained for 2000 through 2003

water years. Different water years were selected for Hart's Pass due to large periods of missing

data during the water years used for the other sites.

SWE and precipitation data were less problematic in terms of missing data; however, obtain-

1 http://www.wcc.nrcs.usda.gov/snow/
2 Wind data obtained here: ftp://ftp.hydro.washington.edu/pub/blivneh/CONUS/asc.v.1.2.1915.2011.bz2/
3 This linear regression model code was implemented in MATLAB and provided by Dominik Schneider at the

University of Colorado
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Figure 3.2: Adjusted precipitation for all of the site locations. Notice the observed SWE exceeded
the observed accumulated precipitation for some time periods. As a result, it is impossible for a
snow model to obey conservation of mass, producing inaccurate projections of SWE. SWE never
exceeds the adjusted accumulated precipitation.
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ing reliable precipitation estimates at high elevations can be difficult due to wind redistribution

processes in snow-covered catchments, which affect snow accumulation. Under-catch of frozen pre-

cipitation can result in a dataset containing less precipitation than SWE, which is impossible. As

a result, a model cannot provide accurate outputs because the conservation of mass cannot be

preserved. Thus, a continuous time series of daily precipitation at the SNOTEL observing stations

that account for under-catch of frozen precipitation was necessary in order to provide accurate

model outputs (Livneh et al., 2014). A procedure adopted from Livneh et al. (2014) was used to

adjust the precipitation data. Daily change in SWE accumulation can augment observed precipita-

tion information when undercatch occurs. The following are the steps to complete the precipitation

adjustments. First, compute the accumulation of precipitation and SWE over non-overlapping 7-

day blocks starting at day 1 of the data and continuing until the end of the data record. This

results in one value for accumulated precipitation, P7n, and one value for SWE, SWE7n, for every

block, n, which is 7 days. If there are not 7 days remaining at the end of the data record, calculate

accumulated precipitation and SWE for the last record day.

P7n = A(n+ 7)−A(n) (3.1)

SWE7n = SWE(n+ 7)− SWE(n) (3.2)

For each day, i, in block n, the following daily precipitation (P ∗i ) adjustments adjustments

are then made

P ∗i = dSWEi, if SWE7n > P7n and dSWEi ≥ 0 (3.3)

P ∗i = max(Pi, 0), if SWE7n > P7n and dSWEi < 0 (3.4)

P ∗i = max(Pi, dSWEi), if SWE7n ≤ P7n and Pi > 0 (3.5)

0, if SWE7n ≤ P7n and Pi = 0 (3.6)

where dSWEi is the daily change in SWE. Figure 3.2 shows the how precipitation adjustment
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method affected the measured precipitation at all site locations. It also depicts the different magni-

tudes of precipitation and SWE that exist at each site, varying with climate regimes. Henceforth,

site plots will not have the same y-axis scale and thus will appear to have more similar precipitation

and SWE values.

3.2 Climate Change Experiment

Precipitation and temperature change scenarios are applied to each site for both models to

determine model sensitivity with respect to climate change. Projected climate change temperature

and precipitation data come from the outputs of Global Circulation Models (GCMs), which are

numerical models representing physical processes in the atmosphere, ocean, cryosphere, and land

surface, to simulate the response of the global climate system in increasing greenhouse gas con-

centrations4 . Due to limitations in computational resources, GCM outputs are run on a coarse

spatial scale, on the order of hundreds of kilometers, which is not an appropriate spatial scale for

many regional or local climate impact studies (e.g., basin-level response to change). As a result,

'downscaling' techniques have been developed to relate meso-scale atmospheric predictors to re-

gional hydrometerology, which allows for projection of regional temperature and precipitation with

respect to climate change (Wilby et al., 1997).

The World Climate Research Programme's (WCRP) Working Group on Coupled Modelling

(WGCM) (Taylor et al., 2011) initiated a new set of coordinated climate model experiments,

which comprise the fifth phase of the Coupled Model Intercomparison Project (CMIP5). CMIP5

produced outputs for four different climate scenarios or representative concentration pathways

(RCP2.6, RCP4.5, RCP6.0, RCP8.5). RCPs are mitigation scenarios that assume policy actions

will be taken to achieve emissions targets. The RCPs are based on a range of projections of future

population growth, technological development, and societal responses. The labels for the RCPs

provide a rough estimate of the radiative forcing in year 2100. RCP8.5 represents a high emissions

scenario, RCP 6 and RCP4.5 represent mid-range emissions scenarios, and RCP2.6 represents a

4 http://www.ipcc-data.org/guidelines/pages/gcm_guide.html
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low peak-and-decay scenario (Taylor et al., 2012). Downscaled CMIP3 and CMIP5 climate and

hydrology projections are available at 1
8

◦
to 2◦ spatial resolution translations of climate projections,

over the contiguous U.S. developed using two complex downscaling techniques: bias correction

spatial disaggregation (BCSD), which provides monthly data, and bias-correction and constructed

analog (BCCA), which provides daily data5 . These data provide access to climate and hydrological

projections at spatial and temporal scales relevant to some watershed and basin-scale decisions.

This study uses downscaled monthly temperature and precipitation data for the RCP4.5 scenario,

which is a mid-range mitigation emissions scenario, at each site location to perform the climate

analysis portion of this research, discussed below.

According to Wood et al. (1997), Hay et al. (2000), and Fowler et al. (2007), a simple and

common method of applying temperature and precipitation changes to historical data and dealing

with GCM inadequacies is to compute the difference between the current and future simulations

and add these changes to the observed time series. This is known as the delta-change approach,

and this method assumes that GCMs more accurately simulate relative change than absolute val-

ues (i.e., there is a constant bias through time). This method ignores any change in the variability

of temperature and precipitation. Some researchers, including Prudhomme et al. (2002), have

suggested using other more complex and improved methods; however, Hay et al. (2000) compared

several downscaling methods and determined that the delta-change results provided more conserva-

tive estimates of changes in future runoff. As a result, this research uses existing downscaled GCM

data and applied the delta-change method to obtain a new data set for each site location. The fol-

lowing set of steps describes the procedure for obtaining perturbed forcing datasets for the climate

change analysis used in this research. Assume that there exists a number of water years of existing

field-measured data. The following steps will yield perturbed precipitation and temperature data

as input to the models.

(1) Download historic and future downscaled monthly precipitation and temperature data from

all model outputs (71 model runs) produced in CMIP5 for one RCP scenario (Taylor et

5 http://gdo-dcp.ucllnl.org/downscaled_cmip_projections/dcpInterface.html
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al., 2012). The number of water years of historic and future data should be the same. The

historic downscaled data should be for the same water years as the existing field-measured

data.

(2) For each month within each water year, average the 71 temperature and precipitation

monthly values obtained from 71 CMIP5 model runs. This will produce twelve precipitation

and twelve temperature values per water year.

(3) Calculate monthly average precipitation and temperature values for the historic CMIP5

simulation period and for the future CMIP5 simulation period, resulting in twelve values

for each period. Do this by averaging the monthly averages for each month obtained for

each water year in step (2). For example, average all of the June monthly values for the

future CMIP5 simulation period to get a single temperature for the month of June for the

future period.

(4) For temperature data, obtain the differences (ie. delta change) in the averaged monthly

temperatures between the historic CMIP5 simulation period and future period, which were

calculated in step (3). Apply this monthly delta-change to the existing field-measured daily

historic temperature data. For precipitation data, obtain the percent differences in monthly

precipitation between the historic and future simulation periods. Apply this percent change

to the existing field-measured daily historic precipitation data. This prevents days with no

precipitation from having precipitation in the future scenario.

The precipitation and temperature change scenarios are not coupled, and instead are run

as two separate scenarios for each model. Thus, the precipitation change scenario data is coupled

with the original historical temperature data, and the temperature change scenario data is coupled

with the original historical precipitation data as model inputs. The precipitation and temperature

change scenarios are applied separately because delta-change values are obtained by averaging GCM

outputs instead of focusing on specific GCMs and lets us isolate their relative impacts.
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GCMs are consistent in that they all produce an increase in temperature, but differ in the

magnitude of increase, whereas they vary on whether precipitation will increase or decrease, and

averaging precipitation outputs results in these varying predictions canceling each other out. There

is no globally-coherent precipitation change signal, and as a result precipitation is much more sensi-

tive than temperature to regional conditions (Henderson-Sellers and McGuffie, 2012). Precipitation

sensitivity and disagreement among GCMs produces precipitation scenario results that are not as

intriguing as the temperature change scenario results. As a result, the climate change experiment

results and discussion sections focus on the temperature change scenario.

3.3 Model Setup

In order to maintain consistency throughout the research, SNOW-17 and VIC were both

run at point locations for the same site locations and water years. The vegetation setting for the

VIC runs was set for bare soil because the data collection locations (SNOTEL sites) are always

in forest clearings with no canopy. A MATLAB version of SNOW-17 was used for the analyses

in this research6 . The main files required to run SNOW-17 include a precipitation input file

and a temperature input file. Since the SNOW-17 parameters are not usually fixed, no editing of

source code was necessary to perform the sensitivity analyses and multi-objective calibrations in

this research.

VIC.4.1.2.c source code, written in the C programming language7 , was used for this research.

The input files required to run VIC include (1) a global parameter file, which combines the file

paths for all other input files, a file path for the output, and model options, (2) a meteorological

forcing file, which includes daily precipitation, maximum and minimum temperatures, and wind,

(3) a soil parameter file, which contains soil parameter values for each grid cell, and (4) vegetation

parameter file, which contains information on the particular kind of vegetation for each grid cell.

For this research, VIC was run for a single point for each SNOTEL site. No SNOTEL sites have

6 MATLAB SNOW-17 obtained from Mark S. Raleigh at the University of Washington, http://depts.

washington.edu/mtnhydr/people/mraleig1/toolbox2.html
7 VIC.4.1.2.c source code obtained from http://github.com
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vegetation covering the snow measurement equipment, and thus the grid cell was run as a bare

surface, with no vegetation. The parameters explored in the VIC model are typically fixed within

the source code, thus completing the sensitivity analyses and multi-objective calibrations required

editing and re-compiling of the source code.

3.4 Computational Experiment

Below is an outline of the computational experiments conducted in this research. Due to the

computational cost of the analyses, all of these experiments were completed on the University of

Colorado Boulder supercomputer (JANUS8 ).

(1) Sobol' Sensitivity Analysis of eight parameters in SNOW-17.

(2) Sobol' Sensitivity Analysis of eight parameters in VIC.

(3) Sobol' Sensitivity Analysis of seven parameters in SNOW-17. The SCF parameter was

fixed for this analysis.

(4) Multi-objective calibration of SNOW-17 for both the eight and seven parameter scenarios.

(5) Multi-objective calibration of VIC.

(6) SNOW-17 climate change scenarios.

(7) VIC climate change scenarios.

As previously mentioned, eight parameters were chosen for the sensitivity analyses for both

SNOW-17 and VIC. Ranges for all of the SNOW-17 parameters were chosen based on calibration

information provided in Anderson (1973), Hogue et al. (2000), Franz et al. (2008), and He et al.

(2011). Ranges for new snow density, snow roughness, liquid water holding capacity, and new snow

albedo were chosen based on literature values. Ranges for the albedo decay parameters were chosen

8 The Janus supercomputer at CU-Boulder is comprised of 1368 compute nodes, each containing 12 cores (2.8 ghz
Intel processors), for a total 16,416 available cores.
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based on a visual exploration of the sensitivity of the albedo decay curves with respect to varying

parameter values. Tables 2.1 and 2.2 summarize the parameters for each model, and contain the

original fixed parameter values, ranges for each parameter, and citations for literature containing

information regarding parameter ranges.

The Sobol' sensitivity analyses were completed using an MOEA Framework9 , which is a Java

library. For each analysis, a total of 2N(p+1) parameter sets were used, where N is the sample size

(1,000 for all analyses), and p is the number of parameters. Sensitivity analyses for both SNOW-17

and VIC involved eight parameters, which resulted in a total of 18,000 model runs. A second set of

sensitivity analyses for SNOW-17 included seven parameters, resulting in a total of 16,000 model

runs. By default, the MOEA Framework used to conduct the Sobol' analysis employs bootstrap

analysis using confidence intervals within the MOEA Framework (Sobol', (1993); Saltelli, 2002;

Tang et al., 2006).

The multi-objective calibrations were completed using the Borg MOEA (Hadka and Reed,

2012). The default parameterization of the Borg MOEA framework was used, which is justified

based on comparative studies that show Borg's good performance over its parameter range (e.g.

Reed et al., 2013). In this study, the algorithm was run for 10 seeds and 100,000 function evaluations

for SNOW-17 and 10 seeds and 150,000 function evaluations for VIC. Using numerous seeds ensures

the calibration results are not an artifact of the MOEA starting point. Since Borg has proven to

be robust across its parameter space, the default parameters, described in Table 3.1, were used in

this study. Several epsilon values were tested, but the final epsilon resolutions for each objective

are presented in Table 3.2.

9 http://www.moeaframework.org/
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Table 3.1: Default parameters used in the Borg MOEA. The following operators are included: sim-
ulated binary crossover (SBX), differential evolution (DE), parent centric mating (PCX), simplex
crossover (SPX), uniform normally distributed crossover (UNDX), uniform mutation (UM), and
polynomial mutation (PM) (Woodruff et al., 2013).

Parameter Value
Initial population size 100
Tournament selection size 2
SBX rate 1.0
SBX distribution index 15.0
DE crossover rate 1.0
DE step size 0.5
PCX parents 3
PCX offspring 2
PCX eta 0.1
PCX zeta 0.1
SPX parents 3
SPX offspring 2
SPX epsilon 2
UNDX parents 3
UNDX offspring 2
UNDX eta 0.5
UNDX zeta 0.5

UM rate

UM rate

PM distribution index 20
€ 

1
27

=
1

number of DV

€ 

1
27

=
1

number of DV

Table 3.2: ε resolutions used with the Borg MOEA for the objective functions. ε resolutions depend
on the range of possible values for the objective functions.

Objective Search Epsilon Sort Epsilon
Peak 0.01 0.01
Length 0.1 0.1
NSE 0.001 0.001
RMSE 0.01 0.01



Chapter 4

Results

The purpose of this research is to use sophisticated diagnostic tools to address the following

questions (1) Do complex physically based models perform as well or better than simple conceptual

models? (2) How do we identify well-performing parameter sets with respect to several, conflicting

objectives? (3) How do errors in parameterizations propagate to portrayals of climate change? Re-

sults addressing these questions are described below. Section 4.1 presents baseline model results as

motivation for this research. Section 4.2 presents ensemble and Sobol' sensitivity analysis results to

explore whether complex physically based models perform as well or better than simple conceptual

models. Section 4.3 presents multi-objective model calibration results to identify well-performing

parameter sets with respect to conflicting objectives. Section 4.4 presents temperature change

scenario results to explore how model parameterizations propagate to portrayals of climate change.

4.1 Baseline Model Results

The diagnostic tools used in this research are presented with the context of a baseline run for

each model, which refers to running each model with its default parameters. Baseline results are

crucial for quantifying the effects of important model parameters identified in the sensitivity analysis

and improvements in model runs due to calibration. Figure 4.1 presents baseline SWE results for all

five study locations using default parameter values for the SNOW-17 and VIC models. The SNOW-

17 SCF, snow correction factor, parameter was initially included in the model to account for gauge

catch deficiencies, but it also implicitly includes losses during the snow accumulation period due to
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sublimation and redistribution of blowing snow. The value of SCF is typically chosen to give the

best estimate of SWE at the beginning of the melt season (Anderson, 2006). SCF does not have

a default value, and will never have a single true value. In reality, this is a tuning parameter that

should increase or decrease depending on precipitation. The baseline model runs use the default

parameter sets and assume we have no prior information about the sites being modeled. Thus, an

SCF value of 1, which indicates no gauge deficiencies or losses during the accumulation period, is

used in the baseline runs. Figures 4.1 (a), (b), (c), (d), and (e) each have a unique y-axis scale,

depending on the site's climate and amount of yearly accumulated precipitation, in order to better

visualize the differences between modeled baseline SWE and observed SWE. Green lines on the plots

represent SNOW-17 baseline SWE; blue lines represent VIC baseline SWE; black lines represent

observed SWE; red lines represent the site-specific adjusted accumulated precipitation to ensure

model results are realistic and do not defy conservation of mass by exceeding the accumulated

precipitation. This concept was discussed in Chapter 3, Section 1.

Baseline SWE results for the SNOW-17 and VIC models, presented in Figure 4.1, demonstrate

baseline modeled SWE has some obvious deviations from the observed SWE. For example, in Figure

4.1 (b), the VIC simulation in Copper water year two has an unusual dip in SWE that does not

exist in the observed SWE. SNOW-17 is able to more accurately capture the shape of SWE in this

water year. One hypothesis for this deviation is based on the fact that SNOW-17 uses daily mean

temperature as an input while VIC uses daily minimum and maximum temperatures as inputs.

VIC estimates solar radiation based on these minimum and maximum values, so a large range

between these values results in VIC overestimating solar radiation for that particular time period.

Another example is in Figure 4.1 (a) where neither model is able to accurately capture peak SWE

for all water years. In Figure 4.1 (e), SNOW-17 and VIC both struggle to appropriately capture

the SWE behavior in water year three.

Table 4.1 summarizes the objective function values for the baseline models for all results.

The worst performing objective values (minimum NSE, maximum RMSE, peak, and length) out
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Figure 4.1: Baseline SWE outputs for SNOW-17 and VIC for all site locations. These outputs were
produced using default model parameter sets (Tables 2.1 and 2.2). The only parameter without a
default value is the SNOW-17 SCF parameter, which was fixed at a value of 1.
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Table 4.1: Objective function values for each site for baseline SNOW-17 and VIC model runs using
default parameter sets. The peak, length, and RMSE objective function are to be minimized,
whereas the perfect value for the NSE objective function is 1. Each objective value represents the
worst performing value for a particular water year for each site. The objective values for each
site can represent different water years depending on which water year performed the worst for a
particular objective function.

SNOW-17 VIC SNOW-17 VIC SNOW-17 VIC SNOW-17 VIC

Copper 113.3 99.6 10 31 0.81 0.59 59.1 96.9

CSS 424.6 1381.4 28 24 -0.08 0.29 364.8 248.5

Squaw 302.7 1692.3 18 6 0.84 0.89 327.3 193.2

Galena 58.4 254.2 18 44 0.88 0.57 47.1 109.5

Hart 424.7 1351.7 20 11 0.52 0.77 335.4 231.7

Peak (mm) Length (days) NSE RMSE (mm)

of the modeled water years were chosen as the representative1 objective values for a specific

model run. Also, the water years for an objective function could vary between models, and the

worst performing water year for one model may not be the same year for the other model. Visual

inspection of Figure 4.1 can provide information regarding which water year the objective values

represent for the baseline results. For example, the SNOW-17 NSE value for Hart is 0.52, and

according to Figure 4.1 (e), this value is for water year three because this is the year in which the

modeled SWE deviated the most from the observed SWE. The VIC NSE value for Hart is 0.77,

which is logical because Figure 4.1 shows VIC performed slightly better than SNOW-17 for water

year three. However, it is interesting that NSE increased by approximately 48% from SNOW-17

to VIC because visual inspection is not consistent with this great of an increase. This underscores

the importance of combining visual inspection with quantitative analysis of model performance.

Figure 4.1 and Table 4.1 demonstrate there is room for improvement for both models and all

site locations when modeling SWE. The Sobol' sensitivity analysis, multi-objective calibration, and

climate change results presented below provide further insight into the differences between water

1 This formulation means that reported objective function values could come from different water years. For
example, in a given model parameterization, the worst NSE could be in the 3rd water year and the worst peak
performance comes in the 2nd year. These values from different years represent that parameterization’s performance
overall.
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years and site locations, and show that both models have the ability to overcome inadequacies in

the baseline results.

4.2 Ensemble and Sobol’ Sensitivity Analysis Results

4.2.1 SNOW-17 Results

This study uses Sobol' sensitivity analysis to determine individual parameter sensitivities

of eight parameters used in SNOW-17. The Sobol' variance decomposition method requires an

ensemble of model parameterizations to be created. This ensemble of model runs, shown in Figures

4.2 (i) through (j), can be investigated to show the range of model performance. These figures

have the same y-axis scales as the baseline plots. The gray areas in Figures 4.2 (a) through (j)

represent the ensemble of SWE outputs produced by varying parameter values within SNOW-17.

The black lines represent observed SWE, and the red lines represent accumulated precipitation. The

first column of plots, including Figures 4.2 (a), (c), (e), (g), and (i), represent the SWE ensembles

produced when varying all eight of the SNOW-17 parameters. The second column of plots, including

Figures 4.2 (b), (d), (f), (h), and (j), represent the SWE ensembles produced when the SCF

parameter is fixed at a value of 1, and the remaining seven parameters are still varied. Figure

4.2 shows that including the SCF parameter in the ensemble produces modeled SWE that exceeds

accumulated precipitation. The more accumulated precipitation at a site, the larger the exceedance.

However, Figure 4.2 shows that when setting SCF to a fixed value and eliminating it from the

parameter ensemble, SNOW-17 does not produce SWE that exceeds accumulated precipitation.

Also, all plots show the greatest variation in model outputs during the the peak and melt seasons.

These results indicate the SCF parameter can be responsible for unrealistic model results; however,

they do not provide information regarding whether varying the SCF parameter could also produce

better performing model runs than setting SCF to a fixed value, at a cost of risking the potential

for the unrealistic runs.

Empirical models, such as SNOW-17, often use correction factors due to a large amount of
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uncertainty in model forcings. For example, as discussed earlier, precipitation adjustment was re-

quired for this research due to issues with disagreement between observed accumulated precipitation

and observed SWE. The SCF parameter represents this correction factor in the SNOW-17 model.

The ensemble results demonstrated sensitivity of model output with respect to SCF. As a result,

a Sobol' sensitivity analysis to explore individual parameter sensitivities of the eight SNOW-17

parameters was conducted. Results, which are presented as total order indices, provide a broad

picture of model behavior since they estimate the effect of the individual parameters and their

interactions with other parameters. A sensitivity threshold, t, is often set, such that parameters

with sensitivity indices above t are considered sensitive. For example, van Werkhoven et al. (2009)

explored several values of t including 0.05, 0.1, 0.2, 0.3 and the impact of selecting a particular

sensitivity value and thus reducing the number of parameters involved in model calibration. This

research uses sensitivity analysis to reveal sensitive parameters and explore the effects of chang-

ing parameter values, but does not eliminate parameters from calibration based on a sensitivity

threshold.

Rasters presented in Figure 4.3 summarize the total order indices for SNOW-17 parameters for

four objective functions for each study location. Figures 4.3 (a), (c), (e), (g), and (i) present total

order indices for SNOW-17 parameters when SCF is included in the Sobol' sensitivity analysis.

Figures 4.3 (b), (d), (f), (h), and (j) present total order indices for parameters when SCF is

eliminated (fixed at a value of 1) from the Sobol' analysis. Numerical instabilities (truncation

errors, and Monte Carlo approximation errors) led to some sensitivity indices of less than 0, but

these values are shown as 0 for visualization purposes. The darker a box within each raster, the

more sensitive a parameter with respect to a specific objective function. Sensitivity values greater

than 0.8 indicate a parameter controls the model's response. SNOW-17 results depict that SCF

is by far the most sensitive parameter within SNOW-17, which makes sense because the definition

of SCF indicates it corrects for model errors that cannot be corrected via calibration of other

parameters. The MFMAX parameter also demonstrates greater total order indices than other

SNOW-17 parameters, especially with respect to the length objective function. MFMAX is the
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maximum melt factor, which occurs on June 21st, and is used to calculate the seasonal variation

in the non-rain melt factor within SNOW-17. When SCF is removed from Sobol', the total order

indices for MFMAX, across all objective functions and all sites, increase, along with the sensitivity

of PLWHC with respect to the peak objective function. PLWHC is the percent liquid water

holding capacity, which represents the amount of water a snowpack can hold before output from

the snowpack occurs. Sobol' results indicate the SCF parameter controls the output when given

the freedom to do so; however, when SCF is fixed, MFMAX has the most influence on the output.

Since SCF is a correction factor and has the ability to control model output, perhaps it should

be initially ignored in model calibration so SNOW-17 does not perform well for the wrong reason.

This correction factor can differ greatly with time, and thus it seems appropriate to focus on other

parameters during the calibration process.

Figure 4.3 shows histograms of SNOW-17 parameter values for the top 2% performing model

runs with respect to NSE, for both the SCF and non-SCF Sobol' analyses. Figures 4.3 (a), (c),

(e), (g), (i), (k), (m) and (o) are histograms for Copper, and Figures 4.3 (b), (d), (f), (h), (j), (l),

(n) and (p) are histograms for Squaw. These two sites are selected for comparison because they

represent two different climate regimes. Sensitive parameters identified in the sensitivity analysis

are labeled in red. Figures 4.3 (a) and (b) show the SCF parameter values resulting in the best

model runs have different distributions between the two sites. This seems appropriate because

different climate regimes with different snow densities and snow depths likely have different sources

of error, and would require different SCF values to correct for that error. For both SNOW-17 Sobol'

scenarios, the two sites generally have different distributions of parameter values. Distributions with

a narrower range and larger peak (i.e., higher likelihood) indicate that a parameter is identifiable.

Figures 4.3 (g) and (h) show the MFMAX parameter is identifiable for Copper, but not identifiable

for Squaw. This means MFMAX has a set range of values that produce good results, and this range

is dependent on SCF. Figure 4.3 (o) shows Copper's distribution of PLWHC values is drastically

different for the SCF and non-SCF Sobol' analyses, whereas Figure 4.3 (p) shows Squaw's PLWHC

distributions for the two scenarios are similar to each other. Perhaps when SCF is fixed, the PLWHC
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Figure 4.3: Histograms of the parameter values for the top 2% performing SNOW-17 model runs
with respect to NSE. Copper and Squaw were selected to compare different climate regimes.
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parameter has to make up for error that is accounted for by SCF when it's included, resulting in

a larger range of PLWHC values. PLWHC represents the overall liquid water holding capacity of

a well aged snow cover (Anderson, 2006). Including SCF in Sobol' causes the range of PLWHC

values in top performing model runs to be much smaller at Copper than the values in the Sobol'

runs without SCF. The variation in SCF values allows the model to have similar snow accumulation

throughout the model runs, resulting in similar PLWHCs among all of the runs. Fixing the value of

SCF does not allow the model to correct the snow accumulation via the SCF parameter, and thus

differing snow accumulation scenarios will have very different water holding capacities, resulting in

the larger range of PLWHC values. The remaining distributions of the non-sensitive parameters

appear to not have any patterns. Adjusting bin sizes could change the appearance of some of these

distributions. However, these distributions indicate the parameters are not identifiable, meaning

their values do affect the performance of the model output with respect to the NSE objective.

4.2.2 VIC Results

The next several figures perform a similar analysis for the physically based VIC model. En-

sembles of VIC SWE outputs, depicted in Figure 4.4, show large ranges of SWE produced by

varying historically fixed parameters within the VIC snow model. Like in the SNOW-17 results,

some SWE results in the Squaw and Hart ensembles, depicted in Figures 4.4 (b) and (c), respec-

tively, exceed accumulated precipitation. These are also the two sites with the most accumulated

precipitation. Also, some of the Squaw and Hart results indicate snow never fully melts, and there

is existing snow on the ground when the new snow season begins. This is known as glaciation and

can occur in VIC if the albedo is too high and/or there is no canopy. Glaciation is the cause of

SWE exceeding the accumulated precipitation. The ranges of outputs are significant because they

demonstrate that the SWE output produced by VIC is very dependent on fixed parameter values,

and is not necessarily the best output or could potentially be good for the wrong reasons. Further

exploration of model runs also reveals VIC is able to overcome the strange dip that occurred in

Copper's second water year in the baseline results.
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Since varying historically fixed parameters within VIC produces large ensembles of SWE

results, further investigation into specifically which parameters cause these variations is achieved

with the Sobol' sensitivity analysis. Figures 4.5 (a), (b), (c), (d), and (e) illustrate the Sobol'

sensitivity analysis total order indices, which show that accumulation albedo decay parameter

A and thaw albedo decay parameter A are the most sensitive parameters. These parameters

are part of the accumulation and thaw albedo decay curve equations discussed in Chapter 2.

The default values for these parameters were originally assumed based on one study location in

1972 (Bras, 1990). The result that any parameter has a high sensitivity within the VIC snow

model is important because it means these normally fixed parameters have the power to greatly

impact the variance of the VIC output. As discussed in Mendoza et al. (2015), the uncertainty

of fixed parameters within complex physically based models is typically ignored, but these results

indicate that perhaps this uncertainty should be explored. The baseline VIC results were not

exceptionally good, and calibrating some of the sensitive parameters, such as the accumulation and

thaw albedo decay parameters, could greatly improve model performance. The task of calibrating

model parameters within a physically-based model seems daunting because of its complexity and

large number of parameters. However, as demonstrated in this sensitivity analysis, not all of the

parameters necessarily significantly contribute to the output variance. Sensitivity methods, such

as Sobol' can be applied to other parameterizations within VIC or other complex models in order

to uncover which parameters are most sensitive. Then, model sensitivity and calibration efforts

can focus on these sensitive parameters, making such tasks less daunting. In addition, parameter

sensitivity information can be incorporated into future developments and improvements of complex

models. For example, model developers can recognize these sensitive parameters and create user-

friendly methods for adjusting these parameters, which would make complex models more flexible,

as called for in Mendoza et al. (2015).

Figures 4.5 show histograms of VIC parameter values for the top 2% performing model

runs with respect to NSE. Figures 4.5 (a), (c), (e), (g), (i), (k), (m) and (o) are the histograms

for Copper, and Figures 4.5 (b), (d), (f), (h), (j), (l), (n) and (p) are the histograms for Squaw.
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Figure 4.5: Histograms of the parameter values for the top 2 % performing VIC model runs with
respect to NSE. Copper and Squaw were selected to compare different climate regimes. Sensitive
parameters identified in the Sobol’ analysis are highlighted in red.
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Sensitive parameters identified in the sensitivity analysis are labeled in red. There is some variation

in distributions between sites, but not as much as SNOW-17. Figures 4.5 (i), (m) and (n) stand out

because they indicate that the accumulation A parameter for Copper and the thaw A parameter

for both sites are identifiable. These parameters were also the most sensitive parameters in the

Sobol' analysis. Since these parameters seem to control VIC output, it makes sense that they

have a specific range of values that produce the good VIC results. Again, the distributions with no

patterns indicate the parameters are not identifiable, meaning their values do affect the performance

of the model output with respect to the NSE objective.

4.2.3 Comparison of SNOW-17 and VIC Results

Figure 4.6 presents bar graphs of the best objective values achieved for each model (SNOW-

17 with SCF, SNOW-17 without SCF, VIC) and each site location. These objective values come

from a random sample from Sobol', and objective values achieved via a multi-objective calibration

may be different. The red bars represent values associated with SNOW-17 and a varying SCF, the

green bars represent objective values associated with SNOW-17 and a fixed SCF, and the blue bars

represent objective values associated with VIC. The aim is to minimize the peak, length, and RMSE

objective functions and maximize the NSE objective function. Sobol' results produced parameter

sets for all models and all sites that have improved objective function values from the baseline

model results. Although all objective values are better than the baseline, there is a large variation

in objective function values. The VIC peak objective values indicate VIC has trouble modeling

the SWE peaks for the maritime climate sites. SNOW-17 with a fixed SCF value has more trouble

modeling these peaks than SNOW-17 with a varying SCF value. VIC greatly outperforms the

SNOW-17 models with respect to the length objective function at Copper and Squaw, and SNOW-

17 outperforms VIC at CSS. VIC resulted in the overall best length objective value at Squaw,

while it resulted in the overall worst peak objective value also at Squaw. This indicates there is

a tradeoff between the two objective functions. The NSE and RMSE values are generally similar

across all three model scenarios. However, SNOW-17 with a varying SCF outperforms both SNOW-
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17 with a fixed SCF and VIC for NSE and RMSE at the CSS location, and VIC outperforms the

SNOW-17 models with respect to RMSE at the Squaw location. Particular models seem to perform

consistently better for some sites. For example, SNOW-17 with a varying SCF seems to perform

better than the other models for CSS, whereas VIC seems to perform better for Copper.

4.3 Multi-Objective Model Calibration Results

Multi-objective calibrations of SNOW-17, including and not including SCF, and VIC are per-

formed to further analyze the tradeoffs among objective functions and identify Pareto-approximate

parameter sets, which in theory, should perform better than the parameterizations within the Sobol'

sample that had the best objective function performance. Figures 4.7 (a) and (b) illustrate multi-

objective calibration results for SNOW-17 including SCF and not including SCF, respectively. The

axes of the three-dimensional (3-D) plots in Figure 4.7 represent values of the NSE, length and

peak objective functions. The colorbar represents the value of RMSE for each solution. The arrows

show direction of increasing preference (i.e. maximizing NSE, and minimizing length and peak),

the color also shows increasing preference for the RMSE objective function, and the orange stars

indicate the location of what is considered the optimal solution on the plots.

There seem to be two distinct clusters of solutions on the plot for SNOW-17 with SCF

results (Figure 4.7 (a)). The cluster labeled (i) has good NSE, RMSE, and peak, but bad length

values, while the cluster labeled (ii) has better peak values, but worse NSE, RMSE, and length

values. Figure 4.7 (b) shows eliminating SCF from calibration eliminates the set of best performing

solutions with respect to NSE and RMSE, and increases the performance of results with respect to

the peak objective function. This indicates that including SCF can produce better values than not

including it. It also demonstrates the importance of using several objective functions and deciding

which ones are most important for a specific modeling goal.

Figure 4.8 is the same plot as Figure 4.7 (a) except the RMSE values are replaced by SCF

values. The entire range of SCF values specified in Borg is not represented in the Borg results,

which indicate that SCF values outside the range of 0.77 to 0.97 do not produce good results for
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Table 4.2: Parameter and objective function values for three solutions resulting from the SNOW-17
multi-objective calibration.

Solution 1 Solution 2 Solution 3
SCF 0.973 0.772 0.882
UADJ 0.030 0.030 0.057
MBASE 0.032 0.153 0.003
MFMAX 1.895 0.859 0.601
MFMIN 0.427 0.500 0.499
TIPM 0.175 0.050 0.254
NMF 0.500 0.500 0.499
PLWHC 0.020 0.268 0.023

Peak 26.89 45.45 64.12
Length 22 7 13
NSE 0.67 0.92 0.94

RMSE 75.55 41.66 32.55

Copper. This is consistent with Figure 4.3 which shows the SCF values for the best performing

Sobol' are also within this same range. Also, there are groupings of SCF values in Figure 4.8, which

indicate that certain SCF thresholds can really push a solution toward a specific desired objective

function. The SCF values are all below the value of 1, which indicates over-catch may be an issue

at this particular site location.

Figure 4.9 depicts the multi-objective calibration results for VIC at Copper, where arrows

indicate direction of increasing preference. The VIC objective function values for the parameter sets

have a much larger range than the SNOW-17 results. However, VIC also seems to have solutions

with better NSE, RMSE, and length than SNOW-17, but not better peak. This indicates VIC

may have issues with consistently underestimating peak SWE. The Pareto-approximate optimal

set of solutions is generally concentrated in the same area on the plot, with some outliers that

performed particularly well in peak or length, but not very well with respect to NSE and RMSE.

This demonstrates the importance of selecting appropriate objective functions and defining the goal

of modeling because if a modeler is particularly interested in only peak, the outlier parameter sets

could be the best choice. However, there are parameter sets that performed almost as well in the

peak objective function, but also have much better NSE, RMSE, and length values.

Tables 4.2, 4.3, and 4.4 display model parameter and objective function values for three

solutions obtained in each multi-objective calibration (SNOW-17, SNOW-17 with a fixed SCF,
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Table 4.3: Parameter and objective function values for three solutions resulting from the SNOW-17
(no SCF) multi-objective calibration.

Solution 1 Solution 2 Solution 3
SCF 1.000 1.000 1.000
UADJ 0.030 0.106 0.056
MBASE 0.000 0.000 0.000
MFMAX 2.000 0.887 0.893
MFMIN 0.500 0.500 0.499
TIPM 0.179 0.180 0.118
NMF 0.500 0.314 0.216
PLWHC 0.020 0.020 0.020

Peak 30.36 84.03 85.64
Length 24 8 8
NSE 0.65 0.89 0.90

RMSE 77.69 44.10 43.61

Table 4.4: Parameter and objective function values for three solutions resulting from the VIC
multi-objective calibration.

Solution 1 Solution 2 Solution 3
Density 0.024 0.006 0.001

Roughness 0.124 0.118 0.150
LWHC 109.379 87.904 96.528
Albedo 0.817 0.866 0.882

Accum. A 0.990 0.444 0.645
Accum. B 0.945 0.457 0.376
Thaw A 0.961 0.768 0.756
Thaw B 0.926 0.727 0.100

Peak 44.82 156.90 109.19
Length 53 3 21
NSE -0.17 0.71 0.95

RMSE 164.00 74.41 27.90
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and VIC). The tables demonstrate the ability of an MOEA to find high-performing parameter

sets with respect to different objectives. The VIC parameter sets also demonstrate a variety of

historically-fixed parameter values that are able to produce better performing results than the

baseline results with respect to specific objectives. Although the sensitivity analysis allows for

analysis of parameterizations with respect to objectives, it does not identify a set of approximate

optimal-performing parameterizations with respect to several objectives.

4.4 Comparison of Sensitivity Analysis and Multi-Objective Calibration

Table 4.5 compares the best objective values achieved in the Sobol' analyses and multi-

objective calibrations for Copper. The goal is to minimize the peak, length, and RMSE functions,

and maximize NSE to a value of 1. For all objective functions, the multi-objective calibration

produces values equal to or better than the Sobol' results, except for the VIC peak function, in which

Sobol' performs only slightly better than the calibration. A larger set of function evaluations for the

multi-objective calibration may eventually result in a calibration peak value that is better than the

Sobol' peak value. Another interesting observation is that VIC results in the best objective function

values for all objective functions for both the Sobol' analysis and multi-objective calibration, except

for the peak calibration value, where SNOW-17 producs a better value in both the SCF and non-

SCF calibrations. This is consistent with the observations of the multi-objective calibration plots.

Figure 4.8 showed the best-performing SNOW-17 parameter sets with respect to the peak objective

function had a very specific range of SCF values, which happen to be close to the fixed value of 1

used for SCF in the second SNOW-17 calibration. This indicates SNOW-17 performs well in terms

of peak with little to no tweaking of the SCF parameter at the Copper site.

4.5 Climate Change Results

A temperature change scenario and a precipitation scenario are applied to each site, as dis-

cussed in Chapter 2, Section 2.5. The precipitation scenario does not produce intriguing results,

likely due to the fact that some GCMs say precipitation will increase while other GCMs say precip-
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Table 4.5: Best performing objective function values resulting from the Sobol' and multi-objective
calibration for Copper. The values are not necessarily from the same model run or water year
because the worst value out of all five water years for each model run was chosen to represent the
value for that particular model run.

Sobol' Calibration Sobol' Calibration Sobol' Calibration

Peak (mm) 48.7 26.9 56.1 30.4 44.0 44.89
Length (days) 8 7 8 8 3 3

NSE 0.936 0.951 0.884 0.899 0.946 0.955
RMSE (mm) 36.0 32.5 47.7 43.6 33.3 27.9

VICSNOW-17 (no SCF)SNOW-17 (SCF)

itation will decrease, whereas GCMs agree on an increase in temperature, but differ in magnitude

of this increase. The contrasting GCM precipitation outputs likely cancel each other out, and thus

result in minimal differences between control model outputs and precipitation change scenario out-

puts. Results focus on the temperature change scenario. Figures 4.10 (a) and (b) and 4.11 (a) and

(b) depict the daily differences in SWE between the control SNOW-17 and VIC model outputs,

generated during the Sobol' analysis, and the temperature change scenarios for the same model

parameterizations. Only the model ensemble with a fixed SCF is used for the SNOW-17 climate

scenarios due to nonphysical effects of SCF on model outputs. The timeseries plot in each figure

shows the site-specific observed SWE for the water years used in this research. The top raster in

each figure shows daily SWE differences for the top 2 % performing control model runs (320 model

runs for SNOW-17 with a fixed SCF and 360 model runs for VIC) with respect to NSE, and the

bottom rasters show daily SWE differences for the the worst 2% performing control model runs

with respect to NSE. Each column in the rasters represents a day, and each row in the rasters rep-

resents a model parameterization, and the color represents the daily SWE difference between the

control modeled SWE and temperature change modeled SWE. The two extreme sets of model runs

are chosen to examine how errors in parameterizations propagate to portrayals of climate change.

Since there are no future data to compare climate scenario model outputs, it is difficult to

determine the quality of a modeled climate change scenario. However, if we trust model parame-
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terizations, then we can gain some insight into how SWE will change. Figures 4.10 and 4.11 show

the largest difference in daily SWE occurs during peak season (June), while minimal to no daily

differences in SWE occur when there is little to no snow. Figures 4.10 (a) and (b) show SNOW-17

produces a similar signal for the best and worst model parameterizations with respect to NSE.

Squaw has much larger daily SWE differences in terms of magnitude and length of the number of

days the differences occur. This indicates the more snow a site receives, the larger the impact of a

temperature change scenario.

The VIC temperature change results for Copper, presented in Figure 4.11 (a), show the top

2% model runs maintain a similar pattern to the SNOW-17 results, where the large differences

are during the peak, and there are very minimal daily differences when there is very little to

no snow. However, the bottom 2% model runs for Copper essentially lose any pattern and have

a constant daily difference throughout all water years. Inspection of the worst performing VIC

parameterizations reveals these parameterizations produce minimal SWE and do not maintain the

observed SWE pattern, and instead have more variations in the accumulation and ablation of SWE.

These parameterizations produce such minimal daily SWE that VIC is not able to maintain the

original SWE pattern, and thus also does not maintain the temperature change results pattern

that exists for the good parameterizations. This does not happen at the Squaw site for the VIC

temperature change scenarios, presented in Figure 4.11 (b). However, there are differences between

the Squaw SNOW-17 results and VIC results. The largest daily differences in SWE occur in the top

performing model runs versus the worst performing for SNOW-17. Also, the daily SWE differences

become very small during water year four, which seems to be an abnormally dry year in terms of

SWE accumulation. This seems to be similar to what is happening in the bottom 2% Copper runs.

This indicates that VIC has trouble projecting climate change for very low SWE accumulation.

The small amount of variation in daily differences in SWE between the top and bottom

model runs for SNOW-17 suggests the SNOW-17 parameter values do not greatly affect the delta-

change in daily SWE. Regardless of control model performance, SNOW-17 will produce a similar

delta-change in SWE. The variation between the top and bottom model runs for VIC suggests that
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Figure 4.10: Rasters showing the daily difference in SWE between the original SNOW-17 ensembles
and the temperature change results. Copper and Squaw were chosen to compare different climate
regimes. The top raster for each site depicts differences for the top 2% of model runs with respect
to NSE from the Sobol' analysis. The bottom rasters depict differences for the worst 2% of model
runs with respect to NSE.
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Figure 4.11: Rasters showing the daily difference in SWE between the original VIC SWE ensembles
and the temperature change results. Copper and Squaw were chosen to compare different climate
regimes. The top raster for each site depicts differences for the top 2% of model runs with respect
to NSE from the Sobol' analysis. The bottom rasters depict differences for the worst 2% of model
runs with respect to NSE.
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VIC parameter values can have a large impact on the SWE delta-change. The parameters in the

bottom VIC model runs likely have values that disturb the physics in the model and force it to

produce an unlikely temperature change result. The consistent pattern of SWE daily differences

that occurs throughout the SNOW-17 model runs seems unrealistic, and indicates SNOW-17 may

not model real-world processes on a fine enough scale to accurately capture climate change at a

specific site. Lack of sensitivity of SNOW-17 temperature change scenario results, could be due

to other hard-coded parameters within the model or incomplete physics due to the nature of the

conceptual model.



Chapter 5

Discussion, Conclusions, and Future Work

5.1 Discussion

Hydrological models are used to project future water resources conditions and make impor-

tant management decisions based at least partially on these projections. However, hydrological

modeling uncertainty ultimately propagates into model output, and as a result, there are signif-

icant implications of this uncertainty in water management decisions. Minimizing uncertainty in

decision-making, which requires minimizing uncertainty in monitoring and modeling, is one of the

main drivers for advancing hydrological models. This research addressed the following questions (1)

Do complex physically based models perform as well or better than simple conceptual models? (2)

How do we identify well-performing parameter sets with respect to several, conflicting objectives?

(3) How do errors in parameterizations propagate to portrayals of climate change? This research

explored the impact of using global model parameter sensitivity and calibration versus local model

parameter sensitivity and calibration.

Development of complex physically based hydrological models, in theory, should result in

improved model outputs compared to simple conceptual models, however, this is not always the

case. Parameter values within physically-based models are based on a priori constraints because

they are assumed to represent real-world values, whereas conceptual model parameters do not have

these constraints because they cannot be measured in the real world (Mendoza et al., 2015). The

limited flexibility in physically based models results in model outputs that can only perform so

well. For example, the baseline results presented in Chapter 4 showed that the physically based
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model outputs had some obvious deviations from the observed SWE. Since the model parameters

within the physically based model have historically been fixed, this baseline result would have

been the best the model could have performed. As a result, the errors in SWE would propagate

through the flow results and eventually research conclusions and management decisions. Conceptual

model parameters are known to contain a large amount of uncertainty, and as a result model users

spend time calibrating conceptual models and adjusting parameters to be site-specific. However,

as demonstrated in Mendoza et al. (2015) and this research, physically based model parameters

can also contain a large amount of uncertainty. Exposing these parameters within physically based

models is crucial for future model development and improvement (Mendoza et al., 2015).

Ensembles of SNOW-17 and VIC outputs demonstrated that changing model parameters,

some historically calibrated and some historically fixed, can produce a large ensemble of model

outputs, some good and some unrealistic. The Sobol' sensitivity analysis took this analysis a step

further by revealing sensitive parameters, which have the largest impact on model output vari-

ance. In both models, several parameters had very high sensitivities and seemed to be controlling

the model outputs. For example in SNOW-17, the SCF parameter was by far the most sensitive

parameter, which is logical because SCF is a correction factor. When the SCF parameter was elim-

inated from the ensembles and set to a fixed value of 1, the Sobol' sensitivities of other parameters,

particularly MFMAX, increased, and previously unrealistic model runs that exceeded accumulated

precipitation were eliminated. MFMAX represents the maximum melt factor that will occur (on

June 21st) during the melt season, which has a large effect on how fast the snow melts during

non-rain periods, thus affecting model output during the melt season. The MFMAX parameter

also affects the energy exchange when there is no surface melt. The larger MFMAX, the smaller

the change in heat deficit within the snowpack due to a temperature gradient (Anderson, 2006).

The SNOW-17 PLWHC parameter also became more sensitive with respect to the peak objective

function when SCF was set at a a fixed value. This parameter represents the percent liquid water

holding capacity of the snowpack, or the maximum amount of water a snowpack can hold. After

SCF was removed, PLWHC became the dominant parameter with respect to peak, likely due to
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the fact that PLWHC dictates the amount of water a snowpack can hold before runoff will occur,

and as a result dictates the accumulation of SWE.

VIC ensemble and Sobol' analysis results were particularly significant because this was a

novel exploration of historically fixed VIC snow model parameters. Varying these parameters re-

sulted in a large range of model outputs, and Sobol' revealed that two parameters in particular

were very sensitive. This reveals that even in complex physically-based models, parameter uncer-

tainty exists, which is to be expected, and this uncertainty can largely impact the model output.

Fixed parameters within complex models can constrain the models, as discussed in Mendoza et al.

(2015). This proves there is large uncertainty in model parameter values, which can propagate into

the model output. It is important to recognize uncertainty of different model parameters and to

maintain flexibility to model different regimes (Mendoza et al., 2015).

Sobol' results for both SNOW-17 and VIC were different across objectives, showing the value

of including multiple objectives in the study. Parameters have different sensitivities with respect

to different objective functions, and thus it is important for a modeler to realize the goal of a

modeling project and use appropriate objective functions. Results were also different across site

locations. VIC results especially showed similar total order sensitivity patterns among sites with

similar climates (e.g. Copper and Galena or CSS, Squaw and Hart). This indicates parameters

affect model outputs differently depending on site location. For example, a site with more accurate

precipitation data may be less dependent on the SCF value than a site with poor data, and thus

the SCF parameter may have a lower sensitivity for that site. These results demonstrate that all

parameters within a model are not necessarily important. Our study therefore underscores the fact

that objective functions should be chosen carefully to capture the modeling aspects that are desired

by the user.

Increasing model complexity does not necessarily lead to better results due to parameter

uncertainty and traditional model calibration techniques. Gupta (1998) discussed how the classical

approach to model calibration has limitations, especially with the development of more complex

models, because they do not recognize that model identification and calibration are inherently



68

multi-objective problems. Conceptual models are easier to understand and manipulate, and as

a result, users are able to gain a sense of how the model works using traditional diagnostic tech-

niques, although more sophisticated modern techniques, such as multi-objective calibration, provide

additional information regarding model operation.

Variations in results among the three climate regimes indicate site climate characteristics can

be found in the signal of model parameterizations. For example, the SCF parameter for the top

performing Copper SNOW-17 model runs with respect to NSE had a distribution of values that

was different form the Squaw SCF parameter distribution (Figure 4.3). It seems a maritime climate

requires a larger value of SCF than a continental climate. Another example is the MFMAX param-

eter, where the maritime and continental climates had different parameter values and distributions.

Also, for Galena, the inter-mountain climate, MFMAX sensitivities with respect to RMSE, NSE

and length exceeded the sensitivities of the other non-intermountain sites. VIC Sobol' results also

indicate the three climate regimes have different parameter sensitivity patterns. The three maritime

climates have similar patterns, where the continental and inter-mountain climate patterns differed

from he maritime patterns, but were somewhat similar to each other. These results indicate model

diagnostics and parameter values can provide valuable insight when either attempting to calibrate

a model for an ungauged site location with a known climatic regime (Sivapalan et al., 2003).

Multi-objective calibration of SNOW-17 produced an approximation of the Pareto-optimal

set of parameters for two calibration scenarios, one including SCF and one not including SCF.

The scenario including SCF had two distinct areas, one with good RMSE, NSE, and length, but

bad peak, and one with good peak, but bad NSE, RMSE and length. Eliminating SCF from the

calibration, eliminated the parameter sets that resulted in the best performing RMSE and NSE

values. Instead, there is a linear tradeoff between peak and the other objectives (NSE, RMSE,

and length), making it impossible to minimize peak while also minimizing, RMSE and length, and

maximizing NSE. Although removing SCF from the ensemble earlier in the research removed the

unrealistic results, it seems that removing SCF also eliminated the best performing results in terms

of length, RMSE, and NSE. The calibration results also showed that the two distinct areas in the



69

calibration including SCF, contain groupings of SCF values. The results with good length, RMSE,

and NSE contained SCF values of approximately 0.82 to 0.92, where the other set of results had

SCF values of approximately 0.92 to 0.97. Lastly, all calibration solutions contain SCF values less

than 1, which indicates there is an over-catch issue at Copper site location.

Multi-objective calibration of VIC produced a Pareto-optimal set with larger ranges of objec-

tive function values than SNOW-17, but included solutions with improved values of NSE, RMSE,

and length. The solutions were generally concentrated in one area, with good NSE, RMSE, and

length. There were some outliers that performed particularly well in length or peak, but poorly

in the other objectives. Although SNOW-17 had more solutions with better peak values, there

was a tradeoff between the peak objective functions and the remaining objective functions. The

SCF parameter seemed to dictate the performance of the peak objective function, and the larger

the deviation from a value of 1, the worse the peak value. The contrast between the two model’s

approximate Pareto-optimal solutions illustrates the importance of specifying modeling goals. If

the only goal is to minimize the difference in peak at all costs, then perhaps SNOW-17 would be a

better choice, but if the modeler is interested in minimizing multiple objectives, then perhaps VIC

would be better. VIC also provides a physical basis for results.

Creating hydrological projections with respect to climate change is challenging due to dis-

agreement among GCMs and the inability to validate model outputs. The climate portion of this

research aimed to reveal information on how model parameterization errors propagate to portrayals

of temperature change. Results were presented as daily differences in SWE between the control

model runs and the temperature change model runs. The top performing control model runs main-

tained a consistent pattern, in which large SWE differences occurred during the peak accumulation

season and minimal to no SWE differences occurred when there was little to no SWE, through-

out sites and models. SNOW-17 produced similar signals between the best and worst performing

control model runs, but we do not know if these signals faithfully represent future conditions in

a perturbed climate. VIC demonstrated variation in the daily SWE delta-change throughout dif-

ferent model runs. For poor performing control model runs with lower SWE accumulation, VIC
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did not maintain the original pattern and instead projected a uniform daily difference in SWE

throughout all of the water years. When the physics are parameterized correctly for VIC, the

patterns in daily SWE differences seem more realistic than when parameterized poorly. Further

investigation revealed the poor parameterizations in VIC greatly underestimated SWE and did not

maintain the typical SWE accumulation and ablation pattern, resulting in issues with maintaining

the signals produced by the well-performing control results. Whereas poor performing SNOW-17

parameterizations overestimated SWE, maintaining the same SWE behavior as the observed, and

resulting in a consistent daily change in SWE pattern throughout all parameterizations. We do not

know what is going to happen in the future, but if we trust model parameterizations than we can

gain some insight into how SWE will change.

5.2 Conclusions

Without the ability to continuously produce accurate SWE projections, it is difficult to cre-

ate reliable long-term water management solutions. Continued research on understanding and

improving hydrological model performance, especially with respect to applying sophisticated di-

agnostic tools and integrating them into the operational world, is necessary to improve modeling

in this changing world. Current modeling practices do not always deliver the relevant informa-

tion required for water management decisions. One example of this is discussed in Staudinger

et al. (2014), which explores the ability of the Standardized Precipitation Index (SPI), the most

widely used index to characterize droughts, to differentiate between meteorological and hydrological

droughts. In snow-dominated regions, precipitation is temporarily stored as snow, and as a result,

there is a significant difference between meteorological and hydrological droughts because of the

delayed release of melt water to rivers. Similarly, snow modeling practices, particularly associated

with complex models, do not use diagnostic tools that provide a clear understanding of how data,

model parameter, and model structural uncertainties propagate through the model in to outputs.

Like the SPI, which incorrectly characterized droughts in snow-dominated regions, complex snow

models are incorrectly modeling SWE due to uncharacterized uncertainty.
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Throughout the research process, it was observed that modeled SWE performed poorly for

model runs with poor parameter calibration. Using a poorly calibrated model for water management

decisions could result in incorrect estimates of available water resources. As climate changes and

population increases, water resources planning becomes more important to ensure communities have

a sustainable water supply. Accurate snow projections will provide insight regarding the possibility

of extreme circumstances, and will improve managers decision-making options for long-term water

resources management. This research demonstrated that fixed parameters within a complex model

have uncertainty that can affect the model output, and showed how sophisticated tools can tell us

how uncertainty in model parameters propagates to model outputs. These insights can be used to

develop and improve models that allow for user-friendly exploration of parameter uncertainties and

improve modeling practices to create more robust management decisions.

5.3 Future Work

This research lays the foundation for future work to explore the effects of conceptual and

complex snow model parameterizations on streamflow outputs of hydrological models for snowmelt-

dominated basins. A major motivation for modeling SWE and streamflows is to project future water

resources and make important management decisions based on these projections. Understanding

parameter uncertainty and how it propagates to model outputs is important, and this information

should make it to water managers so they are aware of model output uncertainty. An additional

step to explore how different parameterizations affect approximate Pareto-optimal sets of water

resources management solutions would provide additional insight into how parameter uncertainties

can propagate to management decisions. However, it seems reasonable that reservoir operation

and management decisions in a snowmelt-dominated basin would be affected by SWE projections.

Additionally, it would be useful to explore the sensitivity of management solutions to the quality

of model outputs to answer the question of: how accurate does a snow model really need to be

in order to change a management decision? Does a difference of several millimeters in peak SWE

across an entire basin, greatly affect water resources and reservoir operations? Such an analysis
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could start simple by using only a point location and applying the error over the entire basin. If

results seem promising, the research could be expanded to a more realistic scenario in which the

snow and hydrological models are applied across areas instead of point locations.

A similar extension of this research could be applied to the temperature change scenarios

and results. The ensemble of climate change scenarios could be coupled with hydrological models

to quantify how particular changes in magnitude and timing of snowmelt affect streamflows. The

SNOW-17 temperature change results in this study had similar daily delta SWE changes from the

control runs throughout all model parameterizations, where VIC daily delta SWE results varied

throughout the different model parameterizations. This is due to the fact that the worst-performing

paramterizations for VIC are much worse than those for SNOW-17, and thus VIC is not able to

simulate observed SWE behavior in these poorly performing model runs. An interesting analysis

would compare streamflows resulting from the control model runs and from the temperature change

model runs to see if the delta changes in streamflows have similar patterns to the delta changes

in SWE for both models. The ability to quantify some of the uncertainty regarding how future

snowpacks will respond to temperature change can provide a lot of utility in the research and

management world.

Lastly, further exploration of VIC model parameters, or fixed parameters in other complex

models, using sophisticated diagnostic tools, is necessary for improved performance of complex

models. Uncertain and sensitive parameters within these models must be recognized, and future

model improvements must incorporate this information in order to create user-friendly methods

to adjust sensitive parameter values. This will give more flexibility to complex models versus

the current state of such models which requires adjustment of hard-coded parameters to achieve

such flexibility. Mendoza et al. (2015) also discussed the importance of integrating mechanisms

for uncertainty quantification and analysis to facilitate diagnosis of model problems, refine model

representations of natural processes, and understand major sources of uncertainty. The diagnostic

tools used in this research could somehow be integrated, in a more user-friendly manner, into models

and common modeling practices. Lastly, these tools could be used to effectively identify default
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parameter values for complex models.
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