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Abstract 

 

              The effects of a uniform external parallel magnetic field, with 

strength h, on the magnetic properties of the Heisenberg system on a square 

lattice of size 32 × 32 have been investigated using Monte Carlo (MC) 

method. The model consists of three dimensional classical spin vectors in 

which the spins interact through the dipolar interaction, the magnetic 

surface anisotropy, the antiferromagnetic exchange interaction and a 

uniform external magnetic field along x-axis of the square lattice. The 

relative exchange parameter J/g, where g is the strength parameter of the 

dipolar parameter and J is the strength parameter of the exchange 

interaction, is xed at the value -10 (i.e., J/g= -10). From a series of MC 

simulations, the magnetic phase diagrams for this system have been 

determined as a function of both the relative magnetic surface anisotropy 

parameter κ/g, where κ is the strength parameter of the magnetic surface 

anisotropy, and temperature T/g for three selected values h/g (i.e., h/g = 10, 
20 and 27). At low temperatures and for k/g 

≈
>  -4 the phase diagrams show 

perpendicular antiferromagnetic phase; while for k/g 
≈
<  -4 the equilibrium 
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phase is planer antiferromagnetic phase. The MC results also show that the 

phase boundary separating the two ordered phases appears to be rst order 

with very small latent heat. Moreover, the MC results indicate that the 

phase boundary separating the two ordered states from the paramagnetic 

phase is second order. While the sequence of phases observed for deferent 

values of h is similar, at very low temperature the results show that the line 

of the rst order transitions between the two ordered phases shifts towards 

the negative values of κ/g, with decreasing in its slope as the external field 

is increased. In addition, the MC results  show that, both the  perpendicular 

and planer phases  are shrink as the applied field is increased.    
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Chapter 1 

Introduction 

          Every electron, on account of its spin, is a small magnet. In most 

materials, the countless electrons have randomly oriented spins, leaving no 

magnetic effect on average. However, in a bar magnet many of the electron 

spins are aligned in the same direction, so they act cooperatively, producing 

a net magnetic field. In addition to the electron's intrinsic magnetic field, 

there is sometimes an additional magnetic field that results from the 

electron's orbital motion about the nucleus. Ordinarily, the orbital motion 

of the electrons is in such way that there is no average field from the 

material. In certain conditions, however, the motion can line up so as to 

produce a measurable total field. The overall magnetic behavior of a 

material can vary widely, depending on the structure of the material, and 

particularly on its electron configuration. Several forms of magnetic 

behavior have been observed in different materials, including : 

diamagnetism, paramagnetism, ferromagnetism, ferrimagnetic and 

antiferromagnetism [1, 2, 3]. 

Diamagnetism is the property of an object which causes it to produce 

a magnetic field in opposition of an externally applied magnetic field, and 
hence causing a repulsive effect. Consequently, diamagnetism is a form of 

magnetism that is only exhibited by a substance in the presence of an 

externally applied magnetic field. It is, generally, a quite weak effect in 

most materials. So diamagnetic materials  are those with a magnetic 
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permeability µ less than μ0, where μ0 is the permeability of vacuum (or 

equivalently, those with negative susceptibility)  [4, 5]. 

Paramagnetic is a form of magnetism which occurs only in the 

presence of an externally applied magnetic field. Paramagnetic materials 

are attracted to magnetic fields, hence have a relative magnetic 

permeability (µ/ μ0) greater than one (or, equivalently, have a positive 
magnetic susceptibility). The magnetic moment induced by the applied 

field is linear in the field strength and rather weak [4, 5, 6, 7]. 

Ferromagnetism is the basic mechanism by which certain materials 

(such as iron) form permanent magnets and/ or exhibit strong interactions 

with magnets. It is responsible for most phenomena of magnetism 

encountered in everyday life such as, refrigerator magnets[5, 6, 7]. All 
permanent magnets (materials that can be magnetized by an external 

magnetic field and which remain magnetized after the external field is 

removed) are either ferromagnetic or ferrimagnetic. If some of the 

magnetic ions subtract from the net magnetization (if they are partially anti-

aligned), then the material is ferrimagnetic. If the ions anti-align 

completely so as to have zero net magnetization, despite the magnetic 
ordering, then it is an antiferromagnetic. All of these alignment effects only 

occur at temperatures below a certain critical temperature, called the Curie 

temperature for ferromagnets and ferrimagnets or the Néel temperature for 

antiferromagnets. Above the Néel temperature and Curie temperature the 

material is typically paramagnetic (or in disorder state) [8, 9]. 

        The magnetic properties of a material are also affected by the 

composition and dimensions of a system. According to the dimensionality 

of system, magnetic materials can be divided into two kinds [10, 11], bulk 
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and low dimensional. In the case of bulk systems a lot of work have been 

done, while in reduced dimensional spin systems a few systematic work 

have been carried out  [10, 11]. 

         one important class of reduced dimensional magnetic materials is 

quasi two-dimensional systems. Quasi two-dimensional systems have 

received much greater attention because of their magnetic properties and 

their technological applications as magnetic sensors, recording and storage 

media [10, 11] .  Quasi two-dimensional systems include three important 

magnetic systems: ultra thin Magnetic Films, layered magnetic compounds 

and micro (or nano) magnetic dot arrays .  

The Ultra thin magnetic films consist of several mono-layers of 

magnetic atoms deposited on a non-magnetic substrate, such as Fe on 

Cu(111) substrate [12], Gd on W(110) substrate, or Ni on Cu(001) 

substrate [13, 14]. Although the technological importance of the 

antiferromagnetic thin films, few research have been done on these films 

due to the inability of conventional method to spatially determine the 

microscopic magnetic structure of antiferromagnetic thin films  [15, 16]. 

Recently, by the use of X-ray magnetic linear dichroism spectroscopy this 

problem has been partially solved. However, antiferromagnetic thin films 

remain an experimental and theoretical challenge [ 17, 18, 19, 20].   

At low temperatures it was found that the magnetic spins of such 

films are observed to be ordered. One important phenomenon found to 
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occur in the such films is a reorientation transition, in which the 

magnetization switches from perpendicular (out-of-plane) to parallel (in-

plane) (or vise versa) [21, 22, 23, 24] as temperature (or the film thickness) 

is increased [23, 25, 26, 27, 28, 29, 30, 31]. 

The layered magnetic compounds  is the second important class of 

quasi-two-dimensional systems. In these compounds there is one ion per 

unit cell, and the c-axis is approximately three time as long the a-axis and 

b-axis [32, 33]. The rare earth layered  magnetic compounds, for example, 

are strong candidates for investigating the interplay between magnetism 

and superconducting. At low temperature ( < 2°K ), it was pointed out that 

nearly all rare earth ions in such compounds show antiferromagnetic 

ordering and this ordering phase coexists with the superconducting phase. 

In the case of Erbium magnetic compound, for example, neutron-scattering 

technique showed that below Néel temperature (TN ≈ 0.50 °K) its magnetic 

spins are ordering within the ab-plane (i.e., in the b direction the magnetic 

spins are aligned ferromagnetically and in the a direction are aligned 

antiferromagnetically). This phase is called as the dipolar antiferromagnetic 

(or collinear) phase [34, 35, 36, 37, 38, 39, 40]. 

The magnetic micro (or nano) particles is the third important class of 

quasi-two-dimensional systems. It includes arrays of magnetic wires with 

diameters of only a few micro (or nano-metera), and magnetic micro (or 

nano) particles such as dots, rings and tubes [41, 42, 43, 44, 45, 46, 47, 48, 
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49]; that they might be used in the production of new magnetic devices, 

specially in recording media [50, 51, 52]. 

It was found the interaction among the magnetic micro (or nano) 

wires can be best described by two dimensional model. So it is possible to 

test micro (or nano) magnetic systems and verify the best conditions for 

optimizing the macroscopic magnetic behavior for specific applications. 

The magnetization of ferromagnetic nano wire arrays has already been 

studied using the magnetic force microscopy (MFM) [53, 54, 55]. MFM 

measurements have been carried out by applying magnetic fields on 

magnetized and demagnetized samples to study the switching behavior of 

individual nanowires and to obtain the hysteresis loops of the nano wire 

arrays. In the equilibrium state, it was found that the nano wires exhibit a 

homogeneous magnetization along the axial direction. 

Most growth in the electromagnetic media is referred to new 

discoveries and a better understanding of magnetic and electronic 

properties of low dimensional systems. The stability of the magnetic 

ordering in the low-dimensional systems are affected by some factors such 

as their sensitively to an applied magnetic field and the type and nature of 

the interactions that have present in a certain order [56]. Therefore, 

theoretical studies have identified models that effectively divide such 

magnetic system into three main types based on the dimensionality of the 

spin. The first model is the Ising model, in which the spins are 

perpendicular to the plane of the system because of the strong magnetic 
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surface anisotropy. The second model is the plane rotator model, in which 

the spins are confined to rotate freely in the plane of the system due to the 

strong planar surface anisotropy. The third model is the Heisenberg model, 

 in which the spins have three dimensional components. Any theoretical 

model for low-dimensional magnetic systems should include the exchange 

interaction, the dipolar interaction and the magnetic surface anisotropy 

[57]. The dipolar interaction plays critical role in determining the magnetic 

properties of low-dimensional magnetic systems because of its long-rang 

and anisotropic nature. For example, in the two dimensional plane rotator 

system it was found that the only short-range exchange interaction is 

insufficient for establishing a spontaneous magnetization at any finite 

temperature [58, 59].  

Heisenberg ferromagnetic systems include all the three interactions 

(exchange interaction, dipolar interaction, and uniaxial magnetic surface 

anisotropy) have been studied extensively using different methods such as 

renormalization group calculations [60, 61, 62, 63], mean-field calculations 

[64, 65, 66, 67], Monto Carlo simulations  [68, 69, 70, 71, 72] and spin-

wave analysis [73, 74, 75, 76]. In general, these studies predict the 

existence of a reorientation transition from an out-of- plane ferromagnetic 

state at low temperature to an in-plane ferromagnetic state as the 

temperature increases. This agrees well with the experimental findings 

from most of the research with ferromagnetic ultrathin films.     
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In contrast, a few systematic works have been carried out on the 

antiferromagnetic Heisenberg system. The classical two-dimensional 

dipolar antiferromagnetic spin systems on a square lattice have been 

investigated by Abu-Labdeh et al [77, 78, 79, 80, 81, 82, 83] using Monte 

Carlo simulations. These studies show a wide range of ordering effects 

where a reorientation transition has been found. 

Abu-Labdeh et al [80] investigated the two dimensional dipolar 

antiferromagnetic Heisenberg system on a square lattice without  magnetic 

surface anisotropy (κ = 0) for  both zero and finite temperatures. At low 

temperatures, their Monte Carlo results showed that the system exhibits a 

reorientation transition from the dipolar antiferromagnetic planer phase to 

the perpendicular antiferromagnetic phase as the antiferromagnetic 

exchange paramagnetic increases. Also, their results showed also that the 

phase boundary separating the two order phase is a first order transition 

with weakly dependent on temperature. In addition,  their results concluded  

that the phase boundary separating the two order state from  paramagnetic 

state appears to be a second order transition . 

The magnetic properties for two dimensional dipolar 

antiferromagnetic Heisenberg model on a square lattice with a weak planar 

magnetic surface anisotropy (κ/g = -1.0) and with a weak perpendicular 

magnetic surface anisotropy (κ/g = 1.0) have also been determined for both 

zero and finite temperatures by Abu-Labdeh et al [81]. Their study showed 

three distinct magnetic phases:  the dipolar planar antiferromagnetic, the 
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perpendicular antiferromagnetic and the paramagnetic phase. Their Monte 

Carlo results pointed out that the phase boundaries between the two ordered 

phase and the paramagnetic phase appears to be second order transition; 

while the phase boundary between the two ordered phases appears to be a 

first order transition. Their Monte Carlo results also demonstrated that the 

system with κ/g = -1 can exhibit a reorientation transition from the dipolar 

planar antiferromagnetic phase to the perpendicular antiferromagnetic 

phase with increasing temperature, and with κ/g = 1 the system can exhibit 

a reorientation transition from the perpendicular antiferromagnetic phase to 

dipolar planer antiferromagnetic phase with increasing temperature. 

         Abu-Labdeh et al [82] also investigated Heisenberg antiferromagnetic 

system on a square lattice in which the spins interact through the long-

range dipolar interaction, a magnetic surface anisotropy and exchange 

interaction. The exchange interaction J was assumed to be 

antiferromagnetic and fixed at the value -10g (i.e., J/g = -10). Their Monte 

Carlo results showed the relevant states are antiferromagnetic in which 

every spin is aligned in the opposite direction to its neighbours. The 

orientation of the antiferromagnetic state is determined by the strength of 

the dipolar interaction, which favours the perpendicular antiferromagnetic 

phase, and the magnetic surface anisotropy, which for κ < 0 favours the 

planar antiferromagnetic state. Simulations for small values of |κ| show a 

finite perpendicular antiferromagnetic order parameter which decreases 

with increasing temperature until the system undergoes a second order 
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phase transition to the paramagnetic phase at the N´eel temperature, at 

which point the order parameter is effectively zero. A similar behaviour is 

observed for large values of |κ|, with the difference that the ordered phase is 

the planar phase. For intermediate values of κ there exists a narrow range 

around |κ| ≈ κ0 for which the system undergoes a reorientation transition 

from the planar to the perpendicular phase with increasing temperature. 

The almost discontinuous change in the order parameters, and the 

hysteresis observed in the Monte Carlo data at the reorientation transition 

all indicate that it is a first order transition. As the temperature is further 

increased the system undergoes a second order transition to the 

paramagnetic phase. 

 Recently, Abu-Labdeh et al [83] studied the Heisenberg 

antiferromagnetic system on a square lattice having the long-range dipolar 

interaction, a short-range antiferromagnetic exchange interaction, a 

magnetic surface anisotropy and a uniform applied magnetic field along the 

z-axis at finite temperatures using Monte Carlo simulation. From their 

Monte Carlo simulations, the magnetic phase diagram was determined for 

the system as a function of the applied field and temperature. At low 

temperatures and for low values of the applied field, their Monte Carlo 

results show the phase boundary separating the dipolar planar 

antiferromagnetic phase and the perpendicular antiferromagnetic phase is a 

first order transition with a very small amount of hysteresis, where the 

amount of  the hysteresis is decrease as h/g is increased. In addition, the 
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reorientation transition line between the two ordered states at very low 

temperature shifts down with decreasing in slope as h is increased. In 

contrast، the phase boundary separating the two ordered phase from the 

paramagnetic phase appears to be second order transition with clear 

continuous and lack of hysteresis. Moreover, the regions of the 

perpendicular and planar antiferromagnetic states are shrink as the applied 

filed is increased.   

As mentioned before, little is known about the effects that arise from 

the interplay of the dipolar, exchange, magnetic surface anisotropy and 

uniform external magnetic field in the low-dimensional antiferromagnetic 

systems. The development of the quasi-two-dimensional magnetic systems 

for particular applications needs a detailed understanding of their 

microscopic interactions. Therefore, this study focuses on the effects of a 

parallel uniform external magnetic field on the magnetic properties of the 

dipolar antiferromagnetic Heisenberg system with heating, cooling, 

increasing and decreasing the strength of the surface anisotropy. 

The outline of this thesis is as follows. Chapter two presents the 

Heisenberg model in general terms including the dipole-dipole interaction, 

exchange interaction, magnetic surface anisotropy and uniform external 

magnetic field. Chapter three introduces the basic methods behind Monte 

Carlo simulation technique and the computational aspects. Chapter four 

presented and discussed the results for the system of interest. Finally, 

Chapter five gives the conclusion. 
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Chapter 2 

The Model in General Terms 

            This study presents the results from series of Monte Carlo 

simulations on the Heisenberg model of antiferromagnetic spin system. The 

system is a two-dimensional square lattice of N= L x L = 32 x 32 classical 

spins of fixed length. The suitable boundary conditions are imposed on the 

system by constructing an infinite plane from replicas of a finite system 

and using the Elwald summation techniques to sum over the replicas. 

       For the system of interest the two in-plane directions of the square 

lattice are denoted by x̂  and ŷ , and the direction perpendicular to the 

plane is denoted by ẑ . Each lattice site is associated with an ion which has 

a total magnetic moment µ , and a total spin S ; where are confined to 

rotate freely in the plane of the system.  

       In this model, the magnetic ions are assumed to interact through the 

exchange interaction (Eex), the dipolar interaction (Edd), the magnetic 

surface anisotropy (Eκ) and a uniform applied magnetic field (Eh), which 

represents the contribution of a uniform external magnetic field along the x-

axis of the square lattice. So, the total energy of the considered model can 

be  written as  

hkddex EEEEE +++=
                      (2.1) 

PDF created with pdfFactory Pro trial version www.pdffactory.com

http://www.pdffactory.com


14 
 

 

   The first term of Equation 2.1 is the nearest neighbor exchange 

interaction. The simplest case of the exchange interaction between two ions 

spins 1S  and 2S  is given by 

                      21 SSE ex ⋅−ℑ=                                          (2.2) 

        where ℑ  is the  strength exchange interaction which depends on the 

distance between the spins, and it is determined by the overlap integrals.  

       For negative exchange parameter, an antiparallel spin orientations is 

preferred, which leads to a simple antiferromagnetic state. While for 

positive parameter ℑ , a parallel spin orientations is favored, which leads to 

ferromagnetic state.  

      The exchange interaction has features of short-range characters, and it 

has an isotropic nature. For a system of N spins, the exchange energy is 

then given by  

                       
j

ji
iex SSE ∑

〉〈

⋅−ℑ=
,                                      (2.3) 

where the sum is over all nearest neighbor pairs, and iS  is the classical spin 

vector at site i. 

         The second term of Equation 2.1 is the dipole-dipole interaction. In 

contrast to the exchange interaction, the dipolar interaction between any 
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two moments on the lattice decays slowly with distance between any 

magnetic ions, and its anisotropic. The dipolar interaction is then given by  

( )( )∑
≠

⋅⋅⋅





 −=

ji
r

rr

rdd
ij

ijjiji

ij

jiE 53 32
1 µµµµ

                 (2.4) 

where iµ  is the classical magnetic moment at the lattice site i, ijr  is the 

vector connecting site i to site j and the sum is over all possible pairs of 

sites in the lattice except i = j. 

        The third term of Equation on 2.1 is the  magnetic surface anisotropy 

which arises from the interaction of spins with the crystal environment. 

This coupling can result in a preferred axis (or axes) about which the 

system may be favorably ordered energetically. The existence of such an 

easy axis (or axes) can have any one of a number of causes. In the system 

of interest, it is sufficient to include the case where the anisotropy couples 

the component of the magnetic moment that is perpendicular to the surface 

due to the symmetry between the two in-plane directions. The magnetic 

surface anisotropy term with the z-axis perpendicular to the surface of the  

system is  

2[ ( )]z i
i

E rκ λ µ
→

= − ∑                                         (2.5) 

where the sum is over all  sites in the lattice, ( )z irµ
→

is the ẑ  component of 

the moment vector at site i, and λ is the strength of the magnetic surface 
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anisotropy. When λ is positive an easy axis occurs along ẑ ,  and when λ is 

negative an easy plane occurs within the system. 

         Finally, the last term of Equation 2.1 refers to the Zeeman energy. 

This energy arises from the interaction between the magnetic moment of  

the ions and the applied magnetic field. As mentioned before, it has an 

important role in characterizing the development of materials for specific 

application. For example the time of manufacture the materials is very 

sensitive to the application of a magnetic field. Indeed, the wide use of 

technological applications such as data storage often requires manipulation 

of the magnetic structure by an external magnetic field [84]. 

      The contribution of Zeeman term to the total energy of the system is 

given by 

                            . ( )h i
i

E B rµ
→ → →

= −∑                                          (2.6) 

Where B
→

is the applied magnetic field and sum is over all sites in the 

lattice. Since the present study includes an applied field B
→

along the x-

axis, Equation 2.6 can be written as  

                                ( )h x i
i

E B rµ
→

= − ∑                                     (2.7) 

where B is the magnitude of the applied field and ,x iµ is the x-component 

of the magnetic moment.  
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      To use Equations 2.3, 2.4, 2.5 and 2.7 in the Monte Carlo simulations, 

it is needed to write them as dimensionless equations [79, 85, 86]. To do 

this, a set of two-dimensional classical unit vectors { }σ  is defined such that 

                                 )()( ieffi rSrS σ≡                                  (2.8) 

and 

                                  )()( ieffi rr σµµ ≡                                             (2.9) 

where  

                                    1)( =irσ                                               (2.10) 

In addition, all distances are scaled by the lattice constant a, such that  

                                         a
r

i
iR )(→         

Substituting these new definitions into Equations 2.3, 2.4, 2.5 and 2.7 we 

get 

                       

2

,
( ). ( )iex eff j

i j
E S R Rσ σ

→ → → →

= −ℑ ∑
                         (2.11) 

  

2

3 3 5

( ). ( ) [ ( ). ].[ ( ). ]
3

2
i j i ij j ijeff

dd
i j ij ij

R R R R R R
E

a R R
σ σ σ σµ
→ → → → → → → → → →

≠

 
 = −
  
 

∑
   (2.12) 
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2 2

,( ) [ ( )]iz eff z
i

E Rκ λ µ σ
→

= − ∑                         (2.13) 

 
and  

                ( )ih e f f x
i

E B Rµ σ
→

= − ∑                      (2.14) 

 
For simplicity, we define new coupling parameters 
 

                        
2

effSJ ℑ=                                                 (2.15)       

                          
2

32
e f fg
a

µ
=                                                          (2.16) 

                         
2

,( )z effκ λ µ=                                                (2.17) 

and                                                 

                           
effBh µ=                                                         (2.18)                                          

where J is the strength parameter of the exchange interaction, g is the 

strength parameter of the dipolar interaction, κ is the strength parameter of 

the magnetic surface anisotropy and h is the strength parameter of the 

applied field. Substituting Equations 2.15, 2.16, 2.17 and 2.18 into 

Equations 2.11, 2.12, 2.13 and 2.14 yields  

                                 
,

( ). ( )jex i
i j

E J R Rσ σ
→ → → →

= − ∑                                      (2.19) 
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3 5

( ). ( ) [ ( ). ].[ ( ). ]
3i j i ij j ij

dd
i j ij ij

R R R R R R
E g

R R
σ σ σ σ
→ → → → → → → → → →

≠

 
 = −  
 

∑
      (2.20) 

 

                             
2[ ( )]iz

i
E Rκ κ σ

→

= − ∑                                     (2.21) 

and 

                            ( )h x i
i

E h Rσ
→

= − ∑                                             (2.22) 

 
Finally, substituting Equations 2.19, 2.20, 2.21 and 2.22 into Equation 2.1 
gives 

3 5
,

( ). ( ) [ ( ). ].[ ( ). ]
( ). ( ) 3i j i ij j ij

i j
i j i j ij ij

R R R R R R
E J R R g

R R
σ σ σ σ

σ σ

→ → → → → → → → → →
→ → → →

≠

 
 = − + −
  
 

∑ ∑
            

       
2[ ( )] ( )iz x i

i i

R h Rκ σ σ
→ →

− −∑ ∑                                      (2.23)                                               

    In this study, J, κ and h are given in units such that g = 1, and the 

exchange interaction J is assumed to be antiferromagnetic and fixed at the  

value -10g (i.e., J/g = −10 ). We choose the value of J/g to be -10 in order 

to compare the present results with earlier work [82, 83].   

        The observable quantities of interest for the investigated system need 

to be determined. In this research, the most likely candidates for these  

observable quantities are the average energy <E> and the heat capacity CH. 

CH is calculated from the energy fluctuation-dissipation formula 
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          2

22

TK

EE

T
EC

B
H

−
=

∂
∂

=                                 (2.24)    

where KB is the Boltzmann constant and T is the temperature measured in 

units of 1/kB. Given the  total energy E every nth MCS/site, CH can be 

averaged over the whole time period of simulation. 

The model given by Equation 2.23 will be investigated by using 

Monte Carlo simulation as present in chapters three and four. 
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Chapter 3 

Monte Carlo Simulations and Computational Details 

3.1 Introduction 

       For scientists, engineers, statisticians, managers, investors and others, 

computers have made it possible to make models that simulate reality and 

aid in making predictions. One of the methods for simulating real systems 
is the ability to take into account randomness by investigating hundreds of 

thousands of different systems. The results are then compiled and used to 

make decisions. This is what Monte Carlo (MC) simulation is about. 

Monte Carlo (MC) methods are a class of computational algorithms 

based on repeated random sampling to compute the characteristics of a 

system of interest. MC methods are often used to simulate physical and 
mathematical systems. Because of their reliance on repeated computation 

and random numbers, MC methods are most suited calculation by a 

computer. MC methods tend to be used when it is infeasible (or impossible) 

to compute an exact result [87, 88]. MC methods are, especially, useful in 

studying systems with a large number of coupled degrees of freedom, such 

as fluids, disordered materials, strongly coupled solids, and cellular 
structures. A classic use of MC methods is for the evaluation of definite 

integrals, particularly, multidimensional integrals with complicated 

boundary conditions. The term Monte Carlo method was pointed out in the 

1940s by physicists working on nuclear weapon projects in the Los Alamos 

National Laboratory [89]. 

MC methods are very important in computational physics, physical 
chemistry and related applied fields. In addition, MC methods are used in 
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the ensemble models that form the basis of modern weather forecasting 

operations[87, 88, 89]. 

Therefore, the aim of MC simulations is to evaluate thermal averages 

by statistically sampling the significant region of their phase space using a 

computer. For carrying out a MC simulation, we require a sequence of 

numbers which are random, independent, real and uniformly distributed in 
the range 0 to 1[77]. 

In this Chapter, we will present (in brief) the fundamentals of Monte 

Carlo simulations, including importance sampling, transition probability, 

detailed balance, and the Metropolis algorithm [77, 90, 91, 92, 93, 94, 95]. 

3.2 Importance Sampling and Detailed Balance 

           In statistics, importance sampling is a general technique for 

estimating the properties of a particular distribution. In the canonical 

ensemble this requires to average an observable quantity, Q, over all the 
states of the system weighting each by Boltzmann probability  

                       ( ) e x p [ ]
E

P T
γυ

γυ α
−

                                (3.1) 

where Eυγ  is the energy of the system in state γυ , T is the temperature 

measured in units of 1/kB, Thus, the average value of the observable 

quantity Q is given by  

                     

e x p [ ]

e x p [ ]

E
Q

T
Q E

T

γ

γ

γ

υ
υ

γ

υ

γ

−
< > =

−

∑

∑
                     ( 3.2) 

where Q γυ  is the value of Q at some state γυ  . 
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Without using the importance sampling method, billions of years are 

needed to sample (for example) the Ising spin system of 100 spins. 

Performing the  importance sampling based on the Boltzmann probability 

distribution, enable us to find  < Q >  by collection Equation 3.2 over a 

finite number of states,  which are statistically significant.  

When dealing with many states, Markov process is needed to sample 
the significant state. In this process, state 1γυ +  is generated from previous 

state γυ  through a transition probability 1( )W γ γυ υ +→ , such that the 

distribution function of the states generated by the Markov process is given 

by the Boltzmann distribution. Therefore, Markov process must have the 

following four conditions: 

1- The state 1γυ +  is generated every time it is determined by the state γυ  . 

2- Reaching any state of the system from any other state is possible if the 

program is run for a long enough time.  

3- The transition probability 1( )W γ γυ υ +→   should satisfy the condition  

                          1( ) 1W γ γ
γ

υ υ +→ =∑                                 (3.3) 

4- The rate at which the system makes transition into (or out) of any state ν  

must be equal. This means that  

                1 1 1( ) ( ) ( ) ( )P W P Wγ γ γ γ γ γυ υ υ υ υ υ+ + +→ = →                   (3.4) 

or 

          
1 1

1
1

( ) ( )
exp[ ( )]

( ) ( )
W P

E E
W P

γ γ γ
γ γ

γ γ γ

υ υ υ
υ υ υ

+ +
+

+

→
= = − −

→               (3.5) 

PDF created with pdfFactory Pro trial version www.pdffactory.com

http://www.pdffactory.com


25 
 

 

Equation 3.5 indicates that the transition probability ratio for moving 
from state γυ  to state 1γυ +  depends only on the energy change  

                            1E E Eγ γ+∆ = −                                 (3.6) 

3.3 The Metropolis Algorithm 

The Metropolis algorithm  was proposed by Metropolis and his co-

workers in 1953 in the simulation of hard-sphere gases [96]. The 

Metropolis algorithm is based on the notation of detailed balance that 

describes equilibrium for systems whose configurations have probability 

proportional to the Boltzmann factor [96], and its one efficient method for 

the transition probability that satisfies Equation 3.5. In this algorithm the 

transition probability from state lν  to state 1+lν  reads.                 

1

1

1

exp [ ],
( )

1,

E if E E
W

if E E

γ γ

γ γ

υ υ

γ γ

υ υ

υ υ
+

+

+

 − ∆ >→ = 
 ≤


           (3.7) 

From Equation 3.7, we note the following: 

1-If the energy of state 1γυ +   is lower than or equal to the present state γυ , 

then the transition to the new state 1γυ +  is accepted. 

2-If the state 1γυ +  has a higher energy than the state γυ  then there is, still, 

a possibility to accept it. To accept a new state which has a higher energy 

than the present state, we choose a random number Z between 0 and 1. If 
the transition probability is greater than Z, then the new state 1γυ +  is 

accepted, otherwise the new state is rejected and then the system stays in 
the present  state γυ .  In moving from γυ  to 1γυ + , there are many choices 

PDF created with pdfFactory Pro trial version www.pdffactory.com

http://www.pdffactory.com


26 
 

 

which are only restricted by the condition of the detailed balance. In the 

present study the common and efficient choice is to change only the two 

degrees of freedom, θ and φ ,of the  selected spin (where 0 ≤ θ ≤ π and 0 ≤ 

φ  ≤ 2π).  

     The optimal Metropolis algorithm used in this study proceeds according 

to the following steps: 

1. Randomly choose an initial state, γυ  for the system of interest, 

2. Randomly select the target spin, iσ  , where i ∈ (1, 2, 3, ...,N = L ×  L), 

3. Generate a new state, 1γυ + ,  randomly by changing the orientation of 

the  selected iσ  to iσ ′  such that  

                                        
'

i iσ σ
→ →

= ± Δ iσ
→

                                          (3.8) 

4. Compute the energy difference E∆  between the new state 1γυ +   and the 

old  state γυ . 

5. Calculate the transition probability according to Equation 3.7. 

6. Generate a uniform distribution number Z between 0 and 1. 

7. Compare Z with the Calculated 1( )W γ γυ υ +→ .  

8. If 1( )W γ γυ υ +→  is greater than Z accept the move, otherwise leave the          

spin as it is and retain the  old spin configuration. 

9. Repeat steps 2-8 as necessary. 

10. Store the required observable quantities of the system every nth Monte    

    Carlo steps per lattice site (MCS/site) to calculate the averages. 

11. Calculate the required observable quantities of the system using the  

       simple arithmetic average 
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1

M

M

Q
Q

M
γυ

γ =

< > = ∑                                           (3.9)  

where Q
γυ  is the value of the observable quantity Q at the state γυ  and M is 

the total number of the Monte Carlo steps per lattice site. Equation 3.9 

indicates that <Q > M becomes a more and more accurate estimate as the 

number of MCs/site is increased. 

 

3.4 Computational Aspects 

In this thesis, the MC results for the Heisenberg system are carried out 

at finite temperatures using super-computing machine clusters through 

Western Canada Research Grid (WestGrid)  at university of Calgary and 

Shared Hierarchical Academic Research Computing Network 

(SHARCNET) at university of Western Ontario. 

The finite system considered in the present study has a lattice size N = 

32 X 32, and is treated as an infinite plane of replicas by imposing suitable 

periodic boundary conditions [77, 97, 98, 99]. In this system, the first site 

in a row in the square lattice is considered as the right of the nearest 

neighbor of another site in the same class and another site in a row is left as 

being the first row in the same location. The same holds for the top and 

bottom sites in each column. In addition, the Ewald summation technique is 

used to sum over the replicas [100]. Indeed, the simulations are based on 

the standard Metropolis algorithm [96]. The code used in this study was 
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originally written by MacIsaac and his co-workers [85, 86], and modified 

by Abu-Labdeh and his co-workers [77,  78, 79]. 

        In the present study, the model is an N three-dimensional spins on a 

square lattice. The spin of each ion is treated classically, and it is 

represented by a vector of fixed magnitude( 1, 1, 2,.......,i i Nσ
→

= = ) and a 

changeable orientation in the space. In this thesis the system is investigated 

under, the nearest neighbors antiferromagnetic exchange interaction with 

relative strength J/g=-10, dipole-dipole interaction with relative strength g, 

magnetic surface anisotropy with relative strength κ/g and a uniform 

external magnetic field along x-axis with relative strength h/g. 

Throughout this research, units of J, κ and h are taken in terms of g. In 

addition, the temperature T is measured in a unit of 1/kB. 

In the present study, Monte Carlo simulations data are collected by two 

ways 

1- Fixing the temperature T/g at a particular value of h/g and then changing 

the relative magnetic surface anisotropy parameter κ/g  by a 0.05 in each 

step.  

2- Fixing the relative magnetic surface anisotropy parameter κ/g at a 

particular value of h/g and then changing the temperature T/g by a 0.05 in 

each step. 

Through this study we aim to get a phase diagram as a function of both 

T/g and k/g for each of the selected values of h/g (i.e., h/g = 10, 20 and 27).   
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Chapter 4 

Results and Discussion 

4.1 Introduction 

In this chapter, we present and discuss the magnetic properties of the 

Heisenberg system on a square lattice with lattice size 32 ×  32; where the 

two in-plane directions are denoted by x̂and ŷ , and the direction 

perpendicular to the plane is denoted by ẑ . As mentioned before, in the 

present system the long-range dipolar interaction, short-range exchange 

interaction, magnetic surface anisotropy and uniform applied magnetic 

field along the x- axis are considered. In addition, the strength of the 

exchange parameters is fixed at J = −10.0g. The phase behaviors for 

different values of κ with different values of the selected applied magnetic 

field ( h/g = 10, h = 20 and h = 27)  are presented. The κ – T phase 

diagrams for h/g = 10, h/g = 20 and h/g = 27, therefore, have been 

constructed from the results of the Monte Carlo simulations. 

4.2 Finite Temperature Properties 

       At T/g = 2.5, the total average energy < E/g > per spin with both 

increasing and decreasing κ for h/g =10, 20 and 27 are shown, respectively, 

in Figures 4.1a, 4.1b and 4.1c. To show the effect of the applied magnetic 

filed on the total average energy, we plot Figures 4.1a, 4.1b and 4.1c in 

Figure 4.2. The data shown in Figure 4.1( or Figure 4.2) indicate that the 

system switches from the planar antiferromagnetic phase to the 

perpendicular antiferromagnetic phase (at κN/g = - 4.057 ± 0.025, -4.195 ± 

0.025 and - 4.212 ± 0.025 for h/g = 10, 20 and 27, respectively) as the 
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strength of the magnetic surface anisotropy is increased. This transition 

consistent with the nature of magnetic surface anisotropy in which the easy 

axis occurs along  ẑ  for positive κ and it occurs within plan of the system 

for negative κ. In addition the data in Figure 4.1( or Figure 4.2) indicate 

that the total average energy of the planer phase is almost constant because  

in this phase the z-components of the spins are almost zero, and hence the 

magnetic anisotropy energy does not change with increasing κ. In contrast, 

the total average energy of the perpendicular phase is decreasing with 

increasing κ because the magnetic anisotropy energy is directly 

proportional to – κ.     

            Evidence for the existence of the planar antiferromagnetic phase at 

κ/g < κN/g and perpendicular antiferromagnetic phase at κ/g > κN/g is 

shown in Figures 4.3 and 4.4. Figures 4.3a, 4.3b and 4.3c show snapshots 

of spin configuration, at κ/g = -8 < κN/g with T/g = 2.5 for h/g = 10, 20 and 

27, respectively; while Figures 4.4a, 4.4b and 4.4c show snapshots of spin 

configuration at κ/g = 2 > κN/g with T/g = 2.5 for h/g = 10, 20 and 27, 

respectively. In Figure 4.3 the spins are aligned antiferromagnetically 

parallel to the plane of the system (i.e., the system favors planar 

antiferromagnetic phase); where in Figure 4.4 the spins are aligned 

antiferromagnetically perpendicular to the plane of the system (i.e., the 

system favors perpendicular antiferromagnetic phase). Hence, at low 

temperature and for large negative values of κ the planar antiferromagnetic 

phase is energetically favored. As κ is increased the system switches from 

the planar antiferromagnetic phase to the perpendicular antiferromagnetic 

phase. 
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     Moreover, the MC data presented in Figure 4.1 (or Figure 4.2) also 

indicate that the transition from the planar antiferromagnetic phase to the 

perpendicular antiferromagnetic phase is rst order (or discontinues 

transition) with very small latent heat. This transition is characterized by a 

sharp change in the slope of the total energy with respect to κ. Table 4.1, 

therefore,  summarizes the locations of the transition points between the 

two order phases at T/g = 2.5 for h/g = 10, 20 and 27. 
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Figure 4.1: A plot of the total average energy < E/g > per spin as a 

function of increasing and decreasing the relative magnetic surface 

anisotropy parameter κ /g at T/g = 2.5 for (a) h/g = 10, (b) h/g = 20 and (c) 

h/g = 27. 
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Figure 4.2: A plot of the total average energy < E/g > per spin as a 

function of the relative magnetic surface anisotropy parameter κ /g at T/g = 

2.5 with h/g = 10, 20 and 27. 
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 (a) 

 
(b) 

 
(c) 

                              
 

Figure 4.3: The snapshots of spin configurations at κ/g = -8 < κN/g with 
  T/g = 2.5 for (a) h/g = 10 (b) h/g = 20 and (c) h/g =  27. 
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                                    (a)                                                (b) 

 

       

 

 

                                                             (c)                       

  

 

 

 

Figure 4.4: The snapshots of spin configurations at κ/g = 2 > κN/g with T/g 

= 2.5 for a) h/g = 10 (b) h/g = 20 and (c) h/g =  27, where the symbol × 

shows spin down while symbol  •  shows spin up.  

 

Table 4.1: The locations of the transition points between planar 

antiferromagnetic phase and the perpendicular antiferromagnetic phase at 

T/g = 2.5 for h/g = 10, 20 and 27. 

 

h/g 10 20 27 

κ N/g -4.057 ± 0.025 -4.195 ±  0.025 -4.212 ± 0.025 

× • × • × • × • ×  
• × • × • × • × •  
× • × • × • × • ×  
• × • × • × • × •  
× • × • × • × • ×  
• × • × • × • × •  

× • × • × • × • ×  
• × • × • × • × •  
× • × • × • × • ×  
• × • × • × • × •  
× • × • × • × • ×  
• × • × • × • × •  

× • × • × • × • ×  
• × • × • × • × •  
× • × • × • × • ×  
• × • × • × • × •  
× • × • × • × • ×  
• × • × • × • × •  
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           Further evidence for the discontinuous nature of the transition 

between the two ordered phases is clearly seen in the average dipolar 

energy <Edd/g> per spin ( Figures 4.5a, 4.5b and 4.5c), the average 

anisotropy energy <Eκ/g> per spin (Figures 4.6a, 4.6b and 4.6c), the 

average exchange energy <Eex/g> per spin (Figures 4.7a, 4.7b and 4.7c) and 

the average Zemann energy <Eh/g> per spin (Figures 4.8a, 4.8b and 4.8c) 

with h/g =10, 20 and 27 at T/g =2.5 for both increasing  and decreasing κ/g. 

           To show the effect of the applied magnetic filed on the averages of 

the dipolar, anisotropy, exchange and Zemann energies, Figures 4.9, 4.10, 

4.11 and 4.12, respectively, show the <Edd/g> ,  <Eκ/g> , <Eex/g>  and  

<Eh/g> as function of both increasing and decreasing κ/g at T/g =2.5 for h/g 

=10, 20 and 27. 
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Figure 4.5: A plot of the average dipolar energy < Edd/g > per spin as a 

function of increasing and decreasing the relative magnetic surface 

anisotropy parameter κ /g at T/g = 2.5 for (a) h/g= 10, (b) h/g= 20 and (c) 

h/g= 27. 
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Figure 4.6: A plot of the average anisotropy energy < Eκ/g > per spin as a 

function of increasing and decreasing the relative magnetic surface 

anisotropy parameter κ /g at T/g = 2.5 for (a) h/g= 10, (b) h/g= 20 and (c) 

h/g= 27. 
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Figure 4.7: A plot of the average exchange energy < Eex/g >  per spin as a 

function of increasing and decreasing the relative magnetic surface 

anisotropy parameter κ /g at T/g = 2.5 for (a) h/g= 10, (b) h/g= 20 and (c) 

h/g= 27. 
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Figure 4.8: A plot of the average Zemann energy < Eh/g > per spin as a 

function of increasing and decreasing the relative magnetic surface 

anisotropy parameter κ /g at T/g = 2.5 for (a) h/g= 10, (b) h/g= 20 and (c) 

h/g= 27. 
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Figure 4.9: A plot of the average dipolar energy < Edd/g > per spin as a 

function of the relative magnetic surface anisotropy parameter κ /g at T/g = 

2.5 with h/g = 10, 20 and 27. 

 
Figure 4.10: A plot of the average anisotropy energy < Eκ/g > per spin as a 

function of the relative magnetic surface anisotropy parameter κ /g at T/g = 

2.5 with h/g = 10, 20 and 27. 
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Figure 4.11: A plot of the average exchange energy < Eex/g >  per spin as a 

function of the relative magnetic surface anisotropy parameter κ /g at T/g = 

2.5 with h/g = 10, 20 and 27. 

 

Figure 4.12: A plot of the average Zemann energy < Eh/g >  per spin as a 

function of the relative magnetic surface anisotropy parameter κ /g at T/g = 

2.5 with h/g = 10, 20 and 27. 
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       It is worth noting that  Figures 4.9 and 4.12 show, respectively, a 

decreasing in the average dipolar and average Zemann energies with 

increasing in the strength of the applied field. In contrast, Figure 4.11  

show an increasing in the average exchange energy with increasing in the 

strength of the applied field. However, different scenario appears in the 

data of the average anisotropy energy shown in Figure 4.10. This Figure 

shows that the planar average anisotropy energy decreasing with increasing 

in the strength of the applied field, while the perpendicular average 

anisotropy energy is increasing with increasing in the strength of the 

applied field.  

       To  study the effect of the applied magnetic field on the planer phase, 

Figures 4.13a, 4.13b and 4.13c show the total average  energy < E/g > per 

spin as a function of both increasing and decreasing temperature, 

respectively, for h/g =10, 20 and 27at κ/g = -10. To show the effect of the 

applied magnetic filed on the total average  energy at κ/g = -10, Figure 4.14 

shows the total average  energy as a function of temperature, respectively, 

for h/g =10, 20 and 27. The data shown in Figure 4.13 (or Figure 4.14) 

indicate that the curves of the system undergoes a continuous transition 

from the planar antiferromagnetic phase to the paramagnetic phase as the 

temperature increased (i.e., a planar antiferromagnetic ordered state at low 

temperature, a disordered state at higher temperature, and a continuous 

transition between them at TN/g = 8.086 ± 0.025, 7.968 ± 0.025 and 7.498 ± 

0.025 for h/g = 10, 20 and 27, respectively). Hence, Table 4.2 summarizes 

the locations of the transition points between the planer phase and disorder 

state  at κ/g = -10 for h/g = 10, 20 and 27.                                                                  
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    The data shown in Figures 4.13 conclude  that the transition from the 

planar antiferromagnetic phase to the paramagnetic phase is second order.  

 
Figure 4.13: A plot of the total average energy < E/g > per spin as a 

function of increasing and decreasing T/g at k/g = -10 for (a) h/g= 10, (b) 

h/g= 20g and (c) h/g= 27. 
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Figure 4.14: A plot of the total average energy < E/g > per spin as a 

function of T/g at k/g = -10 with h/g = 10, 20 and 27. 

Table 4.2: The locations of the transition points between planar 

antiferromagnetic phase and the paramagnetic phase at κ/g = -10 for h/g = 

10, 20 and 27. 

h/g 10 20 27 

TN/g 8.086 ± 0.025 7.968 ± 0.025  7.498 ± 0.025 
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           Further evidence for the continuous nature of the transition between 

planar antiferromagnetic phase and the paramagnetic phase is also seen in 

the average dipolar energy <Edd/g> per spin ( Figures 4.15a, 4.15b and 

4.15c),  the average anisotropy energy <Eκ/g> per spin (Figures 4.16a, 

4.16b and 4.16c), the average exchange energy <Eex/g> per spin (Figures 

4.17a, 4.17b and 4.17c) and  the average Zemann energy <Eh/g> per spin 

(Figures 4.18a, 4.18b and 4.18c) as a function of increasing and decreasing 

temperature T/g for h/g =10, 20 and 27 at k/g = -10. 

        To study the effect of the applied magnetic filed on the average 

energies of the system, Figures 4.19, 4.20, 4.21 and 4.22, respectively,  

present the average dipolar energy <Edd/g>, the average anisotropy energy 

<Eκ/g>, the average exchange energy <Eex/g> and the average Zemann 

energy <Eh/g> per spin a function of T/g at κ/g = -10 for h/g =10, 20 and 

27. 
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Figure 4.15: A plot of the average dipolar energy <Edd/g> per spin as a 

function of heating  and cooling the system at k/g = -10 for (a) h/g= 10, (b) 

h/g= 20 and (c) h/g= 27. 
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Figure 4.16: A plot of the average anisotropy energy <Eκ/g>per spin as a 

function of heating  and cooling the system at k/g = -10 for (a) h/g= 10, (b) 

h/g= 20 and (c) h/g= 27. 
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Figure 4.17: A plot of the average exchange energy < Eex/g > per spin as a 

function of heating  and cooling the system at k/g = -10 for (a) h/g= 10, (b) 

h/g= 20 and (c) h/g= 27. 
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Figure 4.18: A plot of the average Zemann energy < Eh/g > per spin as a 

function of heating  and cooling the system at k/g = -10 for (a) h/g= 10, (b) 

h/g= 20 and (c) h/g= 27. 
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Figure 4.19: A plot of the average dipolar energy < Edd/g > per spin as a function 

of T/g  at k/g = -10 for h/g = 10, 20 and 27. 

 

 

Figure 4.20: A plot of the average anisotropy energy < Eκ/g > per spin as a 

function of T/g  at k/g = -10 for h/g = 10, 20 and 27. 
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Figure 4.21: A plot of the average exchange energy < Eex/g > per spin as a 

function of T/g  at k/g = -10 for h/g = 10, 20 and 27. 

 

 

Figure 4.22: A plot of the average Zemann energy < Eh/g > per spin as a function 

of T/g  at k/g = -10 for h/g = 10, 20 and 27. 
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          In the planer antiferromagnetic phase, the MC data plotted in Figures 

4.19, 4.20, 4.21 and 4.22 conclude that the average dipolar and the average 

Zemann energies are decreasing as the strength of the applied field is 

increasing; while the average exchange energy is increasing as the strength 

of the applied field is increasing. This behavior occurs because the angel 

between adjacent spins is decreasing as the applied field is increasing, this 

leads to increase the exchange energy and to decrease both the dipolar and 

zemann energies as the applied field is increasing. In addition the zemann 

energy is proportional to –h. Hence, it is decreasing as h is increasing .  

           Another evidence for a second-order transition between the planar 

antiferromagnetic state and the disordered state is shown in Figures 4.23a, 

4.23b and 4.23c, where the heat capacity CH per spin is plotted as a 

function of temperature T/g, respectively, for h/g =10, 20 and 27 at k/g = -

10. To investigate the effect of the applied magnetic filed on the heat 

capacity, Figures 4.23a, 4.23b and 4.23c are plotted in Figure 4.24. The 

data plotted in Figure 4.24 shows the location of the transition point 

between the planer antiferromagnetic phase and paramagnetic phase shifts 

towards the lower temperature as the string of the applied field is increased. 

In addition, Figure 4.23 (or Figure 4.24) indicates that the system 

undergoes a continuous transition from the planar antiferromagnetic to the 

paramagnetic phase as the temperature is increased. 
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Figure 4.23: The specific heat CH per spin as a function of temperature T/g at 

k/g=-10 for (a) h/g= 10, (b) h/g= 20 and (c) h/g= 27. 
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Figure 4.24: The specific heat CH per spin as a function of temperature T/g at 

k/g=-10 with h/g = 10, 20 and 27. 
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         To  study the effect of the applied magnetic field on the perpendicular 

phase, Figures 4.25a, 4.25b and 4.25c show the total average  energy < E/g > per 

spin as a function of both increasing and decreasing temperature, respectively, for 

h/g =10, 20 and 27at κ/g = 2.  To see the effect of the applied magnetic filed on  

< E/g > in more clear way, Figures 4.25a, 4.25b and 4.25c are plotted in Figure 

4.26. In the perpendicular antiferromagnetic phase, the data shown in Figure 4.26 

conclude that the < E/g > is decreasing as the applied filed is increasing. 

Moreover, the MC data plotted in Figure 4.25 (or Figure 4.26) include that the 

system undergoes a continuous transition from the perpendicular 

antiferromagnetic phase to the paramagnetic phase as the temperature is 

increased (i.e., a perpendicular antiferromagnetic ordered state at low 

temperature, a disordered state at higher temperature, and a continuous transition 

between them  at TN/g = 8.00 ± 0.025, 9.99 ± 0.025 and 9.26  ± 0.025 for h/g = 

10, 20 and 27, respectively). Table 4.2, therefore, summarizes the locations of the 

transition points between the perpendicular phase and the disorder state  at κ/g = 

2 for h/g = 10, 20 and 27.  
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Figure 4.25: A plot of the total average energy < E/g > per spin as a function of  

heating and cooling the system at k/g =2  for (a) h/g= 10, (b) h/g= 20 and (c) h/g= 

27. 
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Figure 4.26: A plot of the total average energy < E/g > per spin as a 

function of T/g at k/g =2  with h/g = 10, 20 and 27. 

Table 4.3: The locations of the transition points between perpendicular 

antiferromagnetic phase and the paramagnetic phase at κ/g =2 for h/g = 10, 

20 and 27. 

h/g 10 20 27 

TN/g 8.00 ± 0.025 9.99 ± 0.025  9.26 ± 0.025 
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          Further evidence for the scond order transition between 

perpendicular antiferromagnetic phase and the paramagnetic phase is 

clearly seen in the average dipolar energy <Edd/g> per spin (Figures 4.27a, 

4.27b and 4.27c), the average anisotropy energy <Eκ/g> per spin (Figures 

4.28a, 4.28b and 4.28c), the average exchange energy <Eex/g> per spin 

(Figures 4.29a, 4.29b and 4.29c) and the average Zemann energy <Eh/g> 

per spin (Figures 4.30a, 4.30b and 4.30c) as a function of temperature T/g 

for h/g =10, 20 and 27 at k/g =2. 

        To study the effect of the applied magnetic filed on the average 

energies of the system, Figures 4.31, 4.32, 4.33 and 4.34, respectively,  

present <Edd/g>, <Eκ/g>, <Eex/g> and  <Eh/g> per spin for h/g =10, 20 and 

27 as a function of temperature T/g at κ/g = 2. 
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Figure 4.27: A plot of the average dipolar energy <Edd/g> per spin as a function 

of  heating  and cooling the system at k/g =2  for (a) h/g= 10, (b) h/g= 20 and (c) 

h/g= 27. 
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Figure 4.28: A plot of the average anisotropy energy <Eκ/g> per spin as a 

function of  heating  and cooling the system at k/g =2  for (a) h/g= 10, (b) h/g= 20 

and (c) h/g= 27. 
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Figure 4.29: A plot of the average exchange energy <Eex/g> as a function of  

heating  and cooling the system at k/g =2  for (a) h/g= 10, (b) h/g= 20 and (c) 

h/g= 27. 
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Figure 4.30: A plot of the average Zemann energy < Eh/g> as a function of  

heating  and cooling the system at k/g =2  for (a) h/g= 10, (b) h/g= 20 and (c) 

h/g= 27. 
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Figure 4.31: A plot of the average dipolar energy < Edd/g > per spin as a function 

of T/g  at k/g =2 for h/g = 10, 20 and 27. 

 

 

Figure 4.32: A plot of the average anisotropy energy < Eκ/g > per spin as a 

function of T/g  at k/g =2 for h/g = 10, 20 and 27. 
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Figure 4.33: A plot of the average exchange energy < Eex/g >  per spin as a 

function of T/g  at k/g =2 for h/g = 10, 20 and 27. 

 

Figure 4.34: A plot of the average Zemann energy < Eh/g per spin as a 

function of T/g  at k/g =2 for h/g = 10, 20 and 27. 
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       In the perpendicular phase, the MC data plotted in Figures 4.31, 4.32, 

4.33 and 4.34 conclude that the average dipolar energy and the average 

Zemann energy are decreasing as strength of the applied field is increasing; 

while the average exchange energy and the average anisotropy energy are 

increasing as strength of the applied field is increasing.  

          Another evidence for a second order transition between the 

perpendicular antiferromagnetic order and disordered states is shown in 

Figures 4.35a, 4.35b and 4.35c, where the heat capacity CH per spin is 

plotted as a function of temperature T/g, respectively, for h/g =10, 20 and 

27 at k/g = -10. To investigate the effect of applied magnetic filed on the 

heat capacity, Figures 4.35a, 4.35b and 4.35c are plotted in Figure 4.36. 

The data shown in Figure 4.36 conclude that the location of the transition 

between the perpendicular antiferromagnetic phase and paramagnetic phase 

shifts towards the lower temperature as the string of the applied field is 

increased. In addition, Figure 4.35(or Figure 4.36) shows that the system 

undergoes a second order transition from the perpendicular 

antiferromagnetic to the paramagnetic phase as the temperature is 

increased. 
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Figure 4.35: The specific heat CH per spin as a function of heating  and cooling 

the system at k/g=2 for (a) h/g= 10, (b) h/g= 20 and (c) h/g= 27. 
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 Figure 4.36: The specific heat CH per spin as a function of T/g at k/g=2 with 

h/g = 10, 20 and 27. 
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4.3 The Magnetic Phase Diagram 

         At finite temperature, the equilibrium phases of the system obtained 

from Monte Carlo simulations have been presented in the phase diagrams 

shown in Figures 4.37, 4.38 and 4.39, respectively, for h/g = 10, 20 and 27. 

The phase diagrams show the planar antiferromagnetic phase (Region I), the 

perpendicular antiferromagnetic phase (Region II) and a paramagnetic phase 

(Region III). The simulation points separating the two ordered phases (Region 

I) and (Region II), and the planar phase (Region I) from the paramagnetic 

phase (Region III) are obtained from the corresponding peak in the magnetic 

heat capacity. The transition line (dashed line) between the two ordered 

phases (Region I and II) appears to be first order as shown in Figures 4.37, 

4.38 and 4.39; while the transition line (solid line) between two order phases 

(Region I and Region II ) and the paramagnetic phase (Region III) appears to 

be second order as shown in Figures 4.37, 4.38 and 4.39. The phase diagrams 

show that the orientation of the antiferromagnetic state is determined by the 
relative strength of the magnetic surface anisotropy κ/g, which for ( k/g 

≈
<  -4) 

the system favours the planar antiferromagnetic state and for (k/g 
≈
>  -4) it 

favours the perpendicular antiferromagnetic state with a first order transition 
between them. For κ/g

≈
<  -4 the MC results show a perpendicular 

antiferromagnetic order which continuously decreases with increasing 

temperature until the system undergoes a second order phase transition to the 

paramagnetic phase at the N´eel temperature TN/g. A similar behaviour is 
observed for k/g 

≈
<  -4, with the difference that the ordered phase is the planar 

phase.  
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        For an easy comparison between the results of the model with and 

without a uniform external magnetic elds, the phase diagrams are plotted 

Figure 4.40. 

While Figure 4.40 shows that the sequence of phases observed in the 

reorientation transition for h/g = 10, 20 and 27 cases is similar, two 

important features are arising because of the effect of the uniform external 

magnetic field. First is that the reorientation transition line between the two 

ordered states at very low temperature shifts down with decreasing in slope 

as h is increased. The second is that the regions of the perpendicular and 

planer antiferromagnetic phases are shrink as the applied field is increased. 
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Figure 4.37: The magnetic phase diagram as a function of both k/g and T/g 

for h/g=10. Region I is the planar antiferromagnetic phase, Region II is the 

perpendicular antiferromagnetic phase, and Region III is the paramagnetic ( 

or disordered) phase. The two solid lines highlight the two lines of second 

order transition from the two antiferromagnetic order states to the 

paramagnetic phase. The dashed line highlights the line of first ordered 

transition between the planar and the perpendicular phases.             
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Figure 4.38: The magnetic phase diagram as a function of both k/g and T/g 

for h/g=20. Region I is the planar antiferromagnetic phase, Region II is the 

perpendicular antiferromagnetic phase, and Region III is the paramagnetic ( 

or disordered) phase. The two solid lines highlight the two lines of second 

order transition from the two antiferromagnetic order states to the 

paramagnetic phase. The dashed line highlights the line of first ordered 

transition between the planar and the perpendicular phases. 
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Figure 4.39: The magnetic phase diagram as a function of both k/g and T/g 

for h/g=27. Region I is the planar antiferromagnetic phase, Region II is the 

perpendicular antiferromagnetic phase, and Region III is the paramagnetic ( 

or disordered) phase. The two solid lines highlight the two lines of second 

order transition from the two antiferromagnetic order states to the 

paramagnetic phase. The dashed line highlights the line of first ordered 

transition between the planar and the perpendicular phases.  
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Figure 4.40:  The magnetic phase diagram as a function of both k/g and 

T/g for h/g = 10, h/g = 20 and h/g = 27. Region I is the planar 

antiferromagnetic phase, Region II is the perpendicular antiferromagnetic 

phase, and Region III is the paramagnetic phase. 
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Chapter 5 

Conclusions 

 

In this study, effects of a parallel uniform external magnetic field on 

the magnetic properties of a square dipolar antiferromagnetic Heisenberg 

system (N = 32×32) with heating, cooling, increasing and decreasing of the 

strength of the relative surface anisotropy κ/g have been studied. In 

particular, the magnetic phase diagram for this system has been determined 

as a function of both temperature and magnetic surface anisotropy 

parameter for different values of the strength of the applied magnetic field 

(h/g = 10, 20 and 27) using Monte Carlo simulations. As mentioned in 

Chapter 1, there are many technological and industrial applications for 

quasi two-dimensional systems, specially, their applications in data storage 

devices. Since such systems are very sensitive to the action of an external 

magnetic field, it is a better to understand the effects of a uniform applied 

magnetic field on the nature and stability of these systems. 

In the current work, the simulations focus on the exchange -

dominated  regime  in which the strength of the antiferromagnetic  

exchange interaction is greater than the dipolar interaction (i.e., J/g = -10). 

In addition the uniform external magnetic field is applied parallel to the x-

axis of the square lattice, where the in plan directions of the square lattice 

are denoted by x̂and ŷ , and the direction perpendicular to the plane is 

denoted by ẑ . 
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         At low temperature and for large negative values of k/g ( i.e., k/g 
≈
<  -

4), Monte Carlo simulations show a planar phase, in which the spins are 

oriented antiferromagnetically parallel to the plane of the system. At low 
temperature and for large positive values of k/g (i.e., k/g 

≈
>  -4), Monte 

Carlo results show a perpendicular phase in which the spins are aligned 

antiferoomagnetically perpendicular of the plane of the system. Moreover, 

the Monte Carlo simulations indicate that the line of the transition between 

the two ordered phases is a line of first order with very small latent heat. 

          At large negative values of k/g, the simulation results show that the 

system undergoes a second order transition from the planer 

antiferromagnetic phase to paramagnetic phase as the temperature is 

increased. At large positive value of k/g, the results also show that the 

system undergoes a second order transition but from the perpendicular 

antiferromagnetic phase to paramagnetic phase as the temperature is 

increased. 

While the sequence of phases observed in the reorientation transition 

for h/g = 10, 20 and 27 cases shows similar behavior,  two important 

features are arising because of the effect of the uniform external magnetic 

field. First is that the reorientation transition line between the two ordered 

states at very low temperature shifts towards the negative values of κ with 

decreasing in slope as h is increased. The second is that the regions of the 

perpendicular and planar antiferromagnetic states  are shrink as the applied 

filed is increased. These results are summarized in the phase diagrams 

shown in Figures  4.37, 4.38, 4.39 and 4.40. 
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ثنا  هايزنبرغ تأثيرات المجال المغناطيسي الخارجي المنتظم على الخواص المغناطيسية لنظام
  مضاد قطبي فيرومغناطيسي
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  إشراف
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  الملخص

في هذا البحث تمت دراسة التأثيرات الناشئة عن مجال مغناطيسي خارجي منتظم على الخواص 
، )32×32( ببعـد  لنظام هايزنبرغ ثنا قطبي فيرومغناطيسي مضـاد  مربعة المغناطيسية لشبكية

العـزوم   افترضت هذه الدراسـة ان . طريقة مونت كارلو باستخدام مختلفةعلى درجات حرارة 
كلاسيكية وتتفاعل فيما بينها من خلال تأثيرات التبادلية من نـوع  عبارة عن عزوم المغناطيسية 

الفيرومغناطيسية المضادة مع الايونات المجاورة القريبة وكذلك التأثيرات الثنا قطبية ذات المـدى  
 السـيني  المحـور  باتجـاه  طيسي الخارجي المنتظم الذي يؤثرالطويل إضافة إلى المجال المغنا

نـوع الفرومغناطيسـية   (  J/g مقدار عامل التـأثيرات التبادليـة   أثناء الدراسة تم تثبيت.شبكيةلل
عامل التأثيرات الثنا مقدار  gحيث تمثل ( 10.0 -  بين الايونات المتفاعلة على القيمة)  المضادة

  . )قطبية
كعلاقـة  " شكل الطـور "تم تحديد  اكاة النظام باستخدام طريقة مونت كارلومن خلال عمليات مح

علـى  بينتْ نتائج المحاكـاة   ، T/gودرجة الحرارة k/g  تباين الخواص المغناطيسية السطحبين 
4عند قـيم  درجة حرارة منخفضة و  / gκ

≈
− طـور  يفضـل أن يكـون مـن     النظـام  أن <

بشـكل مـوازي    المغناطيسية الكلاسيكية المستوي حيث تترتب  العزوم مضادالفيرومغناطيسية ال
4و.لشبكية النظام / gκ

≈
− طـور  يفضـل أن يكـون مـن     النظام أنأظهرت نتائج المحاكاة  >

نتائج المحاكاة ان النظام يظهـر انتقـالاً مـن     أظهرت كذلك .العمودي الفيرومغناطيسية المضاد
الى طور الفيرومغناطيسية المضـادة   المستوي ى من طور الفيرومغناطيسية المضادالدرجة الاول

مع ازدياد قيمـة المجـال    و جدا ، و عند درجات حرارة منخفضةgκ/زادة قيمة كلما  عموديال
المغناطيسي الخارجي المؤثر على النظام أظهرت الدراسة نقصان في قيمة ميل خـط الانتقـال   
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  ت
 

 

عمودي، الفيرومغناطيسية المضادة ال مستوي وطورغناطيسية المضادة الالفيروم الفاصل بين طور
مـن الدرجـة    (، أظهرت نتائج مونت كارلو ان النظام يظهر انتفالاً gκ/ل  مختلفةقيم  عندبينما 

درجـات   ازديـاد إلى طور البارامغناطيسية عنـد   من طور الفيرومغناطيسية المضادة )الثانية 
  الفيرومغناطيسـية  فـي طـور   انكماش حدوث الدراسةنتائج  بينت كإلى ذل ةبالإضاف. الحرارة
  .المجال المغناطيسي الخارجي المؤثر على النظامقيمة  ة اديز مع )المستوي و العمودي( المضاد
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