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SUMMARY

Even with the advance of autonomous robotics and automation, many automated tasks

still require human intervention or guidance to mediate uncertainties in the environment or

to execute the complexities of a task that autonomous robots are not yet equipped to handle.

As such, robot controllers are needed that utilize the strengths of both autonomous agents,

adept at handling lower level control tasks, and humans, superior at handling higher-level

cognitive tasks.

To address this need, we develop a control theoretic framework that seeks to incorporate

user commands such that user intention is preserved while an automated task is carried out

by the controller. This is a novel approach in that system theoretic tools allow for analytic

guarantees of feasibility and convergence to goal states which naturally lead to varying

levels of autonomy. We develop a model predictive controller that takes human input,

infers human intent, then applies a control that minimizes deviations from the intended

human control while ensuring that the lower-level automated task is being completed.

This control framework is then evaluated in a human operator study involving a shared

control task with human guidance of a mobile robot for navigation. These theoretical and

experimental results lay the foundation for applying this control method for human-robot

cooperative control to actual human-robot tasks. Specifically, the control is applied to a

Urban Search and Rescue robot task where the shared control of a quadruped rescue robot

is needed to ensure static stability during human-guided leg placements in uneven terrain.

This control framework is also extended to a multiple user and multiple agent system where

the human operators control multiple agents such that the agents maintain a formation

while allowing the human operators to manipulate the shape of the formation. User studies

are also conducted to evaluate the control in multiple operator scenarios.

xii



CHAPTER I

INTRODUCTION

Despite advances in autonomous robotics and automation, some tasks still require human

intervention or guidance to mediate uncertainties in the environment or to manage the

complexities of a task that autonomous robots are not yet equipped to handle. Therefore, it

is desirable to design robot controllers that utilize the strengths of both autonomous agents,

adept at handling lower level control tasks, and humans, superior at handling higher-level

cognitive tasks.

Autonomous agents excel at performing repetitive tasks and precise movements without

fatigue, and advances in autonomy have afforded robots with abilities such as navigating

corridors and avoiding obstacles. Tasks such as “go-to-goal” or placing objects in precise

locations are regularly performed by robots. However, perceptive and cognitive heavy tasks

are still a weak area in robotic capabilities. Creating robots that can navigate uneven

complex terrain or determining what the goal in a “go-to-goal” behavior is are not easy

tasks or often infeasible to program into robots. However, humans are already quite good at

these tasks and are often present during robotic operations in order to ensure safe operation

and troubleshooting. So, developing control structures that take advantage of both robot

and human capabilities is a way to push the capabilities of robotic systems that lack the

required cognitive intelligence and is a shrewd use of resources.

Therefore, in order to take advantage of both human operator and automatic controller

strengths, a controller is required that allows a user to give commands that accomplish a

high-level cognitive task while the controller simultaneously attempts to honor the intention

of the human and complete a low-level control task. Schemes to compose these two com-

mands (such as in [9, 72]) have been proposed, but can either high-level or low-level task

completion be guaranteed? This thesis will present a control framework on how to combine

human and robot control input in an effective way. Inherent in such control schemes is

1



the need for the notion of human intent (e.g. [86]) to encode high-level task completion

commands, i.e. what does the human want the system to do, and the ability to continually

update this notion as the operator commands evolve.

Applications, where these types of controllers can be of benefit, range from human

interaction with rescue robots [65], assisted human control of mining vehicles [82], intelligent

mobility devices [18], to robotic-assisted surgery [66]. In each of these applications, there are

elements where automation can lead to safer, more efficient operation while human operators

can perform high-level decision-making and cognitive tasks. An important research question

in these applications is: how does one design controllers that take into account both user

inputs as well as automated commands while still leading to task completion for both user

and automaton.

In response, human-robot interaction (HRI) and cooperation is extensively studied in

Urban Search and Rescue Scenarios (USAR) as in [64]. Here, identification of victims in

highly complex disaster areas is a difficult task to program autonomous robots to accomplish

reliably, however, humans are quite adept at this task. On the other hand, it is advantagous

to send a robot into disaster areas as myriad dangers are posed to any humans entering

them, while damage to or the destruction of robots is an acceptable consequence. Additional

advantages include the fact that a robot can be designed to fit through spaces a human

rescue worker could not. Complete teleoperation is also difficult in that visual or haptic

cues are not enough to operate robots in such complex environments, leading to failures

like fallen or trapped robots. As such, USAR applications are a prime reseasrch area where

coordinated human-robot task completion would make an impact.

Similarly, shared control architectures can also be applied to cooperative human-robot

control and navigation of heavy machinery in mining, construction, and deforestation in-

dustries. The tasks associated with operating these vehicles are repeititive, yet require high

cognitive and physical workloads [82, 78, 27], so control schemes where partial control of

tasks is alleviated from the operator while still allowing high-level task control are desired.

An example is mine navigation for mining vehicles, where operators often drive large vehi-

cles in low-visibility conditions and work hours are often limited by cognitive and physical

2



fatigue. If the vehicle can avoid obstacles and collisions and autonomously drive to certain

load-drop off locations, while allowing the operator to choose specific locations to mine,

then operator workload and performace would be greatly increased [82].

Another area of research is in human control of multi-vehicle (e.g. Unmanned Aerial

Vehicles (UAVs)) coordination, where one or more human users may be issuing commands

to multiple robots while the robots must maintain a formation or cooperate to complete

a task. Currently, multiple operators are required to fly just one UAV [19] and some

level of autonomy could lead to a reduction in the number of operators needed and overall

operator workload. The challenge here is executing potentially conflicting user commands

while maintaining coordination among the vehicles (e.g. vehicle formations). Previous

approaches often involve the control of a lead UAV or by controlling the center of mass of

the formation [24, 5], but these methods allow little human interaction with the shape of

the formation.

Coordinated manipulation tasks are another research area where human and automated

system commands could be utilized to accomplish grasp and movement tasks of objects

[50]. The teleoperated nature of these tasks limits what sensory feedback the human user

receives, while high-level task goals are difficult to program in automated manipulation.

Hence, shared control schemes where grasp pressure for deformable or fragile objects can

prevent damaging or dropping objects when a human operator is driving a remote serial

manipulator arm. Specifically, these sorts of capabilities are integral for robotic assistants

for astronauts [23] and robotic surgery [66].

In this thesis, we seek to address the problems highlighted by these application areas

by developing a generalized control framework for combining human and robot inputs.

Specifically, this thesis will present a control framework for composing human input (for

high-level aspects of tasks) and automatic control (for low-level aspects of tasks) during

cooperative tasks that will:

• Provide theoretical guarantees of low-level task completion

• Afford high-level task completion to human operators
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• Result in low-level task performance-based sliding autonomy

• Provide task performance and operator workload benefits

• Apply to a variety of cooperative human-robot tasks including USAR and multi-robot

tasks

The applications in this thesis highlight the strengths of the developed control framework

in that they address the issues with cooperative human-robot control mentioned earlier

in this chapter. For instance, the types of problems identified for vehicle navigation of

heavy machinery are addressed in an assisted navigation task for mobile robots through

human operator experiments. In particular, the control framework developed in this thesis

is employed to allow operators to accomplish high-level tasks while an automated low-level

task is simultaneously being completed, thus allowing the operator to concentrate on the

high-level task. The operator experiments will show that such human-robot coordination

can lead to lower operator workload.

In regards to USAR, an application treated in this work is the shared control of a

search-and-rescue crawler. The crawler is designed for human-guided navigation through

cluttered and unpredictable disaster sites to search for and rescue human victims. Here, a

haptic/visual feedback teleoperated quadruped rescue robot is jointly controlled by a human

operator as well as an automatic controller. The human operator is charged with using an

on-board camera and haptic feedback to choose suitable foot placement in a cluttered and

uncertain terrain, however, despite this task feedback, there is little operator situational

awareness regarding static stability for the quadruped robot. Hence, the work in this thesis

is applied so that the operator shares control of the robot with an automatic controller that

ensures subsequent leg lifts and placement will not result in the robot tipping over or falling

down.

We extend the presented control framework to apply to a multiple human, multiple robot

coordination task for manipulating an object in the environment by way of a multi-robot

formation. Here, multiple robots are required to drive in a formation (forming a gripper),

while the operators can influence the formation (acting as a gripper) to manipulate an
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object. This requires high-level cognitive tasks to position the gripper appropriately, while

low-level task assistance is necessary in ensuring the multi-robot formation is maintained.

In this way, we facilitate multiple operator interactions with large numbers of robots along

with methods for coordinating possibly conflicting operator commands by guaranteeing

formation maintenance.

Before we can employ the control framework for these applications, this thesis first

discusses gaps in previous work in related fields followed by a presentation of the control

framework that will address these gaps. Next, a treatment on the necessary control theoretic

machinery required to make guarantees about the control framework is presented. This is

followed by a discussion on the tools required to apply the framework to the discussed

human-robot coordination problems. By first discussing these development details, we

lay the foundation to finally deploy the developed control framework in order to provide

cooperative human-robot control for application domains in USAR and swarm control.

Specifically, this thesis will be organized as follows: Chapter 2 will address background

research and what challenges this thesis will address from the literature. Chapter 3 presents

and develops the theoretical and philosophical approach to the human-robot cooperative

control problem along with theoretical low-level task completion guarantees. Chapter 4 de-

rives of a closed-form control law to solve a specific class of the problem presented in Chapter

3, and this control law is applied to a couple of examples of human-robot cooperative control

problems. In Chapter 5, work on a human operator study is presented comparing the meth-

ods in this thesis versus manual control and demonstrating high-level task completion. The

presented control framework is further applied in Chapter 6 to the shared foot-placement

control of a quadruped rescue robot in cluttered search and rescue environments. Chapter 7

presents developments in the framework for multiple-operator-multiple-robot tasks. Finally,

in Chapter 8, we conclude with a summary and future directions of work.

In the next chapter, we will discuss previous work, which has been heavily focused on

user-interfaces, that allow humans to interact with a particular automaton by choosing its

behavior or monitoring its progress and intervening when necessary. These approaches tend

to utilize behavior-based control architectures [4] or logic based operations [58]; however,
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these past approaches rely on experimental results and give no analytic guarantees on

performance or task completion. These approaches also tend to be designed at fixed or

discrete levels of autonomy, while often relying on the user to set these levels, despite the

possibility that the user may not be capable of making such a decision.
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CHAPTER II

BACKGROUND

The basic question underpinning this thesis is how to combine human operator control with

autonomous control so that each entity can provide input to carry out high-level cognitive

tasks (that humans excel at) as well as low-level tasks (that automatic controller excel at).

Previous research in this area has roots in the Human Robot Interaction (HRI) field as well

as in the teleoperation control literature. Researchers in the HRI field refer to the type of

interaction proposed here as mixed initiative interaction, or sliding/shared autonomy (e.g.,

[34, 76]) in that the robot is roughly on the same level of authority/autonomy as the human

in terms of completing the task. In the teleoperation domain, this type of interaction can be

referred to as shared control or human-in-the-loop, as in [37, 85, 2], since both controllers

(human and computer) act on the same dynamic system.

In this next section, we will discuss previous work in human-robot interaction and the

related shared control field. This portion of the literature discussed will focus on the single

operator paradigm. In the following section, theoretic tools in model predictive control

and graph-based multi-agent control will also be discussed, as these tools are utilized to

develop the control theoretic framework presented in this thesis. This background section

will also cover applications of human-robot cooperation in the Urban Search and Rescue

(USAR) domain as the work in this thesis has been applied to the shared control of a

quadruped rescue robot. Finally, we discuss how previous work in the fields of HRI and

shared autonomy/control has addressed systems with multiple operators and multiple robots

working in concert.

2.1 HRI for Cooperative Control Tasks

In [34], a Levels of Autonomy (LOA) scale, as seen in Figure 1, is used to define the types

of human-robot interaction, ranging from direct human control of the robot (teleoperation)
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to peer-level (mixed-initiative) interaction between human and robot. Mixed-initiative in-

teraction is accomplished through dynamic autonomy which incorporates interactions that

range from direct control to full autonomy based on which type of interaction is most effec-

tive. We will refer to this scale throughout the following discussion. To address dynamic
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Figure 1: As in [34], the Levels of Autonomy(LOA) scale of Human-Robot Interaction is
described.

autonomy, Desai and Yanco [22] extoll the need for sliding along this scale of autonomy,

where the mode of interation changes between humans and robots smoothly as the cooper-

ative task evolves, not just in disrete levels of autonomy as is commonly implemented. This

need is highlighted in USAR tasks, where a robot’s autonomous capabilities and the human

operator’s situational awareness (i.e. what aspects of the environment the operator can

perceive in relation to the task) may vary based on the type of disaster site, thus requiring

a shift in the level of autonomy required. The following section will include a discussion on

not only previous techniques on how to combine human and robot control, but also on how

previous research has or has not addressed sliding autonomy.

A large body of work within the HRI field has focused on user-interfaces, planning-level

human intervention, and work-flow models for interaction (e.g. [64, 81, 6, 84, 31, 63, 8]).

These types of interaction are often fixed towards the supervisory side of the Levels of

Autonomy scale.

In [31], a design approach is detailed where a user interface that displays information

gathered by a monitoring system that tracks the robot’s state and planned actions in a mo-

bile rescue robot scenario. The human and robot “trade-off” control of the system and the
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benefits of the trade-off in control is highlighted in the scenario where poor visibility makes

it difficult for the human to make decisions on the robot’s operations and, subsequently,

relies on the robot’s autonomous capabilities to navigate the environment. Again, attention

is mainly paid to how to switch between robot and human control instead of simultaneous

control. This level of autonomy is on the supervisory side of the Levels of Autonomy scale.

Similarly, the work by Mano et. al. [54] allows the human user to switch between teleoper-

ation and an autonomous mode during rescue robot tasks, but does not take advantage of

concurrent operation of the two modes.

The researchers in [8] present a hybrid deliberative/reactive robot architecture with

four discrete LOA: a teleoperative mode, a safe mode, a shared mode, and an autonomous

mode. The safe mode is similar to the teleoperative mode except that an obstacle avoidance

behavior is implmented using a “guarded motion behavior” that slows the robot as it gets

near obstacles despite user-issued joystick commands. In shared mode, the user has the

ability to select behaviors through a graphical user interface but does not directly drive the

robot. This mode lies on the supervisory end on the LOA scale, while the safe mode leans

towards the teleoperative end of the scale. These modes are chosen a priori by the user and

rely on the user to have the requisite situational awareness to set the appropriate level of

autonomy.

Morris et. al. in [63] propose a shared control system implemented on a robotic walker

that aids the user in navigating a cluttered and uneven environment through a haptic

interface. Efforts were made to model user intent using force-sensor data on walker handles

which was then fed to the control interface. Control is implemented in three discrete levels

of autonomy: a teleoperative mode, a shared control mode, and an autonomous mode. The

shared control mode slows the walker if the user-generated trajectory (to a predetermined

goal) differs greatly from a robot determined path. The robot will completely stop if the

user-generated path deviates too much from the robot-planned path. In this sense, the

walker attempts to keep the user following a robot determined path. However, if the robot

is capable of completing the task without user input and the task is halted if the user

deviates from the plan, it is unclear what purpose the user input serves in that such a
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system can be implemented in way that lets the human and robot trade-off command.

An approach to composing human and robot inputs is proposed by Arkin and Ali [4],

who utilize a schema-based approach in which human input is incorporated by treating it as

another behavior in a behavior-based robot architecture. The human input is summed with

other weighted behaviors and normalized in the common schema-based behavior arbitrator.

The robot’s behavior here is “emergent”, so no conclusions can be drawn about whether

the task is ever completed or how the human input effects the system.

Alternatively, Wegner and Anderson [87] propose a “teleautonomous” approach that

trades off, or “blends,” autonomy for teleoperation commensurate with the level of difficulty

of a search and rescue task. The control allows the user to set the level, through a user

interface, to which the human commands are weighted versus the autonomous control. The

control algorithm also has a software agent check the validity of the human commands, i.e.

will the human commands result in safe operation. However, in order to set the human

command weighting, this approach relies on the human operator to be constantly aware of

the difficulty of the task and the capabilities of the robot while simultaneously recognizing

the state of the system in regards to autonomous task-completion.

In [22], Desai and Yanco argue that mixed intiative requires the human and robot to

interact on sliding levels of autonomy, whereas shared control operates at a fixed LOA,

and previous mixed intiative approaches simply operate with a few discrete LOAs. In

their work, the authors present a behvaior-based mobile robot control architecture to slide

between four discrete LOA through the use of a behavior arbitrator. In other words, sliding

autonomy is accomplished by varying weights on human and robot input in the behavior

arbitrator. Speed commands are a weighted sum of human and behavior-based inputs,

while the rotational component combines the human component with an obstacle avoidance

behavior and virtual-wall force fields (enforced in four cardinal directions). Experimental

results are given showing mobile robot navigation through an obstacle-laden environment,

however, no performance or safety guarantees are made by the authors.

In a different approach, Fong et al. [32] present a multi-robot driving task using collab-

orative teleoperative control, which allows for different levels of autonomy by allowing the
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operator to give low-level (“turn right”, “turn left”) as well as high-level commands (“Is

this a rock?”,“Can I drive through?”). This work concentrates on relaying task dependent

data or “dialogue” between human and robot during task execution. Such communication

is mainly accomplished through a user interface that allows for both robot-to-human queries

as well as human-to-human dialogue when multiple human users are involved with the task.

The system allows for tasks with one or several mobile robots during robot navigation and

surveillance tasks and is experimentally demonstrated with one and several mobile robots.

In [53], a mixed initiative control utilizing navigation-function-based controllers is com-

bined with human input to drive a differential drive robot to a goal state. The navigation

functions are cost functions with a global minimum representing a goal state such that the

control drives the system to this goal state. When human input is incorporated into the

controller, the human user can drive the robot away from the planned path and once the

user stops issuing commands, the controller will drive the system towards the goal state

again. In other words, the robot will follow the gradient of the navigation function to the

goal state. This work incorporates the tenets of mixed initiative in that the robot can carry

out the task while accepting human input to change course with equal authority. Since

no guarantees are made about reaching the goal state with concurrent human input, the

user may well be able to prevent the robot from ever reaching the goal state. Guarantees

are only made when the user stops issuing commands, which more resembles the control

trade-off scenarios discussed previously.

2.2 Shared Control

The shared control literature also addresses the problem of integrating human inputs with

inputs for automated tasks. These works more often address concurrent control of systems

(instead of trading off) and address application domains like haptic control of manipulation

devices, mobility assisted walkers and wheelchairs, and shared control of heavy machinery

(such as mining vehicles and robot manipulators as in [36, 42, 86, 61, 82, 18] ).

Earlier work in shared control has focused on graphical user interfaces or sensory feed-

back (such as haptic or visual feedback) to relay task-dependent data to the human and
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to relay human control information to an automatic controller or autonomous agent (e.g.,

[43], [10]). Here we instead focus on works that deal with the design of the actual control

laws.

In [37], shared control for vehicle steering during a road following task was examined

using a motorized steering wheel and human driver. An automatic controller applied torque

to the steering wheel to maintain a vehicle heading that follows the road while the driver had

to overcome this torque to make any corrections to the steering angle. Hence, the control

scheme relied on physical human force to impart the intended behavior on the system. This

system allowed the human to override the automatic control, but there is no guarantee that

the vehicle remains on the road as the human can overcome the automatic control.

Parikh and Kumar [70] present research in which a deliberative planner, reactive object

avoidance behavior, and human input are integrated to control a smart wheelchair. The

planning behavior is implemented using a potential function for global planning, where

the robot follows a gradient towards a specified goal. The reactive behavior calculates a

gradient, tangent to an obstacle, that steers the wheel chair away from obstacles. If human

inputs follow the gradients of both behaviors, then the human input is used as it was

commanded. However, if the human input is not consistent with these gradients, then the

human input is projected onto the combined obstacle avoidance and goal gradients. This

resulted in the robot heading towards the goal and avoiding obstacles while attempting to

move in the direction the human intended. In this way, the human can relinquish control

to the robot or influence the robot control. If human commands vary greatly from the

intended path towards the goal, then the deliberative goal commands are neglected and

only the user and obstacle avoidance commands are used. In this sense, the human’s role

ranges from a teleoperative one to a supervisory role. Experimental results are presented

showing task completion, but analytic guarantees of task completion are absent and the

issue of the human continually giving commands that prevent the robot from ever reaching

the goal is not addressed.

In another approach, the authors in [58] utilize a fuzzy-logic scheme to compose go-

to-goal commands issued by the user with an obstacle avoidance input. Discrepencies in
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human input and behavior-based control is categorized into five different fuzzy-logic states,

and a fuzzy logic matrix is used to decide how to combine these inputs. As with previous

works, the fuzzy logic matrices and membersip functions are experimentally determined.

Therefore, no guarantees of task-completion are given, although, the fuzzy states determine

how much the controller will interject, resulting in varying levels of human control.

In [86], the authors utilize motion capture data in an attempt to discern user intent from

forces/moments applied by the user on assisted-walker handles. The authors discuss the

idea of “user intent” as reflecting “the control system’s estimation of the human user’s goal.”

This intent is then compared to the intelligent walkers actual movement and the authors

discuss how shared control can have an impact for assisted walkers. Namely, the authors

examine whether the control system can provide user safety while simutaneously executing

the user’s intent, and experimental results are given for a particular assisted-walker.

The authors in [3] propose a model-predictive method for composing human operator

commands for steering a vehicle with automated safety control. Experimental results are

presented showing that human driver inputs are modified to keep the vehicle on a particular

road surface, however, no analytic guarantees are made about the safety constraints on the

system. In fact, the author discusses the need for safety guarantees for such controllers.

2.3 Control Theory Tools

The following is a discussion of previous work regarding the theoretical and analytical

tools utilized in this thesis. Namely, model predictive control is employed in the human-

in-the-loop control formulation, and graph-based multi-agent control is important for the

multi-agent formation control.

2.3.1 Model Predictive Control

Model Predictive Control (MPC), or Receding Horizon Control (RHC) as it is sometimes

referred to as, has roots in the process control industry, where plant dynamics are slow

and often difficult to model. In addition, constraints on state and control input (such as

saturation limits) play a significant role. In MPC formulations, an optimal control problem

is solved at each time instant subject to state and input constraints.
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A major advantage of MPC is that the control is updated by the measured state of

the system at each time instant for dynamic models that are only valid for shorter periods

of time. This is in contrast to classical optimal control methods, where the feedback law

relies on an accurate long-term model of the dynamics. This is an important feature of

MPC that will be exploited in this thesis. Recalculating the control at every instance, of

course, requires computation time; however, slow model dynamics make these computations

feasible.

Although application driven at first, the model predictive control literature has a strong

analytic foundation [30, 35, 57, 75, 56] with results showing closed-loop stability for discrete-

time, linear and nonlinear systems. Conditions and proofs required to guarantee stability

(convergence to the origin or equilibrium point) are often constructed using Lyapunov anal-

ysis and the following works will form a basis on which the proposed work will build upon.

In [57], the authors present a survey of the model predictive literature and present an

over-arching view of the control formulation, giving conditions for stability. In particular,

the authors address constrained linear systems in discrete time with constraints on state,

input, and terminal state. Techniques utilizing special terminal cost and terminal constraint

sets to ensure stability are given and proven using Lyapunov theory, since the existence of

constraints naturally make the controller nonlinear regardless of whether the system is linear

or not. In Mayne and Michalska’s work [60], the authors detail a robust continuous time

receding horizon (or MPC) controller for nonlinear dynamic systems, where the optimal

control horizon as well as the optimal control is calculated such that the cost is minimized

over the control horizon.

The authors in [75], propose a dual-mode MPC scheme where the first mode is an MPC

controller that drives the system to a constraint set. Within this constraint set, a local

controller (the second mode), that is invariant on the constraint set, can be used to stabilize

the system. Again, Lyapunov theory is used to show stability and clearly the constraint set

must be chosen carefully to ensure there exists a controller that can asympotically stabilize

the system. It should be noted that this second mode is intended as a way of estimating

the cost of reaching stability within the constraint set and is not necessarily applied to the
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actual system when within the constraint set. The human-in-the-loop control formulation

presented in this thesis will utilize this particular type of MPC.

Thomas et al. [80] propose a Shrinking Horizon MPC (SHMPC) formulation for the

control of Autoclave curing of composite materials. In this application the control horizon

is shrunk as the process goes on because the process has a termination time at which the

process must cease. The authors detail how SHMPC is applied to the process control

but give no analytic results for convergence or feasibility. In this thesis, we will present a

different method for varying the control horizon in MPC.

With ever faster computing, MPC can now be applied to dynamical systems with faster

plant dynamics. In particular, researchers have applied MPC to robotics applications such

as mobile robot planning and robot formation control such as in [83, 88, 26, 3, 48].

Murray and Dunbar [26] utilize an MPC formulation for the control of multi-vehicle

formations with nonlinear dynamics. The cost over a finite time horizon and terminal cost

are used to drive the system towards a set of states that match a reference formation.

Simulation of three vehicles show that the controller asympotically stabilizes the vehicles

to the desired formation without specifying a leader or specifying specific vehicle locations.

Instead, the formation is defined by a set of possible vehicle states. Simulation results are

provided that show a reference formation is maintained. Similarly, Wesselowski and Fierro

[88] utilize a dual-mode MPC to achieve robot formations, where a terminal constraint set

is used to stabilize the formation instead of the terminal cost employed by Murray and

Dunbar. Simulation results are given showing asympototic stability to a leader-follower

defined formation. Analytic stabilization results are inherent in the use of well-established

MPC formulations.

2.3.2 Graph-based Multi-agent Control

Another set of theoretical tools utilized in this thesis is graph-based multi-agent control

which has a rich literature base. Specifically, we will discuss multi-agent formation control

with inter-agent interactions modeled by graphs [59, 68].

The work by Olfati-Saber and Murray in [74] discusses graph-based linear consensus
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protocols for distributed networks of agents where agents are modeled as nodes and inter-

agent communication is modeled as edges in a graph. Algebraic graph theory is used to

show convergence to an agreement state.

In [59], the authors present tools for modeling and characterizing multi-agent systems as

graphs. Consensus algorithm-based control is developed for driving multi-agent networks

to formations, and concepts such as controllability of multi-agent formations and graph

rigidity are presented to characterize how these types of systems can be controlled.

The authors in [47, 69] model multi-agent formations as graphs and provide definitions

and conditions on types of distance-based graph formations. Graph-based methods for

controlling these formations utilize properties of the rigidity matrix, which serves as a way

of defining distance-based formations. In particular, agents update their positions, using

the null space of the rigidity matrix, such that inter-agent distances are preserved. More

detail on rigidity properties are discussed in [77]. In this thesis, we will address multi-agent

control of formations that are not necessarily rigid, but we will utilize the rigidity matrix

to formulate formation control methods.

In [79], the authors propose a decentralized control scheme whereby a group of non-

holonomic vehicles display flocking behaviors by maintaining heading and spacing with the

rest of the group while avoiding collisions. The control law involves a potential force field

and alignment field to accomphish the flocking. System theoretic results, namely utiliz-

ing Lyaponuv analysis and algebraic graph theory, are given that show convergence of the

group to aligned headings/velocities while maintaining inter-vehicle spacing. The resulting

multi-agent behavior is often referred to as swarm behavior.

2.4 Target Applications

The remainder of this section discusses applications where the proposed work would have

an impact in terms of addressing how human input incorporated into automated tasks

would lead to greater effectiveness and safety for engineered systems. The first application

is integrating human input for semi-autonomous robots operating in USAR environments,

while the second application addresses human command of multi-robot formations.
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2.4.1 Human-in-the-Loop Control of Rescue Robots

In [64], the author reviews the state-of-the-art HRI progress in the rescue robot domain.

The benefits and challenges of incorporating robots into a search and rescue environment

are discussed by detailing the tasks and types of interaction needed between robots and

humans to complete these tasks. Specifically, the lack of situational awareness (limits on

what aspects of the environment the robot or operator can perceive) adds to the difficulty

in performing search and rescue tasks. Adding autonomy to the robot can lead to benefits

such as decreasing the ratio of human operators to robots as well as improved information

flow among human responders and rescue robots.

The authors in [65] highlight the advantages of having varying levels of autonomy for

robots in USAR scenarios. Safe navigation of complicated and cluttered environments may

require more teleoperation of the robot, but scenarios where humans have limited situational

awareness may require more autonomy on the robot’s part. This autonomy may include

identifying and avoiding obstacles not in view of the operator’s camera.

The authors in [29] present a human-machine interface that enhances teleoperative con-

trol for a quadruped robot by allowing the user multi-modal control of the robot in that

the human can specify the mode of control, i.e. specific joint angles for foot placement or

higher level instructions that manipulate body velocity for task completion. The LOA of

this implementation is weighed heavily towards teleoperation, and simultaneous control of

the robot is not discussed.

Bruemmer et. al. [7] conduct extensive (100 participants) novice user studies to experi-

mentally test the effectiveness in carrying out mixed-initiative control (with their user inter-

face) in a USAR scenario. They investigate four discrete modes of operation: teleoperative

mode, safe mode (obstacle avoidance), shared mode (directional input), and autonomous

mode (where the user chooses high-level tasks for the robot to complete). Results show

that operators using the shared mode performed signifantly better than when using the

safe mode, suggesting that adding robot autonomy to human commands for robotic tasks

in USAR is beneficial. However, again, there are no guarantees about task completion in

terms of the automatic control tasks and there is a lack of sliding autonomy.
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Issues associated with teleoperation and control of a quadruped robot in cluttered and

rough terrain environments are often addressed by attempting to provide the user with

greater situational awareness of the work environment through the use of haptic feedback

(e.g. [62],[40], [41]). Specifically, previous works have presented haptic feedback assisted

teleoperation of a mobile robot navigated through a world with obstacles (e.g. [49], [40]).

The results in these papers show that the addition of haptic feedback results in greater

performance of the human operator during navigation tasks and an increased feeling of user

immersion in the task environment. Hence, the haptic feedback provides a richer human-

robot interaction as the human operator has a better sense of the environment the robot

is working in. However, no guarantees for robot stability are given, i.e. visual and haptic

feedback fail at informing the user of robot static stability. In this thesis, we utilize the

presented control framework to address this issue.

2.4.2 Human Control of Multi-Robot Formations

The bulk of previous research in this area focuses on user interfaces and human control

of a leader in a leader-follower network scheme for robot formations. Balch and Arkin [5]

present a behavior-based control to drive robot formations by the unit-center (i.e. the center

of mass of the robot team) as well as leader referenced approaches. The control combines

“go-to-goal”, “avoid-obstacles”, and “maintain-formation” behaviors to form and maintain

line, column, diamond, and wedge formations. This approach allows for a human operator

to control the leader of these formations, since the authors argue that it is not feasible

to ask the human operator to calculate the unit-center during operation. This approach

assumes the operators can effectively issue commands that do not conflict with the specified

formation (i.e. leader motions can be infeasible and lead to instances where leader nodes

cannot accomplish the desired formation as is the case for non-rigid graphs). In other words,

there are no guarantees that the leaders can maintain the specified formations.

Desai et. al. [21] describe a computationally feasible feedback control for driving dis-

tributed leader-follower networks into different formations, where the leader is controlled by

an external controller such as a human operator or optimal controller. Simulation results
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show that the formation is maintained while the leader robot is driven around obstacles

in the environment. In addition, the network can be driven from an initial formation to a

different goal formation. Here, stability is shown for a rigid class of formations without any

restrictions on the operator input. This allows the human operator to translate and rotate

the formation, but since this method only addresses rigid formations, there is no freedom

afforded the human to alter the formation to complete tasks.

As discussed earlier, the authors in [26, 88] utilize an MPC formulation for multi-vehicle

formation control with nonlinear dynamics. The controller asympotically stabilizes the

vehicles to a desired formation by specifying a set of possible vehicle states. However,

human input into such a control scheme is not addressed and not trivial.

In [24], the authors propose a framework to allow a single pilot to control a group of

UAVs following a leader-follower configuration. The framework allows the pilot to switch

from a pilot-controlled mode, where the pilot can directly drive the lead UAV, to an au-

tonomous mode, where the UAVs carry out a specified autonomous task. This falls under

the supervisory control on the LOA scale, where an optimal timing control is employed to

aid the pilot in deciding when the pilot should switch to pilot-mode or autonomous mode.

In [19], the author discusses the challenges of implementing human control of large

networks of agents (swarms) and states that the complexity of interactions between many

agents naturally leads to the need for inter-agent autonomy. However, the author stresses

that the role of the human can range in terms of levels of autonomy and that further

investigation is need to determine the most the effective roles.

While these methods effectively allow a human operator to translate and rotate rigid

formations, this previous work does not address formation control for flexible (or non-rigid)

graphs. With flexible graphs, human operators would have more freedom to alter the

formation while still maintaining some formation structure. However, full human operator

control of such non-rigid formations can lead to scenarios where maintaining inter-agent

distances is infeasible. In order to assist human operators in maintaining formations, we

would again require a controller that combines human operator input with an automatic

controller that is able to maintain the desired non-rigid graph formation. These issues are
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addressed in Chapter 7 of this thesis.

The additional freedom associated with such graphs also allows for the possibility (and

in some cases the necessity) of additional human operators to manage the additional com-

plexities of flexible graphs. The following discusses the challenges associated with previous

work dealing with multiple operators and multiple robots.

2.4.2.1 Multiple Operator Control of Multiple Robots

More recent work in human-robot interaction and shared autonomy have begun to include

multi-operator scenarios where one operator cannot handle all the cognitive tasks required

to control a large group of robots (or in some cases referred to as swarms). In [89], the

authors study the case when adding robots and situational awareness are not enough to

enhance performance of these Multi-Operator, Multi-Robot (MOMR) systems. In some

cases, the authors show that operators can be added to improve task performance.

The bulk of the literature on MOMR interaction focuses on user interfaces to increase

operator situational awareness, as in [91, 44, 11, 50, 51]. Many approaches in dealing with

operators and multiple robots often rely on turn-taking [64] where the robots tend to act

autonomously and human operators intervene when deemed necessary by either the robot

or operator (see for example [84, 44, 50, 39, 71]). However, these approaches do not allow

concurrent control where the advantages of autonomous behaviors could be combined with

human cognitive abilities while conducting the task. This is important as there may be

instances when the autonomous control or human operators cannot complete the task on

its own.

Research in MOMR control, when the two entities are concurrently issuing control

commands (referred to as shared control or shared autonomy as in [89]), is limited. In [76],

the authors use genetic algorithms to set fuzzy-logic levels to combine multiple operator and

multiple robot control input. As discussed earlier when addressing single-operator, single-

robot approaches, there are no guarantees that such fuzzy-logic will result in the automatic

portion of the control being effective when added to the human control inputs.

The authors in [45] present a multi-tiered method of controlling large groups of robots.
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The first tier involves allowing operators to set and adjust swarm-level interaction param-

eters like attraction and repulsion gains. The second tier involves allowing user to control

virtual agents through these same attraction and repulsion gains in order to influence the

behavior of the swarm. As with the behavior-based approaches in the single human/robot

paradigm, the behavior is emergent and no analytic results can verify whether or not this

system will accomplish the desired behavior.

2.5 Thesis Contributions

Previous research in the area of human-robot control lacks a formalization for combining

human input and automatic control, which guarantees that the automatic control task will

be completed in the face of possibly competing human operator input. This especially ap-

plies to tasks where it is difficult for human operators or robots to complete the task without

the assistance of the other. As such, a smoothly sliding autonomy controller is needed that

balances human input with automatic control based on low-level task performance of the

human operator. This controller also needs to guarantee low-level task completion when

the human operator is not capable of completing the low-level task, while also allowing the

human operator freedom to complete high-level cognitive tasks. In order to address these

inequities, this thesis presents the following human-in-the-loop control framework.

Specifically, in this thesis, a novel control theoretic formulation of the human-in-the-loop

problem is presented by framing it as a receding (fixed or variable) finite horizon optimal

control problem with a terminal state constraint as well as presenting a projection-based

solution to a specific class of system dynamics and low-level task constraints. Additionally,

a system identification approach is developed to make human input predictions in addition

to a linear extrapolation method and the performance of the system identification is used

to determine a variable horizon for the receding horizon control. The resulting control law

is then applied to human-robot cooperation problems to highlight how one may apply these

algorithms. The control framework is further studied on an experimental platform utilizing

the developed controller in a mobile robot navigation task to investigate the human operator

effects.
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The work presented here will not only provide a method for composing human commands

with automatic commands, but it will also give convergence guarantees that the low-level

task constraint will be satisfied. The controller will execute the human commands exactly as

they are issued if the controller predicts that these commands will accomplish the lower-level

task and hence will also complete the higher level task. However, the control will alter the

commands issued to the system if the human commands will not complete the lower level

task, but will try to mimic the human commands as closely as possible to preserve higher

level human intent. This approach allows for varying levels of autonomy based on how

effective the human operator is at completing the low-level task. The proposed control law

utilizes feedback to udpate the control effort at every instant and, for this reason, inherits

robustness properties similar to infinite horizon controllers.

Although we largely ignore the user interface issues that arise in the mixed initiative

domain, our controller does not exclude the state-of-the-art in providing situational aware-

ness and decreased operator workload/increased preformance interface design. The work in

this paper seeks to advance the capabilities of those systems by providing capable methods

of composing human and autonomous behavior such that both entities concurrently have

control over the system.

To demonstrate the effectiveness of this controller in real human-robot cooperation tasks,

we deploy the control framework on an experimental platform for the shared control of a

legged rescue crawler. Here, the human is vital to successfully navigated cluttered search

and rescue terrain, while concurrently, the human needs assistance in maintaining balance

of the robot as this situational awareness is lacking in audio/visual feedback and additional

cognitive workload is not desired. Utilizing the control framework presented in this these,

we can make guarantees about robot stability while giving the operator freedom to choose

foot placements.

The advantages that this framework provide allow us to incorporate multiple operators

and multiple robots with the same convergence guarantees. Specifically, through a simu-

lation environment, human operators are given control over leader agents that must form
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a non-rigid formation, for which swarm agents will gather around to form a swarm grip-

per. The non-rigid formation allows the human operators freedom to ”actuate” the gripper,

which thereby requires that the operators are assisted in managing this freedom. In other

words, the presented control framework will be used to help the operators avoid leader

agent configurations that make the non-rigid graph infeasible to maintain. Additionally,

the operators are given the high-level cognitive task of commanding the swarm gripper to

interact with an object in the environment and move it to a goal area. Operator study

results are also given for this scenario showing both low-level task performance benefits as

well as lower operator workload.
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CHAPTER III

A MPC-BASED APPROACH TO COOPERATIVE CONTROL

In this chapter, we formulate a model-predictive controller to implement the composition

of human input and automatic task completion. The formulation specifically treats the

low-level task as a set of goal states that satisfy a constraint, meaning that if the system

is driven to this set of goal states, then the low-level task has been satisfied. However,

the enabling idea behind this formulation is the accommodation of high-level task freedom

within this goal set. We make no claims about what exactly the high level task is (we do

not define it in the formulation), however, the operator can influence which state in the set

of goal states to drive to, and the operator can influence how the system reaches this goal

set. We refer to this influence as ”human intent” for the system and we postulate that this

intent can be inferred by the operator’s inputs to the system. Hence, the model-predictive

control formulation follows.

3.1 Problem Formulation

Suppose we have a discrete-time dynamic system,

xk+1 = f(xk, vk) (1)

with f : Rn × Rm → Rn, xk ∈ Rn, where a human operator is issuing the commands

vk ∈ Rm as shown in Figure 2(a). If part of the task is to satisfy certain state constraints,

commanding the system to do so may not be a trivial task. On the other hand, it is

certainly possible to design an automatic controller that can handle the task of satisfying

state constraints, as in [17]. The problem we wish to address in this thesis is to devise a

controller that drives the system in such a way that both the state constraints are satisfied

(low-level task) and the human operator’s “intentions” for the system behavior (high-level

task) are respected as much as possible.

In order to preserve the human operator’s intentions for the system behavior, we wish

24



to design a control law that minimizes deviations from the human input while also ensuring

that the state constraints will be satisfied. In order to do so, we will replace vk in (1) by a

control input uk, which will drive the system to satisfy the state constraints, as

xk+1 = f(xk, uk), (2)

where uk is somehow close to vk (the human input) as shown in Figure 2.

xk+1 = f (xk, vk)
xk+1vkHuman

Perception

(a) Block Diagram for Human Control of a Dynamic System

xk+1 = f (xk, uk)
xk+1vkHuman

ukControl

Perception

(b) Block Diagram for Human-in-the-Loop Control of a Dynamic System

Figure 2: Control philosophy for human-in-the-loop control of a dynamic system: The
proposed controller will stay close to the human input signal while completing a lower-level
task.

To accomplish this, we must predict where the human operator intends to drive the

system which, in turn, requires a prediction of future human operator inputs. In Section 4.1,

we will present three methods for making this prediction, zero-order hold, first-order hold,

and system identification. Thus, at every time instant, k, we have a predicted sequence

of human input values, denoted by Vk = {vk, . . . , vk+Nk−1}, where Nk ∈ N is a fixed or

variable time horizon. Note that for fixed horizons, Nk is constant for all k.

We want to find a control sequence, Uk = {uk, . . . , uk+Nk−1}, that minimizes its devia-

tions from Vk, while ensuring that the state resulting at the end of the sequence satisfies a

state constraint. The states that satisfy the state constraint are given by the set Xf ⊂ Rn.
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Now, this state constraint can be thought of as a terminal state constraint for the following

receding horizon optimal control problem,

PNk : min
Uk

VNk(Vk,Uk) (3)

where

VNk(Vk,Uk) =

k+Nk−1∑
i=k

L(vi, ui), (4)

L(vi, ui) = (ui − vi)T (ui − vi), (5)

such that

xk+1 = f(xk, uk), (6)

subject to

xk+Nk ∈ Xf (7)

with xk ∈ Rn and uk ∈ Rm. The actual control, uk, that will be applied to (2) at time

k is the first element in the optimal sequence Uk. It is important to note that, as part

of model-predicitive control, this optimal control problem is solved at every time instant,

k. This allows the control to be updated with new state and human input information.

Additionally, the MPC framework only requires that this human input prediction be a

valid model of future human input over the control horizon Nk. Therefore, the framework

relies on human input predictions that are updated at every time step and only need be

accurate for a short time into the future.

In this formulation, the cost (5) penalizes deviations from the human command in order

to preserve human intent. The terminal state constraint (7) guarantees that the state

constraint, which is required for the lower level task, is enforced at the end of the time

horizon. Without the terminal constraint, (7), the control would simply equal the predicted

human input. However, the terminal constraint may cause the control to deviate from the

human input in order to ensure that the terminal constraint is satisfied.

The choice of finite horizon, Nk, is crucial in that a large Nk requires that the future

prediction of the human input be accurate over this long time horizon, otherwise the control
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will not reflect the intent of the user. If Nk is too small, the control effort attempts to reach

the constraint set within a small amount of time, so deviations from the human input can

be large. As such, Nk must be chosen short enough such that the prediction of the future

user input is valid and long enough that user intention for the state is maintained. This is

the impetus behind the variable horizon formulation of the model predictive control which

is further discussed in Section 5.

The problem PNk is a standard optimal control problem and can be solved analytically

or numerically. An analytic control law is presented in the next chapter for a specific class

of terminal state constraint, namely a linear state constraint of the form Xf = {x |Mx = b}

for M ∈ Rl×n, b ∈ Rl, and linear dynamics.

Dynamic autonomy is achieved by this controller in that any raw human operator com-

mand (i.e. the control sequence Vk), that drives the system to the goal set at the end of the

control horizon will be used as given (i.e. fully manual control). If the contrary, then the

system will seek to correct the command while trying to also accomplish operator intent.

In this way, the human operator can be a supervisor or have a more active role depending

on how close the human commands come to carrying out the lower-level task. Additionally,

if the human provides no input, the robot will satisfy the low-level task without any human

intervention (full autonomy). The result is a controller with varying levels of autonomy

without any explicit need to specify the level. The ideas of minimizing deviations from

human input and driving to a goal set lead to the freedom of expressing human operator

intent (high-level task completion) while the following convergence discussion will guarantee

low-level task completion. We will address high-level task completion with data resulting

from human operator studies in Chapter 5.

3.2 Proof of Convergence

Previous works in model predictive control have established conditions and methods to

prove asymptotic stability for these controllers (e.g., [35], [75], [30], [57] ). This formulation

differs from these earlier works in that the proposed control law does not necessarily result

in asymptotic stability but in the convegence of the state to a terminal constraint set. In
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addition, the constraint may not necessarily contain an equilibrium point of the dynamic

system and the convergence results, moreover, have to hold for both fixed and variable

horizons.

Here, we adapt the stability proofs detailed in [35] and [75] to show that the optimal

control will indeed drive the state to the terminal constraint set given by (7). This will

give us low-level task completion guarantees regardless of whether or not the user is issuing

commands that will satisfy the low-level task. The proof is based on the dual-mode MPC

scheme (see [57]) where the system is driven to satisfy a constraint set by MPC, then

another (locally invariant) controller is employed, within the constraint set, to ensure that

the system drives to the stability point. This second mode is mainly used as a way of

estimating the cost once in the constraint set and serves as an intermediate step for the

proof. However, when using such a control framework on engineered systems, the locally

invariant controller does not need to be used while the state is in the constraint set.

For these techniques to be applicable, the stage cost has to be bounded below by a

K-function, which gives us a positive and increasing cost with respect to the norm of the

difference between human input and control input. We will need to introduce an additional

condition, namely that the stage cost should be zero when in the terminal constraint set

(goal set), which requires that the human input will be used as the ”locally invariant”

controller in the proof. Thus, we require that the human operator must not “knock” the

system away from the goal set once it has been reached or, in other words, the operator

is capable to keeping the system in the constraint set (i.e. locally invariant). In addition,

an input constraint will be placed on the human control when the state of the system is in

the terminal constraint set, so that the human cannot apply large inputs to ”knock” the

system out of the constraint set. Specifically, the input constraint set, V(xi), is a subset of

Rm and is a function of the state, xi, in that the human input is only restricted to V(xi)

when xi ∈ Xf . Hence, the following conditions will be needed to show convergence to the

terminal set:

C1 L(vk, uk) ≥ γ(‖(uk − vk)‖), where γ is a K-function and L(0, 0) = 0 .

28



C2 L(vk, uk)=0 for all xk ∈ Xf .

C3 The set Xf is positively invariant under control vi such that f(xi, vi) ∈ Xf , ∀xi ∈ Xf

and ∀vi ∈ V(xi), where V(xi) is an input constraint on the human input.

C4 A solution to PNk exists for a set of initial states denoted by F .

Condition C1 is clearly satisfied by our choice of stage cost (5), while C2, C3, and C4 are

assumptions that we must make about our system. Conditions C2 and C3 ensure that once

the system reaches the terminal set, the stage cost is zeroed and the system will not be

driven out of the constraint set, i.e. ui = vi (the applied control is the human input) and

xi+1 = f(xi, ui) ∈ Xf ∀ xi ∈ Xf . These two conditions imply a “strong” assumption in that

we assume that the bounds on the human operator control and the ability of the operator

is sufficient for keeping the state within the constraint set once this set has been reached.

In other words, the human operator is trusted with the control to make Xf invariant. This

is a reasonable assumption because once the system has converged to the state constraint

set, it should be obvious to the human operator that large incorrect command inputs will

force the system out of the constraint set.

It is important to note that conditions C2 and C3’s primary purpose is to facilitate the

asymptotic convergence proof by providing a way to estimate our cost function when the

state is in the constraint set, which is zero. In terms of implementation, it is unnecessary for

the human to be actually given full control over the system and the MPC control law can

still be used when in the constraint set (this is true for the original dual-mode framework

as well). Conditions C2 and C3 are part of an intermediate step required for the proof, but,

in practice, the MPC scheme can be used even when the system state is in the goal set. In

this way, the human is still assisted in the task while the state is in the constraint set.

For the rest of this section, we use the notation V opt
Nk

(V,Uoptk ) to denote the optimal

cost given the horizon Nk and the optimal control sequence Uoptk at time k. Similarly,

V fea
Nk

(V,Ufeak ) will denote the feasible cost given the horizon Nk and the feasible control

sequence Ufeak at time k. Also, {0} denotes a sequence of zero vectors in Rm with Nk − 1

elements.
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To show asymptotic convergence, the cost VNk(Vk,Uk) will be used as a Lyapunov func-

tion and we will show that the following properties hold, which in turn will be sufficient to

ensure convergence:

P1 VNk(Vk,Uk) ≥ γ(||uk − vk||) for some K-function γ(.).

P2 VNk({0}, {0}) = 0 .

P3 V opt
Nk

(Vk+1,Uoptk+1)− V opt
Nk

(Vk,Uoptk ) ≤ −γ(||uk − vk||) for all xk /∈ Xf .

The cost, V opt
Nk

(Vk+1,Uoptk+1), is the result of applying the optimal control, uoptk , to the

system at time k to get the state at time k + 1, xk+1.

3.2.1 The Fixed Horizon Case

First, we will show asymptotic convergence to the goal set for fixed horizons, and we will

thus let Nk = N for a constant N ∈ N.

Theorem 3.2.1 Given Conditions C1-C4, a fixed horizon N , and an initial state for which

a feasible solution exists to PN , the state will converge to the constraint set, Xf , as k →∞,

when the first element in the optimal solution to PN is applied at each iteration.

Proof 1 The solution to PN exists for xk ∈ F, where F is the set of initial states for

which a feasible solution can be computed. From [75], a solution is feasible if the solution

results in the satisfaction of the state and input constraints on the optimization problem.

The optimal control law that solves PN , given Vk = {vk, vk+1, . . . , vk+N−1}, results in the

following control and state sequences,

Uoptk = {uoptk , uoptk+1, . . . , u
opt
k+N−1} (8)

X optk = {xoptk , xoptk+1, . . . , x
opt
k+N−1, x

opt
k+N}, (9)

with xoptk+N ∈ Xf .

We will show that for all xk ∈ F, the successive state resulting from the first control in

the optimal control sequence at time k, xk+1, also has a feasible solution (i.e. xk+1 ∈ F).

Written another way, at time k, uoptk is applied to the system with state xk, to produce
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xk+1, for which a feasible solution can be found given a human input sequence. Let xoptk+1 =

f(xk, u
opt
k ). Then, a feasible control and state sequence at time k+1, given the human input

sequence Vk+1 = {vk+1, vk+2, . . . , vk+N−1, vk+N (xoptk+N )}, is

Ufeak+1 = {uoptk+1, u
opt
k+2, . . . , u

opt
k+N−1, vk+N (xoptk+N )} (10)

X feak+1 = {xoptk+1, x
opt
k+2, . . .

. . . , xoptk+N−1, x
opt
k+N , f(xoptk+N , vk+N (xoptk+N ))}, (11)

assuming v1, from Vk, is the human input at k + 1. Recall that, by Condition C3, the

human input control, vk+N (xoptk+N ), when xk+N is in the state constraint set, provides Xf

with invariance for all xk+N ∈ Xf , vk+N (xoptk+N ) ∈ V(xk+N ). Hence, all states starting in

the set of feasible initial states, will always stay in the set of feasible initial states.

Properties P1 and P2 are satisfied by the choice of cost function (4) and Condition C1.

It remains to show that Property P3 is satisfied. Using the sequences (8)-(11), we can show

that the value function decreases by at least the initial stage cost,

V opt
N (Vk+1,Uoptk+1)− V opt

N (Vk,Uoptk ) ≤ −L(vk, uk),

since the optimal cost at k + 1 is bounded above by the feasible cost as given by optimality

(i.e V opt
N (Vk+1,Uoptk+1) ≤ V fea

N (Vk+1,Ufeak+1)). So, the change in cost may be rewritten as

V opt
N (Vk+1,Uoptk+1)− V opt

N (Vk,Uoptk ) ≤

V fea
N (Vk+1,Ufeak+1)− V opt

N (Vk,Uoptk ).

We can now continue by plugging in the sum of the stage costs,

V opt
N (Vk+1,Uoptk+1)− V opt

N (Vk,Uoptk )

≤
k+N∑
i=k+1

L(vi, u
fea
i )−

k+N−1∑
i=k

L(vi, u
opt
i )

= L(vk+1, u
opt
k+1) + · · ·+ L(vk+N−1, u

opt
k+N−1) + L(vk+N , vk+N )−

. . . − L(vk, u
opt
k )− L(vk+1, u

opt
k+1)− · · · − L(vk+N−1, u

opt
k+N−1)

= L(vk+N , vk+N )− L(vk, u
opt
k ).
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Given Condition C1 and L(vk+N , vk+N ) = 0, the change in cost from time k to time k + 1

is given by

V opt
N (Vk+1,Uoptk+1)− V opt

N (Vk,Uoptk ) ≤ −L(vk, uk)

≤ −γ(||uk − vk||).

Hence, for all xk ∈ F, the state will converge to the constraint set, Xf , as k →∞.

Note that V fea
N (Vk+1,Uoptk+1)− V opt

N (Vk,Uoptk ) = −L(vk, uk) implies that

V fea
N (Vk+1,Uoptk+1) ≤ V opt

N (Vk,Uoptk ) (12)

for fixed horizons, as this will be used in the proof for the variable horizon case.

3.2.2 The Variable Horizon Case

We must now show that varying the horizon, Nk, will still result in the state asymptotically

converging to the constraint set.

For a given horizon Nk and human input sequence Vk = {vk, vk+1, . . . , vNk−1}, let the

solution to PNk be given by

Uoptk = {uoptk , uoptk+1, . . . , u
opt
Nk−1}

X optk = {xoptk , xoptk+1, . . . , x
opt
Nk−1, x

opt
Nk
},

with xoptNk
∈ Xf .

We will show that at each iteration the value function is bounded above by a cost that

is converging to the zero, i.e. the state will converge to the constraint set. We do, however,

impose a lower bound on the horizon, namely

C5 Nk ≥M ≥ 1, for some M∈ N

In other words, the horizon must never be so small that the constraint set cannot be reached

by the end of the horizon.
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Theorem 3.2.2 Given Conditions C1- C5, a variable horizon, and an Nk chosen at each

time k with current state xk such that a feasible solution exists to PNk , the state will converge

to the constraint set, Xf , as k →∞, when the first element in the optimal solution to PNk
is applied at every time instant.

Proof 2 We will show the existence of feasible solutions at the time step k + 1 and show

that the value function goes to zero as k goes to infinity by proving that the value function is

bounded above by a value function that converges to zero, for both expanding and contracting

horizon cases.

In the following proof, we will be introducing a reference horizon denoted as Nr ∈ N for

which the notation V ropt
Nr

(V,Uoptk ) will denote the optimal cost given the horizon Nr and the

optimal control sequence Uoptk at time k. Also, V rfea
Nr

(V,Ufeak ) will denote the feasible cost

given the horizon Nr and the feasible control sequence Ufeak at time k.

By Condition C5, there exists a horizon, M, such that M≤ Nk for all k, i.e. all hori-

zons are bounded from below byM. At time k with human input Vk = {vk, vk+1, . . . , vNr−1},

let the following be an optimal control and state sequence using a reference horizon, Nr =M,

Uroptk = {uroptk , uroptk+1, . . . , u
ropt
Nr−1}

X roptk = {xroptk , xroptk+1, . . . , x
ropt
Nr−1, x

ropt
Nr
},

with xroptNr
∈ Xf .

Let xroptk+1 = f(xk, u
ropt
k ). Then, at time k + 1, a feasible control and state sequence for

the reference horizon Nr given human input Vk+1 = {vk+1, vk+2, . . . , vNr} is

Urfeak+1 = {uroptk+1, u
ropt
k+2, . . . , u

ropt
Nr−1, vNr}

X rfeak+1 = {xroptk+1, x
ropt
k+2, . . . , x

ropt
Nr−1, x

ropt
Nr

, xNr+1},

with xroptNr
, xNr+1 ∈ Xf .

For both the expanding and contracting horizon cases, we will show that there is a feasible

cost, at time k + 1 for the horizon Nk+1, that is equal to the feasible cost given for the

reference horizon, Nr, at time k + 1,

V rfea
Nr

(Vk+1,Urfeak+1 ) = V fea
Nk+1

(Vk+1,Ufeak+1). (13)
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We will use this fact, along with (12) to show that the feasible cost for the reference horizon

is an upper bound to the optimal cost for horizon Nk. First, we show that (13) holds for

both the expanding and contracting horizon cases.

Case 1: Nk ≤ Nk+1 (Expanding Horizon)

A feasible control and state sequence for the human input Vk = {vk, vk+1, . . . , vNr−1, . . . , vNk−1}

at time k is given by

Ufeak = {uroptk , uroptk+1, . . . , u
ropt
Nr−1, vNr , . . . , vNk−1}

X feak = {xroptk , xroptk+1, . . . , x
ropt
Nr−1, x

ropt
Nr

,

. . . , xNk−1, xNk , },

with {xroptNr
, . . . , xNk−1, xNk , } ⊂ Xf , assuming the control vNr , . . . , vNk−1 provides Xf with

invariance as given by C3.

Let xroptk+1 = f(xk, u
ropt
k ), then, a feasible control and state sequence given Vk+1 =

{vk+1, . . . , vNr , . . . , vNk−1, . . . vNk+1−1} is

Ufeak+1 = {uroptk+1, . . . , u
ropt
Nr−1, vNr , . . . , vNk−1,

. . . , vNk+1−1, }

X feak+1 = {xroptk+1, . . . , x
ropt
Nr−1, x

ropt
Nr

, . . . , xNk , . . . , xNk+1
},

with xroptNr
, . . . , xNk , . . . , xNk+1

∈ Xf . Therefore

V rfea
Nr

(Vk+1,Urfeak+1 ) = V fea
Nk+1

(Vk+1,Ufeak+1),

because

V rfea
Nr

(Vk+1,Urfeak+1 ) = L(vk+1, u
ropt
k+1) +

· · ·+ L(vNr−1, u
ropt
Nr−1) (14)
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and

V fea
Nk+1

(Vk+1,Ufeak+1) =

= L(vk+1, u
ropt
k+1) + · · ·+ L(vNr−1, u

ropt
Nr−1)

+ +L(vNr , vNr) + · · ·+ L(vNk−1, vNk−1)

+ · · ·+ L(vNk+1−1, vNk+1−1)

= L(vk+1, u
ropt
k+1) + · · ·+ L(vNr−1, u

ropt
Nr−1),

where L(vNr , vNr) + · · ·+ L(vNk−1, vNk−1) + · · ·+ L(vNk+1−1, vNk+1−1) = 0 by C2 and C3.

Case 2: Nk ≥ Nk+1 (Contracting Horizon)

A feasible control and state sequence at time k is given by

Ufeak = {uroptk , uroptk+1, . . . , u
ropt
Nr−1, vNr , . . . , vNk+1−1,

. . . vNk−1}

Vk = {vk, vk+1, . . . , vNr−1, . . . , vNk+1−1, . . . vNk−1}

X feak = {xroptk , xroptk+1, . . . , x
ropt
Nr−1, x

ropt
Nr

,

. . . , xNk+1
, . . . , xNk , },

with {xroptNr
, . . . , xNk+1

, . . . , xNk , } ⊂ Xf by C3.

A feasible control and state sequence using the contracted horizon at time k + 1, Nk+1,

is given by

Ufeak+1 = {uroptk+1, . . . , u
ropt
Nr−1, vNr , . . . , vNk+1−1}

Vk+1 = {vk+1, . . . , vNr−1, . . . , vNk+1−1}

X feak+1 = {xroptk+1, . . . , x
ropt
Nr−1, x

ropt
Nr

, . . . , xNk+1
},

with {xoptNr
, . . . , xNk+1

, } ⊆ Xf .
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From this, we have

V fea
Nk+1

(Vk+1,Ufeak+1) =

= L(vk+1, u
ropt
k+1) + · · ·+ L(vNr−1, u

ropt
Nr−1)

+ L(vNr , vNr) + · · ·+ L(vNk+1−1, vNk+1−1)

= L(vk+1, u
ropt
k+1) + · · ·+ L(vNr−1, u

ropt
Nr−1),

where L(vNr , vNr) + · · ·+ L(vNk+1−1, vNk+1−1) = 0. This along with (14) gives

V rfea
Nr

(Vk+1,Urfeak+1 ) = V fea
Nk+1

(Vk+1,Ufeak+1).

Thus, we have shown (13) for both the expanding and contracting horizon cases. In

addition, the optimality of Uoptk+1, i.e.

V fea
Nk+1

(Vk+1,Ufeak+1) ≥ V opt
Nk+1

(Vk+1,Uoptk+1),

results in

V rfea
Nr

(Vk+1,Urfeak+1 ) ≥ V opt
Nk+1

(Vk+1,Uoptk+1).

Since Nr is a fixed horizon, we utilize (12) to show that

V ropt
Nr

(Vk,Uroptk ) ≥ V rfea
Nr

(Vk+1,Urfeak+1 )

≥ V opt
Nk+1

(Vk+1,Uoptk+1). (15)

Given Theorem 3.2.1 and that Nr is fixed, the cost sequence V ropt
Nr

(Vk,Uroptk ) converges to

zero as k →∞. Since, V ropt
Nr

(Vk,Uroptk ) ≥ V rfea
Nr

(Vk+1,Urfeak+1 ) for all k, then, V rfea
Nr

(Vk+1,Urfeak+1 )

also converges to zero as k →∞. This is illustrated in Figure 3.

By (15), V rfea
Nr

(Vk+1,Urfeak+1 ) is an upper bound to V opt
Nk+1

(Vk+1,Uoptk+1). Given (2), the

minimum cost using any horizon is zero, implying that the state is in the constraint set, Xf ,

for the duration of the sequence, k to k + Nk. Hence, V opt
Nk+1

(Vk+1,Uoptk+1) also has a lower

bound of zero. As a result,

lim
k→∞

supV opt
Nk+1

(Vk+1,Uoptk+1) =

lim
k→∞

V rfea
Nr

(Vk+1,Urfeak+1 ) = 0,

and

lim
k→∞

inf V opt
Nk+1

(Vk+1,Uoptk+1) = 0.
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Figure 3: Illustration of the variable horizon proof where the optimal cost for any horizon
Nk is bounded above by the feasible cost for the reference horizon Nr. This feasible cost
is bounded above by the optimal cost for the reference horizon at the previous time step
and the optimal cost for the reference horizon is known to asymptotically converge to the
minimum.

Therefore, the cost converges to zero for all horizons greater than or equal to the reference

horizon. As a consequence, the cost associated with the reference horizon bounds the optimal

cost associated with either an expanding or contracting horizon since Nk ≥ Nr for all k.

In other words, we are guaranteed asympototic convergence for any combination of horizon

expansion and contraction given C5.

It should be noted here that the value function at every time instant is not necessarily

smaller than the value function at the previous time instant. Hence, it is possible that the

state temporarily moves away from the constraint set. However, for the expanding horizon

case, it can be shown that the value function is monotonically decreasing at every time

instant.
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3.3 Conclusions

In this chapter, we have developed a control framework with asymptotic convergence to

the constraint set. This means we have guarantees about accomplishing the low-level task

we have assigned the robot to complete. In addition, there is still freedom in the way that

low-level task is accomplished in that the human input can influence what states to reach

in the constraint set as well as how the robot reaches the constraint set. In other words,

human operator input influences how the low-level task is accomplished while having the

leeway to complete a high-level task. In the next chapter, we turn our attention to how to

make the human input predictions prescribed in the framework, and we discuss how those

predictions benefit from varying the horizon. We also present a control law that solves the

optimal control problem at every time instant given linear system dynamics.
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CHAPTER IV

HORIZONS, PREDICTIONS, AND CONTROL

In the last chapter, we developed a control framework with proofs showing low-level task

completion. However, within this framework, methods for making human input prediction,

choosing control horizons, and solving the optimal control problem are still needed in order

to implement the control. We discuss such methods in this chapter which begins with

a discussion on input prediction followed by a varying horizon method to increase input

prediction performance and finally a control law for a specific class of systems dynamics

and constraints. Then, in the last part of the chapter, we apply these methods to some

example human-robot tasks.

In the first example, we demonstrate how a fixed horizon, a linear extrapolation predic-

tion method, and a closed-form control law can be used to synchronize pendula swinging

while still allowing high-level human control. This example also set the foundation for multi-

operator scenarios discussed in Chapter 7. In the second example, we implement different

horizon/prediction methods on a shared mobile robot control task where the human-robot

team must drive to a goal line. This example sets the foundation for the operator studies

presented in Chapter 5.

4.1 Human Input Prediction Methods

As already seen, we need to be able to predict human inputs in order to compute the optimal

solution. In this section, we discuss such prediction methods, although we note that other

such methods are conceivable. One set of methods is Zero-Order Hold (ZOH), where only

the current human input is needed to make the prediction, and First-Order Hold (FOH),

where the previous and current inputs are used. The second method is prediction by Least

Squares system identification (SID), which requires that we store a certain number of past

human inputs. As a result, there is an initialization period required to accumulate past

human input values before system identification can be used. Therefore, ZOH will be used
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in conjunction with SID in order to make predictions while previous human inputs are still

being accumulated.

These are clearly not the only approaches available for human prediction, but they rep-

resent two types of approaches that can be used: high frequency input with low computation

versus low frequency with high computation. The more complex method tries to predict

longer term trends in human input but require more computation, while the other method

is quick to compute and handles predictions based on high frequency changes in human

input. We investigate the differences in terms for human operator experience in Chapter 5.

4.1.1 Zero-Order Hold Prediction (ZOH)

Since only the current human input is used to make future human input predictions, this

method can be used as soon as the task begins. Given vk, the predicted human input

sequence is given by

Vk = {vk, vk, . . . , vk}.

This prediction is simple and will be shown to be effective in experimentation. The com-

putational and memory demands of this method are lower in comparison to the system

identification method that requires matrix computations and storage of many past human

inputs.

4.1.2 First-Order Hold (FOH)

Since only the current and previous human inputs are used to make future human input

predictions, this method can be used as soon as the task begins (initially assuming the

previous human input was zero). The human input prediction sequence, Vk, is given by

linearly extrapolating the previous and current human input. Given vk, vk−1, and σk =

vk − vk−1, the predicted human input sequence is given by

Vk = {vk, vk + σk, . . . , vk + (Nk − 1)σk}.

Similar to ZOH, this prediction is simple and will be shown to be effective in both simulation

and experimentation. This method is also effective for hardware implementations with low

computational power or memory.
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4.1.3 Least-Squares System Identification (SID)

Human input predictions using linear least-squares system identification allows us to make

predictions that reflect longer-term trends in the human input than prediction by linear

extrapolation allows for. For instance, a system indentification approach would make better

predictions of periodic human inputs, such as sinusoidal inputs. This method not only serves

as a way to use past information to predict future human inputs, but we will be able to

gauge the performance of this prediction and update the variable horizon accordingly.

At time k, let the Ns ∈ N past and current human input values be denoted as sk =

[vk−Ns , . . . , vk]
T and

Hk =



vk−Ns−Ns . . . vk−Ns
...

...
...

vk−2−Ns . . . vk−2

vk−1−Ns . . . vk−1


,

with model parameters,

φT =



φNs
...

φ2

φ1


. (16)

The least squares problem, sk = Hkφ
T , is then solved, resulting in

φ = (HT
k Hk)

−1(sTkHk). (17)

However, the quantity, (HT
k Hk) is a potentially singular matrix, so the Levenberg-Marquardt

procedure [52] is used to regularize this matrix. This results in

φ = (HT
k Hk + δI)−1(sTkHk), (18)

for some small δ ∈ R. The collection of past, current, and one time step in the future human
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inputs is given by sk+1 = [vk−Ns+1, . . . , vk + 1]T = Γsk, where

Γ =



0

... I

0

φNs . . . φ1


∈ RNs×Ns .

From the last row of that matrix expression, we have the predicted human input one time

step into the future, vk+1 = φsk.

Similarly, the predicted human input two time steps in the future is made using sk+2 =

Γsk+1 and getting vk+2 = φsk+1. Repeating this procedure Nk− 1, the future human input

sequence is produced, Vk = {vk, vk+1, . . . , vk+Nk} = {vk, φsk, . . . , φsk+Nk−1}.

4.2 Choosing A New Horizon

As already mentioned, there is an inherent trade-off between prediction horizon and pre-

diction quality. As such, we may want to be able to dynamically adjust the horizon as a

function of the prediction quality.

In order to measure the performance of the human prediction at time k, we propose to

utilize the system identification model obatined at the current time and produce a human

input signal backwards in time for the length of the current control horizon. The perfor-

mance measure is a cost on the deviation from this signal to the actual human input signal

recorded over that time. If the deviations are large, then the predicted model is not accu-

rate (i.e. not performing well) and the horizon should be shortened. On the other hand, if

the deviations are small, then the human input model is performing well and the horizon

can be increased. Hence, we want to find the horizon that minimizes the deviations in the

predicted and actual human input signals based on past data. For more details on this

method for choosing control horizons, see [25]

For computational reasons, we formulate this problem in continuous time where t is

continuous time with ∆ being the continuous time horizon in seconds (i.e. ∆ = Nkdt,

where dt is the discrete time step). Furthermore, v(t) is the human input signal, and v̂(t, s)

is the predicted human input at time s using the system identification model obtained at
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time t.

Therefore, we will minimize the following cost,

J(t,∆) = −
∫ t−∆

t
F(v(s), v̂(t, s))ds+ G(∆),

The purpose of F(v(s), v̂(τ, s)) is to punish deviations between the predicted human input,

v̂(τ, s), and the actual human input, v(s), while G(∆) is meant to punish small values of

∆. In other words, G(∆) does not allow the horizon to be zero, where the deviation in

predicted and actual user input is clearly zero. Examples of this include,

F(v(s), v̂(τ, s)) =
1

2
γ(v(s)− v̂(τ, s))2,

G(∆) =
ρ

∆
,

where the quantity, v̂(t, t − ∆), is computed using the current system identification and

generating human input backwards in time, and ρ,γ are scalar weighting values. This

specific cost was chosen to penalize differences between predicted and actual human input

by the squared norm of this difference, which gives us a quadratic cost. The terminal cost

was chosen to penalize small horizons, as without this, the system would choose a horizon

of the smallest length. Small horizons make this quantity large, so there is some balance

between large and small horizons. This particular method allows us to evaluate how effective

the current system identification-based prediction is performing.

We utilize a gradient descent method to minimize the cost and we thus derive the

gradient for this cost function with respect to the horizon, ∆

Using the Liebniz Integration rule, we arrive at

∂J

∂∆
(t,∆) =

dG
d∆

(∆) + F(v(t−∆), v̂(t, t−∆))

An Armijo step-size gradient descent algorithm (see [25]) can be employed to find the horizon

that minimizes J . Using this, we can now update the horizon used in the human-in-the-loop

controller along with the system identification.
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4.3 Control Law Derivation

The framework proposed in this thesis utilizes model predictive control, and this involves

solving an optimal control problem at each time instant. This is potentially computation-

ally intensive and in some instances infeasible. Therefore, closed-form solutions to optimal

control problems have great utility. The following section details such a closed-form con-

troller for the specific class of our problem, namely a linear dynamic system with a linear

state constraint. This control law is used in the experiments detailed in the following sec-

tions, greatly reducing the computational burden associated with using MPC. Hence, we

can run our algortihm at reasonable control bandwidths, especially when combined with

the computation required for SID and the variable horizon algorithm.

Specifically, the following derivation will address a version of PNk , where the dyanmics

are linear (xk+1 = Axk +Buk) and the task is modeled by the constraint, x(k+N) ∈ Xf =

{x | Mx = b} We begin by letting the human input and control input sequences over the

horizon, Nk, be in the Hilbert space, lm2 [k, k+Nk−1] , which we will denote as l2 from now

on. Specifically, l2 is the space of square summable sequences with cardinality Nk − 1 with

elements in Rm.

Let H = l2 with the inner product given as 〈y, w〉 =
∑k+Nk−1

i=k yTi wi for all y, w ∈ H and

the norm squared defined as ||y||2 = 〈y, y〉 =
∑k+Nk−1

i=k yTi yi. Hence,

PNk = min
Uk
||Vk − Uk||2 (19)

is a minimum norm problem, subject to (6) and (7), to which we can apply Hilbert’s

projection theorem.

The following general steps are taken to find the projection of the human input signal, a

point Vk ∈ H, onto an affine variety, Vα, representing the space of control inputs for which

the terminal state constraint is satisfied. First, we must find a subspace of V0 ∈ H, that

is parallel to Vα. We then find the subspace orthogonal to V0, which is also orthogonal to

Vα and translate that subspace so that it passes through point Vk (the predicted human

inputs). The point that lies in both Vα and the translated orthogonal space is the unique

minimizer. This is shown graphically in Figure (4) as in [90]. For this to work we need to
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Figure 4: Hilbert space projection of Vk onto the goal subspace Vα to find the unique
minimizing control Uoptk

define the constraint space as an affine variety in H. The state at the end of the control

horizon Nk is given by

xk+Nk = ANkxk +

k+Nk−1∑
i=k

Ak+Nk−1−iBui (20)

and it is required that this state satisfies the linear terminal constraint (7). The linear

operator L : H → Rn is defined such that

LUk =

k+Nk−1∑
i=k

Ak+Nk−1−iBui,

i.e.,

xk+Nk = ANkxk + LUk.

Hence, we can rewrite the terminal constraint, Mxk+Nk = b, as

MLUk = b−MANkxk. (21)

Let L∗ : Rn → H denote the adjoint operator

L∗ = {BT (ANk−1)T , BT (ANk−2)T , . . . , BT }
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Furthermore, the grammian LL∗ is given by

LL∗ =

k+Nk−1∑
i=k

Ak+Nk−1−iBBT (Ak+Nk−1−i)T .

Next, (21) will be used to construct a subspace and the corresponding affine variety. Let

V0 be defined as a subspace of H and Vα be the affine variety such that

V0 = {Uk ∈ H | MLUk = 0},

and

Vα = {Uk ∈ H | MLUk = α},

with α = b−MANkxk.

Next, we will find a subspace orthogonal to V0 and Vα. The orthogonal complement

V⊥0 to V0 is

V⊥0 = {s ∈ H | 〈Uk, s〉 = 0, ∀ Uk ∈ V0}.

V⊥0 is obtained by letting d be some point in Rl such that

0 = 〈MLUk, d〉Rl = 〈Uk,L∗MTd〉l2 ,

i.e.,

V⊥0 = {s ∈ H | s = L∗MTd, d ∈ Rl}.

The orthogonal complement can be translated by Vk, giving

V⊥0 + Vk = {w ∈ H | w = s+ Vk, s ∈ V⊥0 }

such that

V⊥0 + Vk = {w ∈ H | w = L∗MTd+ Vk, d ∈ Rl}.

Now, to find the unique minimizer to (19), the intersection of V⊥0 + Vk and Vα gives

MLw = b−MANkxk (22)

ML(L∗MTd+ Vk) = b−MANkxk

MLL∗MTd = b−MANkxk −MLVk.
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So, we can solve for d with

d = (MLL∗MT )−1(b−MANk xk −MLVk). (23)

Therefore, plugging (23) back into (22) and using (21), the optimal control sequence is given

by

Uoptk = L∗MT (MLL∗MT )−1(b−MANkxk −MLVk) + Vk

For the receding horizon formulation, only the first element of Uoptk is applied to (6). Thus,

the optimal control law at time k is

uoptk = L∗kMT (MLL∗MT )−1(b−MANkxk −MLVk) + vk. (24)

This control law minimizes the predicted cost over the horizon so we state this as a

theorem:

Theorem 4.3.1 Given the terminal constraint receding finite horizon optimal control prob-

lem, PNk , and the predicted human input sequence, Vk, the optimal control law is given by

(24).

This gives a closed-form solution to the optimal control problem that needs to be solved

every time step, instead of solving a potentially computationally intensive constrained

quadratic program numerically. Also note that this closed form solution is valid for any Nk

so it is applicable for both fixed and varible horizons.

We have presented methods for human input prediction as well as a method to vary the

horizon to facilitate human input prediction. A closed-form control law was also developed

for linear systems with linear low-level state constraints. Now that all aspects of the control

framework can be computed, we apply this technique to some example problems in the next

section to evaluate the viability of the developed methods.

The first example is the task of synchronizing the swinging of two mass-cart-pendula

while driving the carts to a particular position. This is presented as a simulation of the

pendula with actual human operators, and the example demonstrates the low and high

level capabilities of the control framework. The example also shows that a fixed horizon
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and a relatively simple human input prediction method can be effective in this control

framework. This example incorporates two human operators and lays the foundation for

the multi-operator work presented later in this thesis.

The second example is a human-robot navigation task to investigate the viability of the

variable horizon with system identification human input prediction techniques. The human

is tasked with guiding a robot to a particular position on a goal line, while the low-level

robot task is to ensure the robot reaches the goal line. This example serves as a foundation

for a more complex navigation task studied in Chapter 5, where operator performance and

workload are studied for different horizon and input prediction methods.

4.4 Example: Human Operation of Simulated Mass-Cart-Pendula Syn-
chronization

We apply the developed approach to a simulation of a two mass-cart-pendula synchro-

nization problem under the command of a human operator. The human operator issues

force commands to one mass-cart-pendulum, while another human issues commands to the

other. The human commands have saturation limits (input constraints) while the automatic

control effort does not as specified in C3.

The human operators are tasked with driving the pendula to a desired location (i.e. the

high-level task) while the controller task is to ensure cart separation and pendula oscillation

synchronization (i.e. the low-level task) as in Figure 5. The operators visually monitor the

progress of the system through a graphic display as seen in Figure 5. In the following, the

system dynamics and low-level task constraints are detailed.

4.4.1 Mass-Cart Pendula Dynamics and Synchronization Constraints

As seen in Figure 6, the force, F applied in the Px direction, is the control input, u, to

the single pendulum system. No damping force is considered in this model as pendula can

be approximated as zero damping systems. The linearized continuous dynamics about the

hanging equilibrium point, gives the single pendulum system for pendulum i = 1, 2, as
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Figure 5: Pendula Graphic Display showing inter-cart distance and oscillation synchroniza-
tion. The carts lie on the Py = 0 line while the pendula are shown mid-swing.

ẋi(t) = Ãixi(t) + B̃iui(t), where:

xi =



Px,i

Ṗx,i

θi

θ̇i


, Ãi =



0 1 0 0

0 0 0 0

0 0 0 1

0 0 −(M+m)g
Ml 0


, B̃i =



0

1
M

0

−1
Ml


.

Note that this pair, (Ãi, B̃i), is controllable.

For a 2 planar-pendula system, the dynamics can be written as ẋ(t) = Ãx(t) + B̃u(t),

where

xT =

[
xT1 xT2

]
, u =

[
u1 u2

]T
,

Ã =

Ã1 0

0 Ã2

 , B̃ =

B̃1 0

0 B̃2

 .

Note that Ã1 = Ã2 and B̃1 = B̃2, since the pendula are assumed to be homogeneous. The

system is discretized to

xk+1 = Axk +Buk (25)

with xk ∈ R8 and uk ∈ R2.

When the mass-cart-pendula are synchronized, the mass-carts are positioned a specified dis-

tance apart with identical cart velocity, while the pendula have the same angle and angular
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Figure 6: Single Pendulum Diagram

velcocity. Therefore, the synchronization constraints are Px,1 − Px,2 = d, Ṗx,1 − Ṗx,2 = 0,

θ1 − θ2 = 0, θ̇1 − θ̇2 = 0, i.e., Xf = {x | Cx = b}, where

C =



1 0 0 0 −1 0 0 0

0 1 0 0 0 −1 0 0

0 0 1 0 0 0 −1 0

0 0 0 1 0 0 0 −1


, b =



d

0

0

0


.

4.4.2 Results

The pendula dynamics are simulated with the nonlinear system dynamics but the control is

calculated using the linearized system dynamics. The following simulations were run with

parameters: d = 1 m, l = 0.3 m, m = 2 kg, M = 3 kg, g = 9.8 m/s2, N = 1.0 s, with a

sample time of 0.1 s.
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The following results were generated with two human operators who input force com-

mands by using keyboard arrow keys to increment or decrement the force in 0.1 N incre-

ments. The inputs have a maximum of 10N and a minimum of −10N , and operators are

able to zero the force input. The control law, (24), is applied to (25) with Vk given by

the linear extrapolation method presented earlier in this chapter. The fixed horizon/linear

extrapolation version of the controller is used for this example.

Figures 7 and 8 contain a set of plots resulting from two human subjects attempting to

drive the mass-cart-pendula so that the position of the right-most pendulum was approxi-

mately at the 10m mark.

In Figures 7(c) and 8, the state converges to the constraint set within 2s. In Figures

7(a) and 7(b), we can see how the control effort deviates from the human control input.

In Figure 7(a), the control responds to the input given by Human Operator 2 at the 5s

mark and swings away from the Human Operator 1 input. In other words, while Human

Operator 1 tries to move Pendulum 1 to the right, the control moves Pendulum 1 to the left

so that synchronization is maintained. This of course will be disconcerting for the human

operator during operation.

In Figure 8(a), the human operators were able to drive the right mass-cart-pendulum

to the 10m position. The plots in Figures 8(a)-8(d) show that the system converges to the

linear constraint where both pendula oscillations are synchronized and the carts distances

are a fixed distance apart. In addition, the human operators can drive the synchronized

pendula left or right, albeit not with the immediacy that direct control would allow for.

In summary, the control framework is effective in that the system is driven to both

synchronize the pendula (low-level task) as well as being driven to a specific cart position

(high-level task). This task is quite difficult without the help of the shared control. We

also see that the linear extrapolation method for human input prediction is effective over

the chosen fixed horizon. We now present an example that examines different horizon and

human input prediction methods for a shared navigation task.
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(a) Human 1 input vs Control 1 input.
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(b) Human 2 input vs Control 2 input.
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(c) Squared Norm of Error from Constraint Set

Figure 7: Plots showing human operator and control input during task to drive to position
10m. Note in (c) that the state reaches the constraint set within 2s.
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Figure 8: Plots show state versus time during the task. Note the desired inter-cart distance,
identical velcity, identical angles, and identical angular velocity are acheived as well as the
final cart positions.
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Goal line
Human-chosen paths

Mobile Robot

Figure 9: An example of the shared control of a mobile robot navigation task. The auto-
mated controller drives the robot to the goal line, while the user can guide the robot to a
location on the goal line.

4.5 Example: Human Guidance of a Mobile Robot Navigation Task

Here, we apply the control algorithm to the shared control task of navigating a mobile

robot. The low-level task is simply to get to a goal line and stay on it while the human is

given the high-level task of chosing a suitable location on the goal line. This is illustated

in Figure 9. This shared control task is implemented on a hardware platform described in

this section.

4.5.0.1 Khepera Dynamics

The Khepera mobile robot is modeled with nonlinear unicycle dynamics

ẋ1 = v cosx3 (26)

ẋ2 = v sinx3

ẋ3 = ω

where x1, x2 are the planar cartesian coordinates of the robot on a flat surface and x3 is

the orientation of the robot as shown in Figure 19. The inputs to the robot are a velocity

command, v, and a rotational velocity, ω.
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x2

x1

x3

Figure 10: Mobile Robot Diagram

However, to apply the controller in the form presented, we utilize a discrete linear

system. Using the near-identity diffeomorphism as developed in [67], a linear system model

can be formulated for the mobile robot where

x̃1 = x1 + δ cos(x3)

x̃2 = x2 + δ sin(x3)

x = [x̃1 x̃2]T .

for some small δ ∈ R. Hence, we can rewrite the system as ẋ = Ãx+ B̃u, where

Ã =

 0 0

0 0

 , B̃ =

 1 0

0 1


and

u = R(x3)

 v

δω

 , (27)

where R(x3) denotes the planar rotation matrix for the angle x3. We can discretize this

system to obtain the system xk+1 = Axk +Buk. In addition, the automated task, to reach

to the goal line, is modeled as the linear constraint, Xf = {x | Cx = b}. For example, a

goal line x1 = 0 is given by C = [1 0] and b = 0.
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4.5.1 Hardware

We utilize the Pancakes software architecture [55] for this hardware implemention in Java

with a version running on both a laptop and the Khepera Mobile robot in the Georgia

Robotics and Intelligent Systems (GRITS) Laboratory. A serial analog joystick is used in

conjuction with the laptop as the human interface to the system. A Vicon motion capture

system is used to provide robot localization.

4.5.2 Results

In order to verify that the control law, system identification, and variable horizon algo-

rithm are functioning as intended, simulated joystick commands were fed into the system

as 0.1 sin t for the velocity command and 0.3 sin 2t for the rotational velocity command. In

Figure 11(a), the robot starts at a position away from the goal line and drives towards the

goal line (x1 = 0 for this implementation). Then once it reaches the goal line, it drives up

and down the x1 = 0 line. Note the robot can stray slightly from the line because of the

nature of our model-predictive controller having a short horizon, i.e., the robot can leave

the constraint set at times. In Figure 11(b), the robot oscillates around the line as time

progresses. Therefore, the control law is functioning as intended. It should be noted that

the receding horizon formulation provides a secondary function in that it aids in dealing

with errors in localization or discrepancies in the dynamic model and true robot dynamics

by recalculating the control at every time instant using new state information.

In Figures 12(a) and 12(b), the actual human commands are shown in solid red and

at each instant the predicted sequence of future human input is plotted in dashed blue.

As shown, in the first 20s, the linear extrapolation is applied to predict future human

commands. Then, once the system identification matrices are filled, system identification

is used to make the predictions. Here, the system identification is shown tracking the

simulated sine wave commands.

In Figure 13, the time horizon being used for the model predictive control is increasing

to the maximum allowed horizon of 8s. Therefore, the variable horizon function is function-

ing as intended. The horizon should be expected to increase since the system identification
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(b) x1 Position vs Time

Figure 11: Plots showing mobile robot position for sinusoidal input. The robot is driven
to the x1 = 0 line using simulated sinusoidal human input and the system identifica-
tion/variable horizon version of the proposed controller.
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is tracking the human commands accurately (i.e., we can ”trust” our human input pre-

dictions). This 8s limit was chosen experimentally because the algorithm computationally

slows down when processing horizons larger than this limit.

Then, random noise was fed into the system instead of joystick commands. As expected

the system identification did not track these commands as well as it had with the sinusoidal

inputs as shown in Figures 14(a) and 14(b). Hence, in Figure 15, we see the time horizon

decrease. The robot also reached the goal line with no discernible change in performance

from the sinusoidal inputs.

To show the effectiveness of the control framework, an actual human operator was

tasked with driving the robot starting from an initial condition away from the goal line and

instructed to drive the robot to an ”X” on the floor, not on the shortest path from robot to

goal line. This ”X” is meant to represent a high-level cognitive decision made by the human

operator during the task to drive to this point (i.e. the operator can see this point on the

line but the robot cannot). The fixed horizon and initial horizon for the variable horizon

case was chosen large enough such that the control sequence is feasible given the limits

on mobile robot velocity. The operator performed the task once with no control law (i.e.

manually), so human commands were sent directly to the robot. Then, the user performed

the task with the presented control with linear extrapolation prediction and fixed horizon

.Finally, the user performed the task with the presented controller with system identification

prediction and variable horizon. All three trials were deemed successful in that the robot

reached the ”X” at some point during the run.

The plots in Figure 16 show the robot indeed being driven to the goal line when using the

presented controller with system identification prediction and variable horizon for a human

operator. For this same controller, the plots in Figure 17 show how the applied control

tracked the human commands and Figure 18 shows how the time horizon changed during

the task. When the system identification did not perform as well the horizon was decreased

to the minimum allowable time horizon, 3s (as at the 20s mark), for which horizons lower

than this generally ”feel” like the human commands are being discarded. In Figure 18, we

see that the horizon decreases when the human input is changing with high frequency and
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the horizon increases after 40s when the user input steadies.

For both runs involving the controller with fixed horizon/linear extrapolation and the

controller with variable horizon/system identification, the user reported that the task of

getting to the goal line was easier but understanding what the robot was doing was much

more difficult.

4.6 Conclusions

In summary, we have presented methods for human input prediction as well as a method to

vary the horizon to facilitate human input prediction. A closed-form control law was also

developed for linear systems with linear low-level state constraints. We have applied the

developed control to two different examples of tasks that require both human and robot

control input to complete the task. The pendulum synchronization task and mobile robot

navigation showed that human operators are afforded the ability to complete high-level

cognitive tasks. In the mobile robot task, we demonstrate that operators can accomplish

the task for different methods of human input prediction and control horizon variation.

Both of these examples succeeded in showing that human operators were able to carry

out high-level tasks while the low-level task was being completed. However, a human

operator study is required to demonstrate that the ability to carry out high level tasks within

the presented control framework is feasible over a larger population of human operators. In

the next chapter, we present such a study and in addition to task completion, we also study

task performance and operator workload to evaluate how human operators respond to this

control framework.
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(b) Sinusoidal Human Rotational Velocity Command

Figure 12: Plots showing human and predicted human commands for simluated sinusoidal
inputs. After 20s, the system identification predictions begin and the plots show that they
track the simulated sinusoidal human input.
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Figure 13: Plot showing the time horizon for sinusoidal input. The system identification
based prediction of human input is accurate so the time horizon is increased as expected.
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(a) Random Noise Human Velocity Command
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(b) Random Noise Human Rotational Velocity Command

Figure 14: Plots show human and predicted human commands for random noise inputs.
After 20s, the system identification predictions begin and the plots show that they do not
track the simulated random human input.
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Figure 15: Plots show the time horizon with random noise input. The system identification
based prediction of human input is not accurate so the time horizon is decreased as expected.
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Figure 16: Plots show mobile robot position for user input. The robot is driven to the
x1 = 0 line using human input and the system identification/variable horizon version of the
proposed controller.
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Figure 17: The actual control inputs to the system are plotted against the commanded
human inputs for the task with a controller with system identification and variable horizon.
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Figure 18: Plot shows changing time horizon for user input for the task with the controller
with system identification and variable horizon. The horizon is decreased as the human
input changes frequently and then increased as the human input becomes steady after 40s.
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CHAPTER V

HUMAN OPERATOR STUDY

The purpose of the human operator studies is multi-faceted in that we not only want to

gauge the effectiveness of the lower-level control in an experimental setting, but, more

importantly, we investigate whether or not human operators are afforded the freedom re-

quired to accomplish high-level tasks. In addition, we would like to measure overall task

performance of different versions of the controller versus manual control as well as measure

any operator workload differences. The versions of the controller are Zero-order Hold with

Fixed Horizon (ZOH), Least Squares System Identification with Fixed Horizon (FSID),

Least Squares System Identification with Variable Horizon (VSID), and Manual Control

(Manual). This allows us to compare zero-order hold versus system identification for fixed

horizons and fixed versus variable horizons for system identification prediction.

Aspects of the task pertaining to the human interface mechanism or situational aware-

ness are not addressed here and are out of the scope of this thesis. The operators are

in the same room as the work environment and are, therefore, assumed to have sufficient

knowledge of the work environment.

The experimental scenario is inspired by a search and rescue operation navigation task

where three points of interest have been identified (where potential victims may be) before

the task begins. The automatic controller will drive the robots to any one of these points,

but the human operator is to guide the robot to the points in the order deemed appropriate

by the operator. The human also has the power to influence the path taken by the robot to

each of these points. During the task, the human identifies a possible new area of interest

(where there could be additional victims) on the way between two of the predefined points.

The human must then actively alter the robot path to visit this point without altering the

low-level task. This scenario requires sliding autonomy in that human involvment ranges

from a little to a lot of operator interaction with the automatic controller.
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Figure 19: Mobile Robot Diagram

Based on pilot studies, it is hypothesized

Hypothesis: The human-in-the-loop controller with the simplest human input prediction

technique (namely the ZOH controller) will result in both low and high level task completion

with the shortest completion times as well as the lowest operator workload.

The following section details the experimental platform and this is followed by details

and results of the experiments.

5.1 Experimental Platform

The experiments in this thesis were run using a Khepera mobile robot wirelessly receiving

commands from a Ubuntu PC running Robotic Operating System ([73]). Localization

information is supplied by a VICON motion capture system giving planar position and

orientation.

A low-level unicycle controller (for example see [1]) that takes in planar change-in-

position commands and outputs velocity and angular velocity commands (which are the

inputs to the robot) allows us to use a discrete linear control system model to command

the Khepera mobile robot,

zk+1 = zk + uk (28)

where z = (x1, x2) are the planar Cartesian coordinates of the robot and x3 is the orientation

of the robot as shown in Figure 19. We now have discrete system dynamics for PNk , however,

a description of the goal set Xf is still needed. The low-level task in this chapter will be for
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Figure 20: Navigation Task Evironment with Khepera Mobile Robot. The joystick shown
is used as the operator interface.

the robot to reach one of three goal points, each modeled as a linear constraint, Cxk = bi

for i = 1, 2, 3 where C = I2 (the identity matrix in R2×2) and bi is the planar goal location.

Hence, for Xi = {x | Cx = bi} with i = 1, 2, 3, the constraint set on the optimal control

problem is

Xf = X1 ∪ X2 ∪ X3. (29)

The choice of this goal set will be further discussed in the next section. Once in the goal

set, the operators are given full manual control to stay at this goal point or move on to

another goal point.

Human commands are supplied by way of a video game-like gamepad with joysticks as

shown in Figure 20. The joystick allows the operator to issue change-in-position commands

in the global frame without regard to the orientation of the robot. This simplifies the control

as well as allowing for a direct comparison of manual control versus mixed-intiative control,

since both are acting on the same linear system. In Figure 20, images of the laboratory

set-up and the joystick are shown.
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5.2 Human Study Results

We apply the control algorithm presented in this thesis experimentally to a laboratory-

equivalent of the aforementioned search and rescue scenario. As shown in Figure 21, the

predefined goal points are labeled as Goal 1, Goal 2, and Goal 4, whereas the mid-task

goal-point is labeled Point 3. The low-level task is to ensure that the robot does indeed

reach one of the predefined goal points (Goals 1, 2, and 4). The high-level task consists of

chosing which order the goals are visited as well as visiting the goal point not predefined

as a goal (Point 3) in between Goal 2 and Goal 4. The operator is situated in the same

room as the task environment and has full view of work environment as shown in Figure

20. The laboratory environment does not simulate the same robot mobility, situational

awareness, and workload challenges found in actual search and rescue operations, but it

successfully serves the purpose of requiring the human-robot team to operate at different

levels of autonomy.

The participants were instructed to visit the goals in the order: Goal 1, Goal 2, Point 3,

Goal 4. They were instructed that they must drive the robot into the circles (5cm radius)

surrounding each goal point and to complete the task as quickly as they can. The following

details the 4x1 within-subjects design experiment where each subject used each of the four

controllers in a counter-balanced order. Here, high-level task completion is measured by

whether or not the operators are able to visit each goal point in the order required by the

task. Overall task performance is measured by the time required to reach the final goal

point while workload is measured by the NASA TLX workload scale.

5.2.1 Participants

10 operators were recruited for the experiment from the Georgia Institute of Technology

community. None of the operators have had previous experience with mobile robot control.

Particpants were between the ages 20-30 with 3 female participants and 7 male participants.
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Goal 1

Human-chosen paths

Mobile Robot

Goal 4

Goal 2

Point 3

Figure 21: An example of the shared control of a mobile robot navigation task. The
automated controller drives the robot to the goal points (Goal 1, Goal 2, Goal 3), while
the user specifies the order the goals are visited and influences the robot path so as to visit
Point 3 on the way to the final goal point.
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5.2.2 Navigation Task

For each trial, the participant was asked to drive the robot to Goal 1, then Goal 2, then to

pass through Point 3, on the way to Goal 4 as seen in Figure 21. The ordering of the goals

was set before the trials by the study administrator and were the same for every participant.

The controller is programmed with Goal 1, Goal 2, and Goal 4 given a priori however, Point

3 is not part of the low-level task. and the controller is not given the order in which the

goals must be visited. In this way, human control naturally shifts from a supervisory type

of control towards that of a more manual control to visit Point 3.

5.2.3 Procedure

Participants read standard written instructions on the task and then physically shown

the task environment with verbal instructions on how to complete the navigation task.

The participants were first allowed to practice the task using only manual control for a

maximum of three times. Then, the participants were given a training session with each

of the controllers before performing the task with recorded data. Each training session

consisted of a maximum of three attempts at the given task. Each recorded run was followed

by a NASA TLX workload survey. The order of the four controllers were counter-balanced

to account for any ordering effects. After the four trials, the particpants were given an exit

survey comparing the four controllers.

5.2.4 Results

The robot is defined as successfully reaching a goal point if its position was recorded as

being within a 10 cm ball as shown by the red and purple circles in Figure 20. In all 40

trials, the robot successfully reached all three of the goal points, demonstrating low-level

task completion. More importantly, the operators in every trial were able to guide the robot

in the specified goal order given by the test administrator as well as visiting Point 3. As

a result, it can be concluded that operators and the robot able to complete both low-level

and high-level functions with the manual control as well as complete high-level functions

while the three different versions of the mixed-initiative controller ensured low-level task
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completion. The repeated-measures approach to these experiments isolates the effects of

the different controllers without the effects of operator-to-operator variability.

In order to evaluate any performance and workload differences between manual control

and the three versions of the proposed controller, we analyzed the total task completion

time (i.e. time to reach Goal 4) and NASA TLX workload data. Figure 43 shows the task

completion times for each participant with each of the four controllers. The ZOH controller

resulted in the fastest completion times across all participants. The mean completion times

for each controller are as follows: 46.5 sec for ZOH, 60.8 sec for Manual, 76.3 sec for FSID,

and 77.1 sec for VSID. The hypothesis in the chapter was that the ZOH controller would

out-perform the other controllers, so a repeated-measures pairwise t-test was performed for

the ZOH controller against the other three controllers.

The resulting t-value and p-values for each pairwise test are ZOH versus Manual (t(10)=

3.071, p=0.0133), ZOH versus FSID (t(10)= 5.798, p=0.0002), and ZOH versus VSID

(t(10)= 5.056, p=0.0007). Using the convention that p-values less than 0.05 are deemed

statistically significant, we can see that the ZOH controller statistically significantly out-

performs the other controllers.

Workload is measured using the NASA TLX survey and our analysis is carried out over

the total raw NASA TLX scores. The raw total scores for all participants are plotted in

Figure 23 where we see a trend that the workload scores for the ZOH controller tend to

be less compared to the other controllers. The mean raw scores for each controller are

as follows: 30.7 for ZOH, 51.4 for Manual, 51.4 for FSID, and 53.6 for VSID. A repeated

measures pairwise t-test was performed for the ZOH controller against the other three

controllers to test the hypothesis. The resulting t-value and p-values for each pairwise

test are ZOH versus Manual (t(10)= 3.898, p=0.0036), ZOH versus FSID (t(10)= 2.938,

p=0.0165), and ZOH versus VSID (t(10)= 3.318, p=0.0089).

Hence, the ZOH controller was shown to statistically significantly have a lower operator

workload than manual control and the other prediction methods. The results of these

human studies have shown that not only will the mixed-initiative control scheme guarantee

low-level task completion, but we have shown that human operators have the freedom to
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Figure 22: Task Completion times for all participants show that the ZOH-based controller
results in the lowest task completion times across all participants.
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Figure 23: Raw Total NASA TLX Workload survey scores for all participants. The ZOH
controller workload scores tend to be lower than the other controllers. Statistical analysis
confirms this statistically significant advantage.

accomplish high-level tasks with benefits to performance and operator workload in this

particular experiment.

Finally, the final survey asked the operators to choose which of the controllers they

would prefer to use again, which was the most frustrating to use, and which controller did

they trust the most. The results of the survey are shown in Figure 24. The ZOH controller

was both the most preferred and trusted controller while the VSID controller was the most

frustrating. ZOH, along with FSID, was the least frustrating to use. It can also be seen

that no one preferred or trusted Manual. In summary, the hypothesis in the chapter was

supported by these results.
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Figure 24: Final Survey results showing number of participants indicating the controllers
they preferred, thought were the most frustrating to use, and thought they could trust the
most. The ZOH controller was the most trusted and preferred, while the VSID was the
most frustrating.
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5.2.5 Discussion

Here, we discuss some qualitative aspects of the study. While all participants were able to

complete the manual task, the test administrator observed that driving the robot to exactly

within the circles was not easy and participants would often have to make major corrections

when close to the goal. On the other hand, the mixed-initiative controllers allowed the user

to relinquish control to the controller when the robot was close to the goal point and the

controller would guide the robot smoothly to the goal. We see this result in the form of

the time completion advantage the ZOH control had over Manual control as well as Manual

control having the second highest frustration level in the final survey.

The other major outcome was the advantage of the ZOH prediction method over the

SID method with both fixed and variable horizons despite the simplicity of ZOH. The

authors hypothesize that there are two factors at play here. One is that users tended to use

the joystick ”stop-to-stop” in that the users push the joystick to the physical limits when

driving. A ZOH approximation of this type of joystick input is a reasonable method and

responds well to high frequency changes in human input whereas the SID method stores

and makes predictions based on 2 seconds worth of human input data, proving inadequate.

The other factor is the notion that the human operator is also ”running system identifi-

cation” on how the robot is reacting to human commands. In other words, human operators

give commands based on how they think the robot will alter their commands. With the ZOH

method, this alteration to the human commands is fairly intuitive, while the SID methods

obscures what this alteration will be. This lack of intuition, coupled with the potential for

the variable horizon method to instantaneously move away from the goal (though it does not

affect asymptotic convergence), leads to the high frustration score with the VSID controller

seen in the final survey. While the system identification approach and the variable horizon

scheme theoretically improve human prediction and therefore improve the model predictive

control, in practice with human operators, the simpler fixed horizon/linear extrapolation

scheme is more effective.

This leads to the question: are sophisticated prediction schemes for human input ap-

propriate when humans are in the control loop? Future human studies would be required
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to investigate this aspect and how it applies to mixed-initiative control. While varying the

horizon to improve prediction proved ineffective, varying the horizon in response to operator

intent is still a viable option and a future direction of work. Since the horizon length effects

how much the human control is ”weighted”, a scheme based on how well the operator is per-

forming the low-level task could be used to vary the horizon (i.e. expand the horizon when

performing well to give more freedom and contract the horizon when performing poorly to

further assist the human operator).

5.3 Conclusions

The developed control framework was applied to a USAR inspired mobile robot navigation

task in which the controller displayed naturally sliding levels of autonomy. While experi-

mental results confirmed theoretical low-level task completion guarantees, the experimental

results with human operators also showed that the control scheme allows for high-level task

completion with benefits to performance and operator workload for a specific search-and-

rescue-motivated mobile robot navigation task. These benefits were shown to be statistically

significant with the Zero-Order Hold with Fixed Horizon version of the controller.

So far in this thesis, we have presented a model-predictive control with theoretical

guarantees of low-level task completion and experimental results showing high-level task

completion for an effective human input prediction method and closed-form control law.

Using these results as a foundation, we apply this control framework to a robot being devel-

oped specifically for human-in-the-loop USAR tasks. The USAR scenario is the cooperative

human-robot control of a quadruped rescue robot meant to assist search and rescue missions

in disaster sites where sending humans would be too dangerous. This work is presented in

the next chapter.
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CHAPTER VI

SHARED CONTROL OF A QUADRUPED RESCUE ROBOT

As discussed earlier in this thesis, USAR robotics is an important domain for HRI research,

as it requires the high-level skills only human operators are currently capable of providing

while trying to take advantage of the safety and efficiency of automated tasks that state-of-

the-art robotics affords. In the USAR scenario, humans are kept in the control loop, while

being safely out of harm’s way. In response, we apply the control framework presented in

this thesis to the shared control of a USAR robot. Therefore, we deploy the developed

control framework to compose human-controlled front foot-placement commands with an

automatic controller that prevents unstable foot-placement for a quadruped rescue robot.

The Compact Rescue Robot (CRR) is a pneumatically-actuated tele-operated rescue

robot being developed by the Intelligent Machine Dynamics Laboratory (IMDL) at Geor-

gia Tech (Figure 25). The quadruped robot is a testbed of the Center for Compact and

Efficient Fluid Power, which seeks to demonstrate the benefits of fluid power to engineering

technologies. The CRR is controlled using an interface that allows the two front legs to be

manipulated by a human operating two corresponding PhantomTM haptic joysticks.

The operator can utilize the haptic feedback to aid in foot-placement in uneven terrain

commonly found in disaster sites. However, in the previous configuration, the user received

little to no feedback on whether or not these foot-placements would lead to an unstable leg

configuration that would cause the robot to fall over. This lack of situational awareness for

stability warrants an online controller that tries to both preserve the intent of the human

operator and satisfy the stability constraints of the robot, i.e. by sending motor commands

that minimize errors from the human command while still satisfying a constraint. In other

words, human operators are effective in navigating the robot in rough terrain, but are poor

at preventing the robot from falling over. An effective shared control framework would

combine the strengths of both operator and autonomous stability control.
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Figure 25: Quadruped Rescue Robot

Specifically, we utilize the presented control framework to implement a controller that

applies user foot-placement commands as closely to what the human intended as possible

while still maintaining static stability for the next leg placement as well as the rest of

the proposed robot gait. The front leg controller is updated with the latest leg positions

and human input commands and is composed with human commands so that the stability

constraint is not violated at foot touch-down, i.e. the front foot is never placed on the floor

such that the center of mass of the robot is outside the polygon created by that leg and

the hind legs. This allows for the pick-up and placement of the other front leg. This is

demonstrated on a simulation testbed of a quadruped rescue robot.

6.1 Problem Formulation

In the following section, we model how the robot’s feet must be placed in order to avoid

losing static stability and how the proposed robot gait and control framework is constructed

to accomodate human commands and automatic movements. A planar robot model is

proposed where all leg and center of mass positions in R3 are projected onto the ground

plane (R2) as in Figure 26. This is a typical formulation in the quadrupedal robot stability

literature (e.g. [28], [29], and [20]). All positions are given in reference to a global coordinate

frame.

As discussed in [28], in order to pick up and place a leg, the center of mass must lie in
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the triangle formed by the other three legs (commonly referred to as the stability polygon).

If this is the case, then, for example, the left leg must be picked up and placed in a position

such that right leg can be picked up and placed. This requires that the first leg be placed

in such a way that it forms a triange with the two remaining legs that contains the center

of mass. The stability polygons for both left and right front leg are shown respectively as

the dashed and dash-dotted triangles in Figure 26.

In this chapter, we represent the set of leg placements that lead to the center of mass

being in these stability polygons as the stability cones for the front and back legs as shown

in Figure 26. We will first address robot stability, then will discuss the gait proposed in

Section 6.1.2 and the subsequent proposed front leg control.

6.1.1 Stability Cone

Referring to Figure 26, in order to guarantee a stable right leg lift and place, the front

left leg should be placed in the half plane defined by the line passing through the center

of mass and back right leg. When the left leg is placed in this half-plane, then the left

leg necessarily creates a stability polygon with the back legs such that the center of mass

lies within this polygon. Hence, the robot is statically stable when the right leg is lifted.

Similarly, the front right leg should be placed in the half plane defined by the line passing

through the center of mass and the back left leg. Together, the intersection of these two

half-planes define the stability cone. If the front left leg is not placed in the stability cone,

then the subsequent front right leg placement will result in static instability and the robot

will fall.

An analytic expression is derived for this cone using lines orthogonal to the line connect-

ing the center of mass to the back legs. The following notation is used: fl is the position of

the front left leg, fr is the position of the front right leg, br is the position of the back right

leg, bl is the position of the back left leg, and cm is the position of the center of mass. All

positions are in R2. Rθ is the planar rotation matrix evaluated at angle θ. The half-plane

defining where the front left leg can be placed is given by

R−π
2
(br − cm)T (x− cm) ≥ 0
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Stability Cone for Front Legs

fl

fr

bl br

cm

Figure 26: The Front Leg Stability Cone is shown in the dotted hatching, while the stability
polygon for the right front leg is shown as the dotted triangle and the stability polygon for
the left leg is shown as the dash-dotted triangle.

82



where x represents all front left leg positions that allow for the stable lifting of the front

right leg. Similarly, the half-plane defining where the front right leg can be placed is given

by

Rπ
2
(bl − cm)T (x− cm) ≥ 0

where x represents all front right leg positions that lead to stable lifting of the front left leg.

As such, the intersection of these two half-planes define the stability cone giving Cfx ≥ ef ,

where

Cf =

 R−π
2
(br − cm)T

Rπ
2
(bl − cm)T

 , ef =

 R−π
2
(br − cm)T cm

Rπ
2
(bl − cm)T cm


for all x representing stable front leg positions. In the same vein, the stability cone for the

back legs is given by Cbx ≥ eb with

Cb =

 Rπ
2
(fr − cm)T

R−π
2
(fl − cm)T

 , eb =

 Rπ
2
(fr − cm)T cm

R−π
2
(fl − cm)T cm


for all x representing stable back leg positions. Now that a formal definition of the stability

cone is given for the robot, we can address details of the proposed gait.

6.1.2 Gait

The gait sequence will be Move 1: front left leg, Move 2: front right leg, Move 3: center of

mass shift forward, Move 4: back right leg, Move 5: back left leg, and Move 6: center of mass

shift backward; then, the cycle repeats. The particular gait proposed in this work allows

for the placement of the front two legs in succession without a center of mass shift. This is

desirable in that one set of position constraints can be used for both front leg movements,

which are purely a function of the center of mass and the back legs, and not of the position

of the other front leg.

Move 3 is necessary to guarantee that the back right leg can be picked up, since the front

right leg is only placed in the stability cone that guarantees stability for left leg placements.

This shift also serves the purpose of widening the stability cone for the back legs by moving

the center of mass closer to the front two legs as well as dictating the direction the entire

robot will move in.
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Next, Moves 4 and 5 will place the back two legs in the back leg stability cone, and this

portion of the control is fully automated so no human input is needed. The back legs are

moved in the same general direction that the front two legs are moved in and are required

to be in the back leg stability cone. Lastly, Move 6 moves the center of mass back towards

the back legs to widen the stability cone for the front legs and guarantees that the front

left leg can be moved.

It is important to note that the proposed gait is a departure from the commonly accepted

gait (as in [46]), where the back leg placements start the gait. However, in this case, the

human input guides not only the front legs but the general robot motion, so it is required

that the front leg placements initiate the proposed gait. After formally defining the stability

cone and gaits, the next section details how each of these leg movements are implemented

in a control framework.

6.1.3 Dynamic System and Hybrid Control Framework

Human input to the front legs is provided by a change in position vector. As such, the

following are the linear discrete dynamics for the front legs,

fk+1
l = fkl + ukl ,

fk+1
r = fkr + ukr ,

where the superscript k refers to the current discrete time and k+ 1 is the subsequent time

step.

The discrete dynamics describing the back legs and center of mass are formulated dif-

ferently. This is because low-level controllers achieve the desired positions via displacement

commands, ukbl for the back left leg,ukbr for the back right leg, and ukc for the center of mass.

The low-level functions are discussed in Sections 6.2 and 6.3. The back legs and center of

mass evolve in discrete time as

bk+1
l = gl(b

k
l , u

k
bl

),

bk+1
r = gr(b

k
r , u

k
br),

ck+1
m = gc(c

k
m, u

k
c ).

84



X0 := X(0)

ζ1 = 1

ζ2 = 1

ckm = cref

bkr = brref

bkl = blref

ckm = cref

Xk+1 = G(Xk, Uk
l )

Xk+1 = G(Xk, Uk
c1)

Xk+1 = G(Xk, Uk
r )

Xk+1 = G(Xk, Uk
br)

Xk+1 = G(Xk, Uk
bl)

Xk+1 = G(Xk, Uk
c2)

Figure 27: Quadruped Rescue Robot Hybrid Automoton

Collecting the dynamics, let Xk = (fkl , f
k
r , b

k
l , b

k
r , c

k
m) and Uk = (ukl , u

k
r , u

k
bl
, ukbr , u

k
c ) be

column vectors which lead to the dynamics of the system,

Xk+1 = G(Xk, Uk).

Let the subscript l in Ukl denote the vector Uk where every control element is zero but ukl ,

e.g. Ukl = (ukl , 0, 0, 0, 0). This notation follows for the vectors Ukr , Ukbl, U
k
c1, and Ukc2. since

the system is decoupled and only one leg or center of mass is moved at a time.

Since each leg and the center of mass is controlled individually, we describe the system

as a hybrid system modeled with the hybrid automaton in Figure 27. In the figure, X(0)

denotes the initial leg and center of mass positions. The guards for the front legs are simple

flags set by the user to indicate completion of a particular leg placement. The guards for

the other movements are set when the leg reaches the desired position calclulated by the

automatic control.

6.2 MPC-based Shared Control: Front Legs

With the dynamic model and control structure defined, we formulate the control laws needed

to both incorporate human commands for the front legs as well as guaranteeing static
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stability for the rest of the gait. The notation in this chapter differs slightly from the rest of

the thesis, so we review the control formulation in this chapter using the altered notation.

Let {vk} = {vk, . . . , vk+N−1} be a sequence of predicted human inputs that drive one of

the front legs for N discrete time steps into the future (N is called the control horizon) and

let {uk} = {uk, . . . , uk+N−1} denote the applied control sequence for one of the front legs,

where uk = ukl or uk = ukr and xk = fkl or xk = fkr , depending on which leg is being placed

(i.e. Move 1 or Move 2). The predicted human input is a linearly extrapolated sequence

starting with uk and with slope uk − uk−1 as in Chapter 3.

The following controller minimizes deviations from the predicted human input sequence

while satisfing the constraint that the leg position be in the stability cone at the end of

the control horizon. As such, the model predictive optimal controller solves the following

optimal control problem, PN , at each discrete time instant k,

PN :

min
{uk}

k+N−1∑
i=k

(ui − vi)T (ui − vi),

such that

xk+1 = Axk +Buk, (30)

xk+N ∈ Xf = {x | Cfx ≥ ef}.

where A and B are equal to the identity matrix in R2 for the front legs.

The control, uk, applied to (30) is the first element in the sequence {uk}. Due to the

inequality constraint, this optimal control problem will be solved numerically at each time

instant. This is where the control formulation presented in this chapter differs from the

control problem solved in Chapter 4, where an analytic solution was given for an equality

constraint. In Chapter 3, it is shown that this particular model predictive control will

result in the state (i.e. leg position) asymptotically converging to the constraint set, i.e. the

stability cone. The control ceases when the user sets a completion flag, thus setting ζ1 = 1

when the left leg control is completed, and ζ2 = 1 when the right leg control is completed.

A low-level control function is now needed to implement the commanded front leg dis-

placement as leg joint commands that result in the desired motion on the robot leg. This

86



motion of the front legs is achieved by mapping the end effector position of the Phantom

joysticks to local leg workspaces on the shoulder, and then mapping these positions to de-

sired robot joint angles. With the proposed controller, the user’s commands are adjusted,

resulting in a sense of haptic guidance. Together with the low-level control functions, we

now have a controller for Ukr and Ukl as seen in the hybrid automaton diagram in Figure

27.

6.3 Center of Mass and Back Leg Control

This next section addresses the automated control of the center of mass and the back legs.

The first center of mass shift moves the center of mass towards the front two legs, in order

to advance the robot in the general robot motion direction as dictated by the front legs, as

well as guarantee stability for a back right foot placement. Hence, we define a constraint

restricting the center of mass to lie in the stability polygon formed by the front two legs

and the back left leg, Cc1cm ≥ ec1, where

Cc1 = (Rπ/2(bl − fr))T (fl − fr)(Rπ/2(bl − fr))T

ec1 = (Rπ/2(bl − fr))T (fl − fr)(Rπ/2(bl − fr))T fr.

for all cm that satisfy the stability constraint.

This constraint determines if the center of mass is on the same side of the front-right-

leg-to-back-left-leg-line as the front left leg. Let g = (fr + fl)/2 and, for some parameter

α ∈ R+, let d = α(g−cm) define the general direction of motion of the robot which, in other

words, is the vector from the center of mass to the midpoint of the line segment connecting

the front two legs. In this way, the human operator not only has input on where the front

legs are placed, but also on the general direction the robot will move in. Now, we solve the

following quadratic program to find a control input, uc1, to shift the center of mass:

min
ukc1

(ukc1 − d)T (ukc1 − d),

such that

ck+1
m = gc(c

k
m, u

k
c ),

Cc1c
k+1
m ≥ ec1.
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In reference to the hybrid architecture, the guard for the first center of mass movement is

cref = ck+1
m . This is also solved numerically as a quadratic program and the robot center

of mass is driven to the resulting center of mass position using low-level control functions

discussed in Section 6.4.3.

Similarly, quadratic programs are solved to move the back legs in the same general robot

direction while restricting it to the back leg stability cone as in the following,

min
ukbr

(ukbr − d)T (ukbr − d),

such that

bk+1
r = gr(b

k
r , u

k
br),

Cbrb
k+1
r ≥ ebr ,

giving the back right leg control, ubr , and

min
ukbl

(ukbl − d)T (ukbl − d),

such that

bk+1
l = gl(b

k
l , u

k
bl

),

Cblb
k+1
l ≥ ebl ,

gives the control, ubl , for the back left leg. The guard conditions are given by blref = bk+1
l

and brref = bk+1
r for the back legs.

Finally, the second center of mass shift will move the center of mass back towards the

back legs to widen the cone for the front legs and guarantee a stable leg configuration to

move the front left leg. For this, the constraint, Cc2cm ≥ ec2 is required, where

Cc2 = (Rπ/2(fr − bl))T (br − bl)(Rπ/2(fr − bl))T

ec2 = (Rπ/2(fr − bl))T (br − bl)(Rπ/2(fr − bl))T bl.

The control for the second center of mass shift, uc2 is, therefore, given by the solution to

min
ukc2

(ukc2 − d)T (ukc2 − d),
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such that

ck+1
m = gc(c

k
m, u

k
c ),

Cc2c
k+1
m ≥ ec2,

with d = β((br + bl)/2 − cm) for some scalar β. The guard on the second center of mass

shift is given by cref = ck+1
m .

This quadratic program is solved numerically. Together with low-level controllers dis-

cussed in the next section, these leg controllers complete the control framework required for

the proposed gait.

6.4 Testbed Implementation

The proposed controller is implemented on a physical setup consisting of an operator in-

terface and corresponding robot. Because the physical robot is currently in development, a

dynamic simulation (Figure 28) is used in the robot’s stead.

6.4.1 Hardware

The operator interface, depicted in Figure 28, consists of two three degree-of-freedom haptic

joysticks that use admittance control to relate the operator’s desired motions to the actual

ones on the robot. Audio-visual feedback is provided through a headset, ensuring that the

operator has extensive tele-presence. Each of the end effectors of the Phantom joysticks

maps to an end effector of a robot leg and a set of switches is used to turn on the controller

and switch between gait states. The joystick software is programmed in C and provides

output that is sent via UDP to the robot, which uses a 1.4 GHz PC104 computer running

xPC Target/Simulink coupled with a 2.9 GHz host computer.

6.4.2 Robot Dynamic Simulation

The software used is a dynamics library known as SrLib, developed by Seoul National

University. This simulation accepts the same desired leg joint angles that would otherwise

be sent to position controllers on the actual robot, and returns actual joint angles, position,

and orientation, exactly as provided on the actual robot.
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Figure 28: Operator Interface and CRR Simulation
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6.4.3 Low-level Control Functions

Several key low-level functions that are required for the desired gait motion are built into

the Simulink code on the target PC.

Motion of the front legs is achieved by mapping the end effector position of the Phantom

joysticks to local leg workspaces on the shoulder, and then mapping these positions to

desired robot joint angles. When an individual leg is being moved, the others are held

steady, and the unused Phantom joystick remains still to represent the leg that is fixed.

With the proposed controller, the user’s commands are adjusted by the controller, resulting

in a sense of haptic guidance.

Center of mass shifts are commanded by defining a vector pointing from the robot’s

current center of mass to the desired one, redefining the vector at each operation cycle. The

intent is to then shift the robot’s center in this direction, while keeping the feet fixed. As is

standard practice for parallel robots, the robot is interpreted as four serial robots anchored

to the ground by ball-and-socket joints that are mutually linked by a platform. New joint

angles are calculated based on incremental motions of this platform with fixed end effector

positions. These joint angles are commanded simultaneously to each leg at every operation

cycle.

Rear leg motions required a desired displacement. A third-order curve is then fit to the

resulting necessary trajectory, mapped to leg joint angles, and commanded to the robot

while the other legs are held steady.

6.4.4 Adjustments and Limitations

The described hardware and software configuration enables a proof-of-concept and a demon-

stration of the feasibility of the user interface. However, there are a few limitations.

First, while the simulation is able to simulate near ideal conditions, some slippage still

occurs. To compensate for this effect, the desired center of mass is updated during shifting,

which is done by changing the line along which the desired center of mass is projected as

the feet slide.

Second, the center of mass shifts and rear leg motions use path trajectories that are
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Figure 29: Front left leg moving freely within the stability cone limits as commanded by
the operator. FL = Front Left, FR = Front Right, RL = Rear Left, RR = Rear Right, CM
= Center of Mass.

Figure 30: Robot in a statically stable position while the front right leg is moved freely
within the stability cone limits as commanded by the operator.
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Figure 31: First center of mass shift ensures that the right leg can moved while maintaing
static stability.

Figure 32: Rear right leg motion results in a statically stable configuration that allows the
left leg to be moved.
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Figure 33: Rear left leg is moved inside the cone.

designed based on general feasibility, and have no measure for dealing with joint angle

limits or other predefined obstacles. This could be improved for field implementation by

using planners to determine the paths taken between the start and end positions.

6.5 Experimental Results

A complete gait cycle, starting from a statically stable position, was run, and the results

were visually documented using the top-down labelled views shown in Figures 30 - 35. The

goal here was to demonstrate that the gait developed in this chapter can be successfully

implemented, ensuring that the user’s motion was appropriately constrained and that the

robot always maintained a statically stable position, while also contributing towards forward

motion. The proposed front leg controller was implemented with a control horizon of N = 5

for a 0.002 second sampling rate.

Figure 29 depicts the initial position, as well as Move 1: the user’s motion of the front

left leg is constrained by the front stability cone, which is represented by the shaded green

area within the blue lines. Physically, the user is able to feel these limits through the use

of haptic joysticks in the form of moving into a soft wall.

After placing the front left leg, the user cycles to Move 2 and places the front right leg.

Figure 30 shows that placement of this leg is again constrained by the stability cone.
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Figure 34: Second center of mass shift widens the cone for freer motion constraints on the
front legs.

Move 3, shown in Figure 31, is the first center of mass shift. Here, the center of mass

(labelled in its final position) is shown to be effectively shifted forward to a desired center

of mass with a safety factor to ensure that the robot is not merely marginally stable.

Following the first center of mass shift, the rear legs are moved autonomously from their

original point to a desired end location in Moves 4 and 5. Because of physical configuration

constraints, extra measures were introduced in the rear right leg shift to ensure that the

required motions would be made kinematically feasible. Specifically, instead of simply

moving the leg from it’s initial to final position, it was moved to a final ’safe’ position,

defined by the mechanical configuration of the robot, and then shifted the rest of the way

to ensure that the final position ended inside the cone. While these extra measures are not

ideal, they are an artifact resulting from reduced flexibility when working with an existing

robot. Rather than demonstrating the entire motion, Figure 32 shows just the final position

of the rear right leg following the right leg placement, which demonstrates that the leg is

safely inside the cone. Here, the dashed cyan line again depicts the usage of a safety factor

to ensure that the robot is not merely marginally stable.

The results of the rear left leg motion, Move 5, are shown in Figure 33. The left leg

has successfully reached a statically stable final position along the dashed cyan line, which
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Figure 35: Second gait cycle, the front left leg can again be placed successfully be the user
within the range defined by the cone.

again represents the desired point within the cone including a given safety margin.

Move 6 is shown in Figure 34. This second shift is intended to widen the cone for the

front legs and ensure continued forward motion. It can also be observed that the forward

and rear legs have advanced in the general robot direction; therefore, forward locomotion

is achieved.

Finally, Figure 35 shows the start of the next gait cycle. The user is again constrained

by the stability cone, and is free to continue moving forward.

Therefore, these results show that the human operator is able to carry out the higher-

level task of placing the front legs in locations they deem appropriate (i.e in cluttered

environments, the leg can be placed on relatively flat surfaces), while the controller and

automatic gait ensure the lower-level task of ensuring static stability is completed.

6.6 Conclusions

In summary of this chapter, we applied the control framework to incorporate human input

commands to control the front legs of a quadruped rescue robot as well as perform auto-

mated back leg and center of mass movements to ensure static stability. The controller
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guides the user to place each of the front legs in a way that ensures the next front leg move-

ment or any subsequent leg and center of mass movements will result in static stability

for the robot. The viability of the controller was demonstrated on a hardware-in-the-loop

simulation with real human input.

This application of the control allows a single human operator to cooperate with a

single robot to determine the best actions for the robot in a USAR domain task. This

control framework allows us to more easily control robotic systems that would otherwise be

a challenge to control. The ability to offload a particularly difficult aspect of a human-robot

task to a controller expands the types of problems humans and robots can cooperatively

tackle.

In the next chapter, we expand the human-in-the-loop control framework to include

multiple operators and multiple robots, which enables us to include a greater number of

robots into the system. The human-in-the-loop control framework enables us to specify

flexible formations for the robots to maintain, while human operators can manipulate the

flexible formation to carry out high-level tasks. The result is a Multi-User Swarm-Level

Interaction (MUSLI) where a small number of operators can control the shape of a robot

swarm, and we apply this MUSLI control to a swarm manipulation task.
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CHAPTER VII

MULTI-OPERATOR, MULTI-ROBOT CONTROL

In this chapter, we expand upon the single-operator, single-robot paradigm developed and

studied in the previous chapters by addressing the problem of multiple operators controlling

multiple robots and furthermore a large number of robots. Specifically, we employ the

developed control framework to multi-operator control of a team of leader robots which

enables the control of a large swarm of robots that follow these leader robots. In this way,

we will create a Multi-User Swarm-Level Interaction (MUSLI) to allow multiple operators

to control the shape of a robot swarm. We will apply MUSLI to the task of moving an

object to a goal area and conduct multi-operator studies to determine the effectiveness of

this form of human-swarm control.

7.1 Problem Formulation

We model the multi-agent interactions and formations as graphs with nodes representing

agents and edges correspond to the existence of pairwise distance constraints. This approach

allows us to take advantage of certain properties of graphs. In the following section, a

brief overview of the graph notation used in this chapter is presented, followed by graph-

based methods for defining formations. The formations will be described using inter-agent

Euclidian distances, which will be defined as a state constraint on the system. This is

constraint is used in the discussed control framework, and we present a solution to the

associated optimal control problem. We will present a novel solution to the optimal control

problem and a multi-operator experiment to study the efficacy of such a controller. Note

that in this chapter, we return to the control framework notation used in Chapter 3.

7.1.1 Graph Notation

A graph, G, is defined by a node set, V = {1, 2, 3, . . . ,N} of N nodes and an edge set

E ⊂ V × V of M unordered node pairs. We label each edge in E as 1, . . . ,M. Two nodes,
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i and j, are adjacent, or neighbors, if (i, j) ∈ E. The neighborhood set of a node i ∈ V ,

Hi, is the set of nodes j ∈ V adjacent to node i. Edges can be given an orientation using

σ : E → {−1, 1}, resulting in a directed graph, Gσ, for which an associated incidence

matrix, D = [Dij ] ∈ RN×M, has elements given by

Dij =


1 if vertex i is the tail of edge j

−1 if vertex i is the head of edge j

0 otherwise

, (31)

7.1.2 Multi-agent Model and Dynamics

The multi-agent network in this thesis is modeled by a graph, G = (V,E) where the N

nodes correspond to N agents and each of the M edges of the network correspond to a

pairwise distance constraint between two agents.

Each agent in the system has states that evolve with respect to discrete time, k, which

we will denote as xi,k ∈ Rn for agent i’s state for all i ∈ V . In this chapter, each agent will

be modeled as having linear dynamics.As such, we have a discrete-time dynamic system for

N agents, where each agent i ∈ V has discrete-time dynamics, xi,k+1 = Aixi,k+Biui,k where

ui,k ∈ Rm denotes the applied system input to agent i at time k and is calculated based on

vi,k ∈ Rm denoting human input. Note that the dynamics of each agent are decoupled from

the state of other agents.

Hence, we can collect the states, xk = (x1,k, . . . , xN,k), control inputs, uk = (u1,k, . . . , uN,k),

and human inputs, vk = (v1,k, . . . , vN,k) as vectors and describe the dynamics of the entire

system of N agents as

xk+1 = Axk +Buk (32)

with A ∈ RNn×Nn and B ∈ RNn×Nm where multiple human operators issue commands

vk ∈ RNm.

7.1.3 Formations as State Constraints

The following discussion deals with how to specify formations based on inter-agent distances,

i.e. a collection of pairwise constraints on states. Let an edge denote that an associated
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pairwise distance constraint exists on agents i and j for all nodes i, j ∈ V where (i, j) ∈ E,

and let this edge be labeled as the lth edge. This pairwise constraint between agents i and

j is defined as

||xi,k − xj,k||2 = dl, (33)

with dl ∈ R for l ∈ {1, . . . ,M} and ||.|| representing the 2-norm (Euclidean). Thus, the

specified inter-agent distance is
√
dl. The collection of these constraints over the entire

graph denotes the global constraint which we can write in terms of the well-known rigidity

matrix, R(x) with M rows and Nn columns (for an example see [47]). Hence, the global

constraint is given by

R(xk)xk = d (34)

where d = (d1, . . . , dM) is the vector of distances desired for each edge. Note that this state

constraint is a level-set of a quadratic function.

7.2 Multi-Operator, Multi-Robot Control

We have defined the dynamics of the multi-agent system, and we have defined the constraint

set that specifies the low-level task (i.e. formation maintenance). Thus, we can apply the

developed control framework and solve the resulting optimal control problem. We refer

to this control as Multi-Operator-Multi-Robot (MOMR) control for the remainder of this

chapter.

Given dynamics (32) and constraints (34), it is required that we solve PNk with Xf =

{x | R(x)x = d} and linear system dynamics, f(xk, uk) = Axk + Buk. The distance

constraints are level sets of a quadratic function, making Xf a non-convex set. The following

is a discussion giving more intuition on why this set is non-convex. We know a Euclidean

ball (e.g. {x | xTx ≤ d)}) is a convex set which includes the “inside” of the ball (i.e.

the set of points {x | xTx < d)}). However, we have a collection of distance constraints

(e.g. {x | xTx = d)}), where the inside of the ball is excluded from the set, so a convex

combination of points in the set do not necessarily result in a point in the set. In other

words, using the definition of non-convex sets, if we draw a line between two points in the

set, all points on the line do not necessarily lie in the set. Thus, we treat Xf as a non-convex
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set.

Given that the terminal state is constrained to a non-convex set , we only look for locally

minimal solutions to the optimal control problem. In the following section, we present a

method to solve PNk by splitting the problem into two parts. The first part consists of

simulating the human input prediction forward to find a human-desired formation (that does

not necessarily satisfy the formation constraint) and then finding the “closest” constraint-

satisfying formation (denoted as c ∈ RNn) to the human-desired formation. The second

part of the method solves PNk for Xf = {c}, which is essentially a point-to-point transfer

optimal control problem where the cost penalizes deviations from the human input.

This form of control can be used with both rigid as well as non-rigid graphs (see [47,

59, 77] for a discussion on rigid and non-rigid graphs), however, such control of non-rigid

graphs allow for a greater amount of formation-level freedom for the human to interact with.

Rigid graphs describe graphs where all inter-agent distances in the graph are maintained

not just the inter-agent distances specified by the edges. Rigid graphs only allow the

human operators to rotate and translate the formation, where non-rigid graphs allow for

a “deformation” of the structure while maintaining the desired inter-agent distances. In

this way, there is enough high-level task freedom to necessitate multiple operators. An

example of this is given in Section 7.3, where operators can “actuate” a gripper formed by

a multi-agent system.

7.2.1 Control Strategy

Our approach to solving the optimal control problem is to first find the formation that

satisfies the constraint Xf , that is “closest” to the formation the human operators are

predicted to drive the system to. Specifically, based on the predicted input sequence, V,

the human-desired formation at the end of the horizon, k +Nk, is given by simulating the

state forward,

y = ANkxk +

k+Nk−1∑
i=k

Ak+Nk−1−iBvi ∈ RNn (35)

Hence, we wish to find the closest formation c ∈ RNn to y that lies in the set Xf . This
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closest formation is defined as the solution to the following quadratic program,

min
c
J(c) =

1

2
||c− y||2 (36)

such that (37)

R(c)c = d (38)

A gradient descent algorithm (presented in continuous time) is proposed to tackle this

constrained optimization problem such that we can take advantage of the structure of the

rigidity matrix. Namely, the continuous time derivative of R(c)c = d is given by R(c)ċ = 0,

meaning that the null space of the rigidity matrix can be used to create an update rule

to find the closest formation in the constraint space. In other words, by projecting the

gradient of the cost function, we can “slide” along the constraint space until we get close

to the human-desired formation.

The following descent algorithm updates the formation value (i.e. ċ) by attempting to

follow the negative gradient of the cost function −∂J
∂c while ensuring this update will result

in a formation that satisfies the formation constraint. Therefore, with an initial guess c(0)

such that R(c(0))c(0) = d, we update the guess (i.e. ċ) with a projection of −∂J
∂c onto the

null space of the rigidity matrix, R(c)ċ = 0.

The following derivation is based on Hilbert’s projection theorem (for example see [90]),

where a point in a Hilbert space (i.e. s ∈ RNn) is projected onto a constraint space (the

subspace given by the null space of the rigidity matrix). In order to find an expression for

the projection, we first find a subspace orthogonal to the constraint space, then translate

the orthogonal space to the point s. Then, the projection is the point w that lies in the

intersection of the constraint space and the translated orthogonal space. This process is

shown graphically in Figure 36. Let s = −∂J
∂c

T
= −(c − y). The null space (i.e. the

constraint space) is represented by N (R(c)) = {x | R(c)x = 0}, while the space orthogonal

to the null space is represented by N (R(c))⊥ = {z | z = R(c)T p for some p ∈ RM}. As

seen in Figure 36, we translate this orthogonal space to the point representing the negative

of the gradient (i.e. s) by

N (R(c))⊥ + s = {w | w = R(c)T p+ s for some p ∈ RM}. (39)
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Referring to Figure 36, the vector that lies in both N (R(c)) and N (R(c))⊥ + s is sought

or, in other terms, w = R(c)T p+ s and R(c)w = 0. In order to find this point, we use both

of these terms to find an expression for p,

0 = R(c)R(c)T p+R(c)s

p = −(R(c)R(c)R)−1R(c)s. (40)

This can be plugged back into w = R(c)T p+ s to give,

w = −R(c)T (R(c)R(c)T )−1R(c)s+ s

= (I −R(c)T (R(c)R(c)T )−1R(c))s, (41)

where I is the (Nn) × (Nn) identity matrix. Thus, w gives the projection of s onto the

N (R(c)). Note R(c)T (R(c)R(c)T )−1R(c) is the well-known projection matrix for R(c)T

that we will denote as Q(c). As such, Q(c) projects vectors onto N (R(c))⊥, and as a

consequence, (I − Q(c)) is a projection matrix onto the null space of the rigidity matrix

(i.e. N (R(c))). Rewriting (41) with s = −(c − y), we now update the formation guess of

the closest formation by,

ċ = −(I −Q(c))(c− y). (42)

The result of this gradient projection is a “sliding” of the initial guess along the null space

until the gradient of the cost function is orthogonal to the null space, (i.e. the local minimizer

of J(c)). Hence, our guess of the formation (c) slides along the constraint set (Xf ) until

N (R(c))⊥

N (R(c))⊥ + s
N (R(c))

s

w

Figure 36: Diagram of Gradient Descent Projection
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c is ”close” to the human-desired formation. The following lemma shows that (I − Q(c))

is indeed a projection matrix, which will be then used in the following proof for gradient

descent convergence to a local minimum.

Lemma 7.2.1 I −Q(c) is a projection matrix.

Proof 3 The matrix needs to satisfy Q(c)2 = Q(c) and Q(c)T = Q(c) to be a projection

matrix. The first is satisfied by

(I −Q(c))2 = I2 − 2Q(c) +Q(c)2 = I − 2Q(c) +Q(c) = I −Q(c) (43)

and

(I −Q(c))T = IT −Q(c)T = I −Q(c). (44)

Hence, I −Q(c) is a projection matrix.

We state the update rule as a theorem and prove that the update rule results in a

solution where the gradient is orthogonal to the null space.This solution implies that we

cannot update our formation (i.e. c ∈ Xf ) without moving “away” from the human-desired

formation (i.e. increasing the cost).

Theorem 7.2.2 The gradient descent algorithm given by (42) converges to the closest local

(with respect to initial guess c(0)) formation to y.

Proof 4 Let V = 1
2 ||e||2 be a candidate Lyapunov function, where e = (c − y). Then, we

need to show V̇ is negative semi-definite for all e ∈ RNn. Taking the time derivative of V,

V̇ =
∂

∂t
(
1

2
eT e)

= eT ė = eT ċ

= eT (−1)(I −Q(c))(c− y)

V̇ = −eT (I −Q(c))e. (45)

By Lemma (7.2.1), (I−Q(c)) is a projection matrix and we use the fact that projection ma-

trices are positive semi-definite to show that V̇ is semi-negative definite by the definition of

104



semi-negative definite matrices. It remains to examine system behavior when V̇ = 0. Using

LaSalle’s principle, we show that V̇ = 0 when e is orthogonal to N (R(c)) or, equivalently,

V̇ = −eT (I −Q(c))e = 0 when e ∈ N (I −Q(c)). Examining N (I −Q(c)), we see

N (I −Q(c)) = {z | (I −Q(c))z = 0},

N (I −Q(c)) = {z | z −Q(c)z = 0}

while

Q(c)z ∈ {q | q = RT z}.

Hence, we can rewrite the null space as

N (I −Q(c)) = {z | z −RT z = 0},

N (I −Q(c)) = {z | z = RT z}.

As a result, e ∈ {z | z = RT z} ⊆ {w | w = RT p, p ∈ RM}. Therefore, e ∈ R(R(c)T ) and

orthogonal to N (R(c)). In other words, the 2-norm error from the human desired formation

cannot be minimized without increasing cost, so this is the “closest” formation to what the

human desired while still in the constraint set (i.e. maintaining formation).

This gradient descent technique converges to a point where the gradient of the cost function

is orthogonal to the null space of the rigidity matrix, finding the closest formation to the

desired predicted human formation that satisfies the formation constraint.

In implementation, our initial guess for c(0) is the y found in the previous run of this

gradient descent technique, thus we get local formation solutions that are similar to one

another. In other words, we do not get jumps in formations which would make for choppy

formation motion and cause confusion among the operators.

Finally in the second part of the control, this formation is used to solve PN for Xf = {c}.

This simplification allows for the use of the closed-form solution, (4), where M = I ∈

RNn×Nn and b = c to drive the system to the desired formation while trying to minimize

deviations from the predicted human input.
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7.3 MUSLI: Swarm Gripper Control

In order to highlight the strengths of cooperative human-robot formation control, we apply

the control to a Multi-User Swarm-level Interaction (MUSLI) scenario in which multiple

human operators can influence large numbers of swarm agents through a smaller group

of robots. There are numerous benefits to controlling swarms through a smaller group of

robots. One such benefit is that centralized control is only required for the small group of

robots, while the swarm robots can be controlled by decentralized algorithms. This presents

clear computational and communication bandwidth benefits.

Optimal control of a large swarm of robots would become computationally intractable as

the number of robots increases. On the other hand, optimal control of a small group of leader

agents is feasible and practical, and this centralized control of small groups only requires

communication of state and human input information on the leader agents. For a particular

swarm robot, control can be implemented using only the states of other robots within a

specified distance, and potential function-based swarm control can be used that is trivial

to compute. This swarm control scheme can be implemented in a decentralized fashion,

where each agent can compute their own control using only information communicated by

neighboring agents. Hence, this control allows us to add swarm robots without affecting

the tractability of the leader agent optimal control problem. In addition, this control allows

a small number of operators to control the shape of a swarm of robots through the shared

control of leader agents. As will be shown in this chapter, the task of swarm shape control

is difficult for operators without the assistance of the developed control framework.

We apply the control framework to a task where human operators must drive a swarm

of robots in order to manipulate an object in the simulation environment discussed in this

section. The collective of robots is characterized as two separate types of robots. We refer

to the first type as leader robots as these agents will be controlled in a centralized fashion

(i.e. state information for all agents is known to the controller) to produce a “skeleton”

formation for the second type of robot to follow. This second type will be referred to as

swarm robots as they can only interact with other agents within a certain radius of itself.

Specifically, these swarm agents will be attracted to leader agents and a combination of
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attraction and repulsion to other swarm agents to produce a swarming behavior that “fill

in” the skeleton structure created by the leader agents. Human operators will be able to

directly send commands to the leader agents and therefore indirectly control the swarm

agents.

Part of the overall task is to organize the leader agents in a “gripper” skeleton and

have the swarm agents fill in this gripper to produce a ”swarm gripper” as shown in Figure

42). In this scenario, human operators issue control commands to the ends of the gripper

such that the operators can translate, rotate, and open/close(i.e. move the ends apart or

together) the gripper structure. The defined gripper shape is a non-rigid formation in that

the distance between the two ends of the gripper may vary (see [47] for a treatment on

rigid formation structures) while the specified inter-agent distances are maintained. The

low-level aspect of this task will be to maintain the gripper structure by maintaining select

inter-agent distances as shown in Figure 37. Specifically, the operators will issue commands

to the gripper end agents. These commands will then be used to generate commands for all

the leader agents in order to maintain the specified inter-agent distances. The leader agent

movements will induce swarm robot movement.

Operator interaction with the leader group will consist of two operators, where one

operator issues commands to one end of the gripper (agent 6 in the graph) and the other

operator issues commands to the other end (agent 7). Through just these two agents, the

operators will have the freedom to translate, rotate, and open/close the gripper in order to

move a ball (shown as a red circle in Figure 42) into the goal area (shown as a green square).

The ball only interacts with the swarm agents so it is imperative to maintain the gripper

shape so as to space the swarm agents along the gripper. Thus, the high-level aspect of the

control is to move the ball into the goal area.

Clearly, only the leader agents at the gripper ends are receiving commands from the

operators, so the operators require assistance in providing commands to the other 5 leader

agents so as to maintain the gripper formation. The following sections detail a control

method in addition to the method presented in this chapter as means of comparison. In the

first approach, we utilize the MOMR cooperative control developed in this thesis to provide
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formation assistance, and in the second approach, we utilize a common leader-follower

control approach which we refer to as manual control. The leader agents (i.e. agents 1 to

5) try to assist in maintaining inter-agent distances, but the operators will have full control

over the gripper ends. So, this method of control is more akin to manual control. In addition

to controlling leader agents 1 to 5, the MOMR cooperative approach will modify operator

commands to the gripper ends, as discussed throughout this thesis.

7.3.1 MOMR Control of Leaders

We apply the control developed earlier in this chapter, and the specific parameter values

used follow. The leader agents are modeled by the graph shown in Figure 37 and the

associated rigidity matrix is used to calculate the control. A fixed horizon with FOH

human input prediction is used in this experiment as it was deemed effective in Chapter 5.

Each robot’s position is given in planar coordinates so n,m = 2. The dynamics matrices,

distance vector, and control horizon used in the experiment are A = B = I ∈ R7n×7n,

di = 10 (for i = 1, . . . , 8), d9 = d10 = 20, and Nk = 5 with k = 0.2 sec. Human inputs

v1, . . . , v5 in this case are all zero, while the human operators generate the inputs v6 and v7.

We compare operator performance and workload using this method with that of manual

control described in the following.

7.3.2 Manual Control of Leaders

We wish to compare our proposed control framework to manual control, however, with

only two operators and 7 leader agents, having the two operators manually controlling all

7 leaders agents was deemed infeasible. Therefore, the manual task will allow the two

operators to issue commands to the gripper ends and then utilize a common leader-follower

network control method (see [59] for example) to drive the remaining leader agents to

maintain the inter-agent distances required.

Specifically, we utilize the following control law for the leader agents. In this subsection,

we drop the discrete time k subscript in the state for convenience (i.e. xi to denote xi,k).
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We construct a weight matrix, W (x) = diag(w1, . . . , w10), where

w1 = ||x1 − x2||2 − d1, w2 = ||x1 − x3||2 − d2

w3 = ||x2 − x3||2 − d3, w4 = ||x1 − x4||2 − d4

w5 = ||x1 − x5||2 − d5, w6 = ||x4 − x5||2 − d6

w7 = ||x5 − x7||2 − d7, w8 = ||x3 − x6||2 − d8

w9 = ||x2 − x6||2 − d9, w10 = ||x4 − x7||2 − d10.

This matrix, along with the incidence matrix (31), is used to derive the Laplacian matrix

(see [59] for details) for the graph defined as

Lw = DW (x)DT ,

which we use to express the control inputs to the follower agents. Agents 6 and 7 are leaders

that are completely controlled by the human operators and agents 1− 5 are followers that

simply attempt to maintain the inter-agent distances specified in the graph. As such, the

control inputs to the 7 agents are given by

uk =

 Lf

02m×7Nn

xk +

 05m×2m

I2m×2m


 v6

v7

 (46)

where Lf ∈ R5m×7Nn denotes the first 5 rows of Lw and 0g×h denotes a matrix in Rg×h

with all elements being 0. Ig×h denotes the identity matrix in Rg×h. What results is a

system where the ends of the gripper (agents 6 and 7) are completely controlled by the

human operators and each of the other agents attempt to maintain inter-agent distances

with agents that share an edge.

Although, the 5 follower agents will automatically attempt to maintain the required

inter-agent distance, the human operators have control over the two gripper end agents and

can drive these agents to positions that make the desired formation constraint infeasible to

achieve. Therefore, in this manual mode, the human operators are still required to drive the

gripper ends in a way such that the rest of the leaders can achieve the formation described

by the formation constraint.
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As will be shown in the following results, despite the remaining leader agents automati-

cally following the operator-driven agents to maintain inter-agent distance, maintaining the

desired formation is still very difficult and the control proposed in this paper is meant to

assist in this task. Before describing the operator study details, we present the control laws

governing the swarm agents.

7.3.3 Swarm Control

The swarm agents behave locally in that they only interact with leader agents and other

swarm agents within a specified radius (called a δ disk). The state of each swarm agent is

given by si ∈ R2 for i = 1, . . . , 150. They interact with leader and swarm agents using the

following consensus-based control laws that govern how the state evolves in time,

ṡi =
∑
j∈Hl

−(si − sj)(al − ble−
||si−sj ||

2

cl ) +
∑
j∈Hs

−(si − sj)(as − bse−
||si−sj ||

2

cs ) (47)

for Hl being the set of all leader agents within a distance of 1.0 units from swarm agent i

and Hs being the set of all swarm agents within a distance of 0.1 units from swarm agent

i. More details on this type of behavior for swarm agents are discussed in [33].

The parameters used in the following simulation are as = 10, bs = 100, cs = 0.1, where

the neighborhood of any agent includes agents within the δ disk of 0.1 and al = 100, bl = 10,

cl = 0.5 for a δ disk of 1.0.

7.4 Operator Study: Swarm Gripper

In order to show that multiple human operators can carry out high-level tasks while the

low-level controller completes a lower-level task, a human operator study was conducted.

Specifically, two operators issue commands to the two ends of the gripper as in Figure 42.

These two agents along with the other five agents (shown in varying shades of grey/purple)

are to be driven in formation (i.e. they are to maintain the distances shown in the blue

solid lines between the leader agents). This formation is flexible in that there are a set of

positions the ends of the gripper can be in such that all the agents maintain the required

inter-agents distances.
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The overall task has two parts in which a high-level task requires the operators to

cooperate to drive the swarm gripper to collect a red ball and deposit in a goal square.

The low-level task is to drive the gripper ends such that the leader agents maintain the

inter-agent distances shown by the blue lines in Figure 42. Maintaining these distances will

ensure that the leaders form the appropriate skeleton shape for the swarm agents to fill in.

If the leader agents are too far or too close, the swarms agents will clump together and fail

to maintain the shape of the gripper (see Figures 39 and 40 for examples of this).

Therefore, the presented human operator studies address the question of whether the

proposed control method results in high-level task completion, low-level task completion

(measured as penalty time where the error in any one of the required distances exceeds

10% ), increased task performance (measured in time to place the ball in the goal square)

over Manual control, and decreased operator workload (as measured by the NASA TLX

workload survey [38]) over Manual control. For the rest of this chapter, we will refer to

the developed MOMR controller as the Mixed Initiative(MI) controller and the manual

controller as Manual control. Based on pilot studies, it is hypothesized:

Hypothesis: The MI controller will result in both low and high level task completion

with the shortest total completion times (completion time plus penalty time) as well as the

lowest operator workload when compared to Manual control.

To effectively assess performance of the human operators with and without the presented

control framework, a counter-balanced 2x1 repeated measures experiment was conducted.

7.4.1 Participants

10 operators were recruited for the experiment from the Georgia Institute of Technology

community. None of the operators have had previous experience with mobile robot control.

Particpants were between the ages 20-60 with 7 female participants and 3 male participants.

7.4.2 Task

For each trial, the two participants were asked to drive the gripper-end agents as seen in

Figure 42. The object is to move the swarm gripper in order to drive the ball into the

goal square while maintaining the required inter-agent distances, shown as blue lines in the
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figure. These lines turn red when the error from desired distance exceeds 10% of the desired

distance and a time penalty is accrued for every time period any one of these edges is red.

Both the task time (time to drive the ball into the goal) and the time penalty are displayed

to the participants, and participants are instructed that performance will be evaluated by

the sum of these two times.

The ball only interacts with the swarm agents, hence the operators must manipulate the

swarm in order to move the ball into the goal area. The users interface with the simulation

via a standard gamepad joystick as shown in Figure 41 and the state of the task is shown

via the simulation graphical display shown in Figure 42.

7.4.3 Procedure

Participants read standard written instructions on the task and then are shown the task

environment with verbal instructions on how to complete the task (i.e. they must move the

ball into the goal square and maintain all required inter-agent distances). A time penalty

will accumulate for any time that any one of the inter-agent distance lines are red and this

will be added to the time it takes to move the ball to the goal square. The operators are

instructed to push a gamepad button once the operators deem the ball has reached the

square, which stops the timer.

The participants were allowed to practice the task with each controller (MI or Manual)

before the participants conducted the recorded data trial. Operators were also allowed to

verbally communicate with the each other in any way they chose. Each recorded run was fol-

lowed by a NASA TLX workload survey. The order the participants used the two controllers

were counter-balanced to account for any ordering effects. After the two recorded trials,

the particpants were given an exit survey comparing the two controllers where controller

preference, frustration, and trust were judged.

7.4.4 Results

In all trials, two human operators cooperatively working together were able to drive the

ball into the goal square. This successfully shows that the operators were able to complete

the high-level task for both the manual control and mixed-initiative control. But more
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importantly, human operator commands were modified in the MI control and, yet, the

operators were able to complete the high-level task. However, as shown in Figure 43, the

penalty times for the Manual Control are very large and almost as much as the time required

to complete the task, essentially doubling the time required to complete the high-level task.

Also, the penalty times when using the MI control are much lower than with the Manual

controller for every pair of operators. High-level task completion times are also shown in

Figure 43 and as the reader can see, the task completion times are lower for each pair of

operators with the MI controller than with the Manual controller. As such, the combined

task completion times and penalty times are significantly lower for the MI controller than the

Manual controller. With these results, the MI control leads to faster completion times for

the high-level ball moving task while also maintaining the low-level task with less deviation

from the formation. The non-zero penalty time for the MI control results from large/abrupt

changes in operator input (which result in a poor prediction of future human input over the

time horizon). This is further addressed in the discussion section. Mean task completion

times were 86.3 seconds for the MI control and 214.9 seconds for the Manual control while

the mean penalty times for each were 19.9 seconds and 214.3 seconds, respectively.

The mean total trial times (task completion plus time penalty) for the MI control was

106.2 seconds while the manual control task on average took 429.2 seconds. A repeated

measures ANOVA was run in SPSS on the total trial times, resulting in a statistically

significant difference between the controllers with a large effect size and large power (p =

0.026, power 0.737, partial η2 = 0.750). Thus, users were able to complete the high-level

task much quicker with the MI Controller than with the Manual control.

As for operator workload, Figure 44 shows that the NASA TLX workload scores tend

to be lower with the MI controller than with the Manual controller. However, this is not

the case for every operator and we utilize statistical analysis to draw conclusions about

the workload scores. The mean NASA TLX workload score for the MI controller was 61.7

while the mean NASA TLX workload score for the Manual control was 78.0. A repeated

measures ANOVA was conducted in SPSS showing a rejection of the null hypothesis with

a medium effect size and large power (p = 0.015, power 0.755, partial η2 = 0.497).
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In a final survey, operators were asked to choose which controller they preferred to use

again, which controller was the most frustrating to use, and which controller they trusted

to help them complete the task. All 10 participants chose the MI controller as the preferred

and trusted controller, while the Manual controller was chosen as frustrating.

7.4.5 Discussion

The majority of operators chose the technique of opening ends of the gripper around the

ball, then rotating the formation so the open side of the gripper faced the goal. Finally, with

ball within gripper shape, they would push the ball into the goal area. As such, the operator

studies show that a pair of operators are able to complete the high-level manipulation task.

However, the operators only successfully maintained the desired gripper formation with the

MI control. With Manual control, it took the operators a significantly longer period of

time to complete the high-level task, while also failing to adequately maintain the desired

formation for almost all of the task time.

One significant reason the Manual Control task completion times are longer is that it

was very difficult to maintain the gripper formation. This caused the swarm agents to

clump together in round masses (like in Figure 40) in which case they no longer resembled

the gripper. In these cases, the ball easily slipped through the gaps in the swarm and

operators had to find creative solutions to move the ball. Clearly, maintaining multi-agent

formations is a difficult task and nearly impossible to complete in addition to the high-level

task. Without the assistance of the MI controller, the operators can place the gripper ends

in positions where reaching the desired formation is infeasible (they require a violation of

the required inter-agent distances). However, with the MI controller, the gripper ends are

pushed away from such configurations while giving the operator the freedom to impart

operator intention to the agents.

The advantage of the MI controller over the Manual control was obvious in both the

task trial times as well as the penalty times. Additionally, we get a statistically significant

workload advantage. Operators were clearly frustrated with the Manual control early in the

trial and almost gave up in trying ensure the agents met the distance constraints. On the
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other hand, the MI control trials clearly reduced the frustration with this low-level aspect

of the task. Operators did comment that the trade-off for low-level task assistance was that

the system responded more slowly with the MI control than with the Manual control. This

follows intuition in that the operator commands were being modified to ensure that the

formation constraint was being met. However, the authors speculate that, with the Manual

control, the task response would feel more sluggish if the operators more carefully moved

the agents in order to fulfill the lower-level task, thus moving the formation as slowly as the

MI control does.

The penalty times for the MI control trials are non-zero, implying that the operators

were able to drive the away from the desired formation (i.e. leave the constraint set) for

some amount of time. This behavior emerges from the fact that the control is calculated

using a predicted human input over a future time horizon. The time horizon allows for

the possibility of temporarily leaving the constraint set depending on operator input. Also,

the system will leave the constraint in the face of large/abrupt changes in human operator

command, stemming from future human input predictions that do not adequately model

future human input. However, the convergence results that come with the proposed MPC

control framework guarantee that the system will be driven back to the constraint set if

ever the state ever leaves the set. Thus, we see that time outside of the constraint set

is very small with the MI control in contrast to Manual control. The large difference in

penalty times from MI control to Manual control supports the advantages of the MI control

approach.

In order to prevent these goal set departures, the time horizon would have to be shrunk

to one time step when the system has reached the goal set, which would ensure the system

never leaves the goal set; however, this severly limits the freedom the operator has to impart

his/her high-level intentions for the system.

It should also be noted that this particular system could be used by one operator with

two joysticks, but the operator workload would be high as saw that the workload for two

operators using the Manual control is not insignificant. We were able to show that the

presented control framework is effective for systems with more than one operator. We
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postulate that one operator with the MI Control would, however, be a feasible scenario

thanks to the low-level task assistance. Note that the presented example can be used for

up to 7 operators, and, for any more operators, we would need to define an alternate set of

dynamics for the optimal control solved at each time instant to incorporate more inputs.

7.5 Conclusions

In this chapter, we have extended the control framework developed in this thesis to a

multi-operator, multi-robot setting, which facilitated the control of a large swarm of robots.

This swarm gripper application exemplifies the advantages of the multi-operator/multi-

robot paradigm in that a small group of operators (two) can control many agents (e.g. 157

agents: 7 leader agents, 150 swarm agents) to complete a manipulation task. The control

affords the human operators the ability to complete a higher level-task while driving the

system to states that satisfy the low-level task (i.e. maintain gripper formation). Human

operator studies confirm that the presented control framework has advantages over more

manual -like methods of control and that the operators are given sufficient control over

the system to complete high-level tasks. The MOMR control paradigm required a novel

control algorithm to solve the formation maintenance problem while allowing the operators

high-level task freedom for a swarm manipulation task.
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Figure 37: Underlying graph model of the leader agents and their distance-based constraints
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Figure 38: Graphical User Interface of swarm skeleton with swarm, goal square, and ball
that only interacts with swarm agents
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Figure 39: Example of gripper end placement where satisfying all required inter-agent
distances is infeasible
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Figure 40: Example of swarm agent clumping that results from failure to maintain the
required inter-agent distances.
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Figure 41: Joystick used for Operator study

Figure 42: Operator study environment. Two operators utilize two joysticks to interact
with the MUSLI simulation.
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Task Completion Times for each Participant
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Figure 43: Task completion, penalty, and total times are shown for every participant pair
with each of the MI and Manual controllers. The total Manual times are much longer than
the MI times across all participants. Task completion times are also less for the MI control
than the Manual control for all trials, and we see the Manual penalty times are significantly
higher than the penalty times for the MI control. In fact, Manual penalty times are nearly
the same as the Manual task completion times. Statistical analysis confirms the statistical
significance of these performance advantages.
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Raw TLX Workload Scores for each Participant
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Figure 44: NASA TLX operator workload scores are shown for each participant with each
of the two controllers. The operator workload scores tend to be higher for the Manual
control over the MI control. Statistical analysis confirms the statistical significance of the
operator workload advantages of MI control over Manual control.
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CHAPTER VIII

CONCLUSIONS AND FUTURE WORK

8.1 Conclusions

To conclude, this thesis has presented a method for incorporating human operator input

with an automatic controller that guarantees that a low-level task will be completed, while

affording the operator freedom to complete a high-level task. This method also results in

sliding autonomy where human and robot share control commensurate with human operator

performance of the low-level task. Previous work in algorithms that combine user input

with automatic control lacked guarantees of task completion for the automatic control in

conjunction with sliding autonomy. The work in this thesis developed methods to address

these gaps.

Specifically, this thesis’s main contributions were:

• Theoretical guarantees of low-level task completion: This was proven theoretically for

the presented model-predictive control framework using Lyapunov analysis, and the

control provides robustness on par with infinite horizon optimal control.

• High-level task completion affordance to human operators: Through example tasks,

human operator studies, and applications, the control framework provided human

operators the freedom to carry out high-level aspects of the task despite sharing

control of the system. Operators were able to carry out shared control tasks for single

as well as multiple robot and swarm robot scenarios.

• Low-level task performance-based sliding autonomy : Human control influence was

weighted higher when the operator adequately performs the low-level task and weighted

lower when the operator has difficulty. In this way, we have developed a cooperative

human-robot control framework where the automatic control complements the skills

of the human operator when necessary.
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• Task performance and operator workload benefits: These benefits were displayed for

both the single-operator, single-mobile-robot navigation task as well as the MUSLI

control task. In the navigation task, operators were able to complete both high and

low level aspects of the task faster and with less workload. In the MUSLI scenario,

the operators were able to carry out the high level aspect of the task as well as the

low-level with workload benefits. Without the human-in-the-loop control framework,

the operators performed poorly in the low-level aspect of the task.

• Applications to a variety of cooperative human-robot tasks: These applications include

USAR robot tasks and multi-operator, multi-robot swarm control tasks. The devel-

oped controller was applied to an Urban Search and Rescue quadruped robot where

human operators give commands to place the robot’s feet in cluttered disaster envi-

ronments while the controller guaranteed robot stability. The controller allows the

operator the freedom to choose suitable feet placement in challenging terrain while the

automatic control ensures that these feet placement will lead to stability in the next

gait motion. The control framework was then extended to the multi-operator, multi-

robot control paradigm. Human operators could manipulate flexible formations while

the control algorithm assisted in ensuring the formation was maintained. The ability

to effectively compose high and low level task commands enabled us to incorporate

large numbers of robots resulting in human-swarm interaction. This human-swarm

interaction allowed a small number of operators to control large swarms in a manip-

ulation task.

These developments in human-robot cooperative control has resulted in following pub-

lications: [15, 14, 12, 13, 17, 16].

8.2 Future Work

The work in this thesis provides a basis for human-robot cooperative control with guarantees

of task completion for both single-operator, single-robot and multi-operator, multi-robot

scenarios. Additional advancements in the work presented in this thesis could lead to

human-robot cooperation for a higher complexity class of low-level tasks and levels of human

123



input. One direction of future work would be to have human operators be able to specify

more abstract levels input in addition to signal level inputs (as we have presented) depending

on the operating environment. For example, operators could specify desired behaviors to

the robots such as ”open gripper” which would then generate a human input sequence for

use in the control framework, but still allow the human to directly intervene when more

detailed control is needed by issuing joystick commands.

Another future direction of work could be to investigate alternate methods for varying

the control horizon. The method proposed in this thesis sought to vary horizons based on

human input prediction performance, but alternate methods could vary the horizon based on

high or low-level task performance since the horizon length had an effect on human-to-robot

control influence weighting (recall that short horizons tended to weight robot control over

human input). However, a balance between large and small horizons must be maintained

in that larger control horizons could lead to degraded control performance due to poor

performance of human input prediction schemes.

This leads to another future area of work in that the human operator studies hinted

that more complex methods of human input prediction lead to poor operator performance.

Further human operators studies would be required to confirm this notion along with some

additional human input prediction techniques as developed in other HRI literature. Exam-

ples of other human input prediction techniques include machine learning, fuzzy-logic, and

genetic algorithms.

The area of multi-operator, multi-robot control is still a growing area of research, and

the work presented in this thesis could serve as a foundation to expand upon. Particularly,

further analysis is required on swarm behaviors that follow multi-agent skeleton formations.

Methods for specifying parameter values of the swarm control to guarantee skeleton coverage

would lead to effective human-swarm interaction.
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