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SUMMARY 

 

Fluid power technology has been widely used in industrial practice; however, its 

energy efficiency became a big concern in the recent years. Much progress has been 

made to improve fluid power energy efficiency from many aspects. Among these 

approaches, using a valve-less system to replace a traditional valve-controlled system 

showed eminent energy reduction. This thesis studies the valve-less solution–pump 

displacement controlled actuators– from the view of controls background.  

Singular perturbations have been applied to the fluid power to account for fluid 

stiffness; and a novel hydraulic circuit for single rod cylinder has been presented to 

increase the hydraulic circuit stabilities. Recursive Least Squares has been applied to 

account for measurement noise thus the parameters have fast convergence rate, square 

root algorithm has further applied to increase the controller’s numerical stability and 

efficiency. It was showed that this technique is consistent with other techniques to 

increase controller’s robustness. The developed algorithm is further extended to a hybrid 

adaptive control scheme to achieve desired trajectory tracking for general cases.  

A hardware test-bed using the invented hydraulic circuit was built up.  The 

experimental results are presents and validated the proposed algorithms and the circuit 

itself. The end goal of this project is to develop control algorithms and hydraulic circuit 

suitable for industrial practice. 
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CHAPTER I 

INTRODUCTION 

 

Fluid power technology has been widely used in many areas of industrial and 

mobile applications, for example in construction, forestry, mining and agriculture 

machines. Common to these applications is that high power density, the ability to exert 

large forces or torques using actuators of relatively small mass, is often required to 

perform desired work, for example, digging mud and lifting heavy loads. However, the 

energy efficiency of fluid power systems is relatively low when compared with methods 

of transmitting power mechanically or electrically. The energy efficiency was not a big 

concern in past, but becomes increasingly important with increased fuel costs and stricter 

emission regulations in last decades. To increase energy efficiency is one of the 

challenges for the next generation of fluid power systems.  

Much progress has been made in making individual hydraulic components, such 

as valves, motors and pumps, more energy efficient. The problem is that it is rarely 

possible to have all components operating in optimized conditions over a wide operating 

region when combining these components into a hydraulic system. This leads to poor 

overall system energy efficiency. New ways of combining components constantly arise 

from academia and industry. Terms used to classify such combining ways are diverse, but 

there are two fundamental categories: Valve Controlled Systems and Valve-less 

Controlled Systems.   

1.1 Valve Controlled System and Valve-less Controlled Systems 
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Figure 1.1 Constant pressure circuits 
 

Figure (1.1) shows a typical hydraulic circuit using valve control [1]. The circuit 

consists of a reservoir (1), a motor (2), a pressure compensated variable displacement 

pump (3), controlled valves (4) and double rod cylinders (5). The hydraulic circuit 

powers the actuator at the constant pressure and variable flow volume. Variable flow 

demand is accomplished by the variable displacement capability of the pump reacting to 

changes in pressure. When the control valve is centered, the cylinder actuator is locked in 

position and resists overrunning loads. When the control valve is actuated manually or 

electrically, the pressurized flow, through the valve, drives the actuator cylinder. Similar 

hydraulic circuits using valve control includes constant flow circuits, constant 

horsepower circuits, Load-Sensing circuits and other customized structures. 

 In most valve controlled systems used in mobile machinery, one pump, as a 

power source, is shared among several actuators which are controlled through valves. The 

problem of the system’s energy efficient arises for two main factors: (1) There is a 

minimum pressure drop across a control valve for the sake of controllability issues [2], 
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and (2) the desired pressures to drive individual actuators may differ too much. Even in 

the load-sensing case–the system highest pressure is minimized to satisfy the current 

highest pressure requirement for actuators–any simultaneous motion of actuators with 

unequal pressure level results in undesired pressure drops through control valves. The 

pressure drop multiplied by the required flow is referred to as metering loss.    

 
 

Figure 1.2 Energy losses in a conventional valve controlled system 
 

Figure (1.2) shows energy losses in a two-actuator system, e.g. system as 

illustrated by Figure (1.1). Where 1PΔ  is the minimum pressure in order to properly 

control a valve, 2PΔ is the pressure difference between corresponding pressures acted on 

the two actuators. The energy losses are drawn in the hatched area as shown in Figure 

(1.2). To increase energy efficiency, one solution is to implement a separate pump for 

each actuator. Thus the energy loss due to 2PΔ  is eliminated. However, control valves 

always dissipate some energy because of pressure drops through valves. 

One topic of research that has attracted increasing interest is the development of 

alternative hydraulic systems where control valves are eliminated along with the 

throttling losses.  
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Figure 1.3 Valve-less controlled system 
 

Figure (1.3) shows a valve-less controlled system. A motor (1), which can be an 

electrical motor or an internal combustion engine, drives variable displacement pumps (3) 

through a gear-box (2). The fluids powered by a variable displacement pump power an 

actuator (6) through a hydraulic circuit consisting of check valves (4), relief valves (5) 

and charge pump (7). Compared with the energy losses shown in Figure (1.2), the 

throttling losses are eliminated as shown in Figure (1.4). 
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Figure 1.4 Energy usages for a valve-less system 
 

In addition to eliminating throttling losses, another benefit of pump displacement 

controlled systems is energy regeneration. Some pumps, for example, piston pumps 

designed with some considerations, can interchange working modes between a pumping 

mode and a motoring mode. It is possible that one actuator can be (partially) powered by 

the energy regenerated from another actuator. For example, in an excavator, the boom 

cylinder is pulled down with heavy loads, and the regenerated potential energy and brake 

energy can be used to power the steering cylinder through the shared input shaft of the 

gear box. 

1.2 Research Motivations and Challenges 

This research is motivated by the need to improve the performance and reliability 

with implementing the valve-less control concept. Currently, displacement controlled 

drives with a rotary motor or a double rod cylinder are often used in industrial uses. 

However, due to costs and space limits, single rod cylinders are most commonly used 

actuators in industry. However, using a single rod cylinder with displacement controlled 
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concepts leads to a differential flow compensation issue, and even more, an instability 

problem under some working conditions.  

Some hydraulic control questions are still open: in the engineering applications, 

there are many time varying parameters such as varying loads, which hamper a 

controllers’ performance and measurement noise commonly exits in applications. How to 

model a system with balance of model complexity and real time control requirements?  

The system layout presented in this thesis is based on displacement controlled 

pumps. Whether an excavator or a backhoe, a tip movement can always been 

decomposed to corresponding cylinder movements which are separately controlled by 

varying pump displacement. Thus, the tip position/velocity control problem is same as a 

single cylinder position/velocity control problem. However, the desired tracking becomes 

difficult if a system is a non-minimum phase system.  

1.3 Research Objectives  

The purpose of this research is to explore how the pump displacement control 

concept can be applied to a single rod cylinder with considerations of good engineering 

practice in order to achieve a better energy efficiency compared with a valve controlled 

system.  

The system layout presented in this thesis is based on displacement controlled 

pumps. The following assumptions are made through the thesis. 

(1) Each single rod cylinder is controlled by a variable displacement pump. 

(2) The displacement controlled actuator has higher energy efficiency than valve 

control systems. 

The assumption (1) is predetermined by the displacement controlled actuator 

structure in order to eliminate throttling losses and recover potential/braking energy. The 

assumption (2) is treated as an axiom in the thesis. That is, the thesis would not prove or 

disprove this assumption; using displacement control is the rule of the thesis. 
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Specific aims of the research include: 

(1) Develop a stable hydraulic circuit used for a single rod cylinder 

(2) Develop control algorithm(s) dealing with measurement noise, real time 

control and varying system parameters. 

(3) Experimentally validate the proposed circuit and algorithm. 

1.4 Thesis Outline 

The rest of the thesis is organized as follows. Relevant background information 

and literature reviews are presented in Chapter 2. This chapter includes literature reviews 

on related control technology. A review on the state-of-the-art hydraulic circuits of single 

rod cylinders is presented. 

Chapter 3 presents application of singular perturbation theories to hydraulic 

applications. Examples of applications are presented and parts of the conclusions will be 

used in following chapters.  

Theoretical analysis and experimental results of the proposed novel hydraulic 

circuit for single rod cylinders are presented in Chapter 4 and Chapter 5 respectively.  

This is considered to be one of the main backbones of the research in this thesis. Also, 

this is the hardware test-bed for proposed control algorithms. 

Chapter 6 introduces the adaptive robust control of variable displacement pumps 

with recursive least squares. The motivation and analysis are presented.  

In Chapter 7, experimental results of applying the proposed algorithms on the 

proposed circuit are presented. The analysis of control techniques to implement desired 

trajectory tracking is included in this chapter. 

The final remarks and conclusion are included in Chapter 8. In addition, the 

research contributions are described in this chapter. The chapter ends with a brief list of 

possible extensions of this research and future work. 
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CHAPTER II 

BACKGROUND 

 

This chapter presents a discussion on methods employed by industrial and 

academic researchers for increasing the performance of hydraulic control. A primary 

focus is on applications to hydraulic control originating from literature within the 

domains of system dynamics and controls. 

Researchers from a broad range of engineering disciplines have been involved in 

projects to improve overall hydraulic performance. Not only did they focus on individual 

components such as pumps [3–6], valves [7, 8], but also investigate ways to combine 

components to new hydraulic circuit topologies, for example, independent metering 

control [9, 10], open loop hydraulic circuit [11] etc. In addition to control methods, which 

are discussed in more detail in the next sections, other research has been carried out to 

increase the overall hydraulic performance, for example, haptic feedback control [12–15], 

shared control [16]. 

The major advantage of pump displacement controlled actuators is higher energy 

efficiency. Unfortunately, the dynamic characteristics of these systems are nonlinear, 

high order and relatively difficult to control. The difficulties arise from the 

compressibility of the hydraulic fluid and from the variable displacement pump itself. In 

applications, measurement noise can not be ignored. Some of system parameters are time 

varying, for example, work loads. The controller, usually consisting of digital signal 

processors and input-output units, has limited data bandwidth. Much research has been 

carried out when dealing with this complex and uncertain system. A literature review of 

these related topics is given next. 

2.1 Fluid Power  
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The basic principle of hydrostatic machines and systems is based on Pascal’s law 

formulated in the 17th century. It states: “…Any change of pressure at any point on an 

incompressible fluid at rest, which does not disturb the equilibrium of the fluid, is 

transmitted to all other points of the fluid without any change. When forces of pressure 

balance the gravitational forces, then the pressure at every point of the fluid is the 

same…” It took almost 150 years till Pascal’s ideal found practical application during the 

industrial revolution, for example, Hydraulic Press by Joseph Bramah [17]. Over the 

years, the integration of electronics into hydraulics has lead to further modernization of 

hydrostatic systems. A hydrostatic system includes several components including pumps, 

valves, pipelines etc. For the perspective of controls, the following literature review 

focuses on bulk modulus, which is related to system stiffness, and piston pumps, which is 

the input stage of the control efforts.       

2.1.1 Bulk modulus 

In the field of controls, the term “hydraulic” is used to designate a system using a 

liquid as the work media. Density, viscosity, thermal properties and some chemical 

related properties are often used to decide which kind of fluid will be used in the 

hydraulic system. For control designs, effective bulk modulus is one of the most 

important factors.  

Spring effects of a liquid and the mass of mechanical parts lead to resonance in 

nearly all hydraulic components. In most cases, this resonance is a fundamental limitation 

to dynamic performance [1, 2]. Most petroleum fluids have a bulk modulus value more 

than 220,000 lb/in2 [2, 18]. In fact, values this large are rarely achieved in practice 

because the bulk modulus of fluids decreases sharply with small amounts of entrained air 

in the liquid. Cylinder deformations also affect the effective bulk modulus. In many 

practical cases, it is difficult to determine the effective bulk modulus because the 

estimation error of entrapped air runs as high as 20%.  It has been shown that satisfactory 
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simulation results are difficult to be obtained if a constant bulk modulus has been used 

[19, 20]. 

Many studies have been made on bulk modulus dependency on pressure, air, and 

temperature [21, 22]. As shown by Magorien [23], if there is some air in a hydraulic 

system, the value of bulk modulus will be reduced substantially. According to Merritt [2], 

when the air content is one percent by volume in hydraulic oil MIL-H-5606, the bulk 

modulus decreases to 25% of the one that is air free. In [18], the air free bulk modulus of 

the test system was found to be 1701 MPa, and bulk modulus in a pump-pipe-valve 

system was determined to be 1132MPa when the load pressure was approximately at 

atmosphere, 1631MPa at 5MPa, 1686MPa at 10MPa. 

As pressure is increased, much of this air dissolves into the liquid and does not 

affect bulk modulus. Oil temperature also has an influence on bulk modulus because it 

affects the density of the air content. However, these effects can be ignored when the oil 

temperature is approximately constant. The effect of pipe rigidity on bulk modulus can 

also be ignored if rigid pipes are assumed in hydraulic system [19]. In experience, an 

effective bulk modulus of 100,000 PSI (686 MPa) has yielded reliable results [2]. 

2.1.2 Variable displacement pumps 

Hydraulic pumps are important parts of a hydraulic system. A hydraulic pump, 

also termed as a displacement pump or sometimes as a hydrostatic pump, transforms 

mechanical energy into hydraulic energy. A hydraulic motor transforms hydraulic energy 

into mechanical energy. Most displacement machines can be used as pumps as well as 

motors [24]. This characteristic leads to the possibility of energy regeneration, which is a 

way to increase system energy efficiency.  
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Figure 2.1 Axial piston pumps 
 

Pumps commonly used in industry include piston pumps, gear pumps, screw 

pump, vane pumps and some special purpose pumps. This research focuses on piston 

pumps since they are the most commonly used displacement machines in hydraulic 

industry. They possess many advantages especially in the region of higher operating 

pressure (above 15MPa) and low cost.   Due to friction, leakage, material deformation 

and many factors, there are always losses as compared to the ideal machine. The overall 

energy efficiency tη  is defined as: 

 t v hmη η η=  (2.1) 

Where vη is volumetric efficiency which is defined as the ratio of effective output flow to 

the derived output flow, hmη is hydraulic-mechanical efficiency which is defined as the 

ratio of derived torque to effective torque at a pump input shaft. More precise models 

about Equation (2.1) have been researched in [25–29]. 

Because the dynamic behavior of a variable displacement pump influences the 

overall dynamic behavior of the hydraulic system, these machines have been the objects 

of considerable research within the past years [3–5, 30–37]. The work of Zeiger and Aker 

[3] has been the most influential in this area [38]. In their work, the control torque exerted 

on swash plate by the pumping mechanism was derived and numerically simulated. 
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Based on this work, Kim, et al. [4] conducted sensitivity analyses that was aimed at 

identifying the most influential system parameters within a hydraulic system. Manring 

and Johnson [5] furthered this work. They put forward a closed-form approximation for 

the numerical analysis presented by Zeiger and Akers. Piston pump kinematics analysis, 

which used six coordinate transformation matrices to calculate piston displacement, 

forces, and moments, has been discussed in [39–41].    

In variable displacement machines, the geometrical displacement volume of the 

units is continuously adjustable. The continuous adjustment of the displacement volume 

in piston machines is realized by variation of the piston of the piston stroke. The variable 

piston stroke can be achieved due the adjustment of the control element, which is the 

swash plate in swash plate machines, the cylinder block in bent axial machines and the 

eccentricity of the stroke ring in radial piston units. Different actuating systems are used 

for adjustments of displacement machines. They are differentiated as mechanical, electro-

mechanical, hydraulic and electro-hydraulic adjusting devices. 

Electro-hydraulic adjusting devices are used increasingly for the control of the 

displacement volume of pumps and motors, also called as servo controls of pumps and 

motors. The control cylinder is operated through a servo-valve. The servo-valve serves as 

an electro-hydraulic converter which converts input electrical signals into valve core 

movements. With the application of electrical signal, the armature begins to move due to 

interaction with the permanent magnetic field. The armature deflection is transmitted to a 

nozzle flapper system through which the movement of the flapper produces a pressure 

difference between both the control pressures in the displacement chambers. The 

resulting force acts on the valve spool which is the hydraulic power stage to drive swash 

plate rotation actuators. The spool position is fed back to the armature through a feedback 

wire to control the spool position.  An outer loop feedback through a swash plate 

feedback spring is used to balance the torque on the armature to control the swash plate 

angle.   
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Figure 2.2 A servo-valve controlled axial piston pump (courtesy Moog Inc.) 
 

The majority of variable displacement pumps currently available on the market 

are unacceptable slow compared with control valves used in hydraulic systems. However, 

the inertial of moving parts of a variable pump is significantly lower than the inertia of a 

fixed displacement pump. It is expected that pump control is likely to offer a much faster 

system. Hahmann [42] and Berbuer [43] investigated the dynamics of servo pump control 

systems considering self adjusting forces based on use of nonlinear models. Their 

approach was validated experimentally by pressure measurements in both chambers of 

the pump control cylinder. By developing a secondary controlled motor concept, Berg 

and Ivantysynova [44] proposed a swash plate controller of higher order for the inner 
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control loop. They achieved a bandwidth of 80Hz of the pump control system for 

measured frequency response for 10% amplitude of commanded swash plate angle. Bahr 

Khalil et al. [45] improved response dynamics of servo pump swash plate actuation using 

a PD design for the wash plate controller. Grabbel et al. showed that electro-hydraulic 

pump control allows sufficiently high dynamics for heavy duty actuators which can 

compete with conventional valve controlled systems [46]. 

2.1.3 On/Off Valve 

In addition to pump controlled system, there is another parallel approach to 

increase system energy efficiency by implementing on/off valves.  Li et al. proposed 

software enabled variable displacement pumps [47, 48].  This approach combines a fixed 

displacement pump with a pulse-width-modulated (PWM) on/off valve, a check valve, 

and an accumulator. The effective pump displacement can be varied by adjusting the 

PWM duty ratio. Since on/off valves exhibit low loss when fully open or fully closed,  

the system is potentially more energy efficient than the one with metering valve control.  

Proposals to use on/off valves to control fluid power systems have been around 

for a while. Gu et al. [49] uses the switch-mode converter concept to develop hydraulic 

transformers; and Barth et al. [50] substituted a PWM valve in place of a proportional 

valve to control a pneumatic load. A high speed PWM on/off valve has been designed 

and validated in [51], and a model of the system is derived and simulated, with results 

indicating that the soft switching approach can reduce transition and compressibility 

losses by 79%, and total system losses by 66% [52]. 

Since systems structure using on/off valve concept is too different from our 

research’s, further reviews will not be provided.  

2.2 Hydraulic Circuits for Single-rod Cylinders 



 15

Replacing of valve-controlled systems with displacement control was the subject 

of diverse research works at universities in the last decades [53–60] and of the 

development industry projects [61–63]. These projects sought to transfer the previously 

technology used in hydraulic transmissions into hydraulic actuators. The achievable 

dynamic performance and development of control concepts were primary interests [64, 

65]. With new circuit solutions, design and control methods, it has been demonstrated 

that displacement controlled actuators are able to achieve a dynamic behavior comparable 

to valve controlled hydraulic systems [65, 66, 67]. 

Single rod cylinders are used exclusively as linear actuators in industry. Since 

there is a differential area between the cap side and the rod side of a cylinder, a hydraulic 

circuit is a necessary part to balance the differential flow when a single rod cylinder is 

extending or retracting. Several concepts can be found in the literature that was 

developed mainly for stationary applications [57, 58, 66, 69]. These structures usually 

require a relatively high number of components and require multi-variable control 

techniques.  Berbuer [65] complemented a conventional hydrostatic circuit with two 

additional hydraulic machines with displacements adapted for the cylinder area ratio. In 

1994, work based on the same principle solution was continued by Lodewykes [57,58]. In 

his circuit as shown in Figure (2.3), a summing pressure control valve was used to 

increase the pressure on the low resonance frequency of a displacement controlled 

system. The hydraulic transformer ratio has to be designed as the same as the single rod 

cylinder area ratio.  Lodewykes also researched the use of two servo pumps for the single 

rod cylinder in a multi variable control concept and in a single variable control concept. 

The single variable control concept was realized with a sum pressure control valve and an 

additional pressure source. Next to the development of suitable control concepts, 

Loadewyks proved some of his results on stationary test-beds. 
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Figure 2.3 A displacement controlled single rod cylinder with flow compensation 
 

The use of two servo pumps in a multi-variable control concept was also 

introduced by Feuser et al [69, 70]. However, a four-quadrant operation, defined by 

pressure directions and flow directions on a pump, of multiple actuators according to this 

concept leads to a high installation cost for the pressure controlled units to realize parallel 

actuator movements. 

Similar to the function of an electrical transformer, a hydraulic transformer is 

capable converting an input flow at a certain pressure level to a different output flow at 

the expense of a change in pressure level. One common way to build the transformer has 

been to combine two hydraulic units, where at least one has a variable displacement as 

shown in Figure (2.4). 

 
 
 

Figure 2.4 A typical hydraulic transformer consisting of two hydraulic units 
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There are two kinds of typical implementations of hydraulic transformers. One is 

similar to the case as shown in Figure (2.4). The common hydraulic pressure is 

transformed to individual cylinders through a hydraulic transformer which is connected 

to the common driver line connecting with an accumulator and driver pumps. The energy 

efficiency is hoped to be higher than valve controlled systems because, ideally, there is 

no energy dissipated during pressure conversion. Another application of hydraulic 

transformers is similar to the case as illustrated in Figure (2.3). The main purpose of 

implementations is to balance differential flows for a single rod cylinder. 

However, the energy efficiency of a conventional transformer is limited as it 

includes two piston units, of which, in most operating points, at least one of the machines 

operates under a partial loading condition resulting in a decrease in overall efficiency 

[72]. In order to increase energy efficiency, another hydraulic transformer concept was 

developed by the Dutch Company Innas BV [73, 74]. It contains three ports, where the 

control of the volume flow to the individual ports is achieved by controlling the valve 

plate. This transformer can only be used for a single rod cylinder in four quadrant 

operation together with an additional high pressure source. However, this additional high 

pressure source has to be sufficient in size for all single rod cylinders; and for each 

actuator one bent axis transformer needs to be implemented in the overall machine 

system. A lifting machine with a two-quadrant cylinder was equipped with this hydraulic 

drive technology as a prototype [74]. 

In 1994, a displacement controlled closed circuit system consisting of fewer 

components, capable of single rod cylinder actuation in four quadrants was patented by 

Hewett [75]. The invention was based on a variable displacement pump, a low pressure 

charge line for compensating differential flows though the cylinder, a 2-position-3-way 

valve and a single rod cylinder. The valve is controlled to connect a charge line to the low 

pressure side of the cylinder there by compensating for the differential flows as shown in 
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Figure (2.5). This circuit was successfully implemented on a mobile forestry machine 

[57]. 

 
  

Figure 2.5 A closed loop circuit for single rod cylinders using 3-way shuttle valves 
(courtesy of [75]) 

 

A similar concept was developed by Ivantysynova and Rahmfeld [6, 76–80]. The 

circuit uses a variable displacement pump with differential flow compensation via a low 

pressure charge line and two pilot operated check valves as shown in Figure (2.6). 

 
 

Figure 2.6 A closed loop circuit for single rod cylinders using pilot check valves 
(Courtesy of [6]) 
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Experimental results of this circuit showed that a fuel saving of 15% over a load-

sensing system was demonstrated using prototype wheel loaders [81]. Using the same 

circuit, a prototype of the excavator has been built [82, 83]. The prototype of the 

excavator showed a reduction in total energy of 50% compared to similar measurements 

for the load sense version of the excavator during a typical digging cycle [84]. 

 In addition to the closed loop circuit, a recent development proposed by 

Heybroek and Palmberg [85–87] implemented an open loop circuit as shown in Figure 

(2.7). 

 
 

Figure 2.7 Open loop circuits for single rod cylinders (courtesy of [85]) 
 

The open loop circuit is capable of four quadrant actuations by means of 

controlling four separate valves included in the circuit. The additional valves make it 

possible to combine some of advantages from the distributed valve technology with the 

advantages from the field of displacement control. For example, the open loop circuit 

solution covers a larger region of operations than that of a closed circuit solution, the 

valve configurations allow the cylinder to be controlled in different operating modes. 

2.3 Model Reduction 
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The approximation of high-order plant and controller models by models of lower 

order is an integral part of control system design.  Until relatively recently model 

reduction was often based on physical intuition [88]. For example, mechanical engineers 

remove high-frequency vibration modes from models of turbine shafts and flexible 

structure. The key idea is that it may be possible to replace high-order controllers by low-

order approximations with little sacrifice in performance [88]. 

 Truncation methods of model reduction seek to remove, or truncate, unimportant 

states from state-space models. If a state-space model has its A -matrix in Jordan 

canonical form, state-space truncation will amount to classical model truncation. For 

example, one way is to remove all those states that correspond to fast eigen-values which 

have a large negative real part. The intuition of “fast” depends on the application and 

experience. This generally means these modes outside of the control system bandwidth. 

The prototype L∞ model reduction problem is to find a low-order approximation Ĝ of 

G such that 1 2
ˆ( )w G G w

∞
− is small where 1 2,w w are frequency weighting matrices which 

usually depend on control design and applications themselves.   

Since any transfer function can be realized in terms of an infinite number of state-

space models, there are also an infinite number of candidate truncation schemes. Further 

considerations with model truncations are controllability, observability and truncation 

errors. These motivate a solution called balanced realization. The balanced realization has 

the properties that mode i is equally controllable and observable and absolute-error is 

small. Balanced realization first appeared with work of Mullis and Roberts [79] who were 

interested in realization of digital filters that are optimal with respect to round-off errors 

in the state update calculation. These issues are developed extensively in the book by 

Williamson [90]. Moore applied this idea into control literature [91] and he also proved a 

weak version of the stability result.  
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Balanced realization is achieved by simultaneously diagonalizing the 

controllability and the observability gramians, which are solutions to the controllability 

and the observability Lyapunov equations. When applied to stable systems, balanced 

reduction preserves stability [92] and provides a bound on the approximation error [93]. 

Numerical algorithms for computing balanced realizations need to compute the 

controllability and observability gramians which is a serious problem. For small-to-

medium-scale problems, balancing reduction might be implemented efficiently. 

However, for large scale settings, exact balancing is expensive to implement because it 

requires dense matrix factorizations and results in a computational complexity of 3( )O n  

and a storage requirement of 2( )O n . In this case, approximate balanced reduction is an 

active research area which aims to obtain an approximately balanced system in a 

numerically efficient way [94–97]. 

 Another well know model order reduction method is the singular perturbation 

approximation which is usually associated with a fast-slow decomposition of the state-

space. Although the error bounds for balanced truncation and balanced singular 

perturbation approximation are identical, the resulting models have different high- and 

low-frequency characteristics. Direction truncation gives a good model match at high 

frequency, while singular perturbation method has superior low-frequency properties. 

Singular perturbation theory has its birth in the boundary layer theory in fluid 

dynamics due to Prandtl [98]. Since then, singular perturbation techniques have been a 

traditional tool of fluid dynamics. Their uses spread to other areas of mathematical 

physics and engineering. In Russia, research activity on singular perturbations for 

ordinary differential equations, originated and developed by Tikhononv and his students 

[99, 100], continues to be vigorously pursued even today [101].  

The methodology of singular perturbations and time scales are considered as a 

boon to systems and control engineers. The technique has now attained a high level of 



 22

maturity in the theory of continuous-time and discrete-time control systems described by 

differential and difference equations respectively. From the perspective of systems and 

control, Kokotovic and Sannuti [102] were the first to explore the application of the 

theory of singular perturbations for ordinary differential equations to optimal control. 

Applications to broader classes of control problems followed at an increasing rate, as 

shown by more than 500 references by Kotovoic [103, 104], Saksena [105] and 

Subbararn Naidu [106]. For control engineer, singular perturbations are a means of taking 

into account neglected high-frequency phenomena and considering them in a separate 

fast time-scale. This is achieved by treating a change in the dynamic order of a system of 

differential equations as a parameter perturbation, which, being more abrupt than a 

regular perturbation is called a singular perturbation [107]. The practical advantages of 

such a parameterization of changes in model order are significant because the order of 

every real dynamic system is higher than that of the model used to represent the system. 

Singular perturbations cause a multi-time-scale behavior of dynamic systems 

characterized by the presence of both slow and fast transients in the system response to 

external stimuli. The slow response or the “quasi-steady-state” is approximated by the 

reduced system model while the discrepancy between the response of the reduced model 

and that of full order model is the fast transient. 

Example:  

 
( , ) ( , )
( , ) ( , ) ( , )

x t z t
z t x t z t

ε ε
ε ε ε ε

=
= − −

 (2.2) 

For this example, with specific values of 0.1ε = , (0) 2x = , (0) 3z = , Figure 2.8 shows 

various solutions. 
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Figure 2.8 Basic concepts of singular perturbations and time scales (courtesy of [106]) 
 

Although singular perturbation technique is one of main tools used in fluid 

dynamics research, its application in fluid power systems is very limited. Kim [108] uses 

singular perturbation techniques to improve spool positioning of a servo-valve in an 

active car suspension application. The resulting feedback system, based on a first-order 

approximation of the servo-valve dynamics, is equivalent to a high gain control system. 

Eryilmaz et al [109] considered hydraulic stiffness and applied singular perturbations to 

ignore the hydraulic stiffness. Thus the control design is robust to variation of fluid bulk 

modulus.   

2.4 Parameter Estimation 

A linear system can be described by its transfer function or by the corresponding 

impulse response. With a confined set of possible models, those functions are determined 

by directly evaluating input and output data. The methods of determination include 
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techniques in both the time-domain and the frequency domain. In the time domain, using 

plots of the step response or impulse response, some characteristic numbers can be 

graphically constructed which in turn can be used to determine parameters in a model of 

given order [110]. For example, the Ziegler-Nichols rule is used in the step response. 

Sine-wave testing is a kind of direct frequency response application. But if a noise 

component is present in the measurement, it may be cumbersome to determine the 

transfer function. By assuming some knowledge of noise, the correlation method is 

applied in the system identification [110]. More disciplined proofs can be found in 

Kailath [111].  

These methods can be directly applied to time-invariant systems. To track the 

time varying dynamics of a system, the identification algorithm needs to be adaptive so 

that it can appropriately track the system dynamics [112, 113]. In control and signal 

processing a model of a dynamic system is a mathematical description of the relationship 

between inputs and outputs of the system. For the purpose of identification a convenient 

way to obtain a parameterized description of the system is to let the model be a predictor 

of future outputs of the system [114] 

   ˆ( | )y t θ  (2.3) 

Where θ  is a parameter vector. For the linear system, the prediction is a linear regression 

  ˆ( | ) ( )Ty t tθ θ ϕ=  (2.4)  

Where, ( )tϕ  is a vector of input and output data. System identification deals with the 

problem of finding the parameter vector that gives the best estimation of the dynamic 

system under consideration. For example, to find the parameter vector that minimized the 

criteria: 

 2

1

ˆ( ) ( ( ) ( ))
N

k
V y k y kθ

=

= −∑  (2.5) 
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If ( )tϕ  contains only measurements of outputs, it is called a Finite Impulse 

Response (FIR) filter problem. Self-adjusting or adaptive FIR filters have been 

successfully applied to antenna, noise canceling etc. due to their inherent stability. 

However, system dynamics used in the control domain often have a pole-zero structure, 

which is an Infinite Impulse Response (IIR) problem. When studying a time invariant 

system, the typical procedure is to first collect a set of data from the system and then to 

compute parameter estimates (off-line identification). For a time varying system, the 

typical procedure is to compute a new estimate each time whenever a new measurement 

becomes available, and this leads to recursive identification illustrated in Figure (2.9). 

 
 

Figure 2.9 Typical system identification structures 
 

There have been two kinds of approaches to adaptive IIR filtering corresponding 

to different formulations of the prediction error. These are known as the equation error 

method and the output error method. In the equation error formulation [115], 

 
1 1

ˆ ˆ( ) ( ) ( ) ( ) ( )
N M

m m
m m

y n a n y n m b n x n m
= =

= − + −∑ ∑  (2.6)  

output feedback significantly influences the form of the adaptive algorithm, adding 

greater complexity due to its nonlinearity. The regression term is: 
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ˆ ˆ( ) [ ( 1),...... ( 1), ( ),... ( 1)]Tt y n y n N x n x n Mϕ = − − + − +  (2.7) 

The benefit of the output equation error approach is that it does not lead to a 

biased solution; however, it may converge to a local minimum of the mean-square-output 

error. It can be shown that the solution may be suboptimal unless the transfer function is 

Strictly Positive Real (SPR) [113]. To overcome SPR condition, additional processing of 

the regression vectors or of the output errors is generally necessary [116, 117].  

The equation error methods can be expressed as: 

 
1

1 0

ˆ( ) ( ) ( ) ( ) ( )
N M

m m
m m

y n a n y n m b n x n m
−

= =

= − + −∑ ∑  (2.8)  

Different from Equation (2.7), the estimations of the previous outputs are replaced by the 

true outputs. Thus the algorithm works like a FIR structure; and it is inherently stable 

with adequate update gains and has a global minimum. However, it can lead to biased 

estimates when noise exists in the measurement. The convergence rate and stability are 

usually determined by the eigen-values of Hessian matrix. 

The optimized parameters can be obtained by solving Wiener-Hopf equations if 

statistics of the underlying signals are available [111]. In the control domain, a searching 

method is often used as described in the following. 

1 Steepest descent method: 

To minimize 2( ( ) )TE y nξ θ ϕ= − , the cost gradient can yield:  2 2dx xxr rξ θ
θ

∂
= − +

∂
, 

thus the identification law is given as: 

 1n n u
t
ξθ θ+

∂
= −

∂
 (2.9) 
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Where, ,dx xxr r are the cross correlation and auto correlation of ( ), ( )y n nϕ , and u is a 

sufficiently small update gain. In an application, if there is no previous knowledge of 

plant input signal and its output response, this method will not work in most cases. 

2 Least Mean Squares (LMS) method 

To minimize 2

0
( ( ) ( ))

N
T

n
y n nξ θ ϕ

=

= −∑ , the gradient can be calculated as 

1

0
2 ( ( ) ( )) ( )

N
T T

n
y n n nξ θ ϕ ϕ

θ

−

=

∂
= − −

∂ ∑ , thus the identification law is given as: 

 1n n u
t
ξθ θ+

∂
= −

∂
 (2.10) 

 
Comparing Equation (2.9) with (2.10), the difference between the two methods is 

that the estimated gradient is used to replace the true gradient, making it suitable for 

online estimation. Specifically, if one sample is used, the gradient will be 

 2( ( ) ( )) ( ) 2 ( ) ( )T Ty n n n e n nξ θ ϕ ϕ ϕ
θ

∂
= − − = −

∂
 (2.11)  

It can be shown that LMS algorithm converges in the mean if   

 
max

20
( )Tu

λ φφ
< <  (2.12) 

LMS is suitable for non-stationary signals. To optimize performance in specific 

aspects ( e.g., convergence, noise rejection), there are some developed LMS algorithms, 

such as normalized LMS, sign algorithms, Leaky LMS, variable step size LMS, block 

LMS and gradient smoothing [118]. 

3 Recursive Least square 

The least squares criterion is 2

0
( ) ( )

n
n i

i
n e iξ λ −

=

= ∑ . 
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Where 0 1λ< ≤  is called forgetting factor, ( )e i is the estimation error for every output. 

RLS algorithm is given as follows (Goodwin, [112]) with an initialized estimation (0)P : 

 ( ) ( 1) ( )z n P n nϕ= −  

 1( ) ( )
( ) ( )Tg n z n
n z nλ ϕ

=
+

 

 ( ) ( 1) ( )[ ( ) ( 1) ( )]Tn n g n y n n nθ θ θ ϕ= − + − −  

 1( ) [ ( 1) ( ) ( )]TP n P n g n z n
λ

= − −    

The Kalman filtering algorithm can also be derived from RLS by setting the 

forgetting factor to one, taking ( )P n  as the post error covariance matrix and setting the 

system transmission matrix to identity. 

Generally, the RLS algorithm has a faster rate of convergence than LMS 

algorithm and is not sensitive to variations in the eigenvalue spread of the correlation 

matrix of the input data [118]. This improvement in performance is obtained at the 

expense of a large increase in computational complexity.  Much has been reported in 

literature on a comparative evaluation of the tracking behavior of the LMS and RLS 

algorithms [119–122]. A common conclusion is that the LMS algorithm shows a better 

tracking behavior than the RLS algorithm.  RLS exhibits numerical instability due to 

round-off errors arising from the fact that ( )P n , being covariance matrices, have to be 

nonnegative definite. During recursive operations, this property can not hold because of 

round-off errors. Several variants of the RLS algorithms have been proposed to improve 

the performance and robustness of RLS using QR decomposition, U-D factorization and 

Singular Value Decomposition [118, 119, 123, 124].  

The output error method has an inherent stability issue and local minimum 

problem although theoretically it leads to an unbiased estimation. Similar searching 
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algorithms can be applied using the same as the output error approach. But, it does not 

necessarily mean that the result is the best estimation. The only exception for the output 

error equation method is HARF (Hyper-stable Adaptive Recursive Filter) which 

originally came from Landau [117]. Based on his work, the algorithm was further 

modified as HARF [125]. The principle of stability can be illustrated in Figure (2.10). 

)(
1
zA

 
 

Figure 2.10 Close loop of HARF algorithm 
 

The Figure (2.10) shows the feedback of the algorithm, from the hyper-stability 

theory or SPR(Strictly Positive Real) theory, it can be shown that the closed loop system 

will be stable if ( )A z  is Hurwitz, and a ( )C z  such that ( )
( )

C z
A z

 is SPR. Therefore 

( )C z needs to be designed and some prior information about the system is required. For a 

time varying system, this is not always available. 

Other than the above methods, there are still some global searching approaches 

reported recently, for example, Genetic Algorithm [126] and Particle Swarm methods 

[127]. However, these do not satisfy on-line identification requirement for time varying 

system and neither do Neural Network nor Volterra filters [128, 129]. 

2.5 Hydraulic Control 

Hydraulic systems are used extensively in many industrial applications mainly 

due to its power density as discussed in previous chapter. However, the presence of 

nonlinearities is one reason that limits its applications. These nonlinearities originate 
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from two main groups: the actuation subsystem and the loading subsystem. The actuation 

subsystems’ nonlinearities include asymmetric actuation, transmission nonlinearities, 

variations in the trapped fluid volume, nonlinearities of hydraulic components themselves 

and so on. Nonlinearities of loading subsystems vary with applications: for example, 

Coulomb friction in a actuator.  In addition to this, hydraulic systems also have a large 

extent of model uncertainties which include load changes, parameters drifting, leakages 

and disturbances. 

Linear control theory is a fundamental approach.  Root locus and PID control 

techniques still are popularly practiced techniques [130–134]. Robust control [136], 

composite control law [137] have also been introduced to hydraulic controls to further 

increase some aspects of “performance”. The traditional and widely practiced approach is 

based on local linearization of the nonlinear dynamics about a nominal operation point, 

with linearization errors usually treated as disturbances to the system. With feedback 

linearization, the flow dynamics and fluid compressibility are taken into account with a 

nominal nonlinear model, and this model is inverted to produce the appropriate control to 

the remaining linear system [138–141]. The concept of passivity has been applied to 

hydraulic valves by Li [142]. Li showed that it is possible to have a hydraulic valve 

behave passively by either modifying the spool or by using passivity theory and an active 

control law that passifies the system using an energy storage function. This work has 

been extended and applied to an excavator like manipulator with guaranteed passive 

behavior [143]. 

The two most common approaches developed to compensate for the nonlinear 

behavior of hydraulic systems are variable structure control and adaptive control. Several 

versions of sliding mode controllers have been developed [142–146]. In addition to the 

sliding mode controller, Wang et al [148] also applied a sliding mode observer to get 

system states for the controller. 
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In [149], Alleyne et al applied nonlinear adaptive control toward the force control 

of an active suspension driven by a double-rod cylinder. Their work demonstrated that 

nonlinear control schemes can achieve a much better performance than a conventional 

linear controller. Adaptive Robust Control law has been proposed by Yao et al [150–152] 

to get a guaranteed response under some assumptions. Bobrow et al [153] has used on-

line identification to get system state space equations by measuring system states. They 

showed full state feedback, in conjunction with an LQR compensator, exhibited good 

robustness but the system exhibited oscillatory behavior if the forgetting factor was too 

low for adaptation process. Yun and Cho [154] neglected the fluid compressibility and 

developed an adaptive controller based on a Lyapunov function. They showed the 

controller is fairly insensitive to various external load disturbances, yielding good 

performance characteristics in comparison to the conventional constant PI controller. 

Plummer et al [155] used recursive least squares method to apply indirect adaptive 

control. In their work, a constrained model and a Diophantine equation solver were 

implemented. They also showed off-line system identification is extremely useful as a 

basis for adaptive controller design. Similar to the Plummer’s work, Sun and Tsao [156] 

also applied recursive least squares to hydraulic controls. They used an eighth-order 

model and higher sampling frequency to demonstrate the adaptive system’s ability in 

high bandwidth tracking performance. Furthermore, the controller applies an approximate 

stable inverse of the plant using zero-phase-error compensation [157] to render stable 

closed loop system without solving a Diophantine equation. In another of Tsao’s work 

[158], a square root algorithm has been applied to increase the numerical stability of 

recursive least squares adaptation algorithm.     

2.6 Summary 

The hydraulic industry has a long, storied past. The cost and law regulations are 

major driving factors to improve hydraulic energy efficiency. From the literature review 
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presented herein, it can be said that much research efforts are being directed to 

developing better control methodologies and efficient hydraulic structures.  

It is seen that a valve-less system has higher energy efficiency than valve 

controlled systems. However, innovations–especially to systems as fundamental as 

system structure–are adopted only after being thoroughly scrutinized. Does the valve-less 

circuit function well for industry? The novel circuit developed in this research uses 

minimum components to achieve a cost effective, valve-less circuit. Furthermore, the 

circuit can be further simplified if a moderate speed variable displacement pump is 

applied in practice. 

Most methodologies do not consider measurement noise and the calculation loads 

of a real time controller. The application of singular perturbation theory to fluid power 

would make its design simpler and decrease controller working loads in some working 

situations. Furthermore, it gives a good intuition when the design is first considered. The 

developed control algorithms fully consider measurement noise, stability of the controller 

itself, and abilities to achieve desired trajectory tracking. It is well suited for industry 

adoption and practice.  
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CHAPTER III     

APPLICATION SINGULAR PERTURBATION TO FLUID POWER 

 

This chapter is dedicated to apply singular perturbation theory to hydraulic 

controls. The purposes of this chapter include: (1) providing theoretical conclusions 

which will be used in later chapters; (2) applying singular perturbation theory to pump 

controlled systems; (3) providing extra application examples illustrating that hydraulic 

design can be simplified under some conditions. The goal is to provide evidence that 

singular perturbation theory has broad applicability in the hydraulic control domain. 

The singular perturbation approach can be intuitively understood as that the 

hydraulic stiffness can be neglected under some circumstances. Thus the orders of the 

investigated system can be decreased. The direct benefit is that the control design 

becomes simple and the fluid bulk modulus, which is a time varying parameter, does not 

explicitly affect the controller. Such benefits come from sacrificing control performance, 

especially at high frequencies. However, for practical issues, the steady states response 

and the low frequency responses are the primary concerns in hydraulic systems. Thus it 

makes this approach valuable.    

This chapter begins with the motivations to apply singular perturbations followed 

by a discussion of the pump displacement controlled system. Then, two cases of control 

design are presented for different input stage models followed by the numerical 

simulation and experimental results. Finally, other examples are presented which further 

illustrate this powerful tool. 

3.1 Variable Displacement Controlled Cylinders 

Figure (3.1) presents a simplified overview of the variable displacement 

controlled cylinder system considered in this chapter. 
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Figure 3.1 Variable displacement controlled actuators 
 

The position of the piston of the cylinder is obtained by the oil pumped into/out of 

the cylinder. The motor is rotating at a fixed speed; the control input is the voltage to the 

variable displacement pump. Limiting the bandwidth of a desired tracking trajectory to 

values lower than 10Hz, if the dynamics of pump displacement can be neglected, the 

pump displacement will be proportional to the input voltage. 

 p pD k u=  (3.1) 

Otherwise, the dynamics of the displacement can be modeled as a first order system by 

the transfer function: 

 p pD k u
s

α
α

=
+

 (3.2) 

Where pD is the displacement of the pump, u is the input control voltage signal 

and pk  is the proportional gain. Since the circuit is symmetry, the system dynamics can 

be described as: 

 ( )Mx PA bx F t= − −   (3.3a) 

 p l
V P D Ax c Pω
β

= − −   (3.3b) 
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where A is the annulus area of the cylinder, b is the coefficient of friction and ( )F t  is the 

sum of the Coulomb friction part and other external forces which are assumed to have 

been identified.ω  is the principle axis rotating speed of the pump, lc  is the linear fluid 

leakage coefficient, including the cylinder leakage and the internal leakage of the pump, 

and accounts for the volumetric losses of the pump. P is the differential pressure between 

both sides of the cylinder chambers. β  is the bulk modulus of the fluid being used and V  

is the effective volume of the cylinder: 

 0V V Ax= +   (3.4) 

where 0V  is the volume which includes pipe line, internal pump volume etc.  

1P  is the pressure on one side of the cylinder and 2P is the pressure on the other 

side. Thus 

 1 2P P P= −  (3.5) 

Some specific hardware mechanisms ensure that, at any time, one of these two pressures 

is always equal to the return pressure. For example, the hardware, in this case, includes 

the check valves and the shuttle valve implemented in the proposed novel circuit which 

will be focused on in the next chapter.  The cylinder returning pressure rP  is regulated by 

the relief valve (usually this is same as the charge pressure for the pump, for example, 

150 PSI ). So rP  can be deemed as a constant. The delivery pressure and return pressure 

alternately changes depending on the working conditions. 
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The static leakage part l rc P , which is very small, is ignored, the Equation (3.3) is 

rewritten as: 

 A b Fx P x
M M M

= − −  (3.6a)  

 p lP D Ax c Pε ω= − −  (3.6b) 

In Equation (3.6b), ε is defined as /Vε β= . For most applications, the maximum volume 

V is physically limited, and it is very small in most cases; meanwhile, the bulk modulus 

is very large. It is reported that the effective bulk modulus of an average working fluid is 

more than 200,000 PSI  and the dependence of bulk modulus on pressure will be reduced 

as pressure increases [19]. Merritt [2] has pointed out that 100,000 PSI  gives a good 

estimation for most applications. Thus ε  is a very small number. The critical thing is that 

Equation (3.6b) will be stiff for control applications. Figure (3.2) illustrates the pressure 

response of the system defined by Equation (3.6) for a step input from pD .  
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Figure 3.2 Pressure responses for the step input 
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Two adverse factors exist for control applications. First, the oscillation frequency, 

which is on the order of 30~40 Hz, is relatively high. This rate is close to the sampling 

frequency and data transfer rate. Second, if a state feedback control algorithm is designed 

for the system, the control efforts should maintain a high bandwidth. But such high 

bandwidth pumps are not practical at the present time. A control algorithm may consume 

significant computation time and will accumulate large numerical errors. The 

approximation of a high-order plant and controller models by models of lower order is an 

integral part of control system design. It is possible to replace high order controllers by 

low order approximations with little sacrifice in performance. The dynamics of hydraulic 

systems involve slow and fast modes. Because of this, singular perturbation theory can be 

applied, significantly simplifying the control design and reducing control efforts. 

3.2 Singular Perturbation Model 

From the above discussion, a fast mode exists in the system (3.6). It is natural to 

use singular perturbation theories to solve these two-time-scale problems. 

For a singular system with states[ , ]T
s sx z : 

 0( , , , ),       ( ) ( )s s s sx f t x z x tε ζ ε= =  (3.7a) 

 0( , , , ),      z ( ) ( )s s s sz g t x z tε ε η ε= =  (3.7b) 

The corresponding quasi-steady-state model of the system (3.7) is defined as: 

 0 0( , , ( , ), ),       ( )s s s sx f t x h t x x tε ζ= =  (3.8a) 

 ( ) ( , )s sz t h t x=  (3.8b) 

where Equation (3.8b) is the distinct solution of Equation (3.7b) with 0ε = , 

and ,n m
s sx R z R∈ ∈ . 
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Following the singular perturbation theory (Tikhonov’s Theorem), we conclude 

that if functions ,  f g , their first partial derivatives with respect to ( , , )x z ε , and the first 

partial derivative of g  with respect to t are continuous; the function h  and g
z

∂
∂

 have first 

partial derivatives with respect to their arguments; the initial data ( )ζ ε  and ( )η ε  are 

smooth function of ε ; Equation (3.8a) has unique solutions on a convex set, the 

boundary-layer model is exponentially stable, further if the reduced order system (3.8a) is 

also exponentially stable, then: there exists a positive constant *ε such that for *0 ε ε< < , 

the system (3.7) has a unique solution on 0[ , )t ∞ , and ( , ) ( ) ( )s sx t x t Oε ε− = . Moreover, 

given any 0bt t> , there exists *0 ε ε< <  such that ( , ) ( , ) ( )s sz t h t x Oε ε− =  holds 

uniformly for [ , )bt t∈ ∞  [107], [159]. 

The key idea of singular perturbation theory is that the system trajectory is in the 

m nR +  manifold and there exists a fast manifold in mR . It turns out that under some 

assumptions, the manifold will remain within an ( )O ε  neighborhood of the slow 

manifold.   

ε , defined in Equation (3.6b), is mainly determined by the effective bulk 

modulus, which is substantially lowered by entrained air. This is often observed when a 

hydraulic system, first turned on after a period of shutdown, has allowed air to be 

collected in the system. However, we can assume that effective bulk modulus is constant 

or that it changes slowly under normal working conditions since entrained air in the 

system has a relatively stable level. Even with some changes in the effective bulk 

modulus, a conservative bt can be easily identified because the system described by 

Equation (3.6) is a SISO system. 

 

Theorem 3.1 The origin of the boundary-layer model in the system defined by (3.6) is an 

exponentially stable equilibrium point, uniformly in ( , )t x . 
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Proof:  

 
( , , )

   ( ) /
p

p l

P h t D x

D Ax cω

=

= −
  

 Let ( , , )py P h t D x= −  

 Hence: y P hε ε ε= −  

Define:  

dy dy
dt d

ε
τ

=  

Then: 

( , , ,0)

     = D ( ( ) / )

     =
p l p l

l

dy g t x y h
d

Ax c y D Ax c

c y

τ
ω ω

= +

− − + −

−

 (3.9) 

lc  is the fluid leakage coefficient of the high pressure side so it is positive. Thus it is 

proven that the boundary-layer model is exponentially stable. Furthermore, the region of 

attraction of the fast manifold covers the whole domain. 

  (Q.E.D) 

Remark 3.1:   
As 0ε → , the eigenvalue of the fast mode will approach: 

 2[ ( )] /lc Oλ ε ε= − +  (3.10) 

For a practical consideration, one hopes the fast mode plays a small role in system 

transient response. Thus, a bigger leakage coefficient lc or a much smaller ε  is expected. 

This limits the use of this theorem to solve some hydraulic applications. 

Remark 3.2:  
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Although there are limits mentioned above, the benefits are obvious: (1) One does 

not need to consider the uncertainty of the bulk modulus, which is an often used 

complaint for the design of hydraulic system controls; (2) The fast mode will not affect 

the steady state, so it is possible to use a secondary design to increase lc  for transient 

performance, and then to change back to the original value in order to keep energy 

efficiency. 

Thus the reduced order system can be described as Equation (3.11, 3.12): 

 Mx PA bx F= − −  (3.11) 

If the input state is a proportional,  

 p pD k u=  (3.12a) 

Or the input stage is modeled as a first order system, 

 p pD k u
s

α
α

=
+

 (3.12b) 

where P satisfies 0p lD Ax c Pω − − = .  

By applying singular perturbation theory with a suitable control law, a closed loop 

controller can track the desired trajectory such that the tracking error exponentially 

decays. 

3.3 Control Law Design 

To begin the controller design, practical and reasonable assumptions about the 

system have to be made. In general, the system is subjected to parametric uncertainties 

due to variations of mass, friction coefficients etc. The main purpose of this chapter is to 

introduce singular perturbation theory to simplify control design; thus such uncertainties 

have not been considered in this paper (real time parameter identification techniques will 
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be discussed in latter chapters). Also, it is assumed that system states of the slow time 

scale are available. 

A desired trajectory generation block is necessary. The purpose of the block is to 

achieve smooth acceleration to prevent pressure jerks in the cylinder and to get the 

desired trajectory signals. Since a reduced order model design is used, the limited 

bandwidth of the desired trajectory will ensure that the transient response is within the 

neighborhood of the quasi-state and will ensure that the control input will not saturate. 

The desired trajectory includes[ , , ]d d dx x x . In this chapter, the desired trajectory is 

produced by the transfer function: 

 
3

2 2( ) ( )
( )( 2 )

n
d d

n n n

x s x s
s s s

ω
ω ξω ω

=
+ + +

 (3.13) 

where dx is the original trajectory, e.g. a step input signal, which may not be smooth. 

Define tracking error: 

 de x x= −  (3.14) 

and auxiliary symbols ,ls v  with some positive scale 1λ  

 1ls e eλ= +  (3.15) 

 1( )d dv x x xλ= − −  (3.16) 

Then, we have 

 ls x v= −  (3.17) 

System (3.11) combined with (3.17) can be expressed as (3.18) with some 

positive constant k .  

 ( )l l lM s ks PA bx F Mv Mks+ = − − − +  (3.18) 
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Let:  

 d lP A bx F Mv Mks= + + −  (3.19) 

then Equation (3.18) becomes: 

 ( )l l dM s ks PA P A+ = −  (3.20) 

with (3.20), the system (3.11), (3.12) can be obtained as: 

 1( )( ) d
d dM k e PA P A
dt dt

λ+ + = −  (3.21) 

 p pD k u=  (3.22a) 

or for the first order system 

 p pD k u
s

α
α

=
+

 (3.22b) 

where P satisfies 

 0p lD Ax c Pω − − =   (3.23) 

Case 1:  

Suppose the trajectory is very low bandwidth or the pump displacement response 

is fast. In such case, the input voltage | pu D→ can be described as in Equation (3.22a). 

Select a control law: 

 ( ) / ( )l d pu c P Ax k ω= +  (3.24) 

Lemma: For the singularly perturbed system (7), if ,  f g  and their partial derivatives 

are sufficiently smooth functions, ( , , ,0) 0s sg t x z =  has an isolated root ( , )s sz h t x= such 

that 0h =  at the equilibrium point. Both the reduced order system and the boundary-
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layer system are exponentially stable on a compact set, then there exists *ε  such that for 

all *ε ε< , the system (3.7) is exponentially stable at the equilibrium point. (Proof can be 

found in [159])  

Theorem 3.2: With control law (3.24), the original system is exponentially stable, and the 

tracking error decays exponentially.  

Proof: Replace (3.21) with (3.24),  

1( )( ) 0d dM k e
dt dt

λ+ + =  

Thus the reduced order system is exponentially stable, since the boundary-layer model is 

also exponentially stable from Theorem 3.1. By the Lemma above, the original system is 

proven to be exponentially stable, and the tracking error is shown to exponentially decay. 

  (Q.E.D) 

Case 2: 

Suppose the trajectory is low bandwidth; the input voltage | pu D→ can be 

modeled as a first order system as (3.22b). 

Let: ( ) /pd l dD c P Ax ω= +  

The system (3.21) – (3.23) can be written as: 

 1( )( ) ( ) /p pd l
d dM k e D D A c
dt dt

λ ω+ + = −  (3.25) 

 p p pD D k uα α= − +  

Select a control law with some positive constant 2λ  

 2
1 ( ( ) )p pd pd p

p

u D D D D
k

λ α
α

= − − + +  (3.26) 
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Theorem 3.3: With control law (3.26), the original system is exponentially stable and the 

tracking error decays exponentially.  

Proof:  

Select Lyapunov function 2( ) / 2p pdV D D= −    

( )( )

   =( )( )
p pd p pd

p pd p p pd

V D D D D

D D D k u Dα α

= − −

− − + −
 

With the control law (3.26), we have 

2
2 ( )

    0
p pdV D Dλ= − −

≤
 

The 2( ) / 2p pdV D D= −  is not a true Lyapunov function for the reduced order system. 

However, using the Barbalat Lemma, we can see p pdD D→ exponentially. Note that in 

(3.25), the mapping ( ) |p pdD D e− → is exponentially stable. Thus it is proven that the 

reduced order system is exponentially stable. By using the Lemma and Theorem 3.1 

again, the proof is completed. 

  (Q.E.D) 

3.4 Simulation 

To illustrate the above design, programs have been developed to simulate the 

performance of the proposed singular perturbation approach control algorithms. The 

parameters used in the simulation are shown in Table 3.1. 

The simulation program includes three parts. First, the desired trajectory is 

calculated using (3.13). Then, the control law is implemented following (3.24) and (3.26) 

for different cases. Last, the control effort is fed into the original system described as 

(3.4a, 3.4b). 



 45

  Table 3.1 Parameters used in the simulation 
Symbol Physical Meaning Value 

β  Bulk modulus 86.89 10× Pa 
M  Mass 100 Kg 

1D  Diameter of the cylinder 23.81 10−× m 
1L  Length of the cylinder 1.14 m 
2D  Diameter of pipelines 22.54 10−× m 
2L  Length of the pipeline 2.03 m 

b  Friction coefficient 200 N/(m/s) 
lc  Leakage coefficient 12 39.5 10  m / Pa s−× ⋅  

 

Simulation of Case 1:  

Step response tests identify several important characteristics of a controller, 

including response, overshoot, settling time and steady state error. Figure (3.3) and (3.4) 

show the step response and the corresponding control effort of the controller proposed in 

(3.24). It can be seen that the cylinder position strictly follows the desired trajectory, and 

the control effort signal has very low frequency. This is very useful in practical 

engineering.  
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Figure 3.3 Step response 
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Figure 3.4 Control efforts for the step response 
 

 
Bandwidth tests were performed in order to determine the maximum frequency at 

which the controller could accurately track given trajectories. Figure (3.5) shows the 

system tracking a 1Hz and 2Hz desired trajectory. There are some obvious tracking errors 

for the 2Hz signal. However, this is not a cause for concern. One decides how fast the 

controller should correct the error and how the fast mode exists in the response, which 

corresponds to the positive number 1λ in (3.15). Generally, the theoretical converging 

value *ε  is conservative [107, 159]. So the system can achieve a much higher bandwidth 

if practical issues such as saturation or pressure jerk are not considered. 

An interesting result is shown in Figure (3.6). By increasing the effective leakage 

coefficients, for example with a bypass control as mentioned above, the controller can 

easily track a 10Hz signal even when the other parameters are not optimized (as in the 

above tests). This result shows it is possible to use a dynamic bypass control to increase 

performance. 
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Figure 3.5 Bandwidth test 
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Figure 3.6 Bandwidth test (10 Hz) 
Simulation of Case 2:  

Figure (3.7) and (3.8) show the tracking performance for the step input signals 

and the corresponding control effort.  Note that at the beginning of the simulation, the 

cylinder rod is not at the zero position, such that the figure shows a control effort to 

retract the cylinder rod. From the response, it is clear that the tracking error exponentially 

decays and the bandwidth for the control effort is low. 
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Figure (3.9) shows the system tracking 1Hz and 2Hz desired trajectories. The 

system tracks the 1Hz signal well, but there is steady error in tracking the 2 Hz signal. 

The reason for this has been explained previously.  

In contrast to the bypass control solution, if one does not adjust the lc  value and if 

the fast modes of the system have a large effect, the controller still works well even when 

the eigenvalues are close. The corresponding results are shown in Figure (3.10). It can be 

seen that the system tracks the reference well; as assumed, there are some boundary-layer 

model responses on the track.  
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Figure 3.7 Step response 
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Figure 3.8 Control efforts for the step response 
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Figure 3.9 Bandwidth Test 
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Figure 3.10 Bandwidth test without heavily compressing fast mode 
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Figure 3.11 Step response with the bulk modulus reduced 50% 
 

A series of simulations with varying bulk modulus have been conducted. Figure 

(3.11) shows one of the simulation results using the same parameters as Case 1 except the 

bulk modulus has been reduced 50%. It can be seen that the fast mode does change but 

the system stability and steady state tracking still hold.  
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3.5 Experimental Results 

Experiments were conducted to validate the proposed control approach. A testbed 

is illustrated schematically in Figure (3.12).  The single rod cylinder has a stroke length 

of 20 inches.  The diameter of the rod and the piston are 1 inch and 1.5 inch, respectively.  

The channel iron platform mounted on the cylinder weighs around 15 kg.  Each of the 

weights is 20.4 kg.  Up to 7 of these weights can be mounted on the platform.  All of the 

valves used in the circuit are chosen from Sun Hydraulics Corporation’s standard 

products. The variable displacement pump is a Sauer Danfoss H1 axial piston pump. 

Only one channel of this tandem pump is used.  The pump is driven by a Siemens electric 

motor running at 1000 rpm. The electric motor also drives a small charging pump to 

provide the charging pressure, which is regulated by a relief valve at 150 PSI . The relief 

valves are adjusted to 1500 PSI for safety protection.  Two pressure sensors, made by 

Hydac Technology Corporation, rated at 3000 PSI , are mounted as shown in Figure 

(3.12). The control algorithms run on a Matlab xPC Target real time operating system.  

The commands for pump displacements and the electric motor controls use a CANBUS 

network to connect the target computer, the variable displacement pump, and the motor 

driving units together. A National Instruments PCI-6052 A/D & D/A card is used to 

collect pressure signals and drive the flow direction control valves.  A set of low pass 

filters is also used to filter the interference noise from the electrical motor and act as an 

anti-aliasing filter. The displacement sensor, made by MTS Systems Corporation, is used 

to measure the cylinder’s position. 

The hydraulic circuit as shown in Figure (3.12) has an internal instability issue 

when the load is close to critical load (More details will be discussed in the following 

chapters). The DSP and flow control valves, shown in Figure (3.12), form an inner loop 

to stabilize the hydraulic circuit, while the displacement control feedback presented in 

this paper is outer loop. The experiments presented in this paper use much larger weight 
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loads than the critical load, so the internal feed back loop actually does not work and does 

not interfere with the displacement control loop. 
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Figure 3.12 Displacement controlled circuit 
 

The real time controller and signal sampling work at 100 Hz . Figure (3.13) shows 

the position tracking result compared with an unshaped command signal using the 

proposed control approach; the corresponding pressures on both sides of the single rod 

cylinder are shown in Figure (3.14). Note that the cap side pressure is always higher than 

that of the rod side thus the effective cylinder area does not change. Otherwise, a 

correction factor should be applied. It can be seen that the tracking error decays fast as 

expected and that the steady state tracking error approaches zero. The load corresponding 

to the tests shown in Figure (3.13) and (3.14) is 102 Kg excluding the weight of the iron 

platform. The transient time is mainly determined by the design parameters 1,kλ as 

discussed in (3.15), (3.18), (3.26). It is possible to shorten the transient time. The main 

constraints are the pump input saturation and larger inertia forces on the test-bed because 

of the large mass.  
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Figure 3.13 Step input response 
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Figure 3.14 Corresponding pressure response with Fig. 3.13 
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Figure 3.15 Tracking test 
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Figure 3.16 Corresponding pressure response with Fig. 3.15 
 

Using the same design parameters as in the previous tests, sinusoid signal tracking 

results are shown in Figure (3.15) and (3.16). As shown in Figure (3.15), the tracking 

command was issued when the system was starting; the controller was enabled at 13 

seconds. After a transient period, the cylinder tracks the desired trajectory well. Finally 
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the control was turned off at 65 seconds. Figure (3.16) shows the corresponding pressure 

response on both sides of the cylinder. 

A common hydraulic oil (CITGO-A/W-ISO46) found in the market was used in 

this series of experiments, and the bulk modulus of the oil has not been explicitly 

identified. All algorithms, including proposed controller, inner loop hydraulic circuit 

stabilizing controller, data sampling and communication units, consume 

65.49 10−× seconds for each loop on a Intel Pentium4 PC with Matlab xPcTarget operation 

system. 

3.6 Conclusion 

In the previous sections, the conditions for applying singular perturbation theories 

in hydraulic design have been discussed. The design procedures have been developed 

using these theories. The benefits of using this approach are: 

(1) It simplifies the controller design. 

(2) The control efforts are dominated by low frequency signals. 

Since a conservative bulk modulus value is used and the rate of the fast mode is 

much faster than the rate of the quasi-state mode, the system is robust to variations in 

hydraulic fluid bulk modulus. 

In addition to singular perturbation theories, the control algorithm is based on 

Lyapunov and other similar backstepping techniques. The results show that the system is 

exponentially stable and that tracking errors exponentially decay. 

To have good transient response, the suggestion is that the tracking reference 

should be kept below the half speed of the fast mode manifolds. For cases of extremely 

large duty cylinders, a secondary bypass control can be implemented. However, even 

without secondary control, the system still shows high robustness. 

3.7 Further Discussions of Applying Singular Perturbations 
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In this section, applying singular perturbation theory to fluid power control is 

further discussed by two discussion cases. One can get an idea how this method works 

and part of the results will be used for next chapters. 

Discussion 1: Full states model vs. singular perturbation model in the same setup as the 

discussed variable displacement controlled hydraulic system in the previous section. 

For the sake of convenience, the discussion assumes the coordinate starts with the 

equilibrium point and the input u is the pure fluid flow which may be driven by some 

dynamics. The u x can be described by the following block diagram: 

 

1

ls cε + A
1

ms b+
1
s

A

u P x x

  
 

We are interested in the mapping u x , the corresponding transfer function is: 

 2 2( )
( )f

l l

AT s
ms b mc s bc Aε ε

=
+ + + +

 

Note that: to apply singular perturbation, we require that: (1)ε  should be small enough 

and (2) there is an adequate lc . This is equivalent to ( )fT s having two fast stable poles 

and an adequate damping coefficient.  Consider an extreme case where these two poles 

are far from the neighborhood of the origin where the primary poles of hydraulic systems 

stay. These two poles would not interact with such the slow poles in the root locus 

diagram except a static gain is 1
A

. This is an exact singular perturbations application that 
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the fluid stiffness can be neglected under some circumstances. Now consider another 

common cases that there is a slow dynamics for the input stage, 'ku u
s k

=
+

. In industrial 

practice, a PD controller is often implemented to stabilized 'u x . If the fluid 

compressibility is not considered, the root locus design is shown in the following figure: 
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Considering the fluid compressibility (under conditions that these two poles are relatively 

fast than slow manifold), the full order system’s root locus looks like: 
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If we constrain the PD controller can only relatively small gains and only consider 

system’s slow response part, the design based on ignoring compressibility or considering 

compressibility would give almost the same results in terms of stabilities and 

performance. Singular perturbation theory does bring some convenience for hydraulic 

control designs.    

Discussion 2: ignoring fast response  

Consider the transfer function: 

 1 1( ) ( )
1 1

y u s
s sε

= +
+ +

  

where 0 0.1ε< ≤ and assume ( )u t  is a slowly varying input. This assumption is 

reasonable since we are mainly interested in the signals within the control loop 

bandwidth. The approximation 'y  of y  can be expressed as: 

    1' ( 1) ( )
1

y u s
s

= +
+

 

Figure (3.17) shows the approximated '( )y t and response ( )y t The approximation 

error in the time domain is: 

 
0

1( ) ( ( )) ( )
t

e t e u t d u t
τ
ε τ τ

ε
−

= − −∫  

If ( )u t  is a step signal, ( )
t

e t e ε
−

= − , the exponentially decaying speed is at 1
ε

 which is 

much faster than 1. Thus we can claim that '( )y t  is a good approximation of ( )y t  if the 

system states are observed from a slow time scale. 

Result 3.1: In two dynamic systems, if one dynamics is much faster than another one, and 

it is exponentially stable, and the input dynamics is at the level of the slow dynamic level,  
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then the fast dynamics’ steady states can be used as the approximated response at the 

slow dynamic time scale. 
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Figure 3.17 Approximated response and real response 

 

This result will be used in next chapters to analyze the stability of the system.   

3.8 Summary 

This chapter illustrates how to apply singular perturbation theory to fluid power 

systems. Designs for two kinds of input dynamics are presented, the comparison with the 

full order system and simplified model are illustrated by root locus techniques. Further 

discussions are made in order to show singular perturbations application from other 

aspects and parts of these results and the conclusions drawn in this chapter will be used in 

the following chapters. 
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CHAPTER IV 

A HYDRAULIC CIRCUIT FOR SINGLE ROD CYLINDERS 

 

The major advantage of a pump displacement controlled actuator is that it 

provides higher energy efficiency because there are no throttling losses within the main 

power lines of the actuators and because the pump is able to regenerate energy using 

potential and braking energy from other function units by mechanically sharing the 

pumps’ shafts. One immediate problem for pump displacement controlled systems is that 

the most common actuators used by the industry are single rod cylinders. An example is 

the boom structure used in excavators.  When using a single rod cylinder in a pump 

displacement controlled circuit, an appropriate circuit arrangement is necessary in order 

to balance unequal flow rates entering and leaving the cylinder volumes because of the 

differential areas of the cylinder. 

Several approaches can be found in literature to solve the differential area 

problem as we have reviewed in the literature review chapter. In order to recover energy 

from other function units, the hydraulic circuit needs the ability to be operated in four 

quadrant modes. A reported problem for kinds of circuits is pump oscillations under some 

circumstances. More explicitly, the pressures on the cap side and rod side sometimes 

uncontrollably oscillate; correspondingly, the cylinder velocity oscillates and changes 

rapidly even though it is continuous because of mass inertia; the system has fast 

oscillations between pumping mode and motoring mode. At this stage, the system loses 

controllability or is under weak controllability. 

In this chapter, a novel flow control circuit for differential flow rates is presented. 

The concept is developed from Hewett’s structure [75]. New components and control 

algorithms have been added. The circuit inherits advantages of Hewett’s design, but the 

principle, the working point analyses, and technical focus are totally different from 
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Hewett’s. The circuit not only preserves energy efficiency, but also eliminates pressure 

oscillations. Even more, tracking performance can be adjusted as demanded. 

4.1 The Flow Control Circuit with Dynamical Compensations 

The proposed closed loop hydraulic circuit is shown in Figure (4.1). The circuit 

consists of a pair of check valves, a pair of flow control valves, a pair of relief valves, a 

3-position 3-way shuttle valve, two pressure sensors and a controller. Besides the 

proposed circuit, the whole system includes a displacement controlled pump, a charge 

pump and a single rod cylinder. The differential volume and volumetric losses are 

balanced through one of the check valves or the shuttle valve to the low pressure power 

line whose pressure is close to the charge pressure depending on the characteristics of the 

accumulator and the regulating valve. The controller dynamically adjusts the flow control 

valves to allow the circuit to be compensated. Stability compensation is accomplished by 

using a small, controlled leakage such that the pressure oscillations are inhibited.  

Additional compensation can be issued by the controller to improve the cylinder tracking 

performance. The relief valves, which do not operate in normal working situations, 

provide a pressure safety protection. 
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Figure 4.1 Hydraulic Circuit for a single rod cylinder 
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The circuit works in all four quadrant operations as shown in Figure (4.2). The 

positive direction is defined as the direction which makes the cylinder extend under 

pumping mode as shown in Figure (4.2(a)). That is: the differential pressure on the pump 

is defined as: a bP P P= − , pump flow, Q , is downwards on the pump, the cylinder 

displacement, x , is upwards in Figure (4.1).  Whenever ,P Q  have same sign, the pump 

is in pumping mode which means the pump is transferring energy to the cylinder; 

otherwise, the pump is in the motoring mode which means the cylinder feeds energy back 

to the pump.  When 0, 0Q P= ≠ , the pump neither gives energy nor absorbs energy and 

the movement of the cylinder is mainly decided by circuit leakage. In another case, when 

0, 0P Q≈ ≠ , there is no large energy exchange between the pump and the cylinder; 

notice that the cylinder is moving in this case, for example, when it is extending, most of 

energy exchange is between the cylinder and the charge pump.  

 

I. Pumping

III. Pumping

II. Motoring

IV. Motoring

P
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(a) Positive direction definition             (b) four quadrant working domain 
 

Figure 4.2 Pump work plane 
 

When the cylinder is extending, the main flow in the circuit in Figure (4.1) is 

counter clockwise (port B →  pump → port A). In this circumstance, there are two cases. 

In case (1) 0, 0, 0P Q x> > > , the cylinder is providing an up-direction net force as 
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shown in Figure (4.3).  The energy is transferred from the pump to the cylinder and the 

load. The system is under pumping mode. Notice that the extra flow (usually referred to 

as cool oil) is coming through the check valve (3 )b  which is connected to the charge 

pump where the pressure is lowest in the system. In case (2) 0, 0, 0P Q x< > > ; the rod is 

being pulled up by some external force and the system is under motoring mode as shown 

in Figure (4.4). In this case, the high pressure flow passes through the variable 

displacement pump.  Thus the pump could recover this energy. Notice that the cool oil is 

entering the system through check valve (3 )a . The arrangement of check valves in the 

system has two functions.  The first is to ensure the cool oil always enters from the low 

pressure side for energy recovering abilities.  The second is to replenish the oil lost due to 

leakages and to regulate the minimum pressure to prevent cavitations. 

PQ x
 

 
Figure 4.3 Extending under pumping mode 

 

When the cylinder is retracting, the main flow in the circuit is clockwise in Figure 

(4.1) (port A →  pump → port B). There are two cases. In case (1): 0; 0, 0P Q x< < < , 

the pump pushes the cylinder rod down as shown in Figure (4.5). Since the pressure at 

port B is higher than the pressure at port A, the 3-way shuttle valve connects the power 

line at port B to the charge pump such that the extra flow (usually referred to as hot oil) 

can be released to the tank/accumulator. Since ,P Q  have the same sign, the system is 
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under pumping mode. In case (2) 0, 0, 0P Q x> < < . There is an external force pushing 

the cylinder down; thus, the pressure at port A is higher than the pressure at port B. Then 

the 3-way shuttle valve switches so that the hot oil is released through the 3-way valve as 

shown in Figure (4.6). In this case, the pump is working under motoring mode. The 

arrangement of the shuttle valve in the system is to ensure that the hot oil is always 

released from the low pressure side to ensure the circuit’s energy recovering abilities. 

PQ x

 
 

Figure 4.4 Extending under motoring mode 
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Figure 4.5 Retracting under pumping mode 
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Figure 4.6 Retracting under motoring mode 
 

4.2 Stationary Stability Analysis 

Figure (4.7) shows a single rod linear actuator model. The dynamics can be 

described as: 

 1 2a bmx bx A P A P mg F= − + − − −  (4.1)  

Pa

Pb

 
 

Figure 4.7 Single rod cylinder models 
 

Where m is the mass consisting of the loads and the rod of the cylinder, b is the linear 

friction coefficient, 1A  is the area of the piston side, 2A is the annulus area of the rod side, 
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g is the gravitational acceleration. F includes all forces that have not been included in 

the equation, e.g. external load force, coulomb friction, nonlinear friction etc.    

For convenience, new variables are defined as: 

 

2

1

0

0

1 0(1 )

a a

b b

c

A
A

P P P

P P P
m g AP
F mx F mg bx

α

α

=

= −

= −

= −

= + + +

 (4.2)  

Where α is the piston area ratio, 0P is the charge pressure (which usually is low, for 

example, 150 PSI ), cm g  is the critical mass force ( cm is referred to as the critical mass in 

the following and g is gravitational acceleration), which is equal to the net force provided 

by the cylinder when both sides of the cylinder’s pressure equal 0P .  Thus, Equation (4.1) 

can be written as: 

 1( )c a bF m g A P Pα− = −  (4.3) 

The hydraulic circuit shown in Figure (4.1) works in all four quadrant operations 

and can regenerate energy from potential energy and from braking energy applied by 

other function units, these observations lead to following results: 

(1) Ideally, ,a bP P  are nonnegative.  

(2) At least one of aP , bP  is close to zero under normal working conditions. 

(3) The system is under pumping mode if cF m g−  and x  have the same sign; 

otherwise, it is in motoring mode. 
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(4) If cF m g−  is close to zero, the cylinder is mainly powered by the charge 

pump. 

Result 1 is due to the pressure in both ports of the cylinder being regulated by the 

pair of check valves. If the check valves were ideal components, they would prevent 

pressure from falling lower than the charge pressure. In practice, there is always some 

internal flow resistance in the valve, and a cracking pressure is required to operate the 

valve, but these kinds of pressure drops through valves are usually low if the components 

are selected properly.  Thus it does not prevent us from asserting ,a bP P  are positive most 

time. Result 2 comes from ensuring energy efficiency and energy regeneration. Wherever 

the cylinder is extending or retracting, the cool oil or hot oil should be always conducted 

to one of the power lines at the charge pressure that is regulated by the check valves or by 

the 3-way shuttle valve.  Results 3 and 4 can be learned from previous discussions.  

0P

0P aP

bP

 
 

Figure 4.8 Desired working regions in the pressure plane 
 

Figure (4.8) is a pressure plane graph of pressures at port A and port B. From 

results 1 and 2, the desired pressure working regions of energy efficient circuits should 

lie in the regions approximately shown in Figure (4.8).  In order to obtain these desired 
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working regions, three kinds of circuit arrangements will be compared, consisting of: (a) 

ideal pilot operated check valves; (b) common pilot operated check valves; and (c) the 

proposed hydraulic circuit in this paper. Since the main focus of this section is to 

compare stationary stability regions and cost, without loss of generality, the cracking 

pressure of valves, which is usually determined by static valve springs, is assumed to be 

zero; the valve dynamics are neglected. 

 

Pressure plane discussion: 

Figure (4.9) shows a circuit used for variable displacement controlled actuators 

proposed by Rahmfeld, Ivantysynova [6, 76–80].  A pair of pilot operated check valves 

has been implemented to balance differential flows. Pilot operated check valves (also 

referred to as P.O. check valves), are check valves which can be opened by an external 

pilot pressure. Thus, the P.O. check valves block flows in one direction, like standard 

check valves, but can be released once an adequate pilot pressure is applied.  Free flow is 

allowed in the reverse direction. 
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Pb

 
 

Figure 4.9 A circuit using pilot operated check valves 
 

There are two main types of P. O. check valves in popular use in industry. The 

first such valve’s operation is triggered when 1 referenceP P>  where referenceP usually is a 
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constant pressure independent of the valve itself.  An example of this type is valve model 

CKCV made by Sun Hydraulics Company.  In another kind of P. O. check valve 

operation is triggered when 1 3 2( / )P P Pα− > , where α is an area ratio of the valve core 

and 3α =  for most of these kinds of valves.  An example is model CPH124P made by 

the Parker Hannifin Corporation.  The latter kind of valve has a larger market because it 

has no external leakage. For convenience, the former kind is referred to as an ideal P.O. 

valve and the latter kind is referred to as a common P. O. valve in this chapter. 

The working regions for ideal P. O. valves are shown in Figure (4.10).  Valve (A) 

shown in Figure (4.9) operates in the cross hatched area 01{ | }a aI P P P= > , Valve (B) 

shown in Figure (4.9) takes effect in cross hatched area 01{ | }b bII P P P= > . Both check 

valves are closed in the area III I II= ∩  with constraints 0, 0a bP P≥ ≥ .  As shown in 

Figure (4.10), I II∩ is nonempty. 
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Figure 4.10 Working regions of ideal P.O. Valves 
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We claim: it is impossible for 01P  to collapse to 0P  where 0P  is the charge 

pressure of the circuit. Assume 01 0P P= (or 01 0P P≈ ),  I II∩  then will cover most 

working regions; this means that both ports of the cylinder are always connected to the 

charge pump.  Obviously, the circuit loses control or has extremely ineffective control. 

This is a contradiction. Thus 01 0P P−  should be greater than a specific bound.  This also 

leads to some problems. (1) Besides the charge pressure, the system needs another 

reference pressure, thus the whole cost of the circuit will increase. (2) A high bound of 

01 0P P−  will decrease the circuit’s energy efficiency, but a low bound can not ensure the 

system is controllable. (3) Region III is an internally unstable point because both ports of 

the cylinder are blocked.  The equilibrium point in this area dooms the system to be 

unstable.  From the above discussion, we conclude that using ideal P. O. valves is not a 

good solution for single rod cylinder control circuits. 
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Figure 4.11 Working regions of common P.O. valves 
 

Figure (4.11) shows the working regions for common P. O. valves. Valve (A) 

shown in Figure (4.9) operates in the cross hatched area 0{( , ) | / 3 }a b a bI P P P P P= − > , 
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Valve (B) shown in Figure (4.9) operates in cross hatched area 

0{( , ) | / 3 }a b b aII P P P P P= − > . Both check valves are closed in the area III I II= ∩  with 

constraints 0, 0a bP P≥ ≥ . As shown in Figure (4.11), I II∩ is nonempty. 

The drawbacks of this arrangement are that: (1) since I II∩ is nonempty, there 

are cases, where if the cylinder moves fast and the fluid resistance of the returning line is 

also high, both valves will be actuated.  Thus the cylinder loses control in the sense of 

energy efficiency.  (2) In area III, both ports are blocked.  If the system’s steady working 

points happen to lie in this area, the system cannot be stable. (3) Simulation results show 

the area of this region is important to dynamic stability. 

 

Proposed circuit: 

As an alternative to the above circuits, the working regions of the proposed circuit 

in this research are much simpler as shown in Figure (4.12). There is only one logic 

component.  Thus the whole pressure domain is divided into three regions,{ , , }I I N′ , 

where {( , ) | }a b a bI P P P P= > , {( , ) | }a b a bI P P P P′ = <  and {( , ) | }a b a bN P P P P= = .  

Obviously, I I ′∩ = ∅ , and the theoretical measure of the set, N , is zero (thickness). 

Situations where both of the valves are opened or closed cannot happen. Thus stationary 

stability is no longer an issue.  

Even considering component imperfections, this advantage still holds. In practice, 

it is possible that the working point lies near the set of N when considering valve 

dynamics, non-ideal valve flow resistance etc.  With the aid of the flow valve control, 

which will be discussed in the next sections, the working points slide on a surface until it 

arrives at the desired working region. The sliding surface satisfies tan( ) 1/β α=  and 

every point on the set has the same net force provided by the cylinder as shown in Figure 

(4.12). Thus, any possible ineffective working points no longer exist. 
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Figure 4.12 Working regions of the shuttle valve 
 

4.3 Dynamic Stability Analysis 

The system as shown in Figure (4.1) involves load dynamics, valve dynamics, 

variable displacement pump dynamics and fluid dynamics. The main purposes of this 

section are to analyze when and how pressure oscillations are triggered by the circuit 

itself and how to stabilize the circuit when oscillations occur.  Thus the valve dynamics 

are neglected, and the input to the circuit is assumed to be the pure flow rate supplied by 

the pump. This approximation leads to a conservative conclusion, but the numerical 

simulations are simplified because error accumulations are minimized in the 

discontinuous system dynamics.  

Experiments show that these pressure oscillations seldom occur while the cylinder 

is extending.  This will become clear at the end of this section, so the following analysis 

focuses on the case in which the cylinder is retracting. For convenience, the state 

variables are defined as 1 2 3( , , ) ( , , )T T
a bx x x x x P P= = .  The positive directions are defined 

that they make the cylinder retract.  The simplified dynamics are described in Equation 

(4.5) using definition Equation (4.4): 
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 Vε β=  (4.4)  

 

1 3 2 1

2
2 1 2 3 2

3
3 1 3 2 3

[ ]

[ ]

on

on

mx Ax Ax bx mg F
xx Flow Ax Cx x x
R
xx Flow Ax Cx x x
R

α

ε

ε α

= − − + +

= − + − − >

= − − − >

 (4.5)  

Where Flow is the fluid rate supplied by the variable displacement pump, m is the mass 

consisting of the load and the rod of the cylinder, A is the area of cylinder defined 

previously, α is the area ratio of the rod side to the cap side, b is the linear friction 

coefficient, F is the total force excluding those explicitly expressed in the equations, C  

is the fluid leakage coefficient and onR is the fluid resistance when the shuttle valve is 

operated. Note that, theoretically, onR should be a nonlinear mapping relating the valve 

core’s position and the differential pressure through the valve.  In Equation (4.5), a first 

order model is used to approximate the shuttle valve’s characteristics (to make this 

approximation better, we have selected a large capacity rated valve). [cond] is a 

conditional operator.  The operator output is 1 when cond is true, otherwise, it is zero. β  

is the bulk modulus of the fluid used, V is the volume of the fluid chamber which 

includes two parts: 

 ( )line cV V V t= +  (4.6) 

Where lineV  refers to the volume of the fluid pipe line, ( )cV t  refers to the volume 

of the cylinder chamber, which is time varying (i.e. it depends on the position of the rod).  

The rod side volume is different from the cap side volume because the cylinder is a single 

rod type. Even though the cylinder volume is limited; the bulk modulus is very large.  It 

is reported that the effective bulk modulus of an average working fluid is at the level of 
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200,000 PSI  and Merritt [13] has pointed out that 100,000 PSI  gives a good estimation 

for most applications. So an average volume of both sides is used to calculate ε  in 

Equation (4.4) instead of using two distinct values for 1 2,ε ε in Equation (4.5). 

The first case considers equilibrium points on the set 

2 3 3 2 2 3{( , ) | , , }I x x x x x x+ += > ∈ℜ ∈ℜ , (such equilibrium points do exist; for example, let 

mg F+ go to a large negative value in Equation (4.5)). Around the equilibrium point, the 

system is: 

 1/ 0

0

on

b A A
m m m

C RAx x

A C

α

ε ε
α
ε ε

⎡ ⎤− −⎢ ⎥
⎢ ⎥

+⎢ ⎥= −⎢ ⎥
⎢ ⎥
⎢ ⎥− −
⎢ ⎥⎣ ⎦

 (4.7) 

Theorem 4.1: The equilibrium point on 2 3 3 2 2 3{( , ) | , , }I x x x x x x+ += > ∈ℜ ∈ℜ  is (1) 

exponentially stable; (2) unique. 

Proof: 

The system described by Equation (4.7) is a linear system. The block diagram of 

the system around the equilibrium point is shown in Figure (4.13). 
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Figure 4.13 Block diagram around the equilibrium point 
 

Where the transfer functions are:  
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11( )

2( )
1/

3( )

on

Tf s
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ATf s
s C R

ATf s
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ε
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ε

=
+

=
+ +

=
+

 (4.8)  

Since 2,  3Tf Tf  are strictly passive, their parallel combination is strictly passive, but 

1Tf is also strictly passive, thus the whole system is strictly passive. Then, all of the real 

parts of the system eigenvalues are less than zero since the system is linear.  This 

completes the proof of part (1).  From (1), the determinant of system matrix is nonzero, 

thus the matrix is a one to one mapping; therefore, the equilibrium point is unique. 

  (Q.E.D)  

On the other half of the pressure plane in Figure (4.12), transfer functions can be 

defined as: 

   

11( )

2( )

3( )
1/ on

Tf s
ms b

ATf s
s C

ATf s
s C R

ε
α

ε

=
+

=
+

=
+ +

 (4.9)  

Using the same arguments, we arrive at theorem 4.2. 
 
Theorem 4.2: If there is an equilibrium point on any side of the line 

2 3 3 2 2 3{( , ) | , , }x x x x x x+ += ∈ℜ ∈ℜ , the equilibrium point is (1) exponentially stable; (2) 

unique on the each side of the line . 

Are there any equilibrium points on the set 2 3 3 2 2 3{( , ) | , , }x x x x x x+ += ∈ℜ ∈ℜ ?  

Yes, there is one and it collapses to the origin. 
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Theorem 4.3: there is only one equilibrium point if 2 3x x=  and the equilibrium point is 

stable. 

Proof: 

When pressures on the cylinder ports are equal, the shuttle valve lies in the center 

position, onR → ∞ , the leakage of cylinder C is very small;  thus from Eq. (5),  
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The stability can be proven using the previous passivity method. 

  (Q.E.D)  

So far, we have examined the possible equilibrium points in the pressure plane.  

The system described by Equation (4.5) is driven by the Flow  and mg F+ terms.  The 

output is ( , , )T
a bvelocity P P .  However, this does not necessarily mean that the mapping 

from input to output is one to one.  Actually, when at steady state and when 2 3x x−  is 

very small, it is possible that there are two equilibrium points corresponding to the same 

input sets. One occurs under the pumping mode.  Another occurs under the motoring 

mode. The main reason for this comes from friction, which is proportional to the velocity. 

Roughly speaking, the ratio of steady velocities at these two modes is α .  The difference 

of net forces caused by friction happens to move the equilibrium point from one side to 

the other side.  Notice this only happens when equilibrium points are near the origin of 

the pressure plane.  The energy dissipated or regenerated is very small compared with the 

energy dissipated by the charge pump, so that any equilibrium point in which the system 

will stay is acceptable. 
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These equilibrium points, which are near the origin, are trivial from an energy 

viewpoint.  Thus, we will focus on the stability of the equilibrium points lying farther 

from the 2 3x x=  line.  Note that the exponential stability of the equilibrium points on 

each side of the line does not necessarily leads to the stability of the system. The 

discontinuity of the operator operation defined in Equation (4.5) can trigger the system’s 

limit cycle even when the system has exponentially stable equilibrium points. One 

observation is that, if 2 3,x x  do not touch in the pressure working plane, then the three-

way-valve does not switch states.  Thus there is no switching in Equation (4.5), and 

because of the stability proven in Theorem 4.2, the pressures will go to a steady state. 

This is the motivation of the stability strategy. 

Theorem 4.4: if the control efforts ensure 2 3x x≠  after system enters the region where the 

equilibrium point exists, the system in Equation (4.5) is stable. 

Proof: 

For any input set ( Flow , mg F+ ), the system has the properties: 
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where μ is a positive constant. Thus the state space, x , for a bounded input is a compact 

set. There are two cases to consider.  The first is when the system does not enter a limit 

cycle.  The second is when the system enters a limit cycle. 

If the system does not enter a limit cycle, then the system must go to some cluster 

points.  However, by Theorem 4.2, the equilibrium point is stable and unique; therefore, 
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the system will stay at the equilibrium point.  Thus, the proof is done for the case of no 

limit cycle. 

Now suppose the system has limit cycle, we can find the upper bounds of 

1 2 3, ,x x x  because the limit cycle is an invariant set.  We also know 2 3x x=  at some time, 

(otherwise, the system is stable).  Without loss of generality, assume 2 1 3 1( ) ( )x t x t= , 

2 1 3 1( ) ( )x t x t+ > +  at some time 1t , and there is an equilibrium point satisfying * *
2 3x x> . 

Because the control efforts ensure 2 3x x≠ using the assumption, the system will go to the 

equilibrium point because of the stability of the equilibrium point by Theorem 4.2. 

  (Q.E.D) 

From another viewpoint, the stability problem works like a zero input response 

problem if a limit cycle occurs and we take the equilibrium point as the origin of the state 

space.  We know the worst initial states are bounded because the limit cycle is bounded.  

To ensure 2 3x x≠ when 1t t> , 2 3x x−  should decay fast enough to its steady state. 

The system, described by Equation (4.5), is a linear time invariant system during 

the time interval of consecutive time events when the system passes through the pressure 

line 2 3x x= . Without loss of generality, the system can be described in Equation (4.10) in 

the 2 3 3 2 2 3{( , ) | , , }x x x x x x+ +< ∈ℜ ∈ℜ  

 
1 3 2 1

2 1 2

3
3 1 3

on

mx Ax Ax bx
x Ax Cx

xx Ax Cx
R

α
ε

ε α

= − −
= −

= − − −

 (4.10) 

Where 1 2 3( , , )Tx x x x=  is defined with reference to the equilibrium point.  Since ε is very 

small, as discussed in previous sections, singular perturbation theory is applied. C , the 

leakage coefficient, is very small, but onR  is the flow resistance of the shuttle valve, 
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which is designed to be very small when the valve is operated (A large rated valve can be 

chosen if necessary); thus the third equation of (4.10) achieves steady state in the two 

time scales system by Result (3.1).  Since 2 3,x x  are bounded, the slow manifold satisfies: 

 3 1onx AR xα= −  (4.11) 

The reduced order system can be simplified to: 

 
2 2

1 1 2

2 1 2

( )onmx A R b x Ax
x Ax Cx

α
ε

= − + −
= −

 (4.12)  

The simplified system can be viewed as a feedback connection of two subsystems 

described by the following transfer functions: 

 
2 2( )on

A
s C

A
ms b A R

ε

α

+

+ +

 (4.13) 

Thus, the characteristic equation of the simplified system can be derived as: 

2 2 2
2 2 2 ( )( ) 0on

on
C b A R AmCms b A R s αα

ε ε
+ +

+ + + + =  (4.14)  

Since ,  C ε  are very small, the second term is dominated by mC
ε  in Equation (4.14), 

and the third term is dominated by 
2A
ε .  Thus the damping coefficient for the above the 

second order system can be derived as: 

 
2
C m
A

ξ
ε

=  (4.15) 

As mentioned above, we are investigating the zero input response of the system; 

thus the system zeros do not take effect. Equation (4.15) shows that the damping 
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coefficient will increase with the leakage coefficient C . This means the pressure will 

decay faster by introducing a virtual leakage.  This concept led to addition of the flow 

control valves to the system as shown in Figure (4.1) to stabilize pressure oscillations. 

The envelope of the pressure response will decay at the speed  

 
2 2( )on

n

mCb A R tte e
αξω ε

− + +− =  (4.16) 

Figure (4.14) is a simulation of the system described by Equation (4.15) by 

varying leakage coefficients with the [cond] operator disabled in order to see when the 

switching behavior occurs.  The figure shows that when leakage increases to 3 times 

larger than the original leakage, the system pressures are bounded in one side of the 

pressure plane and go to steady state.    
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Figure 4.14 Response with varying leakage coefficient 
 

The above analysis focuses on the case when the cylinder is retracting, but it is 

also valid for the case when the cylinder is extending.  In the extending case, the system 

has a larger safety margin for pressure oscillation problems.  This is reasonable because 

one port’s pressure is lower than the charge pump pressure due to the internal flow 
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resistance of the check valve and the shuttle valve, while the other port’s pressure is 

higher than the charge pump pressure.  Therefore, the two pressures are not equal so there 

is no switching in the system’s dynamics.  The system goes to steady state because of the 

stability of the equilibrium points.     

Is the circuit still energy efficient?  Two flow controlled valves, shown as (4a) 

and (4b) in Figure (4.1), normally have no effect.  They begin to work only when 

pressure oscillations could possibly occur.  From the discussion above, one can see that 

the pressure oscillations occur when at a steady state * *
2 3x x η− ≤  where η  is some upper 

bound which can be determined by experiments or through experience, for example, 

20 PSI .  

When the equivalent leakage has been increased; the system’s overall energetic 

efficiency will be lowered at first glance.  However, the change in overall efficiency is 

unnoticeable.  Firstly, * *
2 3x x η− ≤  occurs only when the force exerted by the cylinder is 

close to the critical mass force as defined in Equation (4.2).  In practice, the force on the 

cylinder from structural weight, such as boom structures of an excavator, is already much 

greater than the critical mass.  Even more, in normal working situations, the cylinder is 

used to lift heavy loads or to pull some object requiring large forces.  Thus, the 

compensation algorithm is triggered only for a short interval of time compared to the 

whole working period.  Secondly, when the compensation is triggered, the dissipated 

energy is bounded by lQη where lQ is the leakage flow.  During this time, the energy 

dissipated by the charge pump, which is constantly working, is 0 0P Q  where 0Q  is the 

charge pump flow. But 0 0, lP Q Qη>> >> , thus the energy dissipated by the leakage 

compensation can be neglected.   

4.4 Compensation Algorithms for the Flow Control Valves  
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The compensation algorithms are implemented using the flow control valves 

shown in Figure (4.1). There are at least two kinds of compensations in the circuit: 

pressure oscillations, quotient group sliding; and an optional compensation for tracking 

performance.  Since the circuit has symmetry, the control efforts for the valve (4a) shown 

in Figure (4.1) are the example for the following discussions; the control of valve (4b) is 

just a mirrored algorithm, so it is omitted in this chapter. 

The control signal for the flow control valve is defined as: 

 p s tu u u u= + +  (4.17) 

where pu  refers to control efforts of compensation for pressure oscillations, su is the part 

for forming  quotient group sliding, tu is the part to improve the transient response of 

trajectory tracking problems.  

pu  is the necessary part because the pressure oscillations inherently exist in the 

circuit due to the circuit’s discontinuous switching. tu is an optional part.  A large part of 

tu  ensures good tracking performance, but it also sacrifices part of the whole system’s 

energy efficiency. If the application’s transient response is not critical or if the natural 

transient response has already been satisfied, the tracking compensation can be set to 

zero.  Since there are always some imperfections on the valve’s dynamics and its flow 

resistance, the system will, at times, be out of the desired working regions.  su  ensures 

that the working point slides to the desired working region. Since this part never 

sacrifices system energy efficiency, it is recommended to keep this compensation.  

The inputs to the algorithm are pressures on the cylinder ports.  Pressures are 

detected by the pressure sensors whose bandwidth is required to be greater than the 

pump’s bandwidth. Most commercial sensors in the market satisfy this requirement. In 

the following, aP  refers to the pressure detected on the power line which connects to the 
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cylinder port of the single rod cylinder, bP  is the power line connected to the rod side of 

the cylinder. 

A low pass filter fτ  with time constant τ is defined in transfer function form: 

 1( )
1

f s
sτ τ

=
+

 (4.18) 

 Let the operator ( ) :fτ ⋅ ℜ → ℜ mean a signal passing through the system fτ . The 

mean values of two pressures are evaluated as: 

 

1

1

( )
( )

a a

b b

P f P
P f P

τ

τ

=

=  (4.19) 

with a time constant 1τ , for example, 11 20τ π=  second. The amplitude of the pressure 

oscillations during a period of transient response is evaluated as:  

 2 ( )a a aP f P PτΔ = −  (4.20) 

where 2τ  is a time constant. 

The pressure oscillations occur when a bP P−  is close to zero.  We will turn on this 

type of compensation when a bP P−  falls below some bound, osP , then gradually turn it off 

in order to maintain a safety margin. The pseudo code for the pressure oscillation 

compensation is as follows: 

If ( 2 )b a osP P P− >  

0pu =  

Elseif ( )b a osP P P− >  

(2 )b a
p

os

P P
u gain

P
−

= × −  
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Else 

pu gain=  

Endif 

where gain  is a constant value corresponding to the flow valve’s percentage opening. 

The pseudo code can be illustrated by Figure (4.15) 

pu

gain

a bP P−
2 osPosP   

 
Figure 4.15 pu  control signal 

 

At least one of either aP  or bP should be close to the charge pressure when the 

circuit is in the desirable working condition.  Abnormal situations occur when the shuttle 

valve is not fully opened or the valve core has high frequency oscillations. The flow 

control valve, in this case, will be fully opened to let the system find the desired 

equivalent equilibrium point.  Thus the compensation is described by: 

If ( ( )b errorP P>  

_su Full Open=   

Else 

0su =  

Endif 
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where errorP  is a bound of maximal pressure drop on the shuttle valve when the valve is 

operated.  _Full Open  is a control voltage to fully open the flow control valve. 

Pressure surges during tracking periods indicate that the acceleration of the 

cylinder is not smooth (Notice that the pressure on other side of the cylinder is almost a 

constant value).  The compensation is proportional to the pressure oscillation’s envelope.  

Thus the compensation is described as: 

 t au Pκ= Δ  

where κ is a constant. 

The main computation load for the entire algorithm is decided by four first-order 

equations (these can be merged into 3 equations). Since the filter bandwidth is very low, 

say, less than 5 Hz , most commercial DSPs or MCUs can complete this algorithm.  

4.5 Discussions of the Proposed Circuit 

In the proposed circuit, stabilization is implemented through hardware 

components, a pair of flow controlled valves. As we will show in next chapter, one of 

motivations for this solution is due to high frequency limit cycles such that the feedback 

must be a hardware feedback path. However, this concept can be further applied to 

software “virtual” feedback provided (1) the frequency of limit cycles is relative low, (2) 

the bandwidth of the control efforts can be higher than the frequency of the limit cycle. 

Figure (4.16) shows a boom function of an industrial backhoe, related parameters 

are measured by Husco Intl and are depicted in the figure. In the following results, the 

angle refers to the angle between the Tie Point and positive direction of x-axis, the 

positive direction of the angle is defined to be counter clockwise. The charge pressure in 

the simulation is 200 PSI. 
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Figure 4.16  Boom function parameters in a industrial backhoe (Courtesy of Husco) 
 

 
It can be verified that limit cycle frequency is very low at the level of 0.5~ 1 Hz. 

The bandwidth of the applied variable displacement pump is at the level of 10 Hz . In this 

case, the physical feedback is not necessary because (1) the static pressure would 

consume lots of energy; (2) the control can be implemented by pump control efforts. 

The control law is: 

  ( ' )virtualP Flow C P Ax CPε = − − −  (4.21) 

Here the control input is ' virtualFlow C P−  
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Figure 4.17 (a)  
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Figure 4.17(b) 

 
Figure 4.17 Simulations data of a boom function 

 

Figure (4.17) shows one of simulation results when the boom structure rotates 

clockwise and begins decelerating at time 0.7 second. It is intended to decelerate the 

structure in order to see whether there were any unstable situations. There was no outer 

loop control used track velocity or anything else. In other words, the control 
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implementation is only some controlled virtual flow driven into the system. The results 

show that the system/circuit remains stable. 

  Generally, the best control implementation method depends on pump response 

time, load mass, hydraulic volumes, cost and reliabilities. A rough relationship is shown 

in Figure (4.18). The curve used in the Figure (4.18) satisfies M constε = , where const is 

a measure of the system’s natural frequency. In Figure (4.18) the term “Pump” stands for 

the control effort can be implemented by the pump displacement, the term “valves” 

stands for an implementation using some kinds of valves to give the system physical 

leakages. If the system is very slow, the pump implementation is enough. This is shown 

by the area above the curves. There is a region where it is only possible to control by 

using valves control because the natural frequency is so much higher that the pump 

control is not possible. (This is the case in the hardware testbed which will be discussed 

in the next chapter). This situation is shown the area below the curves. The area between 

two curves stands for situations where both kinds of controls are needed, i.e. the natural 

frequency covers a large range, parts of which are out of pump response time. 

Pump

Pump+Valves

Valves

M

ε  
 

Figure 4.18 Feedback application regions 
 

4.6 Summary 
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This chapter proposes a novel hydraulic circuit for a single rod cylinder controlled 

by a variable displacement pump. The circuit arrangement not only gives the system high 

energy efficiency, but also improves upon the internal instability of traditional circuits. 

Stationary stability is illustrated by comparing traditional circuits with the proposed 

circuit. The motivations, derivations and proofs of the system dynamical stabilities are 

presented.  Control algorithms including stability control and sliding to the desired 

working region are presented. The concept is further extended to general cases. 

Experimental and simulation results will be provided in the next chapter, and 

results show that the circuit has good performance. 
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CHAPTER V 

SIMULATION AND EXPERIMENTAL RESULTS OF THE 

PROPOSED HYDRAULIC CIRCUIT 

 

In the last chapter, a hydraulic circuit for single rod cylinders was presented. This 

chapter documents a series of experiments undertaken to show the motivations and the 

performance of the proposed circuit. The result consists of three main sections: (1) the 

computer simulation results; (2) the experimental results without implementing the 

proposed compensations; (3) the experimental results with the compensations 

implemented. 

The test-bed, based on the proposed hydraulic circuit, was built in the Intelligent 

Machine Dynamics Lab at the Georgia Institute of Technology.  The test-bed serves as a 

hardware platform to verify the hydraulic circuit itself, and to verify the advanced 

variable displacement pump control algorithm which will be discussed in detail in the 

following chapters.  

Energy efficiency improvement usually is evaluated by comparing with fuel 

consumption when the same working routines are conducted, for example, a 3-minute 

digging cycle is repeated 10 times by the same machine equipped with different circuits. 

The focus of the research is to address some critical issues using displacement control 

concept, and there are lots of experimental data and demonstrations using this 

concept[81–84], thus the used metric for the energy improvement is: (1) whether the 

hydraulic circuit can regenerate the energy and (2) whether the circuit is working 

smoothly. 

5.1 The Flow Control Circuit Test-bed   



 91

A test-bed, which is illustrated schematically in Figure (5.1), was built as shown 

in Figure (5.2) and Figure (5.3). This is essentially the same as seen in Figure (4.1). The 

single rod cylinder has a stroke length of 20 inches.  The diameter of the rod and the 

piston are 1 inch and 1.5 inch, respectively.  The channel iron platform mounted on the 

cylinder weighs around 15 kg.  Each piece of the added weights is 20.4 kg.  Up to 7 of 

these weights can be mounted on the platform. All of the valves used in the circuit are 

chosen from SunHydraulics Corporation’s products as listed in Table (5.1). The variable 

displacement pump is a Sauer Danfoss H1 axial piston pump. Only one channel of this 

tandem pump is used.  The pump is driven by a Siemens electric motor. The electric 

motor also drives a small charge pump to provide the charge pressure, which is regulated 

by a relief valve at 150 PSI . The hoses used in the circuit can sustain over 3000 PSI .  The 

relief valves are adjusted to 1500 PSI for safety.  Two pressure sensors, made by Hydac 

Technology Corporation, are rated to 3000 PSI , and are installed as shown in Figure 

(5.1). The algorithms are run on the Matlab-xPC Target real time operating system.  The 

commands for pump displacements and the electric motor controls use a CANBUS 

network to connect the target computer, the variable displacement pump, and the motor 

driving units together.  A National Instruments PCI-6052 A/D & D/A card is used to 

collect the pressure signals and drive the flow control valves.  The displacement sensor, 

made by MTS Systems Corporation, is used to measure the cylinder’s position. 
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Figure 5.1 Hydraulic Circuit for a single rod cylinder 
 

 
 

Figure 5.2 Hydraulic lifter test-bed (Cylinder side) 
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Figure 5.3 Hydraulic lifter test-bed (Driver side) 
 

Table 5.1 Main components used in the test-bed 
Component Manufacturer Model 

Check Valve SunHydraulics CXFA 
Relief Valve SunHydraulics RDDA-LAN 
Shuttle Valve SunHydraulics DSGH 

Flow Control Valve SunHydraulics RDDA 
Electric Motor Siemens 1PH7167 

Variable Displacement Pump Sauer Danfoss H1-045 Tandem 
Displacement Sensor MTS RPRH 

Pressure Sensor Hydac EDS-3478 

 
 

The electrical motor is controlled by a Siemens Motor Controller consisting of a 

rectifier, an inverter and an autotransformer, which is used to feedback regenerated 

energy to power grids. All of these equipment produce a wideband, strong 

electromagnetic interference on the measurement board. Figure (5.4) shows a 

measurement result of a pressure sensor without applying a noise filter when the motor 

was turned on at the 2 second mark and was turned off at 21 seconds (the pressure being 

measured is constant), the unit of measurement is voltage.    
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Figure 5.4 Measurement noise without applying filters 
 

It turns out that the interference enters the system not only through radiations but 

also through the power grids. The following methods are applied to improve signal 

quality. 

(1) Shielding 

(2) π -type filter with corner frequency set to 200 Hz 

(3) Common mode filter at power supply line of instruments 

(4) Common mode filter applied before π -type filter 

The signal quality has been greatly improved as shown in Figure (5.5) which 

illustrates the dynamic pressures on the rod side and the cylinder side of the single rod 

cylinder. 
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Figure 5.5 A dynamic pressure measurement 
 

The algorithms presented in the previous chapter are implemented as an inner 

control loop of the test-bed. A simple proportional control is designed to be the outer 

control loop to track trajectories. The two loop design structure is due to the cylinder 

length limitations and nonlinear friction characteristics during cylinder retraction and 

extension; however, the inner loop and outer loop are independent of each other. 

5.2 Numerical Simulations 

To illustrate and solve pressure oscillation problems, a set of simulations were 

developed.  The parameters used by the code best approximated those used in the 

hardware test-bed.  Figure (5.6) shows a set of simulation results when the oscillations 

have not occurred. 
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Figure 5.6 (a) Pressures on the cylinder  (b) the cylinder’s displacement and velocity 
 

In Figure (5.6), during time interval,0 0.5t< < , the pump has a positive 

displacement. That is the cylinder is extending.  After that, the pump changes the sign of 

the displacement so that the cylinder is retracting.  Figure (5.6.a) shows pressures 

changes with respect to time.  The corresponding position and velocity information are 

shown in Figure (5.6.b).  
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Figure 5.7 (a) Pressures on the cylinder  (b) the cylinder’s displacement and velocity 

 
Figure (5.7) shows a case when pressure oscillations occur.  The same set of 

parameters have been used as in the simulation as Figure (5.7) except the mass is changed 

to be close to the critical mass as defined in the previous sections (Equation 4.2). Almost 

no oscillation occurs during extending, but oscillations do occur while the cylinder is 
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retracting. Discontinuities and a limit cycle can be easily identified by redrawing Figure 

(5.7) with pressures ,a bP P  plotted on the axes as shown in Figure (5.8). 
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Figure 5.8 Pressure limit cycles 
 

Using the same parameters as in Figure (5.7), the equivalent leakage coefficients 

were increased as proposed in the previous chapter.  The result is shown in Figure (5.9). 

Notice that pressure is stabilized after the two pressures become equal.  Thus it can be 

seen that the proposed algorithm is somewhat conservative because the zero input 

response problem does not always encounter the worst case. 
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Figure 5.9 Oscillations inhibited by increasing leakage  
 

5.3 Experimental Results without Compensations 

A set of experiments were conducted with the compensation deactivated in order 

to verify the internal instabilities and functions of the circuit.  In the following tests, the 

mass is referred to as the weights mounted on the channel iron platform.  The total mass 

is the added weights plus the mass of the platform, which weighs around 15 Kg. The 

experiments start at zero added mass.  A weight of 20.4 Kg is added for each successive 

experiment until a total of 142.8 Kg has been added.  Figure (5.10) ~ (5.12) show the 

results for three of these experiments.   

In the above results, the circuit is shown to work well when the load is far from 

the critical mass as shown in Figure (5.10) and (5.12). When the load is near the critical 

mass ( 68M Kg= ), neither cylinder port is consistently connected to the charge pressure, 

and there are serious pressure oscillations in the circuit as shown in Figure (5.11).  Full 

results for different loads can be seen in Table 5.2. 
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Figure 5.10 Experiment responses (M = 0 Kg) 
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Figure 5.11 Experiment responses (M = 61.2 Kg) 
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Figure 5.12 Experiment responses (M = 142.8 Kg) 
 

Table 5.2 Experimental results without compensations 
 

Mass( Kg) Pressure Oscillation  Energetically efficient 
0 No Yes 

20.4 No Yes 
40.8 Yes No 
61.2 Yes No 
81.6 Yes No 
102 Yes No 

122.4 No Yes 
142.8 No Yes 

 

The results show that the circuit is stable when the active force on the cylinder is 

far from the critical mass.  The circuit functions well if there are no pressure oscillations.  

Otherwise, the performance is not acceptable either from an energy efficiency view or 

system safety view because the test-bed makes noise and vibrations when this occurs. 

A series of simulations at different loads also has been conducted to compare the 

simulation results with experimental results. A simulation example is shown in Figure 
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(5.13) using an added mass of 61.2 Kg.  This corresponds to the experimental result 

shown in Figure (5.11).  During the time interval, 0 0.7t< < , the cylinder is extending. 

After that the cylinder is retracting. 
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Figure 5.13 Simulation result with M= 61.2Kg 
 

Simulation results at different loads are consistent with the experimental results at 

the corresponding loads and displacement. The results also match well when pressure 

oscillations do not occur.  The simulated pressure value is a little lower than the 

experimental values when oscillations occur.  This difference may be due to turbulent 

flow, which is not considered in the simulation, or the locations of the sensors.  However, 

the prediction of pressure oscillations by simulations is very accurate. 

5.4 Experimental Results with Compensations 

Using the same parameters as in section (5.3), the whole set of experiments was 

repeated with the proposed compensations turned on.  Figure (5.14) ~ (5.16) show the 

experimental results when the added weights are 0 Kg, 61.2 Kg and 142.8 Kg 

respectively. 
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Figure 5.14 Experimental response with compensations (M = 0 Kg)  
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Figure 5.15 Experimental response with compensations (M = 61.2 Kg)  
 

Figure (5.14) shows the cylinder is working in pumping mode when it is 

extending or retracting. This is normal because the load is so small that the pump only 
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needs to overcome some friction to move.  It can be seen that one of ports is consistently 

connected to the charge pressure.  In Figure (5.16), a large load is added to the cylinder, 

so the pump is under pumping mode when the load is lifted up, and is under motoring 

mode when the cylinder is retracting because of the weight of the load. The cylinder port 

on the rod side is always connected to the charge pressure. 
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Figure 5.16 Experimental response with compensations (M = 142.8 Kg) 
  

Things become critical when the load is close to the critical mass; the pump works 

in pumping mode in both directions as shown in Figure (5.15).  The pressure difference 

when the cylinder is retracting is small (around 10 PSI ).  Notice that the pressure 

oscillation does not occur as seen in the simulations and the experiments with the 

compensation turned off.  A worse situation will occur if we add a small amount of 

weight on the cylinder to more closely the critical mass.  This is shown in Figure (5.17). 

When the cylinder is retracting, pressures on both cylinder ports are exactly identical; 

however, no oscillations were observed.  The full set of results is listed in Table 2. 
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Figure 5.17 Experimental response with compensations (M = 68.2 Kg) 
 

Table 5.3 Experimental results with compensations 
 

Mass( Kg) Pressure Oscillation  Energetically efficient 
0 No Yes 

20.4 No Yes 
40.8 No Yes 
61.2 No Yes 
68.2 No Yes 
81.6 No Yes 
102 No Yes 

122.4 No Yes 
142.8 No Yes 

 

The results also show there are no “undesirable working region” phenomena.  

One of the ports is always reliably connected to the charge pressure. The robustness of 

the circuit also has been tested by varying trajectory profiles, force impulse on the 

cylinder and by varying the charge pressure etc.  In all cases, the circuit works well. 

5.5 Conclusion 
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A hydraulic circuit needs to be operated in four quadrant modes in order to 

recover energy from other function units. A reported problem for this kind of circuit is 

pump oscillation under some circumstances. More explicitly, the pressures on the cap 

side and rod side sometimes uncontrollably oscillate. Correspondingly, the cylinder 

velocity oscillates and changes rapidly even though it is continuous because of mass 

inertia of the load. The system has fast oscillations between pumping mode and motoring 

mode. At this stage, the system loses controllability or is under weak controllability in the 

sense of energy efficiency. Clearly, large oscillations of actuator pressure and velocity are 

undesirable and may be dangerous. The loss of controllability or weak controllability is 

unacceptable for industry applications.  

This chapter presents simulation and experimental results of a proposed novel 

flow control circuit which is suitable for single rod cylinders in variable controlled 

displacement pump applications.  The results show that (1) the circuit is energetically 

efficient and works in all four quadrants; (2) Pressure oscillations have been effectively 

eliminated. 

The test-bed based on the proposed hydraulic circuit also serves as a hardware 

platform to validate variable displacement control algorithms which will be discussed in 

next chapters. 
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CHAPTER VI 

ADAPTIVE ROBUST CONTROL OF VARIABLE DISPLACEMENT 

PUMPS  

 

Adaptive control is one of the main methods applied in hydraulic control to cope 

with system uncertainties and time-varying parameters. Several approaches have been 

used as discussed in the review section. These applied Lyapunov functions to prove the 

stability of the system and to improve the parameters’ convergence. Most of the applied 

parameter identification processes are driven by some kind of error signal. However, the 

system stability and parameter convergence have not fully considered measurements that 

suffer from noise. Many proposed algorithms are still under theoretical research, so they 

are not easily applied to engineering practice. This chapter focuses a control approach 

with consideration of measurement noise and parameter convergence rates. 

In section 1, we investigate fundamental issues of an adaptive robot control 

algorithm with unmatched disturbance. A method to design static gain is also presented. 

Several concepts of parameter adaptation will be illustrated and compared in section 2. 

The first version of the adaptive robust control algorithm is presented in section 3. 

Improved algorithms are presented in sections 4 and 5. Section 6 describes the control 

structure. The stabilities and performance for different control schemes will be shown in 

the next chapter. 

6.1 Adaptive Tracking Control 

Consider first the dynamics of a rigid manipulator in the absence of friction and 

other disturbances.  

 ( ) ( , ) ( )M q q C q q q G q τ+ + =  (6.1) 
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Where q is the 1nR × vector of joint displacements, τ is the 1nR ×  vector of applied virtual 

torques. ( ) n nM q R ×∈  is the inertia matrix, ( , )C q q q  and ( )G q  are all 1nR ×  vectors 

corresponding to Coriolis, centripetal torques and gravitational torques. 

Several properties about Equation (6.1) are given as follows [160, 161]. 

Property: 

P1: The inertial matrix ( )M q  is symmetric and there exist positive scalars 

1 2,α α such that 1 2( )n n n nI M q Iα α× ×≤ ≤ . 

P2: ( ) ( , ) ( , )TM q C q q C q q− −  is a skew matrix such that ( ) 0T Ts M C C s− − =  

for all 1ns R ×∈ . 

P3: the dynamics illustrated by Equation (6.1) is linear in terms of a suitably 

selected set of robot and load parameters. That means 

 ( ) ( , ) ( ) ( , , )M q q C q q q G q Y q q q θ+ + =  

Where ( , , ) n pY q q q R ×∈ , 1pRθ ×∈  which is a parameter vector.  

Let n
dq R∈  be a smooth enough desired tracking trajectory. Define tracking 

error de q q= − . 

Define ancillary symbols s and v by a positive diagonal matrixλ  : 

 
( ( ))

( )
d d

d d

s e e q q q q
v q q q

λ λ
λ

= + = − − −
= − −

 (6.2) 

ˆ ˆˆ , ,M C G  are estimations of parameters in Equation (6.1). By property P3, we have an 

estimated parameter vector θ̂  which satisfies: 

  ˆˆ ˆˆ ( ) ( , ) ( ) ( , , , )M q v C q q v G q Y q q v v θ+ + =  (6.3) 

For convenience, we denote the true parameter vector as *θ : 
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 *( ) ( , ) ( ) ( , , , )M q v C q q v G q Y q q v v θ+ + =  

Define the control law and the adaptation law with positive diagonal matrices k  and Γ : 

 ˆ( , , , )Y q q v v ksτ θ= −  (6.4) 

 ˆ ( , , , )TY q q v v sθ = −Γ  (6.5) 

Then, the following conclusion can be drawn [160]. ( The proofs can be found therein) 

CONCLUSION 6.1 The system described by Equation (6.1) has global tracking 

convergence with the control laws described by Equation (6.4) and (6.5). 

The control law (6.4), (6.5) is a classical in the control domain. Many versions of 

its proof also can be found in related literatures. The algorithm can ensure that the 

estimated parameters converge to the true ones if the system is persistently excited. Using 

the same idea, the algorithm can also be extended to other versions, which deal with 

matched disturbance.   

It is clear that both the tracking error and the estimation process are driven by the 

filtered parameter estimation error. However, the measurement noise and unmatched 

disturbance are unavoidable and present studies do not fully investigate these issues.  

Reconsider system dynamics Equation (6.1) with control law equations (6.4) and (6.5) 

while including noise measurements and mismatched disturbance. Then the system 

tracking dynamics can be derived as: 

 ( , , , ) ( ) ( )Ms Cs ks Y q q v v n t f tθ+ + = + +  (6.6) 

Where ( )n t  is measurement noise, ( )f t  is unmatched disturbance and θ is 

parameter estimation error. We denote a new variable, nw R∈ , for convenience and 

without losing generality: 

 ( , , , ) ( ) ( )w Y q q v v n t f tθ= + +   (6.7) 
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From (6.6), (6.7), the tracking dynamics is described as, 

 Ms Cs ks w+ + =  (6.8) 

THEOREM 6.1: The system described in Equation (6.8) is output strictly passive with 

input as w and output as s . 

Proof:   

Let 1
2

TV s Ms= , with property P1, 0V > . 

By properties P2 and P3, T TV s ks s w= − + . 

Thus: 

( )
       

T T T T

T

s w s w s ks s ks
V s ks

≥ − +

= +
 

That completes the proof. 
 

  (Q.E.D) 

COROLLARY 6.1: The system described in Equation (6.8) is finite-gain 2L stable. 

Proof: continuing with the proof of Theorem 6.1, one has: 

1 1

1 1/2 1/2 1/2 1/2

1

1 1
2 2
1 1 1    = ( ) ( )
2 2 2
1 1   
2 2

T T T T

T T T

T T

V w k w w k w s w s ks

w k w k w k s k w k s s ks

w k w s ks

− −

− − −

−

≤ − + −

− − − −

≤ −

 

Integrating both sides over [0, ]τ  and using ( ) 0V s > , one has: 

2 2
2 (0)

L L
s w Vτ τδ δ≤ +  

 Where 1kδ −= . 

  (Q.E.D) 
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Theorem (6.1) and Corollary (6.1) show that, whether there is measurement noise 

entering the system, or the parameter estimation is biased, the tracking error has 

properties such that a bounded disturbance has a bounded tracking error. In other words, 

system stability is maintained. 

Intuitively, feedback control systems always show some robustness when 

suffering from some disturbances. We will prove that a system can have guaranteed 

transient response by designing a parameter, k , for the above adaptive control approach.  

THEOREM 6.2: With some * 0k >  such that * 1
4

k k= + , if  the dynamics in Equation 

(6.8) has bounded  disturbance  such that 2w h≤ , the tracking process has a  

guaranteed error  response. 

Proof: 

Let 1
2

TV s Ms= , with property P1, 0V > . 

By properties P2 and P3,  

*

*

1 1  ( ) ( )
2 2

   
   

T T

T T T

T T

T

V s ks s w

s k s s w s w w w

s k s w w
V w wβ

= − +

= − − − − +

≤ − +

≤ − +  

 Where
*

min

max

( )
( )
k
M

λβ
λ

= , β exists because of property 1 and the existence of *k , which is a 

design variable. Therefore, it has: 

2

0

( ) (0) ( )

       (0) (1 )

t
t

t t

V t e V e w t d

he V e

β βτ

β β

τ τ

β

− −

− −

≤ + −

≤ + −

∫
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Since 2

2
min ( )

Vs
Mλ

≤  by property P1, and the dynamic tracking error is bounded by 

s
e

λ
≤ from Equation (6.2), we have 

 2
2

min

1( ) ( (0) (1 ))
( )

t the t e V e
M

β β

βλ λ
− −≤ + −  (6.7) 

Therefore, the proof is completed. 
 

  (Q.E.D) 

Remark: The dominant part of the system response is bounded by the h
β

 term since other 

terms exponentially decay. Thus, the tracking performance can be predetermined by 

some prior knowledge of the disturbance level. By designing k as proposed above, the 

system response is guaranteed.   

6.2 Parameter Adaptation Algorithm 

In control and signal processing, a model of a dynamic system is a mathematical 

description of the relationship between inputs and outputs of the system. For the purpose 

of identification, a convenient way to obtain a parameterized description of the system is 

to let the model be a predictor of future outputs of the system [9]. 

 ˆ( | )y t θ  (6.8) 

Where θ  is a parameter vector. For the linear system, the prediction is a linear 

regression, 

 ˆ( | ) ( )Ty t tθ θ ϕ=  (6.9) 
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Where, ( )tϕ  is a vector of input and output data. System identification deals with the 

problem of finding the parameter vector that gives the best estimation of the dynamic 

system under consideration. For example, we may wish to find the parameter vector that 

minimized the criteria: 

 
2ˆ( ) ( ( ) ( ))V E y t y tθ = −  (6.10) 

Under such criteria, one way to obtain the optimized parameters is to solve 

Wiener-Hopf equations if the statistics of the underlying signals are available.  The 

solution satisfies 

 *( ) ( )T TE E yϕϕ θ ϕ=  (6.11) 

The most common way to find the solution is by using a searching method. The 

Steepest Descent Method is one of these; it uses statistical information among inputs and 

outputs. This method will not work if prior statistical information is unavailable. This 

problem is commonly seen in control literature. To overcome this barrier, the Least Mean 

Square (LMS) emerges as a simple and yet effective algorithm. The main difference 

between the steepest Descent Method and LMS is that LMS uses an instantaneous 

measurement to approximate the current stochastic gradient. Besides the issue of the 

search step size, the algorithm suffers from noisy measurements. Figure (6.1) shows a 

two-parameter adaptation path by using the LMS algorithm; as shown in the figure, the 

adaptive parameters do not converge to the true ones due to measurement noise. 
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Figure 6.1 Parameter path (Courtesy of [118]) 
 

 

If we compare the adaptation law in Equation (6.5) with the general LMS 

algorithm, even including gradient method, it can be found that both use one 

instantaneous measurement to drive the adaptation algorithm. (Strictly speaking, in 

Equation (6.5), the driving signal has passed through a stable filter because of the 

measure issue). All of these belong to the same category in the sense of error driving 

mechanism. 

The Recursive Least Squares (RLS) method, on the other hand, uses time 

ensembles instead of one measurement to approximate statistical information. As 

expected, the noise rejection and convergence rate are higher than LMS as illustrated in 

Figure (6.2). Therefore, using RLS rather than LMS is a plausible solution when a system 

suffers from noisy measurement. 
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Figure 6.2 Ensemble-average leaning curves for LMS and RLS (Courtesy of [118]) 

6.3 Adaptive Control with Recursive Least Squares  

As discussed in the previous section, poor convergence rate and noise rejection 

motivated the use of Recursive Least Squares in order to improve tracking performance. 

The first step in developing parameter estimation algorithms is to find the form of the 

predicted output. For the sake of discussions, we are temporally assuming that all 

derivative signals of inputs and outputs are available.  

   
 

Figure 6.3 Indirect adaptive control 
 

We prefer the indirect adaptive control approach as illustrated in Figure (6.3) 

because it brings extra benefits that will be explored in the next sections. Given a plant, 

the measured torques, displacements, velocities and accelerations satisfy: 
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 ( ) ( , ) ( )M q q C q q q G q τ+ + =  (6.12) 

Replacing the parameters in Equation (6.12) with estimated ones, there will be an error 

( )tε .  

 ˆ ˆˆ ( ) ( , ) ( ) ( )M q q C q q q G q tτ ε+ + − =  (6.13) 

Therefore, the “desired” torques and real torques applied to the robot have a differenceε .  

The recursive algorithm will minimize the cost function as follows. 

 
0

( ) min ( ) ( )
t

TJ dθ ε τ ε τ τ= ∫  (6.14) 

Where ( )tθ  includes all undetermined parameters describing Equation (6.13). By 

property P3, a linear regression can be expressed as, 

 ˆ( , , ) ( ) ( )Tq q q t tϕ θ τ ε− =  (6.15) 

The first version of the proposed algorithm is as follows: define a control law with 

a positive diagonal matrix k , which can be designed as shown in Theorem (6.2), to ensure 

a guaranteed response under some disturbances: 

 ˆ ˆˆ ( ) ( , ) ( )M q v C q q v G q ksτ = + + −   (6.16) 

And define the parameter adaptation law: 

 
ˆ

T

P
P P P
θ ϕε

ϕϕ

=

= −
 (6.17) 

The first three terms in Equation (6.16) correspond to computed torque 

compensations of inertial, Coriolis, centripetal and gravitational torques by using 

estimated parameters. The fourth term actually is a PD controller, 
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( )

: d

ks k e e
e x x

λ− = − +
= −

  

Where ,  dx x  correspondingly are plant’s trajectory and desired trajectory. The robot 

dynamics is a second order system; therefore, with big enough proportional part k  and a 

zero at λ− , the closed loop plant will be stable, i.e., the states of the system are bounded. 

THEOREM 6.3: If the closed loop system states with control laws described by Equation 

(6.12), (6.13), (6.16), (6.17) is bounded, then ε converges to zero. Furthermore, if ϕ is 

persistently exciting, the parameter error converges to zero. 

Proof: 

1 ( )T TV P tr PPθ θ−= +  

It can be derived: 

 TV ε ε≤ −  

By definition, 0V >  therefore, 0ε → by Barbalat’s lemma. If the signal rich enough, the 

covariance matrix will be excited in every eigenvector direction, so that θ̂  converges to 

the true one. 

Then, the closed loop dynamics will be: 

0Ms Cs ks+ + =  

By Theorem 6.1 with 0w = , the tracking error converges to zero. 

  (Q.E.D) 

The algorithm shows some good properties:  

(1) It has a guaranteed response for unmatched uncertainty by theorem 2. 

(2) It has a good convergence rate and noise rejection as discussed in section 3.  

(3) The algorithm is highly efficient for real time control. This will be shown in 

the next section. 
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6.4 Improved Algorithm I 

In section 6.3, the proposed algorithm includes a continuous RLS as an adaptation 

process, which has been exploited in some control literature, for example [160].  The 

following will increase the computational efficiency and algorithm stability. Consider a 

special RLS algorithm, 

 
0

( ) min ( ) ( )
t

TJ W dθ ε τ ε τ τ= ∫  

With adequately selected sampling time T ,  the weighting matrix W is defined as: 

 [..., ( ), (( 1) ), (( 2) ),...]W diag nT n T n Tδ δ δ= + +  

Where the Dirac delta function ( )tδ  is a sampling signal. Now, the cost function actually 

is: 

 
0

( ) ( )
N

T

n
J nT nTε ε

=

= ∑  (6.18)  

This changes a continuous RLS algorithm to a discrete RLS algorithm, 

correspondingly, the forgetting factor can be also added. The benefit is that the discrete 

RLS is much more efficient than the one described in Equation (6.17) considering 

continuous integral needs a smaller step size; thus, it is more suitable for engineering 

practice. 

The discrete RLS algorithm is as follows: 

 Initialize the algorithm with a small positiveδ by setting 

1(0)P Iδ −=  

*ˆ ˆ(0)θ θ=  

Loop ( 1..n N= ) 
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1

1

1 1

( 1) ( )( )
1 ( ) ( 1) ( )

ˆ( ) ( ) ( 1) ( )
ˆ ˆ( ) ( 1) ( ) ( )
( ) ( 1) ( ) ( ) ( 1)

T

T

T

P n nk n
n P n n

n n n n

n n k n n
P n P n k n n P n

λ ϕ
λ ϕ ϕ

ξ τ θ ϕ

θ θ ξ

λ λ ϕ

−

−

− −

−
=

+ −

= − −

= − +

= − − −  

Loop ends 

However, this algorithm still has some critical issues for engineering practice. 

During computation, round-off errors arise such that ( )P n , the error covariance matrix, is 

not positive definite and symmetrical. A better solution for this issue is to propagate only 

half the elements in ( )P n . The algorithm is commonly recognized as QR-RLS or square-

root algorithm [124]. The square-root factor of a positive definite matrix is defined by a 

matrix n nA R ×∈  such that, 

 TP AA=  (6.19) 

Fact 1. For 0P > , if matrix A is triangular with positive diagonal entries satisfying 

Equation (6.19), then that matrix is unique. 

Fact 2. n mA R ×∈ , n mB R ×∈ , n m< . T TAA BB=  , if and only if there exists a unitary 

matrix Θ  such that B A= Θ . (Proofs can be found in [124]) 

Using the square-root algorithm, the nonnegative definite character of the 

covariance matrix is preserved by virtue of the fact that the product of any square matrix 

and its transpose is always a nonnegative definite matrix. 

More details about square root theory can be found in signal processing literature. 

For our purposes, we would like to choose the Extended QR-RLS algorithm for its high 

efficiency. The key idea is to find a unitary transformation matrix Θ  to make the matrix 

lower triangular, which consists of all information needed to form the next prediction.      
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1
2

1 1 1
2 2 2

1 1 1
2 2 2

1 ( ) ( 1) ( ) 0
( )

0 ( 1) ( ) ( ) ( )

n P n n
n

P n g n i P n

λ ϕ γ

λ γ

− −

− −

⎡ ⎤ ⎡ ⎤
−⎢ ⎥ ⎢ ⎥Θ =⎢ ⎥ ⎢ ⎥

⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦

 

Then, the updated estimation is: 

1
1/2 12ˆ ˆ ˆ( ) ( 1) [ ( ) ( )][ ( )] ( ( ) ( 1) ( ))Tn n g n r n n n n nθ θ γ τ θ ϕ

−− −= − + − −  (6.20) 

One way to achieve this transformation is to employ a so-called Householder 

reflection. The n-th transformation matrix can be written as: 

 ( ) 2
T

T

g gn I
gg

Θ = −  (6.21) 

Where g is a vector in the form of [1,0,0,...0] . Every iteration of n , the ( )nΘ will 

transform an entry row of the sub-matrix to zeros. The processes are repeated until the 

whole matrix is low triangular. The benefit of the transformation is its efficiency; the 

explicit form of the transformation matrix is not needed. Instead, all of the calculations 

are vector multiplications. Each time, the calculation only includes a smaller sub-matrix. 

How to sample the measurement is another issue for controller implementations. 

There are two ways to approach this problem: (1) In the continuous domain, 

measurements or estimations of acceleration ,q q can be obtained by filtering both sides 

of Equation (6.12) through a strictly stable and proper linear filter whose bandwidth is 

higher than those of the signals. (2) We are taking advantage of the discrete model of the 

system because the RLS algorithm is based on the discrete model such that ,q q  

measurements can be avoided.  

Both approaches have further problems. In method (1), the controller, actually, 

consists of discrete time variables and continuous time variables, thus there is problem 

with how to mix discrete time and continuous time control together. In method (2), there 
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is an unstable zeros problem if the controller is requested to track some trajectories. 

These problems will be further explained in the next chapter. 

6.5 Improved Algorithm II 

In addition to numerical stability and efficiency, how well the adaptive scheme 

performs in the presence of plant model uncertainties and bounded disturbances are 

serious concerns. It was shown that an adaptive scheme designed for a disturbance free 

plant model may go unstable in the presence of small disturbances. The instability 

phenomena in adaptive systems includes parameter drift, high gain instability, instability 

resulting from fast adaptation and so on. 

Since the Recursive Least Squares method is used, it is more convenient to use 

the Z-transform to describe a plant. Consider a plant with input ( )u t  and output ( )y t : 

 
1

1
1

0 1

( ) 1

( ) (1 )

n
n

d m
n

A z a z a z

B z b z a z a z

− −

− − −

= + +

= + +
   

The modeled error ( )tη and bounded dynamics ( )tδ  can be expressed as: 

 1 1( ) ( ) ( ) ( ) ( ) ( )A z y k B z u k k kη δ− −= + +  (6.22)   

It is reported that[162, 163]: there exist (0,1),u Rσ +∈ ∈  such that: 

 
( ) ( 1) ( 1) ( 1)
( ) ( )

m k m k u k y k
k um k

σ
η

= − + − + −

≤
 (6.23) 

A relatively bounded modeling error is not guaranteed to be bounded unless the plant 

input and output sequences are bounded. However, the modeling error should be very 

small, e.g. u is less than a small value, otherwise, the modeling 1 1( ), ( )A z B z− −  in 

Equation (6.22) is not a good model.  
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Dead Zone for bounded disturbance  

In some cases, system inputs and outputs are bounded because of the physical 

limitations of a plant, system outputs and control efforts. Thus it is a reasonable 

assumption that modeling errors are bounded, therefore: 

 ( ) ( )k k Rη δ ++ ≤ Δ ∈   (6.24) 

In the following, the Dead Zone method will be applied for improving robustness 

of Recursive Least Squares. 

ˆ( 1) ( 1) ( 1)( ( ) ( 1) ( 1))ˆ ˆ( ) ( 1)
1 ( 1) ( 1) ( 1)

T

T

a n P n n y n n nn n
n P n n
ϕ ϕ θθ θ

ϕ ϕ
− − − − − −

= − +
+ − − −

  

( 1) ( 1) ( 1) ( 1) ( 1)( ) ( 1)
1 ( 1) ( 1) ( 1)

T

T

a n P n n n P nP n P n
n P n n

ϕ ϕ
ϕ ϕ

− − − − −
= − −

+ − − −
 (6.25) 

With ˆ(0)θ  given and 0(0) (0)TP P P= =  

2

2
ˆ( ) ( 1) ( 1)

1      if ( 1) 1 ( 1) ( 1) ( 1)
0     otherwise                                           

T

T

y n n n
a n n P n n

ϕ θ

ϕ ϕ

⎧ − − −⎪⎪ > Δ− = ⎨ + − − −
⎪
⎪⎩

 (6.26) 

Lemma 6.1 The Recursive Least Square with Dead Zone as in (6.25) and (6.26) has the 

property: 
2

2( )lim sup
1 ( 1) ( 1) ( 1)Tn

e n
n P n nϕ ϕ→∞

≤ Δ
+ − − −

. 

The proof of Lemma 6.1 can be found in [112]. In the proof, it is not necessary 

that { ( )}nϕ  is bounded because inputs and outputs are automatically normalized; 

however, if sequence { ( )}nϕ is bounded, then the limit of ( )e t is bounded.  

Lemma 6.2 The Recursive Least Square with Dead Zone can be combined with the 

proposed Square Root algorithm. 
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Lemma 6.2 is an obvious result from the Equations (6.25) and (6.26). Note that 

( 1)a n − is just a switch signal to decide whether ( ), ( )P n nθ need to be updated, there is 

nothing that affects the square root algorithm itself at all. 

 

Relative Dead Zone for Varying Disturbance 

Not all plants can assume that the disturbance is bounded. Un-modeled dynamics 

usually are related with the system states, system inputs and other factors. The following 

assumption is made on the un-modeled dynamics of a plant: the un-modeled error ( )kη  is 

the sum of a bounded term, plus a term related to the input by a strictly proper 

exponentially stable transfer function [162]. With this assumption, it was showed that 

[162] : 

There exist constants 0 (0,1)σ ∈ , 0 0ε > , 0ε >  and a constant vector v such that: 

 0( ) ( )k kη ερ ε≤ +    (6.27)  

Where 0( ) sup{ },0T k ik v x i kρ σ −= < ≤  , x is a vector containing past inputs and outputs. 

Define relative dead zone and its function: 

 0( ) ( ( ) )m k kβ ερ ε= +  (6.28) 

 
;        if e>g

( , ) 0;         if  
;        if e<-g

e g
f g e e g

e g

−⎧
⎪= <⎨
⎪ +⎩

 (6.29) 

Where 1β ≥ . The relative dead zone RLS is as following: 

ˆ( ) ( ) ( ) ( 1)Te n y n n nϕ θ= − −  

( ) ( 1) ( ) ( )ˆ ˆ( ) ( 1)
1 ( ) ( ) ( 1) ( )T

n P n n e nn n
n n P n n

λ ϕθ θ
λ ϕ ϕ

−
= − +

+ −
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( ) ( 1) ( ) ( ) ( 1)( ) ( 1)
1 ( ) ( ) ( 1) ( )

T

T

n P n n n P nP n P n
n n P n n

λ ϕ ϕ
λ ϕ ϕ

− −
= − −

+ −
  (6.30) 

( 1 ( ), ( ))( )
1 ( ) ( 1) ( ) ( )T

f m n e nn
n P n n e n

α αλ
ϕ ϕ

+
=

+ −
  (if ( ) 0e n ≠  ) 

( ) 0nλ = ;  (if ( ) 0e n = ) 

Where (0,1)α ∈ . 

Lemma 6.3 The Recursive Least Square with Relative Dead Zone as in (6.29) and (6.30) 

has following properties: 

(1) ( )kθ is bounded; 

(2) 
2 ( 1 ( ), ( )) 0

1 ( ) ( 1) ( )T

f m k e k
k P k k

α
ϕ ϕ

+
→

+ −
 as k → ∞ ; 

(3) ( ) ( 1) 0k kθ θ− − →  as k → ∞  

Proofs of Lemma 6.3 can be found in [163, 164]. 

 

Lemma 6.4 The Recursive Least Square with Relative Dead Zone can be combined with 

the proposed Square Root algorithm. 

The lemma 6.4 is proven and shown as follows: 

If ( 1) 0nλ − = , ( ), ( )n P nθ  are not updated, otherwise, 

Let ( ) ( ) ( )n n nϕ λ ϕ′ =  

( ) ( 1) ( )y n n y nλ′ = −  

Form the pre-array and post-array matrix and unitary matrix 

1/2
1

1/2
1

01
0

T
i i

i
i

xP
y ZP

ϕ −

−

′⎡ ⎤ ⎡ ⎤
Θ =⎢ ⎥ ⎢ ⎥

⎣ ⎦⎣ ⎦
 (6.31) 
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Thus, the following hold: 

2
11 T

i ix Pϕ ϕ−′ ′= +  

1
T

i iyx P ϕ− ′=   (6.32) 

1
T T

iyy ZZ P−+ =  

Then, from Equation (6.32), the P is updated by: 

1
2

1

1 1
1

1

1 1
1

1

       ( )( ) /

       
1

       
1

       

T T
i

T
i

T
i i i i

i T
i

T
i i i i i

i T
i i

i

ZZ P yy

P yx yx x

P PP
P

P PP
P

P

ϕ ϕ
ϕ ϕ

λ ϕ ϕ
λϕ ϕ

−

−

− −
−

−

− −
−

−

= −

= −

′ ′
= −

′ ′+

= −
+

=

 

The parameter vector: 

1
1 1

2
1 1

1
1 1

1

1
1 1

1

( )

( )

( )
1

( )
1

i i i

T
i i i i

i i
i i iT

i

i i i
i i iT

i i

i

yx y

yx x y
P y

P
P y

P

θ φ θ

θ ϕ θ
ϕθ ϕ θ

ϕ ϕ
λ ϕθ ϕθ
λϕ ϕ

θ

−
− −

−
− −

−
− −

−

−
− −

−

′ ′+ −

′ ′= + −

′
′ ′= + −

′ ′+

= + −
+

=

 

  (Q.E.D) 

The calculation of the Dead Zone method is simpler than that of the Relative 

Dead Zone method. Even more, the Dead Zone method can be approximated by an un-

normalized dead zone switch under some conditions. It brings higher calculation 

efficiency. However, the Dead Zone method theoretically can not ensure that parameters 
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converge to a fixed point. By Lemma 6.2 and Lemma 6.4, both algorithms are compatible 

with the square-root algorithm. 

With some priori knowledge about a plant, parameter distribution boundaries can 

be defined. Thus, further parameter projections can be applied to enhance the system 

robustness. 

6.6 Controller Design 

We intend to use Recursive Least Squares to increase controller performance with 

noisy measurements. The design procedure is: (1) After trading off sampling time and 

performance, the sample time sT is determined; (2) A discrete model or a continuous 

model is selected based on prior knowledge of the system and the system uncertainties; 

(3) The controller is synthesized. 

The proposed control law is as described in (6.16), whose parameter design is 

based on Theorem 6.2 and its proof. Parameter adaptation implements square-root and 

discrete RLS algorithms as designated in (6.20) and (6.21). Either the Dead Zone method 

or the Relative Dead Zone method will be incorporated in the RLS algorithm. If a 

continuous controller is adopted, the parameter identified in the discrete domain will 

update the continuous domain parameters in real-time in order to implement established 

control law. Otherwise, the parameters directly update a discrete controller. The stability 

proofs and related conclusions for continuous- and discrete- time control will be provided 

in the next chapter. 

6.7 Summary 

In this chapter, we have discussed a control approach using the recursive least 

squares method. The benefits of using this approach include: the system is robust to 

disturbance and has a guaranteed response. Parameters convergence rate is good and the 

system shows high noise rejection. Numerical stability is solved by implementing the 
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square root algorithm. Rejection for un-modeled system dynamics is improved by 

applying (Relative) Dead Zone methods. Furthermore, the scheme is practical for 

industrial practice because of its efficiency, stability and noise rejection.  

In the next chapter, the control methods will be further discussed and 

implemented on the test-bed as discussed in chapter 5.  
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CHAPTER VII 

APPLICATION ADAPTIVE CONTROL TO VARIABLE 

DISPLACEMENT PUMPS 

 

This chapter documents designs and experiments undertaken to show the 

efficiency of the proposed control paradigm. It begins with the description of the 

experimental setup. This is followed by two design approaches, in the continuous time 

domain and in the discrete time domain. The validation is performed by tracking desired 

trajectories.  

7.1 Experiment Setting 

The test-bed used for the experimental validation is the flow control circuit test-

bed which was discussed in chapter 5. The single rod cylinder has a stroke length of 20 

inches.  The diameter of the rod and the piston are 1 inch and 1.5 inch, respectively.  The 

channel iron platform mounted on the cylinder weighs around 15 kg.  Each piece of the 

added weights is 20.4 kg.  Up to 7 of these weights can be mounted on the platform. The 

variable displacement pump is a Sauer Danfoss H1 axial piston pump. Only one channel 

of this tandem pump is used.  The pump is driven by a Siemens electric motor. The 

electric motor also drives a small charge pump to provide the charge pressure, which is 

regulated by a relief valve at 150 PSI . The relief valves are adjusted to 1500 PSI for 

safety.  The algorithms are run on a Matlab xPC Target real time operating system.  The 

commands for pump displacements and the electric motor controls use a CANBUS 

network to connect the target computer, the variable displacement pump, and the motor 

driving units together.  A National Instruments PCI-6052 A/D & D/A card is used to 

collect pressure signals and drive the flow control valves.  The displacement sensor, 

made by MTS Systems Corporation, is used to measure the cylinder’s position. 
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Figure 7.1 Structure of the test-bed 
 

There are two control loops as shown in Figure (7.1): the inner loop, consisting of 

pressure sensing signal and control efforts on the flow valves, is used to stabilize the 

hydraulic circuit itself as discussed in the chapter 4 and chapter 5. The outer loop detects 

the cylinder position information to control the displacement of the pump. If the working 

region of the circuit is far from the unstable region, the inner loop does not work. If the 

working region of the circuit gets near the unstable region, the control system commands 

a leakage flow through the flow valves. However, the leakage is very small and, as we 

can see later, such dynamics almost does not affect the whole system dynamics, thus we 

assume two loops are decoupled. 

The electrical motor, which used to emulate an internal combustion engine, runs 

at a constant speed. The system dynamics as we defined in Equation (4.4) is a third order 
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system and assumes the control effort is a pure flow pumped by the variable displacement 

pump.  

The variable displacement pump being used is a 40 gpm Sauer Danfoss H1 axial 

piston pump.  The electrical displacement control consists of a pair of proportional 

solenoids on each side of a three-position-four-way porting spool. The proportional 

solenoid applies a force input to the spool, which ports hydraulic pressure to either side of 

a double acting servo piston. Differential pressure across the servo piston rotates the 

swash-plate, changing the pump’s displacement from one direction to another direction. 

The input characteristic is shown as Figure (7.2). 

    
 

Figure 7.2 Input dead-zone of the pump 
 

Where 630a mA= , 1650b mA= . Husco HVC-E3 is used as the current driver which 

receives current commands from CAN-Bus. Its current updating rate is at most 100 Hz .  

A series of experiments were conducted to investigate the pump bandwidth. The 

input to the pump is a constant magnitude swept frequency signal which has been 

compensated the input dead-zone. A pair of constant value flow resistances was taken as 

workloads of the pump as shown in Figure (7.3). 
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Figure 7.3 Diagram of the bandwidth test 
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Figure 7.4 Bandwidth test of the variable displacement pump 
 

The differential pressure across the flow resistances is measured and shown in 

Figure (7.4). It can be seen that the pump response is very slow and the bandwidth is less 
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than 1 Hz . By redrawing data in the Bode diagram and analyzing the phase delay, the 

model of the pump can be approximated as a first order system. Considering system 

dynamics in Equation (4.4), the fast mode in the system, the pressure response, is at the 

level of 40 Hz . Thus, we can neglect the dynamics due to the fluid compressibility since 

the fast mode is exponentially stable. Finally, the whole system, the mapping from the 

input current to the cylinder displacement, is modeled as a second order system with 

some un-modeled dynamics. 

This approximation has a benefit for desired tracking problems when the control 

designs uses discrete time control approaches.   

7.2 Desired Tracking Using Discrete Time Control 

The dichotomy between the continuous and discrete time control is highlighted 

for continuous time systems whose relative degree is greater than two. A key conclusion 

is that all continuous time systems having relative degree greater than two give rise to a 

discrete model having zeros outside or on the unit circle [165]. This observation leads to 

the conclusion that non-minimum phase characteristics are much more prevalent for 

sampled data systems than for continuous time systems. A consequence of this is that it is 

not sensible in general to use any control law for discrete time systems which implicitly 

or explicitly involves cancellation of the discrete zeros. This gives rise to a problem when 

a design goal is to track a desired reference trajectory, even if the plant itself is a 

minimum phase system (in the continuous time domain). 

However, our experiments show that the test-bed can be approximated as to a 

second order system. This gives an opportunity to implement desired tracking using 

discrete time control. 
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 Lemma 7.1 Let ( )G s be a strictly proper, rational transfer function with: (i) Re( ) 0iP < ; 

(ii) (0) 0G ≠ ; (iii) arg( ( )) 0, (0, )G iw wπ− < < ∈ ∞ ; then all of zeros of the corresponding 

pulse transfer function ( )H z are stable. [165] 

Assumption 7.1 The pump dynamics is a minimum phase system. 

The swash-plate of the pump is driven by hydraulic pressure on the pistons. The 

pressure is controlled by a valve spool whose position is controlled by a force 

implemented by current passing though a solenoid. Since the valve dynamics and current 

dynamics can be negligible, then the pump can be modeled as a minimum phase system. 

In Lemma 7.1, the conditions (i) and (ii) are satisfied because the used pump used is a 

stable and the static gain is not zero. Since the pump is approximated by a proper second 

order system, condition (iii) is true. Therefore, we conclude the following assumption. 

Assumption 7.2 The discrete model of the pump has stable zero dynamics. 

The control goal is to track a desired reference trajectory. The control law is 

inspired by the one-step-ahead control method which requires the plant have stable zero 

dynamics. This is ensured by the Assumption 7.2.  

At the sampling time t , the desired trajectory is denoted as ( )dy t ,  ( )y t is the plant 

output and ( )u t is the input to the plant. The plant is described as: 

 1 1( ) ( ) ( ) ( )dA z y t z B z u t− − −′=   (7.1) 

Where: 1 1
1( ) n

nA z I A z A z− − −= + + ; 1 1
0 1( ) l

lB z B B z B z− − −′ = + + + . 

Define tracking error: 

 ( ) ( ) ( )de t y t y t= −  (7.2) 

Tracking error dynamics is: 

 1( ) ( ) 0z e t−Λ =  (7.3) 
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Where 1( )z−Λ  is Hurwitz. Chapter 6 discussed tracking performance when a system 

suffers from some disturbance. One conclusion is that the response and robustness finally 

are decided by the closed loop eigenvalue assignment. The analysis is carried out in the 

continuous domain. Obviously, this conclusion can be further applied in discrete time 

control. Here, we assume that a set of eigenvalue assignments has been decided based on 

some performance and disturbance knowledge.  

The control law is defined as: 

1 1 1( ) ( ) ( ( ) ( )) ( ) ( ) ( )dz u t I z e t d y t d z y tβ α− − −= − − Λ + + + −  (7.4) 

Where: 

 

1 1

1 1 1

1 1 1

( ) ( )
( ) ( ) ( )

( ) ( ) ( )d

z G z
z F z B z

I F z A z z G z

α

β

− −

− − −

− − − −

=

′=

= +

 (7.5) 

Lemma 7.2 The control law described by (7.4) sets: (1) the close loop characteristic 

equation to 1 1( ) ( ) 0z B z− −′Λ = ,(2) the error dynamics to 1( ) ( ) 0z e t d−Λ + = .  

Proof: 

Since the plant is controllable and observable (by assumptions, otherwise, we can not use 

adaptive control with recursive least squares), 1( )A z−  and 1( )B z−′  are relative prime. 

Therefore, there is a unique 1( )F z−  and 1( )G z−  which satisfy Equation (7.5), and the 

following expression is unique: 

 1 1( ) ( ) ( ) ( ) ( )y t d z y t z u tα β− −+ = +  (7.6) 

Replace Equation (7.4) with Equation (7.6), we get 1( ) ( ) 0z e t d−Λ + = . This proves (2). 
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For the closed loop system, we set ( ) 0dy t ≡ for any t, the control law (7.4) 

satisfies: 

 1 1 1( ) ( ) ( ( ) ) ( ) ( ( )) ( )dz B z u t A z I y t I z y t− − − −′ = − + − Λ  

Thus, the closed loop characteristic equation is 

 1 1( ) ( ) 0B z z− −Λ =  

This completes the proof of (1). 

  (Q.E.D) 

Actuarially, the final result with control law (7.4) is the same as the pole 

placement algorithm which sets the poles to zeros and some specific locations. There is a 

cancellation problem about zeros and poles. However, this is ensured by Assumption 

(7.2). Lemma 7.2 ensures the tracking error exponentially decays.  

There are some benefits from implementing control law (7.4): (1) the control law 

places the poles at desired locations without solving the Diophantine equation, which is 

not easy for real time control and has singular issues for adaptive controls. (2) The poles 

are set to desired positions instead of at the origin as done by one-step-ahead control. 

This avoids control effort saturations. (3) The state vector is sub-optimized that is 

explained as follows. 

Implementation of the control law (7.4) requires estimations 

about ˆ ˆ( 1), ( 2),y t d y t d+ − + − , however, the parameter estimation about 1 1ˆ ˆ( ), ( )A z B z− −′  

come from recursive least squares. This automatically means all of the predictions have 

been optimized from all of the obtained data (although these are not best optimized 

because of the measured ( )y t  replaces the optimized estimation ˆ( )y t ). Therefore, there is 

no need for optimized observers because ˆ ˆ( 1), ( 2),y t d y t d+ − + − can be learned from 

history. Saying this another way, the sub-optimized state vector is available if the control 
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law (7.4) is implemented in state space form. We demonstrate this by the following 

example. 

Since the zero dynamics is stable, we let ( ) ( )u t B u t′ ′= . For the sake of simplicity, 

the dz−  is set to the maximum delay (otherwise, the ,B C  matrices have corresponding 

adjustments). Then the example plant similar to Equation (7.1) is described as: 

 
1 1

1

( 1) 0 1 0 ( ) 0
0 1 0

( 1) ( ) 1n n n

x k x k
u

x k a a x k

+⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ′= +⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥+ − −⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦

  (7.7) 

 [ ][ ]1( ) 1 0 ( ) ( ) T
ny k x k x k=  

The control law corresponding to Equation (7.4) is: 

[ ] [ ]
1 1 1

1 1

( ) ( ) ( )
( )

( ) ( ) ( )

d

n n

n n n

x k x k x k
u a a

x k xd k x k
λ λ

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥′ = + −⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

 

Where [ ]11, , nλ λ  is Hurwitz. There is no problem getting feasible control effort, u , 

because B is stable. The state vector can be learned as: 

 

1

2 1

3 1

( ) ( )
ˆ( ) ( 1) ( ) ( ) ( 1)

ˆ ˆ( ) ( 2) ( 1) ( 2)
n

x k y k
x k u k n a y k a k n y k
x k u k n a y k y k

=
= − + − − − − = +
= − + − + = +

…

 (7.8) 

Equation (7.8) gives a recursive algorithm to update an optimized state vector with finite 

histories of ( ), ( )u t y t . Then the control law can be implemented. 

    A general second order model has the form: 

 
1 2

1 0 1
1 2

1 2

( )
1

b z b zH z
a z a z

− −
−

− −

+
=

+ +
 (7.9) 



 137

The experiments do not give good results if model (7.9) is used. The results show 

that the zero is very close to the unit circle, and sometime cancels one of poles; 

furthermore, the identification error is large and the zero does not keep constant 

(correspondingly,  the poles keep drifting). As discussed in previous sections, the fluid 

compressibility has minor effects on the system transfer function. The system should 

have a pure integral part from the velocity to the displacement, but we know that: 

 
1

1 1

(1 )( )
( ) (1 )(1 )

aT

aT

a e zZ
s s a z e z

− −

− − −

−
=

+ − −
   

 
1

1 1

( )( )
( )( ) (1 )(1 )

aT bT

aT bT

b a e e zZ
s a s b e z e z

− − −

− − − −

− −
=

+ + − −
 (7.10) 

This means some constraints should be applied to the model (7.9). Therefore, the 

following model is used: 

 
1

1
1 2

1 2

( )
1

bzH z
a z a z

−
−

− −=
+ +

 (7.11) 

Figure (7.5) shows identified parameters in an off-line experiment and Figure 

(7.6) shows the corresponding identification error. In the experiment, the forgetting factor 

is set to 0.98 and a swept signal is used varying from 0.1 Hz to 2.5 Hz in 250 seconds.  

The result shows that the parameter convergence is very fast and stable, and identification 

error is acceptable.  
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Figure 7.5 Parameter identification 
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Figure 7.6 Identification error 
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( )

B z
A z

−

−

     
 

Figure 7.7 Discrete time control structure 
 
 

The implemented control structure is that: (1) the sampling rate is decided ( the 

upper bound of sf is limited by the current driver updating rate); (2) on-line parameters 

are identified by a recursive least squares method combined with a square-root algorithm 

and (relative) dead-zone algorithm, and the parameter projection is also applied; (3) 

identified parameters update the control law as in Equation (7.4) to render desired error 

dynamics. 

Theorem 7.1 For the indirect adaptive control algorithm proposed as (7.4), if the desired 

trajectory dy is uniformly bounded and un-modeled dynamics is small enough, then 

( ), ( )y t u t is bounded.      

Proof: 

If un-modeled dynamics is zero, the stability proof of indirect adaptive control can be 

found in many books. Otherwise,  

Define: 

ˆˆ ˆ ˆ ( ) ( ) i j
i j

i j
AB a t b t z− −= ∑∑  

ˆˆ ˆ ˆ ( ) ( ) i j
i j

i j

A B a t b t i z− −• = −∑∑  
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1ˆ ˆ( 1, )B B t z−= −  

For a general pole placement, we have 

( ) ( )Ay t Bu t=  

*ˆ ˆ ˆ ˆAL BP A+ =  

Identification error: ˆ ˆ( ) ( ) ( )e t Ay t Bu t= −  

Then the following equation holds [Goodwin, 112]: 

*

*

ˆˆˆ ˆ ˆ ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( )
ˆˆ ( )ˆˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( )

ˆ( ) ( )
ˆ( ) ( )

A A L AL P B PB A P AP P A PA u t
y tB L BL L B LB A B P BP L A PA

w t Pe t

z t Pe t

⎡ ⎤+ − + − − + − ⎡ ⎤⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎣ ⎦− + − + − + −⎣ ⎦
⎡ ⎤−

= ⎢ ⎥
+⎢ ⎥⎣ ⎦

i i i i

i i i i  (7.12) 

Where *ˆ ˆ( ) ( )dw t A PA y t= i , *ˆ ˆ( ) ( )dz t B PA y t= i  

In the following, we will use relative dead zone as the identification example (the same 

procedure can be applied to the dead zone method). 

The recursive least square does not require bounds on ( ), ( )y t u t , thus at a finite 

time, parameter ( )tθ  is bounded, and ( ), ( )y t u t are also bounded because the plant is a 

linear system. Therefore ˆ ˆ ˆ ˆ, , ,A B L P  are bounded and the system (7.12) is arbitrarily close 

to an asymptotically exponentially stable system having characteristic polynomial 

* 1 2( )A z−  and its parameters change very slowly. We take this time as 0. Let 

[ ( ) ( )]Tx y t u t= , from then on, since dy is bounded (by assumption) and (7.12) is a BIBO 

system, 

0 1( ) max( ( ) )x t m k e t< +   



 141

Define ( ) ( 1 ( ), ( ))D t f m t e tα= +  where ( ), ()m t f are defined as (6.28),(6.29) 

( ) ( ) ( ) ( )e t e t D t D t≤ − +  

Thus we have: 

0 1

0 1 0 2 1

0 1 0 2 1 3

2 1 2 3

( ) max( ( ) ( ) ( ) )

( max( ( ) )) max( ( ) )

( max( ( ) )) (1 ( ) )

( ) max( ( ) )

x t m k e t D t D t

m k k x t k D t

m k k x t k k x t

m k k k x t

βε βε

βε βε ε

βε ε

< + − +

≤ + + +

′≤ + + + +

′= + +

 

ε ′  can be arbitrarily small, thus if the un-modeled dynamics has small enough ε  such 

that 1 2 3( ) 1k k kβε ε ′+ <  then [ ( ) ( )]Tx y t u t= is bounded.  

  (Q.E.D) 

 Intuitively, the parameters θ will not converge to true parameters *θ  because of 

un-modeled dynamics and disturbances. Thus the control effort has a extra part which is 

proportional to *θ θ−  . If this extra part can be dominated by the ks part as we discussed 

in previous chapter, then the system will be bounded. 

A series of experiments have been conducted to validate the proposed control 

design. As discussed above, the sample frequency is set to 50Hz , which is the maximum 

reliable update rate of the current driver for the pump coils. The algorithms are run on the 

Matlab xPC Target real time operating system.  The commands for pump displacements 

and the electric motor controls use a CANBUS network to connect the target computer, 

the variable displacement pump, and the motor driving units together. The displacement 

sensor, made by MTS Systems Corporation, is used to measure the cylinder’s position. 

The algorithms presented in the previous section are implemented as an outer control 

loop of the test-bed. Different mass loads and electrical motor speeds have been varied 

during testing. It turns out that the varying loads have little effects on the controls 
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because the pump bandwidth dominates the system performance and the loads have little 

effect on the whole system dynamics of the test-bed. 

 
0 5 10 15 20 25 30 35 40 45

0

50

100

150

200

250

300
Tracking

Time(sec)

D
is

pl
ac

em
en

t(m
m

)

 

 
Position
Reference

 
 

Figure 7.8 Step responses ( 142.8M kg= ) 
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Figure 7.9 Tracking responses ( 142.8M kg= ) 
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Figure 7.10 Tracking responses ( 81.6M kg= ) 
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Figure 7.11 Tracking responses ( 20.4M kg= ) 

 
Figure (7.8) shows a step response when the load is 142.8 Kg. The characteristic 

equation is set to 2( 0.9)z − . The system’s control is initiated at 11 seconds and is turned 
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off at around 40 seconds. Figures (7.9)–(7.11) shows tracking performance with varying 

loads corresponding to 142.8Kg, 81.6kg and 20.4kg. The desired trajectory consists of 

two sinusoid signal with frequency at 1
1

4
f Hz

π
=  and 2

3
4

f Hz
π

= . The changes from 

one frequency to another are not continuous. The selection of the desired trajectory 

mainly relates to two factors: (1) due to some machining errors, the mass center of the 

loads is not aligned with the cylinder axis. There are some safety concerns if a large 

inertial force is applied to the test-bed. (2) The pump bandwidth is extremely low. There 

will be saturation if a fast trajectory is to be tracked, however, the control design does not 

consider the saturation problem at the current stage. The error dynamics is set to 

2( 0.9) ( ) 0z e t− = . 

The figures show good tracking. Note that at the peak points, it seems there are 

some mismatches, however, this is not a big concern, the mass cart tilts a little whenever 

the cylinder changes direction due to the cart center not being perfectly aligned at the 

cylinder pivot point. The displacement sensor, located on one of the support bars of the 

test-bed, amplifies the tilting errors in the outputs.  From Figure (7.9)–(7.11) and their 

corresponding control current figures which were not shown here, the varying mass has 

little effect on the system dynamics. 

The speed of rotation of the pump can be used to demonstrate the adaptive 

control. Intuitively, a fixed displacement at a different rotating rate has a different 

pumped flow, so it at least changes the static gain of the pump. 
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Figure 7.12 Tracking responses with varying electrical motor speed   
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   Figure 7.13 Control efforts with varying electrical motor speed 

 
Figures (7.12), (7.13) show a tracking performance and its control efforts when 

the electrical motor changes speed from 800RPM to 1200RPM at time around 40 

seconds. From Figure (7.13), it can be seen that the controller was adjusting control 

efforts at 40 seconds and then stabilized after that. After that time, the pump only needs a 
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small displacement to satisfy tracking requirements indicated by smaller amplitude 

fluctuations in the figure. Figure (7.12) shows tracking performance has not been affected 

with the disturbance of the pump’s input shaft rotating speed. This proves that the 

controller adapted to new parameters. 

7.3 Comparison with PID Control 

To give a benchmark comparison with adaptive control, a series of experiments 

have been conducted using PID control approaches. Since the system has a nearly pure 

integral part in the transfer function (by neglecting the compressibility of the fluids), a 

extra integral control makes the system unstable because of nonlinear frictions, thus a PD 

controller is implemented. Similar testing conditions have been set as the tests 

corresponding Figure (7.8) and (7.9). 
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Figure 7.14 Step responses ( 142.8M kg= ) 
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Figure 7.15 Tracking performances ( 142.8M kg= ) 
 

Figure (7.14) shows a step response using a PID controller while Figure (7.15) 

shows tracking performance for a two-frequency trajectory. Compared with the previous 

tests under same conditions, it can be seen that the PID controller can not achieve perfect 

tracking and there are static errors in steady states. On the other hand, a PID controller is 

much simpler than the adaptive control approach and its robustness is more conceivable. 

  

7.4 Desired Tracking Using Hybrid Control 

Desired trajectory tracking is one of ultimate goals for control engineers. A lot of 

continuous time plants, as most often occurs in engineering practice, are minimum phase 

systems, but their corresponding discrete models are non-minimum phase except in some 

special cases as discussed in section 7.2. Discrete time control is simple and suitable for 

DSP controllers, which are popular and easily implemented currently. The non-minimum 

phase model makes it extremely difficult to achieve a desired trajectory tracking.   
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As shown above, the proposed Recursive Least Squares (RLS) method has many 

benefits such on noise rejection, computation efficiency, numerical stability and so on. 

But this method can only works with discrete sequence where unstable zeros prevent us 

from achieving desired tracking. This inspire us to propose a hybrid control approach to a 

general continuous time plant which is minimum phase, without considering whether 

their corresponding discrete model is minimum phase or not. 

Figure (7.16) shows the hybrid adaptive control structure. There are two types of 

systems: the identification using RLS works in discrete time with sampling period sT , and 

the controller and plant works in the continuous time domain. The identified parameters 

update the controller to achieve desired tracking. 

( )skTθ

 
 

Figure 7.16 Hybrid adaptive control 
 

The plant can be described by: 

( ) ( 1) ( ) ( 1)
1 0 1 0( ) ( ) ( ) ( ) ( ) ( )n n m m

n m my t a y t a y t b u t b u t b u t− −
− −+ + + = + + +   (7.13) 

The system is assumed to be strictly proper and minimum phase system, thus it must be 

true that: n m>  and zero dynamics of (7.13) is stable. Then it is advisable to let: 

 ( ) ( 1)
1 0( ) ( ) ( ) ( )m m

m mu t b u t b u t b u t−
−′ = + + +  (7.14) 
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The Equation (7.13) then can be rewritten as: 

 ( ) ( 1)
1 0( ) ( ) ( ) ( )n n

ny t a y t a y t u t−
− ′+ + + =  (7.15) 

If ( ) ( 1)( ), ( ), , ( ), ( )n ny t y t y t u t− ′  are measurable, the identification error is defined 

as: 

 
( ) ( 1)

1 0
( )

( ) ( ) ( ) ( ) ( )

      ( ) ( ) ( )

n n
n

n T

t y t a y t a y t u t

y t t t

ε

ϕ θ

−
− ′= + + + −

= −
 (7.16) 

 
( 1) ( )

1 0 0

( ) [ ( ), , ( ), ( ), , ( )]
( ) [ , , , , , ]

T n m

n m

t y t y t u t u t
t a a b b

ϕ
θ

−

−

=
= − −

 (7.17) 

Most often, it is usually desirable, because of noise considerations, to filter the signals 

before parameter identification. The filter 1
( )sΛ

 is defined: 

 1
1 0( ) n n

ns s sλ λ−
−Λ = + + +  (7.18) 

( )sΛ  is Hurwitz. Filtering both sides of Equation (7.13), the new linear regression can be 

expressed as:  

 ( ) ( ) ( )
( ) ( )

s A s B sy y u
s s

⎡ ⎤ ⎡ ⎤Λ −
= +⎢ ⎥ ⎢ ⎥Λ Λ⎣ ⎦ ⎣ ⎦

 (7.19) 

Where ( ), ( )A s B s are the corresponding transfer function polynomials for (7.13) written 

in ( )
( )

B s
A s

 form. 

Similar to the definitions of (7.16), (7.17), define: 

 
( ) ( ) ( )( )

( ) ( )

        ( ) ( )T

s A s B st y y u
s s

y t t

ε

ϕ θ

⎡ ⎤ ⎡ ⎤Λ −′ = − +⎢ ⎥ ⎢ ⎥Λ Λ⎣ ⎦ ⎣ ⎦
= −

 (7.20) 
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1

1 1 0 0 0

( ) [ , , , , , ]
( ) ( ) ( ) ( )

( ) [ , , , , , ]

n m
T

n n m

s y s ut y u
s s s s

t a a b b

ϕ

θ λ λ

−

− −

=
Λ Λ Λ Λ

= − −
 (7.21) 

 Where ( )tε  defined in (7.16) and ( )tε ′ defined in (7.20) are corresponding to 

different measurement scenarios. We will denote these identification errors as ( )tε in the 

following discussions. 

The Least Squares problem in the continuous time domain is to find the *θ to 

minimize: 

 
0

1( ) ( ) ( )
T TJ t t dt

T
θ ε ε= ∫  (7.22) 

Now, define a new cost function, 

 
0

ˆ( ) ( ) ( )
T TsTJ W d

T
θ ε τ ε τ τ= ∫  (7.23) 

With adequately selected sampling time sT ,  the weighting matrix W is defined as: 

 [..., ( ), (( 1) ), (( 2) ),...]s s sW diag nT n T n Tδ δ δ= + +  

Now, the cost function (7.23) actually is: 

 
1

0

1ˆ( ) ( ) ( )
N

T
s s

n
J nT nT

N
θ ε ε

−

=

= ∑  (7.24)  

Where sT NT= . 

Equation (7.24) indeed is a discrete least squares formulation using only discrete 

samples of ( )tε , thus it can be implemented in the proposed RLS algorithm. If the 

minimized ˆ( )J θ  and the minimized ( )J θ  converge to the same set *θ , then the proposed 

hybrid adaptive control is done since the indirect adaptive control with least square 

identification is well known in the control literature. Intuitively, if sampling is very dense 
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such that 0sT → , (7.24) will converge to (7.22) in the sense of the Riemann Integral 

provided that ( )tε is well behaved.     

Theorem 7.2 If the bandwidths of the plant’s input and output are bounded by 0f , and 

sampling frequency 04sf f> , then the continuous least squares defined as (7.22) is 

equivalent to discrete least squares defined as (7.24) as time goes to infinity. 

Proof: 

The bandwidth of ( )tε  is bounded by 0f  because of the assumption and the 

system is linear. Therefore, the bandwidth of ( ) ( )T t tε ε is bounded by 02 f  . Note that 

( )tε , [0, ]t T∈  is calculated on the latest ( )Tθ , which is a constant vector; the ( )Tθ  does 

not affect spectrum of ( )tε , [0, ]t T∈ . For the sake of simplicity, we consider ( )tε  as a 

scalar. 

As T → ∞ , 

  

2

2

2

1( ) ( )
2

sin( ( ) / 2)1       ( )
2 ( ) / 2

sin( ( ) / 2)1       ( )
2 ( ) / 2

T

T

T s s
sT

k s s

T s s
s T

k s s

J t dt
T

t kTkT dt
T t kT

t kTkT dt
T t kT

θ ε

ωε
ω

ωε
ω

−

∞

−
=−∞

∞

−
=−∞

=

⎡ ⎤−
= ⎢ ⎥−⎣ ⎦

−
=

−

∫

∑∫

∑ ∫

 (7.25) 

In the second step, we have applied Shannon’s sampling theorem. Note that the 

function sin x
x

 converge to zero very quickly and sin( ) (0) 1x dx rect
x
π

π
∞

−∞
= =∫ . Then the 

right hand side of (7.25) is: 

2

2

1 ( )
2
1       ( )

ˆ       ( )

s s
k

s
k

RHS kT T
T

kT
N

J

ε

ε

θ

∞

=−∞

∞

=−∞

=

=

=

∑

∑  



 152

That completes the proof. 

  (Q.E.D) 

By Theorem 7.2, minimizing ˆ( )J θ  is the equivalent of minimizing ( )J θ  and vice 

versa and the parameters converge to the same set. Thus, the proposed hybrid adaptive 

control is effective if the signal bandwidth is bounded (In practice, all of measured 

signals have to pass a low pass filter before processing). In the proof, we have used two 

side integrals and sums, that is a little uncomfortable. However, this does not create a 

problem in practice. In the application, we can deem that there is a data window applied 

to the sampled data such that ( ) 0, ( ,0)t tε = ∈ −∞ . The same idea can be applied to a 

forgetting factor < 1 case, that there is an exponential data window applied to the data.  

Theoretically, to assume a signal’s spectrum is bounded is not realistic and is hard to 

satisfy. However, Theorem 7.2 provides a guidance to select the minimum sampling 

frequency for the control design. 

It is astonishing at the first glimpse that the sampling frequency should be four 

times faster than the bandwidth of the system dynamics. (The general thought is 

02sf f> ). This can be demonstrated by the following example. 

t2π

1

-1  
 

Figure 7.17 Four times sampling rate 
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Suppose ( ) sin( )t tε = , and the sampling frequency is 4
2sf Hz
π

=  and the two 

signals are synchronized at 0t =  as shown in Figure (7.17). Then it can be verified: 

2 2

0

1 1sin ( )
2 2

t dt
π

π
=∫  

2 2 2 21 2 3 1(sin (0) sin ( ) sin ( ) sin ( ))
4 2 2 2 2

π π π
+ + + =  

Varying the sampling rate, say, 5
2sf Hz
π

=  and it is not necessary the phase 

difference is equal to zero, would give the same answer 1/ 2 . 

 Theorem 7.3 If Sampling frequency 04sf f> ,where 0f is the bandwidth of the plant 

dynamics,  then the proposed hybrid control algorithm has following properties: all the 

signals in the closed-loop are uniformly bounded and the tracking error converges to 

zero asymptotically with time. 

Proof:  

Parameter convergence is ensured by the recursive least squares algorithm. Thus at finite 

time, *θ θ ε− < , then we can use the established theorem about indirect adaptive control 

[166, Theorem 7.4.1] to show such properties. From the Theorem 7.2, the system 

performance will be identical to the continuous lease square case as time goes to infinity. 

  (Q.E.D)   

If the control law were really continuous, then we are done. However, in some 

cases, for example, the test-bed we are currently using, control effort is buffered by a 

zero-order-hold which works at some sampling frequency. This is a minor concern 

provided that the sampling frequency can be high enough. For the sake of the 



 154

completeness, we provide the following theorem to show the existence of such “high” 

sampling frequency. 

Theorem 7.4 If a linear system can be exponentially stable by implementing a states 

feedback control law, then there exists a sampling rate sf , such that for all sampling rate 

sf f> , the same control law, buffered by a zero-order-hold (ZOH), can make the system 

exponentially stable. 

Proof: 

Let the system be x Ax Bu= +  with control law u kx= − , then for the nominal 

system ˆˆ ˆ ˆ( )x A Bk x Ax= − = , there exists a Lyapunov function ( )V x  such that: ( By the 

converse Lyapunov Theorem [160])  

2 2
1 2

2
3

4

( )

( )

c x V x c x
dV A Bk x c x
dx
dV c x
dx

≤ ≤

− ≤ −

≤

  (7.26) 

Let 0t be the start of one of ZOH updating times, and sT is the sampling period, 

0 0( )x x t= , then, during 0 0[ , ]st t t T∈ + , the control effort is: 

0u kx=  

The system dynamics are: 

0

0

0

  =
ˆ  = ( )

x Ax Bkx
Ax Bkx Bkx Bkx

Ax Bk x x

= −
− + −

+ −

 (7.27) 

The system states are: 
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0
0 0( ) ( )

0 0 0

t tA t t A t tx e x Bkx e dτ τ
−− − −= + ∫  (7.28) 

Since A is finite, then we have: 

0 5 sx x c T x− ≤   (7.29) 

Then: 

 

0

0

2 2
3 4 5

2 2
3 6

ˆ( ( ))

ˆ    ( )

    

    
s

s

dVV Ax Bk x x
dx

dV dVAx Bk x x
dx dx

c x c c T x Bk

c x c T x

= + −

≤ + −

≤ − +

≤ − +

 

Thus: the buffered system is exponentially stable if 3

6
s

cT
c

<  

  (Q.E.D) 

Theorem 7.4 says if there is a very high sampling frequency, the buffered system 

is still exponentially stable although the eigenvalue assignments are possibly different 

from the nominal ones. Theorem 7.3 proves the stability of the proposed hybrid adaptive 

control. Thus we conclude that the proposed control algorithm can be used to achieve 

desired tracking. 
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Figure 7.18 Step responses ( 142.8M kg= ) 
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Figure 7.19 Tracking performances ( 142.8M kg= ) 
 

 
Experiments were conducted to validate the proposed hybrid control approach. 

The experimental setups are similar to the discrete time control ones as discussed in 
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section 2. The tracking error dynamics is set to 2

1 ( ) 0
( 3)

e t
s

=
+

. Figure (7.18) shows the 

system’s step response and Figure (7.19) shows the tracking performance to a desired 

trajectory consisting of 0.5
2

Hz
π

 and  1.5
2

Hz
π

 sinusoid signals. Note that the change 

between two frequency signals is not continuous. Figures show that the system achieved 

essentially trajectory tracking. 

As discussed and shown by experimental results in the section 2, the system 

bandwidth is not sensitive to the load changes. We omit here the experimental results 

found using varying loads. The adaptive control is more clearly seen by showing the 

speed changes of the pump input shaft, which corresponds to the system forward gain 

variations and emulates the speed variations of internal combustion engine in industry 

practice.      
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Figure 7.20 Tracking performances with variations of motor speeds 
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Figure 7.21 Control efforts with variations of motor speeds 
 

Figure (7.20) shows the tracking performance while the motor speed changes 

from 800 RPM to 1200 RPM at approximately 32 seconds. Figure (7.21) shows the 

corresponding control current to the pump, it can be seen that the control effort decreased 

when the motor speed goes up. This is to be expected since higher motor speed means the 

system has a higher forward gain such that the controller should compensate for gain 

variations.  The system achieves desired tracking with speed increases up to 50%. 

At the beginning of this section, for a ( )n th order system, the linear regression 

Equation (7.17) requires all measurements up to the ( )n th order. Equation (7.21) utilizes 

a low pass filter to implement derivative operation in order to get high order 

measurements. Inspired by Equation (7.21), for a ( )n th order system, measurements up to 

( 1)n th− order measurement is enough. In our test-bed, there is no velocity sensor; the 

velocity information is achieved by differentiating the filtered displacement signal. 

The experimental results shown above are based on a second order model. 

Compared with the discrete time approach which only requires position information, the 

hybrid control approach has some benefits, at the same time, it has some serious 
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problems because high-order information is needed, especially some measurements are 

not directly available and the system has discontinuities in the internal stages. 

The second order model can be expressed as:  

 ( ) ( ) ( )s s a y s bu s f+ = +  (7.30) 

Where u is control effort and y is the system output (cylinder position). f includes the 

system disturbance. Here we are more interested in gravity and Coulomb friction.  Figure 

(7.22) shows the identified parameters and Figure (7.23) shows the corresponding errors 

compared with acceleration and velocity (obtained by differentiating filtered positions). 

As we have explained before, there is tilting problem whenever the cart reverses motion 

directions, thus there are lots of spikes in the velocity and acceleration signals. The 

identified parameters still converge.    
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Figure 7.22 Identified parameters with the second order model 
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Figure 7.23 Identification errors with the second order model 
 

 
If we would like to model the pump’s dynamics as a second order system, then 

the system transfer function can be expressed as: 

  2
1 0( ) ( ) ( )s s a s a y s bu s f+ + = +  (7.31) 

However, the place where disturbance force enters the system is different from that of the 

control efforts. Therefore, f should be expressed in the following form 

 1( ) ( )f k s b f t′= +  (7.32) 

Where ( )f t′  stands for disturbance forces. Things become serious if ( )f t′  is not a 

continuous function because the differentiated disturbance goes into the identification 

regression equation. This case happens in the testbed: there are Coulomb frictions and 

such friction behaves too differently when the cylinder reverses the motion directions 

because the cart is tilted as shown in Figure (7.24).   
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Figure 7.24 The tilting cart 
 

Figure (7.25) shows the identified parameters using the third order model while 

Figure (7.26) shows the corresponding identification errors. It can be seen that the 

parameters do not converge and the identification error is much larger than the data itself. 

It is hard to say such an identification result is acceptable.  
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Figure 7.25 Identified parameters with the third order model 
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Figure 7.26 Identification errors with the third order model 
 

The failure of the third order model identification comes from a lack of reliable 

measurements and a regression equation that does not have terms accounting for the 

disturbance. If such factors can be avoided in general application, a more reliable result 

can be expected. 

A general approach to achieve desired trajectory tracking has been proposed and 

validated in this section. The algorithm requires the ( 1)n th− order measurement which is 

exactly same as the traditional approach such as indirect adaptive control and direct 

control. However, our approach provides better numerical stability, efficiency and 

convergence rate than these traditional approaches. Compared with discrete time control, 

this approach solves tracking issues instead of just stabilizing a system. 

7.5 Summary 

In this chapter, the proposed adaptive control concept has been implemented in a 

discrete time approach and a continuous time approach. The related proofs and 

experimental results are provided and the results implementing PID control have been 
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presented as a benchmark.  The results validated the proposed algorithms and show their 

advantages in applying adaptive control to pump control applications. 

One of main focuses is to achieve desired trajectory tracking with using adaptive 

control. It turns out that the discrete time control rarely has the ability. Thus a general 

approach, not only for the test-bed, has been proposed with using a hybrid control 

approach. It not only ensures tracking performance, but also has advantages which exist 

in discrete time control. 
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CHAPTER VIII 

SUMMARY, CONTRIBUTIONS, AND FUTURE DIRECTIONS 

 

This chapter presents concluding remarks. First, a summary of the contributions 

and accomplishments is given. Finally, suggestions and recommendations for further 

research are stated.  

8.1 Summary and concluding remarks 

Fluid power technology has been widely used in industrial practice; however, its 

energy efficiency has become a big concern in the recent years. Much progress has been 

made to improve fluid power energy efficiency from many aspects. Among these 

approaches, using a valve-less system to replace a traditional valve-controlled system 

showed eminent energy reduction. This thesis studies the valve-less solution–pump 

displacement controlled actuators– from the view of a controls background. The thesis 

aims to develop an algorithm suitable for industrial practice. At the same time, parts of 

these ideas, techniques and conclusions presented in the thesis not only can be applied to 

fluid power applications, but also can benefit general control applications. 

To account for the stiffness of the system dynamics and provide a theoretical 

basis for the later studies, singular perturbation theory applied to fluid power has been 

presented in Chapter 3. Hydraulic control design can be simplified under certain 

conditions. This technique makes the control design suitable for real time control. 

Although, in general, this technique can not be directly applied in the system level 

design, it can be applied for sub-system simplifications. 

Higher energy efficiency using a valve-less system mainly benefits from its 

hydraulic circuit structure. The traditional and present hydraulic circuits have an internal 

instability issue, so a novel hydraulic circuit has been developed in the thesis. Chapter 4 
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focuses on theoretical analysis while experimental validation is presented in Chapter 5. 

The novel circuit ensures the circuit stability and keeps a hydraulic system operating 

under high energy efficiency.      

Measurement noise is inevitable in engineering practice. Chapter 6 discussed a 

parameter estimation using least squares that has a faster parameter convergence rate and 

lower residual errors than other instantaneous measurement identification schemes. To 

enhance the numerical stability and computing efficiency, the square-root technique has 

been applied in the proposed algorithm.  Chapter 6 also presented that the tracking error 

is bounded by tracking dynamics eigen-value assignments if the disturbance is bounded. 

In Chapter 7, the proposed algorithm has first been applied in the discrete time 

control domain. It has been shown that the algorithm is compatible with developed 

techniques to enhance the system robustness and is validated by the experimental results. 

Results based on PID control also have been presented as a benchmark. Most often, the 

discrete time control can not achieve the desired trajectory tracking. A more general 

approach to achieve desired tracking by implementing hybrid adaptive control is 

presented in the last section of Chapter 7. The scheme has benefits of high stability, 

calculating efficiency, and it can be combined naturally with the existing real time 

controller. 

8.2 Contributions 

This thesis contributed control techniques for fluid power control, and parts of the 

contributions are not limited to the fluid power control. The specific contributions can be 

outlined as follows: 

(1) Singular perturbation theory was applied to fluid power control. The control 

design can be simplified making it suitable for real time control. The 

conclusions also can be applied to sub-level hydraulic system analysis and 

model reduction. 
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(2) A novel hydraulic circuit for single rod cylinders has been developed. The 

invention addressed the causes of the system’s instability and developed a 

control algorithm to stabilize the system while the system’s energy efficiency 

still holds. 

(3) An indirect least squares method is applied to account for measurement noise 

such that the parameters have fast convergence rate and low residue errors. 

The square-root algorithm has been employed in the control techniques to 

enhance the controller’s numerical stability and calculating efficiency.  The 

algorithm is shown compatible with the latest techniques to enhance the 

system’s robustness. 

(4) A hybrid adaptive control scheme has been developed to deal with the 

general non-minimum phase systems using discrete time control in order to 

achieve desired trajectory tracking. The scheme is shown to be globally 

stable, efficient, and suitable for commonly used real time controls. 

8.3 Future Directions 

The thesis involves areas of hydraulic control, hydraulic circuit design and 

adaptive controls. All of these areas are open to questions and are ongoing. Here are 

some possible directions for future work. 

(1) Although we oriented the thesis results toward practical industrial practices 

and have built a hardware test-bed to emulate industrial scenarios, these have 

not been really implemented on a real excavator or backhoe. An immediate 

step is to apply the thesis results to real applications to verify the results and 

meet possible challenges. 

(2) The invented hydraulic circuit utilized a hardware component to stabilize the 

system, but a virtual leakage control should be implemented if a fast pump is 

commercially available.  However, how to decouple of the inner loop control 
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and outer loop control is questionable at this point and this question should be 

addressed in the future. 

(3) The estimated parameters are continuously updated when the control is 

running. In real applications, for example, when an excavator contacts stiff 

obstacles, the parameter updating should be stopped because the system 

model has an abrupt change and it soon will recover. This kind of parameter 

projection should be implemented in practice. 

(4) We have implemented hybrid adaptive control; can we step a little further to 

include artificial intelligence? During the experiments, a human can “guess” 

the true parameters even though parameters do not converge. However, 

current adaptive controller does not have this ability. The parameter project 

always depends on prior knowledge, which is formed by human. If we can let 

the controller learn how to update the parameter by itself, this would be a 

good contribution to adaptive control. 

(5) The disturbance, causing instability of an adaptive controller, usually comes 

from un-modeled dynamics. Currently, un-modeled dynamics are usually 

connected with input, output amplitude, but experience shows it is more 

related with the frequency. More research about robustness in the frequency 

domain is needed. 
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