
University of Colorado, Boulder
CU Scholar

Civil Engineering Graduate Theses & Dissertations Civil, Environmental, and Architectural Engineering

Spring 1-1-2013

Fast CFD Simulation Method for Indoor
Environment Modeling
Haidong Wang
University of Colorado at Boulder, haidong.wang@colorado.edu

Follow this and additional works at: https://scholar.colorado.edu/cven_gradetds

Part of the Architectural Engineering Commons, Civil Engineering Commons, and the
Mechanical Engineering Commons

This Dissertation is brought to you for free and open access by Civil, Environmental, and Architectural Engineering at CU Scholar. It has been accepted
for inclusion in Civil Engineering Graduate Theses & Dissertations by an authorized administrator of CU Scholar. For more information, please contact
cuscholaradmin@colorado.edu.

Recommended Citation
Wang, Haidong, "Fast CFD Simulation Method for Indoor Environment Modeling" (2013). Civil Engineering Graduate Theses &
Dissertations. 267.
https://scholar.colorado.edu/cven_gradetds/267

https://scholar.colorado.edu?utm_source=scholar.colorado.edu%2Fcven_gradetds%2F267&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholar.colorado.edu/cven_gradetds?utm_source=scholar.colorado.edu%2Fcven_gradetds%2F267&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholar.colorado.edu/cven?utm_source=scholar.colorado.edu%2Fcven_gradetds%2F267&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholar.colorado.edu/cven_gradetds?utm_source=scholar.colorado.edu%2Fcven_gradetds%2F267&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/774?utm_source=scholar.colorado.edu%2Fcven_gradetds%2F267&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/252?utm_source=scholar.colorado.edu%2Fcven_gradetds%2F267&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/293?utm_source=scholar.colorado.edu%2Fcven_gradetds%2F267&utm_medium=PDF&utm_campaign=PDFCoverPages
https://scholar.colorado.edu/cven_gradetds/267?utm_source=scholar.colorado.edu%2Fcven_gradetds%2F267&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:cuscholaradmin@colorado.edu


 

 

 

 

 

FAST CFD SIMULATION METHOD FOR INDOOR ENVIRONMENT MODELING 

 

By 

 

Haidong Wang 

B.S., Tianjin University, 2006 

M.S., Tianjin University, 2008 
 

 

 

 

 

A thesis submitted to the 

 Faculty of the Graduate School of the  

University of Colorado in partial fulfillment 

of the requirement for the degree of 

Doctor of Philosophy 

Department of Civil, Environmental and Architectural Engineering 

2013 
  

 



 

 

 

 

 

This thesis entitled: 

Fast CFD Simulation Method for Indoor Environment Modeling 

written by Haidong Wang 

has been approved for the Department of Civil, Environmental and Architectural 

Engineering 
 

 

       
Zhiqiang (John) Zhai 

 

       
Moncef Krarti 

 

Date    

 
 
 
 
 

The final copy of this thesis has been examined by the signatories, and we 

find that both the content and the form meet acceptable presentation standards 

of scholarly work in the above mentioned discipline.



iii 

 

ABSTRACT 

Wang, Haidong (Ph.D., Department of Civil, Environmental and Architectural 
Engineering) 

Fast CFD Simulation Method for Indoor Environment Modeling 

Thesis directed by Associate Professor Zhiqiang (John) Zhai 

 

Computational Fluid Dynamics (CFD) has been becoming an important tool 

in building environment and airflow modeling. Well validated CFD model can 

provide more detailed and informative results than other computer models and 

physical experiment. However, the significant computational cost of CFD has 

always been the main factor that restricting its broader application.  

This study reviews the various means of reducing the computational cost of 

CFD in literature. With considering the characteristics and result accuracy 

requirement in indoor environment quality (IEQ) study, the most important factors 

that affect the computing cost are identified: grid resolution, turbulence modeling 

and velocity-pressure decoupling algorithm. Theoretical analysis is conducted to 

find out the possibilities of optimizing grid resolution and simplifying turbulence 

modeling. Numerical experiments using measurement data in literature is 

conducted to validate the hypothesis from theoretical analysis.  

Transient airflow simulation is a topic that draws not as much attention in 

this area, but is of great importance for building indoor environment study. 

Building is an open system interacting with the continuously changing weather 
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condition. Most of the airflow and heat transfer phenomenon in building is transient 

with time-dependent boundary condition and dynamic thermal response. This study 

reviews the algorithms for transient airflow simulation, identifies the potential 

candidates and compares the performance of different algorithms. Based on the 

theoretical analysis of pros and cons of each algorithm, a new algorithm called semi-

Lagrangian PISO (SLPISO) is brought out. Computer code is developed to validate 

and test the performance of SLPISO algorithm for typical indoor airflow case. The 

algorithm can significantly reduce the computational intensity of PISO and 

improves the accuracy of FFD, but for problems with velocity and pressure closely 

linked, relatively small time step has be to adopted in order to get accurate 

transient CFD solution.  
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CHAPTER 1  
INTRODUCTION 
1.1 Background and Significance 

Computational Fluid Dynamics (CFD) is the analysis of systems involving 

fluid flow, heat transfer and associated phenomena such as chemical reactions by 

means of computer-based simulation [1]. It uses numerical methods to solve the 

discretized formulation of the Navier-Stokes equation, which is a mathematical 

description of fluid flow and heat and mass transfer phenomena. CFD is a powerful 

tool that has been used in many aspects of scientific research and engineering 

investigation such as: aerospace vehicle and airplane design; atmospheric, ocean 

and weather modeling/prediction; indoor and outdoor environment quality study, 

and so on.  
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CFD has been playing an important role in building indoor environment 

quality (IEQ) study since its first application in this area decades ago [2]. Compared 

to the traditional methods of airflow study such as on-site measurement and full 

scale and reduced scale experimentation, the cost of CFD is relatively lower and the 

time to build up a CFD model is shorter than to set up an experiment. CFD can also 

provide more detailed information than physical experimentation and has better 

flexibility for changing configuration for parametric studies.  

Well-validated CFD models can be applied to various areas of building 

environment research.  Such models are  useful for schematic building design [3, 4] 

and pollutant and contaminant transport [5, 6], as well as real-time building control 

and monitoring [7]. CFD can be integrated into hourly based building energy 

simulation models [8, 9] and zonal airflow models [10] to obtain more informative 

results and improve the accuracy of these simulations. Such integration has been 

applied to building energy simulation software such as Design Builder [11]  and 

TAS [12] as well as multi-zone airflow and contaminant modeling software such as 

CONTAM [13].  

However, the significant computing cost of CFD has become the main reason 

that restricts its broader and better application, for example, in building emergency 

management, early stage architectural design, and integration with building energy 

simulation software. In such situations, many different parameter values and 

component interactions may need to be evaluated in a timely manner and hence 
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require real-time or faster-than-real-time results. The fast evolution of computer 

hardware and scientific computing technologies, such as parallel computing, cloud 

computing and CUDA (Compute Unified Device Architecture) programming with 

GPU (Graphical Processing Unit) [14], provide good alternative solutions for this 

problem. However, due to the high cost of equipment, maintenance and operation, it 

is still a luxury for building environment quality-related simulations and does not 

fundamentally provide a solution based on the current level of computer technology. 

Moreover, most of the CFD models being applied to indoor environment 

quality research, if not all, focus on the steady-state simulation capability, without 

investigating the accuracy of transient simulation. Therefore, the performance of 

existing models, when being applied to studying the transition of airflow from one 

state to another, is not very well validated and lacks credibility. The well validated 

CFD models for steady-state calculation, although providing a decent prediction on 

the steady-state flow field, are not necessarily accurate on the intermediate result 

for the airflow transiting from one state to another. These commonly used CFD 

models for steady-state airflow simulation, once adapted to a transient problem, will 

require thousands of iterations within each time step, making the acquisition of 

CFD even more computationally intensive. However, the potential applications of a 

fast CFD technique, such as building emergency management and integrated 

building energy simulation, primarily depend on the accuracy of a time-dependent 
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solution. Hence research on the transient features of CFD models and investigating 

the advanced techniques of fast transient simulation are also of great interest. 

1.2 Research Approach 

Fast simulation technologies in literature are reviewed and the most 

promising algorithms for the benefit of computing speed are identified, which 

provides an overview for the direction of this research. Theoretical analysis and 

exploration are conducted to pinpoint the innovative means of further reducing 

computing cost. Extensive numerical experiments making use of experimental data 

with typical building configurations in the literature are conducted to test and 

validate the theoretical findings and hypothesis. 

The building indoor environment shares many unique common 

characteristics compared to other areas of application. Most indoor airflows are 

turbulent with a relatively low Reynolds number and heat transfer induced 

convection is usually weak. Based on the fundamental difference of driving force, 

indoor airflow can be categorized into three different mechanisms: natural 

convection (NC), in which airflow is driven by a temperature difference induced 

buoyancy force; forced convection (FC), where airflow is driven by external forces 

such as mechanical (fan) or natural (wind) forces; and mixed convection (MC), a 

combination of the two. These common characteristics and mechanisms provide the 
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fundamental similarities. Proper strategies specifically designated to these 

characteristics thus can be developed to improve the speed of CFD models. 

Investigation indicates that the grid resolution is one of the main factors that 

determine the computing speed. A coarse grid can save computing cost significantly. 

The computing time is proportional to the total grid number in CFD even without 

considering that more iteration will be required for utilization of the fine grid. 

Turbulence modeling is another important topic. Different turbulence modeling 

techniques will require different levels of grid resolution and time step size. Based 

on the objective of this research, simplified turbulence model is the main focus and 

will be primarily investigated.  

The computer tools used in this research will include both commercial CFD 

software and self-developed computer code. The commercial code Phoenics [15] is 

used in this research. It provides good flexibility for manipulating grid sizes and 

distributions.  The embedded turbulence models, algorithms and numerical schemes 

are well validated; CFD algorithms not available in commercial code are 

implemented using a C program. Such a supplementation offers a full coverage of 

computer tools to test hypotheses and new algorithms brought out through this 

research. 
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1.3 Objective and Outline 

The objective of this study is to identify and explore computationally 

inexpensive CFD models, by means of adopting coarse grids, simplifying turbulence 

models and optimizing the algorithms for numerically solving Navier-Stokes 

equations. Research will focus on both steady-state airflow and transient airflow 

simulation. The projected outcome of this study is the provision of a guideline for 

building IEQ simulation with simplified CFD models, applicable for both steady 

state and transient simulation. 

The research will mainly focus on the CFD simulation of airflow movement 

and heat transfer phenomenon occurs in typical indoor environment, specifically 

regular size single room. The velocity and temperature flow field simulation will be 

investigated. 

Chapter 1 is a statement of the significance of such research. It reveals the 

urgent demand for fast CFD simulation. The general research approach and 

objective are introduced. 

Chapter 2 thoroughly reviews the fast simulation techniques for indoor 

environment and airflow study in the literature. The potential candidates in the 

literature could be both building and indoor environment related and in other areas 

of study such as aerospace science and engineering, mechanical engineering, 

computer and numerical science, and so on. Differences and similarities of the 



 

 

 

7 

 

applied areas of these different techniques to building and indoor environment will 

be analyzed to discover their possibilities.  

Chapter 3 summarizes the fundamentals of CFD being used in this study, 

including governing equations, turbulence modeling and numerical techniques. This 

provides the background knowledge for theoretical accordance and further 

improvement that can possibly be made. 

Chapter 4 presents the result of optimizing the trade-off between grid 

resolution and result accuracy by taking advantage of coarse grid. It is found that 

the grid resolution is the most direct factor that affects the computational cost of a 

CFD simulation. Theoretical analysis is conducted to investigate the possibility of 

adopting coarse grid to reduce computational cost. The hypothesis is validated 

under the regime of existing turbulence models of RANS simulation. 

Chapter 5 further explores the coarse grid application coupled with simplified 

turbulence models. The complexity of a turbulence model is another factor that 

inflates the CFD computing cost. Simplified turbulence modeling is proposed and 

validated through extensive numerical experimentation. 

Chapter 6 investigates the transient simulation features of existing models. 

Based on the performance of different strategies, it is found that the pressure-

velocity decoupling algorithm is a key factor on the transient simulation speed. The 

chapter further proposes a new algorithm that takes advantage of different existing 

algorithms. Validation results show that this new algorithm is quite promising and 
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can provide accurate and fast time-dependent results when applied to transient 

simulation. 

Chapter 7 is the conclusion and discussion part of this research, focusing on 

the main contribution of this study and work that has been done. It also brings out 

possible directions that are worthy of further investigation for the benefit of IEQ 

study-oriented CFD speed advancement.  



 

 

 

9 

 

CHAPTER 2  
LITERATURE REVIEW OF 
FAST AIR SIMULATION 
TECHNIQUES 
2.1 Overview of Fast Airflow Simulation Techniques 

The voice for fast simulation results has been leading to various means and 

efforts to make CFD modeling less computationally intensive. Some of the efforts 

are: development of simplified turbulence models such as zero-equation models [16]; 

reform of solution algorithms for pressure-velocity decoupling such as PISO [17] and 

projection methods [18]; utilization of coarse grid [19, 20]; employment of cutting 

edge computer hardware technology such as GPU [14] and parallel/multi-processor 

supercomputers. Although the rapid development of computer hardware provides 

more powerful computing capacity, it does not solve the problem fundamentally. 
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Large computer clusters with the capacity to provide enough speed for practical 

engineering use are usually expensive in terms of price and maintenance.   

Aside from CFD models, network models such as multi-zone [21] and zonal 

[22] models are developed as a much faster algorithm than CFD in building airflow 

simulation. Multi-zone models treat each zone as a node and assume well-mixing 

for each zone, and thus they cannot provide the informative results that CFD does; 

the zonal model is an intermediate model between multi-zonal models and CFD and 

thus can provide more informative results than multi-zone models. However, to 

make a reasonable division of the domain, it is necessary to know the airflow 

patterns and contaminant concentrations in priori.  

Reduced order modeling (ROM) [23] has the potential of quantitatively 

describing the dynamics of systems at a computational cost much lower than the 

original numerical model.  ROMs provide a means by which system dynamics can 

be readily interpreted. Next, these different models applicable in IEQ studies will 

be reviewed. 

2.1.1 Multi-Zone and Zonal Models 

Multi-zone and zonal models are network airflow models. They purposely 

provide openings, flow paths and interconnections between individual zones to 

model the effect of interactions. Multi-zone indoor environment quality (IEQ) 

modeling has been available as a research and analysis tool for over 20 years [24]. 



 

 

 

11 

 

Multi-zone building airflow analysis may be based on either nodal or port-plane 

idealizations of integrated building/HVAC systems. The nodal approach, which 

evolved through an adaptation of nodal methods of electric resistance network 

analysis, idealizes the building system as collections of zones and duct junctions and 

associated node pressures within them linked by discrete flow-limiting elements 

[25]. 

 The fundamental basis of a multi-zone model is a combination of mass 

conservation and mechanical energy conservation (expressed as the Bernoulli 

equation). Take a certain zone, for example. Assume that there is air flow inlet and 

outlet, with the mass and mechanical energy conservation expressed as 

Mass conservation 

𝑢𝑒
𝑢𝑐

= 𝜌𝑖𝐴𝑖𝜕𝑖 − 𝜌𝑜𝐴𝑜𝜕𝑜 (2.1) 

Mechanical Energy Conservation 

�𝑃𝑖 +
1
2
𝜌𝑖𝜕𝑖2 + 𝜌𝑖𝑔𝑧𝑖� = �

𝜕𝜕
𝜕𝑐

𝑜𝑢𝑡

𝑖𝑛
𝑢𝑠 + �𝑃𝑜 +

1
2
𝜌𝑜𝜕𝑜2 + 𝜌𝑜𝑔𝑧𝑜� + ∆𝑃 (2.2) 

Concentration 

𝑉
𝑢𝐶
𝑢𝑐

= 𝐶𝑖𝐴𝑖𝜕𝑖 − 𝐶𝑜𝐴𝑜𝜕𝑜 (2.3) 

The mass conservation equation applies to air mass as well as any species 

transport with airflow, so the concentration equation has the same format. The 

mechanical energy conservation expression is the transient version of the Bernoulli 
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equation, where ∆𝑃 denotes the pressure loss/gain of the connection. For example, a 

duct-fan system enhancing the air flow will give a positive ∆𝑃, while a crack with 

resistance will exert a negative ∆𝑃 to the equation. The temperature is usually not 

calculated [26] so the thermal energy equation is not included. Temperature is 

usually specified by schedules to each zone.  

Equation sets of interactive zones eventually form linear algebraic equations. 

Most multi-zone programs use the Newton-Raphson method [27] or its variants to 

solve the system equations. It is fundamentally an iterative method. The 

convergence of this iterative process is sensitive to the initial guess.  

Multi-zone models can efficiently simulate the whole building air change and 

mass transfer with very low computing intensity, plus the wide availability of 

prevalent multi-zone simulation software, such as AIRNET[28], CONTAM [29] and 

Commis [27], make it popular in various aspects of building environment research 

such as evaluation of ventilation systems [30], epidemic disease transmission [31], 

and contaminant source tracking [32]. 

Zonal models have been developed over the last 25 years. They are based on 

an approximate partitioning of a room into a number of subzones and have been 

used for modeling indoor and outdoor environments [22]. They are an intermediate 

approach between computational fluid dynamics and simple nodal models. They 

have the ability to take into account various phenomena ignored by one-node and 

multi-zone models, such as temperature and contaminant distributions, thermal 
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integration with cold façade, draft, asymmetric thermal radiation, and cold or hot 

floor surfaces. Zonal models are a promising way to predict air movement in a room 

with respect to comfort conditions and gradients of temperature because they 

require extremely little computer time and could easily be included in multi-zone 

air movement models. 

However, to make a reasonable division of the domain, this approach needs 

complementary information and models to define flows. It is necessary to know the 

airflow patterns and contaminant concentrations in priori. Ideally, zonal models can 

calculate the same level of details as CFD, provided that the subzone used in this 

model has a similar resolution as a CFD grid. But study [20] shows that CFD is a 

better suited method to predict airflow details; various formulations of zonal models 

cannot provide satisfactory predictions for isothermal flow. CFD can be integrated 

into multi-zone models to improvement prediction accuracy [10], which works better 

than zonal models. 

2.1.2 Computational Fluid Dynamics 

The Computational Fluid Dynamics (CFD) method numerically solves 

Navier-Stokes equations, which are a set of partial differential equations (PDEs) 

used to mathematically describe flow phenomena. CFD can be used to describe and 

predict the flow phenomena in a predefined geometry with initial and boundary 

conditions. 
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Discretization of PDEs is utilized to convert continuous equations sets into 

numerical equation systems. Two of the commonly used methods are Finite Volume 

Method (FVM) and Finite Difference Method (FDM). FVM discretization is based 

upon an integral form of the PDE to be solved for a given finite volume, e.g. a cell. 

The variables are typically places at cell centers, except for staggered grids, where 

vector variables are placed at face center. Conservation of mass, momentum, and 

energy are ensured at each cell/finite volume level. FVM is a common approach 

used in CFD codes [33]. FDM discretization is based upon the differential form of 

the PDE to be solved, where an approximate difference formula that can generally 

be derived from a Taylor series expansion is used to represent derivatives.  

Most building indoor airflow is turbulent, and turbulence modeling is a key 

issue in most CFD simulations, including indoor airflow simulation. Turbulent 

flows are characterized by a wide range of length scales. Based on the scales of 

modeled turbulence, Direct Numerical Simulation (DNS) [34], Detached Eddy 

Simulation (DES), Large Eddy Simulation (LES) [35] and Reynolds-Averaged 

Navier-Stokes (RANS) [36]-based turbulence models are used in CFD. DNS is a 

simulation that resolves turbulent flow at the smallest time and length scales. This 

is so far too expensive for engineering application. LES solves for the large eddies in 

a calculation and implicitly accounts for the small eddies by using a subgrid-scale 

model. DES is a hybrid of LES and other models such as RANS [37] for near-wall 

regions. RANS-based models solve the statistically averaged format of the Navier-
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Stokes equation [38], which represents the mean flow. RANS model can be further 

divided to eddy viscosity models according to Boussinesq approximation [39] and 

Reynolds Stress Model (RSM).  

Despite the challenges associated with turbulence modeling, the RANS 

approach has become very popular in modeling airflows in enclosed environments 

due to its significantly small requirements on computer resources and user skills 

[40]. Different RANS models have different performance on different airflow 

mechanisms [41, 42], and none of them is superior over other models on all types of 

flows in the enclosed environment. Study shows that a RNG k-ε model [43]  has the 

best overall performance among RANS models [40, 44]. Zero-equation models are 

the simplest eddy viscosity model based on a mixed length hypothesis [45] which 

solves zero PDE in addition to the RANS. The empirical formulation of the zero-

equation model developed specifically for indoor environment modeling [46] has 

been well validated and widely used for different indoor environment studies with 

acceptable accuracy and significant reduction in saving time. 

Most of the studies and simulations mentioned above, if not all, are in the 

interest of a steady-state situation. The mean flow values are not dependent on time. 

This is no doubt useful for studying the building indoor environment. However, in 

the potential applicable area of fast CFD simulation, such as hourly building energy 

modeling, building system control, and emergency management, it is also of great 

interest to understand the transitional process of airflow and/or concentration from 
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one condition to another.  Transient and steady-state simulation performance of 

CFD is related to the velocity-pressure decoupling algorithms. 

A Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) [47] 

algorithm and different modified versions of such algorithms, such as SIMPLER 

(SIMPLE Revised) [48], SIMPLEC (SIMPLE Consistent) [49], SIMPLEM (SIMPLE 

modified) [50] and SIMPLEX (SIMPLE extrapolation) [51], are mainly used for 

steady-state simulation and have been successfully applied to popular commercial 

CFD codes such as Fluent, Phoenics, Star-CD and free code such as OpenFoam. 

They are applicable to transients simulation as well by splitting a simulation into 

each time step and executing iterations in each time step to obtain converged 

solutions. 

Another group of algorithms designed for transient CFD simulation 

application include PISO (Pressure-Implicit with Splitting of Operators) [17] 

algorithm, projection method [52], and fractional time step methods [53], which 

require no iteration within the selected time step. For steady-state simulation, 

PISO has no advantage over SIMPLE in computing cost when scalar such as 

temperature is closely linked to velocity [54]. PISO can be much faster for 

calculating isothermal flow [55]; as for a velocity-temperature strongly coupled 

problem, PISO can be  four times slower, and gives correct solutions only when the 

time step is small. An improved PISO for buoyancy driven flow [56] may stress this 

problem. 



 

 

 

17 

 

Foster et al. [57, 58] implemented the projection method [18]  to simulate the 

3D motion of hot, turbulent gas using a relatively coarse grid. Stam [59] proposed 

using semi-Lagrangian advection and fast Fourier transformation to speed up the 

computation to a real-time or faster-than-real-time level. Zuo et al. [60] gave this 

algorithm a name, Fast Fluid Dynamics (FFD), and first applied this operator 

splitting algorithm to indoor environment modeling, improved the sequence of 

operators, tested higher orders of differencing schemes, and evaluated the accuracy 

levels. 

In general, CFD is a much more complex model than network models to 

simulate building ventilation and indoor environment problems, in addition to being 

more computationally intensive. But the quantitative description of flow and more 

detailed information makes it still popular in this area. Recent developments in 

computing hardware for flow simulations and methodological trials have already 

demonstrated the great potential of bringing CFD simulation to real-time and even 

faster than real-time levels. 

2.1.3 Reduced Order Model 

CFD models are computationally expensive to solve compared to lumped 

parameter models such as multi-zone and zonal models. They usually involve large 

scale computational systems resulting from discretization of partial differential 

equations (PDEs). For a 2-equation turbulence model in 3 dimensions, the finite 
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volume method produces 7 degrees of freedom (DOF) per grid cell (P, u, v, w, k, ε, 

and T). All of the DOF solved for are necessary to model the airflow and heat 

transfer, but the key quantities of interest, i.e, velocity and temperature in the 

indoor environment study to investigate airflow and thermal characteristics of a 

room, use only a small portion of the total model DOF. 

Reduced-order models (ROMs), allowing the systematic generation of cost-

efficient representations of such large-scale systems, are generally models to 

provide quantitatively accurate descriptions of the dynamics of systems at a 

computational cost much lower than the original numerical model and to provide a 

means by which system dynamics can be readily interpreted [61]. In many unsteady 

CFD applications, a small number of inputs and outputs of interest can be identified, 

and computationally efficient reduced-order models can be obtained that preserve 

the desired input–output mapping [62]. 

For non-linear, time-dependent problems in CFD, ROMs are typically based 

on the proper orthogonal decomposition (POD) [63] combined with Galerkin 

projection [64]. There are many successful applications of this model in related 

areas such as building contaminant transport [65] and incompressible jet flow [66]. 

A successful application of this method on data center thermal management [67], as 

in Figure 1, was able to reduce numerical models containing 103-105 DOF down to 

less than 20 DOF while still retaining greater than 90% accuracy over the domain. 
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The POD uses principle component analysis to decompose large systems into 

a series of fundamental modes; the Galerkin projection method is to project the 

governing equations onto modal subspace.  

 

Figure 1. An example of successful application of reduced order modeling with POD 
to a flow system [67]. The contour indicates an error range of 0-0.08. 

 
There are also two other mainly used reduced-order modeling approaches, 

called the Volterra theory of nonlinear systems [68] and Harmonic Balance (HB) 

formulation [69], which are prevalent approaches with many successful applications 

to fluid dynamics problems [61].  

However, there are several challenges that need to be overcome before ROM 

methods can be routinely applied to practical problems in the following three 

categories: construction, generality, and accuracy assessment [61]. While most 

ROMs can operate in near real-time, their construction can however be 
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computationally expensive as it requires accumulating a large number of system 

responses to input excitations. ROMs usually lack robustness with respect to 

parameter changes and therefore must often be rebuilt for each parameter variation 

[70]. Accuracy assessment is also an important topic dealing with the ability to 

evaluate the quality, inherently or a posteriori, of ROM solutions. 

Specifically in indoor environment related areas, the ROMs serve building 

environment control purposes and building control systems well [71], but the 

character of ROMs and these challenges constitute a great barrier for its application 

in indoor environment simulation. A simple input-output relationship model does 

not provide informative data for thermal and airflow environment analysis.   

2.1.4 Conclusive Summary 

Different models and techniques in modeling indoor airflow are reviewed in 

this section to dig into the potentials of finding out a proper strategy for fast indoor 

environment airflow modeling. It shows that CFD is one of the most popular 

methods applied to indoor environment quality study. Various other types of models 

such as zonal and multi-zone models are dependent on CFD to provide higher levels 

of details in order to make better predictions. Despite the relatively high cost of 

computing time, which is being overcome by the rapid progress of both computer 

hardware technology and improvements on methodology and algorithms, CFD can 
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provide the most informative data that is useful for various area applications of 

building indoor environment quality study.  

2.2 Potentials of CFD Speed Advancement 

2.2.1 Coarse Grid Trade-Off 

While the number of floating-point operations is proportional to the number 

of grid points in CFD [72], grid resolution directly determines the CFD speed. 

Although a fine grid shall be employed in most CFD studies to obtain grid-

independent solutions that can be analyzed further [73], information from all grid 

points used in a CFD (usually in the magnitude of millions) may not be necessary 

for the analyses. Computational results on a much coarser grid resolution, in most 

scenarios, will be adequate for macro or meso scale flow pattern analysis. 

Coarse grid CFD, although slightly less accurate than that of very fine grids, 

which level out most discretization caused numerical error, has been applied to the 

problems [74-76] where accuracy is not the main concern. Not only can coarse grid 

decrease the number of floating point operation, it also cut the necessary iteration 

numbers to achieve convergence comparing to very fine grid.  

However, the credibility of CFD simulation resulting with coarse grids has 

always been questioned due to the unknown error scales that coarse grids have 

brought. This leads to an urgent necessity of understanding and quantifying the 

trade-off between CFD grid resolution and simulation accuracy. Guidelines for 
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selecting appropriate CFD grids based on the accuracy requirements of a simulation 

for realistic building indoor airflow conditions is also of great importance. In 

addition, grid distribution, assuming total grid points are the same, does not have 

significant impact on CFD speed, but will affect the accuracy of predicted results. 

The guidelines on optimization of grid distribution will also be helpful. 

2.2.2 Turbulence Model Simplification 

Turbulence treatment is another important factor that determines the speed 

of CFD. Different turbulence modeling strategies have different requirements on 

the resolutions of grid and time step points. RANS-based turbulence models are of 

great interest to this research, as they provide an economical way to simulate the 

mean property of flow. In most engineering applications such as IEQ modeling, 

time-averaged flow properties from RANS solutions can mostly provide adequate 

information for parametric analysis.  

There is no single universally accepted turbulence model that works for all 

flows and all regimes; therefore, numerous turbulence models have been developed 

over the past decades. Studies show that specifically for enclosed environment 

modeling, RNG k-ε model overall has the best performance [40, 44]. However, these 

types of two-equation models have additional PDEs added to the governing equation 

set to calculate turbulence properties; hence, they increased the computational 

intensive. The turbulence property, specifically the turbulence viscosity here, is 
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solely used for the closure of the PDE system, and is not a necessity of IEQ study 

under most circumstances. 

This part of computational costs can be further deducted through using 

empirical algebraic equations to calculate the turbulent viscosity, such as zero-

equation models [46]. It can be further simplified by using a constant to represent 

such a property, as long as such constant values can provide a good representation 

of turbulent viscosity properties. This provides the simplest version for modeling of 

turbulence. This constant viscosity model has been applied to some case studies [77, 

78] and shows acceptable results for IEQ study. Nevertheless, the proper viscosity 

constant applicable to different circumstances, e.g., different flow mechanisms, 

Reynolds number, complexity of modeled space and grid resolution, is still unknown. 

A general rule of thumb for utilization of constant viscosity will be able to help 

improve the performance of such simplified turbulence models.   

2.2.3 Velocity-Pressure Decoupling Algorithm 

The previous section on CFD methods has already revealed that a velocity-

pressure decoupling algorithm is critical for solving highly coupled Navier-Stokes 

equations. The SIMPLE algorithm and its variants are prevalent for commonly 

used CFD code, which requires iterations for steady state flow simulation, as well 

as transient flow simulation within each time step.  
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Within each iteration, numeric operation is conducted for a large data set 

that contains the information for every grid node. This makes SIMPLE algorithm 

and its variants, the mostly used algorithms for CFD methods, not computationally 

economical.  

PISO is a non-iterative algorithm developed for transient flow simulation, 

and thus provides great potential for decreasing computational intensity. It literally 

reaches the exact solution of the discretized equation through two stages of 

predictor-corrector and is much faster than any iteration-based algorithm such as 

SIMPLE.  

Besides the coupling between velocity and pressure, the velocity components 

along each direction are also high coupled in a momentum equation. Semi-

Lagrangian scheme [79] used in FFD not only overcomes such coupling but also 

escapes the restriction of CFL condition [80] on a time step, which is especially 

beneficial for transient flow simulation. This will be discussed in the transient 

airflow simulation part. 

2.3 Conclusions 

This review reveals that CFD methods are the most accurate and informative 

way of predicting and simulating the airflow formulation in building environments. 

However, the computational intensive is the main reason that restricts its broader 

and better application in various areas.  
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The potentials for decreasing the computing cost of CFD methods are 

identified. It is found that the grid resolution, turbulence model and equation-

solving algorithm are closely relevant to computing speed. Computing operation is 

directly related to the total grid number in a CFD model; therefore, coarse grid, 

although it brings in numerical truncation error and has impact on the accuracy of 

the CFD solution, can save computing cost significantly.  

Turbulence modeling is another important factor that influences CFD speed. 

Simplified turbulence models may provide precise predictions for IEQ study, yet the 

detailed rule of thumb needs to be developed for the better utilization of these 

models.  

Iteration impacts the computing speed of CFD. PISO and projection methods 

provide non-iterative alternatives to solve governing equations for velocity-pressure 

decoupling algorithms. Semi-Lagrangian advection scheme overcomes the 

restriction of the CFL condition and weakens the coupling between equations. All of 

these algorithms and schemes together will provide great potential for developing a 

fast version of the CFD model.   
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CHAPTER 3  
FUNDAMENTALS OF 
COMPUTATIONAL FLUID 
DYNAMICS 

 To explore the potentials of computational speed advancement for CFD 

methods, it is important to understand the fundamentals. Navier-Stokes equation 

solution techniques will be covered in this chapter. According to the previous review, 

many factors are critically related to the objective of this research, which are: grid 

resolutions; turbulence models; iterations and velocity-pressure decoupling 

algorithms; and coupling between velocity components. This chapter will 

accordingly discuss the fundamentals of CFD, with an emphasis specifically on 

these above-mentioned aspects.    
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3.1 CFD and Turbulence Modeling 

3.1.1  Governing Equations  

CFD is fundamentally based on governing equations of fluid dynamics [81]. 

Governing equations (Navier-Stokes equations, N-S equations) are a set of PDEs 

that provide mathematical descriptions of flow and heat transfer phenomena. The 

continuity equation, momentum equation, energy equation (when temperature 

difference presents) and species transport equation (when concentration difference 

presents) constitute the full set of N-S equations.  

Since in IEQ study, due to the relatively low air velocity, airflow is treated as 

incompressible, only incompressible format of N-S equation will be discussed. There 

are significant commonalities between these various equations. In typical indoor 

environments, velocity is low and air is considered to be incompressible. The 

general time-dependent governing equation, under Cartesian coordinates, expressed 

through Einstein notation [82] is:   

𝜕𝜙
𝜕𝑐

+
𝜕�𝑢𝑗𝜙�
𝜕𝜕𝑗

= 𝛤𝜙
𝜕2𝜙
𝜕𝜕𝑗2

+ 𝑆𝜙 (3.1) 

For mass conservation (continuity), momentum conservation, energy and 

species transport, the corresponding variables and coefficients in the general form of 

N-S equation are summarized in  

Table 1. 



 

 

 

28 

 

 

Table 1. General form of governing equations for incompressible flow 

Variable Continuity Momentum 
Energy 

(temperature) 
Species 

(concentration) 

𝜙 1 𝑢𝑖 𝑇 𝐶 
𝛤𝜙 0 𝜈 𝛼 𝐷 

𝑆𝜙 0 −
1
𝜌
𝜕𝑃
𝜕𝜕𝑖

+ 𝑆𝐹,𝑖 𝑆𝑇 𝑆𝐶 

 

Here 𝑢, 𝑗 = 1, 2, 3 , 𝑢𝑖  is the 𝑢𝑡ℎ  component of the vector (velocity component 

along x, y and z direction), where 𝑇  and 𝐶  are temperature and species 

concentration. 𝜈 is kinematic viscosity of fluid, 𝛼 is thermal diffusivity, and 𝐷 is the 

diffusivity of species. 𝑃  is the pressure and 𝑆𝜙  is the corresponding source term 

(vector component or scalar).  

3.1.2 Turbulence Modeling  

Turbulence is associated with the existence of random fluctuations in the 

fluid. This behavior can be exemplified by a typical point velocity measurement as a 

function of time at some location in the turbulent flow as in Figure 2. The velocity 

can be decomposed into a steady mean value 𝑢� with a fluctuating component. 
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Figure 2. Velocity fluctuation with time at some point of turbulent flow[81] 

 

Almost all room airflows are turbulent [83], which makes it a big challenge to 

resolve the time-dependent Navier-Stokes equations all the way down to the 

smallest scales. Very fine numerical resolution is required to capture all the details 

of indoor turbulent flow if Direct Numerical Simulation (DNS) is used. Since it is 

unlikely to be practical or inexpensive to simulate turbulence directly for typical 

indoor airflow, use of turbulence models to simulate the mean flow is popular. This 

simulation technique is normally referred as Large-Eddy Simulation (LES), 

Detached-Eddy Simulation (DES) and Reynolds Averaged Navier-Stokes (RANS) 

equations, based on the computing cost from high to low. As a relatively fast model, 

RANS-based turbulence models are widely used in building environment areas and 

are well-validated. 
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In the Navier-Stokes equation, the instant velocity component can be 

represented by a Reynolds-averaged (mean) velocity plus the fluctuating component. 

The final equation of such mean velocity has the same format as the original 

Navier-Stokes equation except that a Reynolds Stress term arises [84], which 

makes the mean velocity equation system not closed. For turbulence modeling 

solving the Reynolds-Averaged Navier-Stokes (RANS) equations [38], according to 

the Boussinesq approximation [39], the turbulence transfer mechanism can be 

modeled as an eddy viscosity or turbulent viscosity. The Eddy viscosity model is 

thus brought out, which uses extra equation(s) to make the equation system closed. 

The most commonly used mixed-length model, 1-equation model and 2-equation 

models all belong to the eddy viscosity model family. For incompressible flow, the 

basic idea of the eddy viscosity model can be summarized using Eq. (3.3). Eq. (3.2) is 

the original format of the Navier-Stokes equation. The governing equation of 

Reynolds averaged velocity is as Eq. (3.3). They are similar except that a turbulence 

viscosity 𝜈𝑡 (or eddy viscosity) is brought out to simulate the Reynolds stress term 

that arises from the time-average treatment:  

𝜕𝑢𝑖
𝜕𝑐

+
𝜕�𝑢𝑗𝑢𝑖�
𝜕𝜕𝑗

= −
𝜕𝑃
𝜕𝜕𝑖

+ 𝜈
𝜕2𝑢𝑖
𝜕𝜕𝑗2

+ 𝑆𝐹,𝑖   (3.2) 

𝜕𝑈�𝑖
𝜕𝑐

+
𝜕�𝑈�𝑗𝑈�𝑖�
𝜕𝜕𝑗

= −
𝜕𝑃�
𝜕𝜕𝑖

+ (𝜈 + 𝜈𝑡)
𝜕2𝑈�𝑖
𝜕𝜕𝑗2

+ 𝑆𝐹,𝑖 (3.3) 

where 𝑢 represents velocity and 𝑈� represents the Reynolds averaged velocity. 
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RANS-based turbulence models are very promising tools for indoor 

environment modeling since they provide informative results and are inexpensive 

[85]. There are many different RANS-based turbulence models developed for specific 

turbulence flows, but none of them is universally accepted as superior for all classes 

of problems.  

Among RANS-based turbulence models, k-ε model is the most widely used 

and validated [86]. Many studies [87-89] proved that Renormalized Group (RNG) k-

ε model [43] overall has the best performance in predicting indoor airflow. This is 

because it provides a low Reynolds number interpolation formula for the turbulent 

viscosity, which is valid for low to high Reynolds number flows. Two extra equations 

on turbulent kinetic energy (𝑘) and dissipation (𝜀) are used to make the equations 

closed. The turbulence viscosity in the k-ε model family is modeled as a function of 

mean turbulent kinetic energy and dissipation as in Eq. (3.4): 

𝜈𝑡 = 𝐶𝜇
𝑘2

𝜀
 (3.4) 

where 𝐶𝜇 is a constant empirically determined and validated by the specific 

turbulence model. 

Transport equations of k and 𝜀 follow the same format as the other variables, 

therefore bringing in two extra PDEs to the equation system. Zero-equation models, 

which bring in no extra PDE to the equation system, use algebraic expression to 

model the turbulence viscosity. One important zero-equation model for enclosed 

environment modeling developed by Chen and Xu [46]  is: 
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𝜈𝑡 = 0.03874𝑈𝐿 (3.5) 

where 0.03874 is an empirical constant validated for different indoor airflows, 

𝑈 is the local mean velocity, and 𝐿 is the distance to the nearest wall. 

A further simplification of turbulence modeling can treat this eddy viscosity 

𝜈𝑡  as a constant, which works well for some free shear flows. Meanwhile, the 

appropriate magnitude of such viscosity values is yet understood for IEQ modeling. 

3.2 Numerical Viscosity 

To numerically solve the governing equations, discretization is practiced. A 

continuous spatial domain is discretized, which introduces numerical errors to 

correctly approximate the exact solutions of governing equations. Finer 

discretization resolution leads to less numerical error. Theoretically, when refining 

grid resolutions, there is a point that further refinement will not (or only slightly) 

change numerical solutions. This is the minimum grid resolution upon which a grid-

independent solution can be obtained. The truncation error caused by discretizing 

the continuous governing equations of flow is the fundamental basis of this 

phenomenon. To quantitatively evaluate the truncation error brought into 

numerical solutions of governing equations, numerical viscosity analysis is 

performed. All the following derivations are based on momentum equations of 

instant velocity components; however, the numerical viscosity result will be also 
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applicable to RANS based governing equations, as well as temperature and 

concentration equations. 

3.2.1 Upwind Differencing Scheme 

First order upwind scheme is a very popular and unconditionally stable; 

however, the answer can be physically invalid in some situations. Using a two-

dimensional (2D) steady-state incompressible flow as an example, the momentum 

equations are expressed as: 

⎩
⎪
⎨

⎪
⎧𝑢

𝜕𝑢
𝜕𝜕

+ 𝜕
𝜕𝑢
𝜕𝜕

= −
1
𝜌
𝜕𝑃
𝜕𝜕

+ 𝜈 �
𝜕2𝑢
𝜕𝜕2

+
𝜕2𝑢
𝜕𝜕2�

+ 𝑆𝑥

𝑢
𝜕𝜕
𝜕𝜕

+ 𝜕
𝜕𝜕
𝜕𝜕

= −
1
𝜌
𝜕𝑃
𝜕𝜕

+ 𝜈 �
𝜕2𝜕
𝜕𝜕2

+
𝜕2𝜕
𝜕𝜕2�

+ 𝑆𝑦
 (3.6) 

where 𝑢 and 𝜕 are the velocity components along 𝜕 and 𝜕 direction, 𝑃 is the 

pressure of the fluid, 𝜌 and ν are the density and physical kinematic viscosity, and 

𝑆𝑥  and 𝑆𝑦  are the external forces on the fluid along 𝜕  and 𝜕 direction. Using the 

upwind numerical scheme, assume u>0 and v>0, the 1st order term can be 

discretized as: 

⎩
⎪⎪
⎪
⎨

⎪
⎪⎪
⎧
𝜕𝑢
𝜕𝜕

=
𝑢𝑖,𝑗 − 𝑢𝑖−1,𝑗

∆𝜕
𝜕𝑢
𝜕𝜕

=
𝑢𝑖,𝑗 − 𝑢𝑖,𝑗−1

∆𝜕
𝜕𝜕
𝜕𝜕

=
𝜕𝑖,𝑗 − 𝜕𝑖−1,𝑗

∆𝜕
𝜕𝜕
𝜕𝜕

=
𝜕𝑖,𝑗 − 𝜕𝑖,𝑗−1

∆𝜕

 (3.7) 

The steady-state momentum equations can thus be discretized as: 
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⎩
⎪
⎨

⎪
⎧𝑢

𝑢𝑖,𝑗 − 𝑢𝑖−1,𝑗

∆𝜕
+ 𝜕

𝑢𝑖,𝑗 − 𝑢𝑖,𝑗−1
∆𝜕

= −
1
𝜌
𝜕𝑃
𝜕𝜕

+ 𝜈 �
𝜕2𝑢
𝜕𝜕2

+
𝜕2𝑢
𝜕𝜕2�

+ 𝑆𝑥

𝑢
𝜕𝑖,𝑗 − 𝜕𝑖−1,𝑗

∆𝜕
+ 𝜕

𝜕𝑖,𝑗 − 𝜕𝑖,𝑗−1
∆𝜕

= −
1
𝜌
𝜕𝑃
𝜕𝜕

+ 𝜈 �
𝜕2𝜕
𝜕𝜕2

+
𝜕2𝜕
𝜕𝜕2�

+ 𝑆𝑦
 (3.8) 

Using the Taylor series to express the parameter on adjacent cells: 

⎩
⎪
⎨

⎪
⎧𝑢𝑖−1,𝑗 = 𝑢𝑖,𝑗 − ∆𝜕

𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝜕2

2
𝜕2𝑢𝑖,𝑗
𝜕𝜕2

+ 𝑂(∆𝜕3)

𝑢𝑖,𝑗−1 = 𝑢𝑖,𝑗 − ∆𝜕
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝜕2

2
𝜕2𝑢𝑖,𝑗
𝜕𝜕2

+ 𝑂(∆𝜕3)
 (3.9) 

This yields: 

⎩
⎪
⎨

⎪
⎧𝑢𝑖,𝑗 − 𝑢𝑖−1,𝑗

∆𝜕
=
𝜕𝑢𝑖,𝑗
𝜕𝜕

−
∆𝜕
2
𝜕2𝑢𝑖,𝑗
𝜕𝜕2

− 𝑂(∆𝜕2)

𝑢𝑖,𝑗 − 𝑢𝑖,𝑗−1
∆𝜕

=
𝜕𝑢𝑖,𝑗
𝜕𝜕

−
∆𝜕
2
𝜕2𝑢𝑖,𝑗
𝜕𝜕2

− 𝑂(∆𝜕2)
 (3.10) 

Similarly,  

⎩
⎪
⎨

⎪
⎧𝜕𝑖−1,𝑗 = 𝜕𝑖,𝑗 − ∆𝜕

𝜕𝜕𝑖,𝑗
𝜕𝜕

+
∆𝜕2

2
𝜕2𝜕𝑖,𝑗
𝜕𝜕2

+ 𝑂(∆𝜕3)

𝜕𝑖,𝑗−1 = 𝜕𝑖,𝑗 − ∆𝜕
𝜕𝜕𝑖,𝑗
𝜕𝜕

+
∆𝜕2

2
𝜕2𝜕𝑖,𝑗
𝜕𝜕2

+ 𝑂(∆𝜕3)
 (3.11) 

And: 

⎩
⎪
⎨

⎪
⎧𝜕𝑖,𝑗 − 𝜕𝑖−1,𝑗

∆𝜕
=
𝜕𝜕𝑖,𝑗
𝜕𝜕

−
∆𝜕
2
𝜕2𝜕𝑖,𝑗
𝜕𝜕2

− 𝑂(∆𝜕2)

𝜕𝑖,𝑗 − 𝜕𝑖,𝑗−1
∆𝜕

=
𝜕𝜕𝑖,𝑗
𝜕𝜕

−
∆𝜕
2
𝜕2𝜕𝑖,𝑗
𝜕𝜕2

− 𝑂(∆𝜕2)
 (3.12) 

Substituting the discretization terms in Eq. (3.8) with the Taylor series 

expansion (3.10) and (3.12), the momentum equations become: 



 

 

 

35 

 

⎩
⎪
⎨

⎪
⎧𝑢 �

𝜕𝑢𝑖,𝑗
𝜕𝜕

−
∆𝜕
2
𝜕2𝑢𝑖,𝑗
𝜕𝜕2

− 𝑂(∆𝜕2)� + 𝜕 �
𝜕𝑢𝑖,𝑗
𝜕𝜕

−
∆𝜕
2
𝜕2𝑢𝑖,𝑗
𝜕𝜕2

− 𝑂(∆𝜕2)� = −
1
𝜌
𝜕𝑃
𝜕𝜕

+ 𝜈 �
𝜕2𝑢
𝜕𝜕2

+
𝜕2𝑢
𝜕𝜕2�

+ 𝑆𝑥

𝑢 �
𝜕𝜕𝑖,𝑗
𝜕𝜕

−
∆𝜕
2
𝜕2𝜕𝑖,𝑗
𝜕𝜕2

− 𝑂(∆𝜕2)� + 𝜕 �
𝜕𝜕𝑖,𝑗
𝜕𝜕

−
∆𝜕
2
𝜕2𝜕𝑖,𝑗
𝜕𝜕2

− 𝑂(∆𝜕2)� = −
1
𝜌
𝜕𝑃
𝜕𝜕

+ 𝜈 �
𝜕2𝜕
𝜕𝜕2

+
𝜕2𝜕
𝜕𝜕2�

+ 𝑆𝑦

 

(3.13) 

And further as: 

⎩
⎪
⎨

⎪
⎧𝑢

𝜕𝑢
𝜕𝜕

+ 𝜕
𝜕𝑢
𝜕𝜕

= −
1
𝜌
𝜕𝑃
𝜕𝜕

+
𝑢 ∙ ∆𝜕

2
𝜕2𝑢
𝜕𝜕2

+
𝜕 ∙ ∆𝜕

2
𝜕2𝑢
𝜕𝜕2

+ 𝜈 �
𝜕2𝑢
𝜕𝜕2

+
𝜕2𝑢
𝜕𝜕2�

+ 𝑆𝑥 + 𝑂(∆𝜕2) + 𝑂(∆𝜕2)

𝑢
𝜕𝜕
𝜕𝜕

+ 𝜕
𝜕𝜕
𝜕𝜕

= −
1
𝜌
𝜕𝑃
𝜕𝜕

+
𝑢 ∙ ∆𝜕

2
𝜕2𝜕
𝜕𝜕2

+
𝜕 ∙ ∆𝜕

2
𝜕2𝜕
𝜕𝜕2

+ 𝜈 �
𝜕2𝜕
𝜕𝜕2

+
𝜕2𝜕
𝜕𝜕2�

+ 𝑆𝑦 + 𝑂(∆𝜕2) + 𝑂(∆𝜕2)
 

(3.14) 

Since the coefficients (u ∙ ∆x)/2  and (v ∙ ∆y)/2  have the same effect as the 

physical viscosity of the fluid, it is called artificial viscosity [90] or numerical 

viscosity. The numerical viscosities for x and y directions are, respectively, 

�
𝜈𝑥 = 𝑢

∆𝜕
2

𝜈𝑦 = 𝜕
∆𝜕
2

 (3.15) 

If u<0, 𝜈𝑥 = −𝑢 ∆𝜕/2, and thus 𝜈𝑥 = |𝑢 ∆𝜕/2|. If v<0, νy = −v ∆y/2, and thus 

𝜈𝑦 = |𝜕 ∆𝜕/2|. Similarly, for 3D cases, 𝜈𝑧 = |𝑢 ∆𝑧/2|. The magnitude of numerical 

viscosity is proportional to the grid size, explaining the fact that refining grid 

improves the accuracy of a CFD simulation. 
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For the hybrid scheme, the upwind discretization is employed when the 

Péclet number is greater than 2 and the central differential scheme (CDS) is used 

for Pe ≤ 2 [91]. The detailed derivation of these terms is as follows. 

3.2.2 Central Differencing Scheme (CDS) 

CDS is also the scheme used by the Hybrid scheme when 𝑃𝑃 ≤ 2 . The 

expression of Hybrid scheme is: 

𝑢𝑖 = �
𝑢𝑖−1                       𝑃𝑃 > 2  𝑢𝑢𝑢𝑢𝑢𝑢 𝑠𝑠ℎ𝑒𝑒𝑒
1
2

(𝑢𝑖−1 + 𝑢𝑖+1)   𝑃𝑃 ≤ 2  𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑠𝑠ℎ𝑒𝑒𝑒
 (3.16) 

For CDS, assume u>0 and v>0; 1st order term can be discretized as: 

𝜕𝜕
𝜕𝜕

=
𝑢𝑖+1,𝑗 − 𝑢𝑖−1,𝑗

2∆𝑥
 

𝜕𝜕
𝜕𝜕

=
𝑢𝑖,𝑗+1 − 𝑢𝑖,𝑗−1

2∆𝑦
 

𝜕𝜕
𝜕𝜕

=
𝑣𝑖+1,𝑗 − 𝑣𝑖−1,𝑗

2∆𝑥
 

𝜕𝜕
𝜕𝜕

=
𝑣𝑖,𝑗+1 − 𝑣𝑖,𝑗−1

2∆𝑦
 

(3.17) 

Thus the steady-state momentum equation can be discretized as: 

𝑢
𝑢𝑖+1,𝑗 − 𝑢𝑖−1,𝑗

2∆𝑥
+ 𝑣

𝑢𝑖,𝑗+1 − 𝑢𝑖,𝑗−1
2∆𝑦

= −
1
𝜌
𝜕𝜕
𝜕𝜕

+ 𝜈 �
𝜕2𝑢
𝜕𝑥2

+
𝜕2𝑢
𝜕𝑦2�

+ 𝑆𝑥 

𝑢
𝑣𝑖+1,𝑗 − 𝑣𝑖−1,𝑗

2∆𝑥
+ 𝑣

𝑣𝑖,𝑗+1 − 𝑣𝑖,𝑗−1
2∆𝑦

= −
1
𝜌
𝜕𝜕
𝜕𝜕

+ 𝜈 �
𝜕2𝑣
𝜕𝑥2

+
𝜕2𝑣
𝜕𝑦2�

+ 𝑆𝑦  

 (3.18) 

Using the Taylor series to express the parameter on an adjacent cell: 
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𝑢𝑖+1,𝑗 = 𝑢𝑖,𝑗 + ∆𝑥
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑥2

2
𝜕2𝑢𝑖,𝑗
𝜕𝑥2

+
∆𝑥3

6
𝜕3𝑢𝑖,𝑗
𝜕𝑥3

+ 𝑂(∆𝑥4) 

𝑢𝑖−1,𝑗 = 𝑢𝑖,𝑗 − ∆𝑥
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑥2

2
𝜕2𝑢𝑖,𝑗
𝜕𝑥2

+
∆𝑥3

6
𝜕3𝑢𝑖,𝑗
𝜕𝑥3

+ 𝑂(∆𝑥4) 

(3.19) 

And 

𝑢𝑖,𝑗+1 = 𝑢𝑖,𝑗 + ∆𝑦
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑦2

2
𝜕2𝑢𝑖,𝑗
𝜕𝑦2

+
∆𝑦3

6
𝜕3𝑢𝑖,𝑗
𝜕𝑦3

+ 𝑂(∆𝑦4) 

𝑢𝑖,𝑗−1 = 𝑢𝑖,𝑗 − ∆𝑦
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑦2

2
𝜕2𝑢𝑖,𝑗
𝜕𝑦2

+
∆𝑦3

6
𝜕3𝑢𝑖,𝑗
𝜕𝑦3

+ 𝑂(∆𝑦4) 

(3.20) 

Thus we have: 

𝑢𝑖+1,𝑗 − 𝑢𝑖−1,𝑗

2∆𝑥
=
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑥2

6
𝜕3𝑢𝑖,𝑗
𝜕𝑥3

+ 𝑂(∆𝑥3) 

𝑢𝑖,𝑗 − 𝑢𝑖,𝑗−1
2∆𝑦

=
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑦2

6
𝜕3𝑢𝑖,𝑗
𝜕𝑦3

+ 𝑂(∆𝑦3) 

 

(3.21) 

Similarly  

𝑣𝑖,𝑗 − 𝑣𝑖−1,𝑗

2∆𝑥
=
𝜕𝑣𝑖,𝑗
𝜕𝜕

+
∆𝑥2

6
𝜕3𝑣𝑖,𝑗
𝜕𝑥3

+ 𝑂(∆𝑥3) 

𝑣𝑖,𝑗 − 𝑣𝑖,𝑗−1
2∆𝑦

=
𝜕𝑣𝑖,𝑗
𝜕𝜕

+
∆𝑦2

6
𝜕3𝑣𝑖,𝑗
𝜕𝑦3

+ 𝑂(∆𝑦3) 

(3.22) 

Substitute the discretization term by the Taylor series expansion: 

𝑢 �
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑥2

6
𝜕3𝑢𝑖,𝑗
𝜕𝑥3

+ 𝑂(∆𝑥3)� + 𝑣 �
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑦2

6
𝜕3𝑢𝑖,𝑗
𝜕𝑦3

+ 𝑂(∆𝑦3)� = −
1
𝜌
𝜕𝜕
𝜕𝜕

+ 𝜈 �
𝜕2𝑢
𝜕𝑥2

+
𝜕2𝑢
𝜕𝑦2�

+ 𝑆𝑥 

𝑢 �
𝜕𝑣𝑖,𝑗
𝜕𝜕

+
∆𝑥2

6
𝜕3𝑣𝑖,𝑗
𝜕𝑥3

+ 𝑂(∆𝑥3)� + 𝑣 �
𝜕𝑣𝑖,𝑗
𝜕𝜕

+
∆𝑦2

6
𝜕3𝑣𝑖,𝑗
𝜕𝑦3

+ 𝑂(∆𝑦3)� = −
1
𝜌
𝜕𝜕
𝜕𝜕

+ 𝜈 �
𝜕2𝑣
𝜕𝑥2

+
𝜕2𝑣
𝜕𝑦2�

+ 𝑆𝑦  

(3.23) 
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Further as: 

𝑢
𝜕𝜕
𝜕𝜕

+ 𝑣
𝜕𝜕
𝜕𝜕

= −
1
𝜌
𝜕𝜕
𝜕𝜕

−
𝑢 ∙ ∆𝑥2

6
𝜕3𝑢
𝜕𝑥3

−
𝑣 ∙ ∆𝑦2

6
𝜕3𝑢
𝜕𝑦3

+ 𝜈 �
𝜕2𝑢
𝜕𝑥2

+
𝜕2𝑢
𝜕𝑦2�

+ 𝑆𝑥 + 𝑂(∆𝑥3) + 𝑂(∆𝑦3) 

𝑢
𝜕𝜕
𝜕𝜕

+ 𝑣
𝜕𝜕
𝜕𝜕

= −
1
𝜌
𝜕𝜕
𝜕𝜕

−
𝑢 ∙ ∆𝑥2

6
𝜕3𝑢
𝜕𝑥3

−
𝑣 ∙ ∆𝑦2

6
𝜕3𝑢
𝜕𝑦3

+ 𝜈 �
𝜕2𝑣
𝜕𝑥2

+
𝜕2𝑣
𝜕𝑦2�

+ 𝑆𝑦 + 𝑂(∆𝑥3) + 𝑂(∆𝑦3) 

(3.24) 

 
To make it the same format as physical viscosity, the numerical viscosities 

for x and y directions are expressed as coefficients of the second derivative term, 

respectively as: 

𝜈𝑥 =
−𝑢 ∙ ∆𝑥2

6  𝜕
3𝑢
𝜕𝑥3

𝜕2𝑢
𝜕𝑥2

 

𝜈𝑦 =

−𝑣 ∙ ∆𝑦2
6

𝜕3𝑢
𝜕𝑦3

𝜕2𝑢
𝜕𝑦2

 

(3.25) 

For u<0 

𝜈𝑥 =
𝑢 ∙ ∆𝑥2

6  𝜕
3𝑢
𝜕𝑥3

𝜕2𝑢
𝜕𝑥2

 (3.26) 

 
And for v<0 
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𝜈𝑦 =

𝑣 ∙ ∆𝑦2
6

𝜕3𝑢
𝜕𝑦3

𝜕2𝑢
𝜕𝑦2

 (3.27) 

Thus a general expression of the numerical viscosity term is (on U equation): 

𝜈𝑥 = −
|𝑢| ∙ ∆𝑥2

6  𝜕
3𝑢
𝜕𝑥3

𝜕2𝑢
𝜕𝑥2

 

𝜈𝑦 = −

|𝑣| ∙ ∆𝑦2
6

𝜕3𝑢
𝜕𝑦3

𝜕2𝑢
𝜕𝑦2

 

(3.28) 

Apply the same approach to z direction 

𝜈𝑧 = −
|𝑤| ∙ ∆𝑧2

6
𝜕3𝑢
𝜕𝑧3

𝜕2𝑢
𝜕𝑧2

 (3.29) 

So a general expression of numerical viscosity of CDS is: 

𝜈𝑖 = −

|𝑢𝑖| ∙ ∆𝑥𝑖2
6  𝜕

3𝑢𝑖
𝜕𝑥𝑗3

𝜕2𝑢𝑖
𝜕𝑥𝑗2

 
(3.30) 

3.2.3 QUICK Scheme 

The QUICK (Quadratic upstream interpolation for convective kinematics) [92] 

scheme is a third order differencing scheme. With QUICK scheme, the convection 

term can be discretized as: 
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𝜕𝜕
𝜕𝜕

=
3𝑢𝑖+1,𝑗 + 3𝑢𝑖,𝑗 − 7𝑢𝑖−1,𝑗 + 𝑢𝑖−2,𝑗

8∆𝑥
 

(3.31) 

Using the Taylor series to express the parameter on an adjacent cell: 

𝑢𝑖+1,𝑗 = 𝑢𝑖,𝑗 + ∆𝑥
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑥2

2
𝜕2𝑢𝑖,𝑗
𝜕𝑥2

+
∆𝑥3

6
𝜕3𝑢𝑖,𝑗
𝜕𝑥3

+ 𝑂(∆𝑥4) 

𝑢𝑖−1,𝑗 = 𝑢𝑖,𝑗 − ∆𝑥
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑥2

2
𝜕2𝑢𝑖,𝑗
𝜕𝑥2

+
∆𝑥3

6
𝜕3𝑢𝑖,𝑗
𝜕𝑥3

+ 𝑂(∆𝑥4) 

𝑢𝑖−2,𝑗 = 𝑢𝑖,𝑗 − 2∆𝑥
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
4∆𝑥2

2
𝜕2𝑢𝑖,𝑗
𝜕𝑥2

+
8∆𝑥3

6
𝜕3𝑢𝑖,𝑗
𝜕𝑥3

+ 𝑂(∆𝑥4) 

(3.32) 

Thus  

3𝑢𝑖+1,𝑗 + 3𝑢𝑖,𝑗 − 7𝑢𝑖−1,𝑗 + 𝑢𝑖−2,𝑗

8∆𝑥
=
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑥2

24
𝜕3𝑢𝑖,𝑗
𝜕𝑥3

+ 𝑂(∆𝑥3) 
(3.33) 

Similarly 

3𝑢𝑖,𝑗+1 + 3𝑢𝑖,𝑗 − 7𝑢𝑖,𝑗−1 + 𝑢𝑖,𝑗−2
8∆𝑥

=
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑦2

24
𝜕3𝑢𝑖,𝑗
𝜕𝑦3

+ 𝑂(∆𝑦3) 
(3.34) 

Substitute the discretization term by the Taylor series expansions: 

𝑢 �
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑥2

24
𝜕3𝑢𝑖,𝑗
𝜕𝑥3

+ 𝑂(∆𝑥3)� + 𝑣 �
𝜕𝑢𝑖,𝑗
𝜕𝜕

+
∆𝑦2

24
𝜕3𝑢𝑖,𝑗
𝜕𝑦3

+ 𝑂(∆𝑦3)� = −
1
𝜌
𝜕𝜕
𝜕𝜕

+ 𝜈 �
𝜕2𝑢
𝜕𝑥2

+
𝜕2𝑢
𝜕𝑦2�

+ 𝑆𝑥 

(3.35) 

Further as: 

𝑢
𝜕𝑢𝑖,𝑗
𝜕𝜕

+ 𝑣
𝜕𝑢𝑖,𝑗
𝜕𝜕

= −
1
𝜌
𝜕𝜕
𝜕𝜕

+ 𝜈 �
𝜕2𝑢
𝜕𝑥2

+
𝜕2𝑢
𝜕𝑦2�

− 𝑢
∆𝑥2

24
𝜕3𝑢𝑖,𝑗
𝜕𝑥3

− 𝑣
∆𝑦2

24
𝜕3𝑢𝑖,𝑗
𝜕𝑦3

+ 𝑆𝑥 + 𝑂(∆𝑥3) + 𝑂(∆𝑦3) 

(3.36) 
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To make it the same format as physical viscosity, the numerical viscosities 

for x and y directions are expressed as coefficients of the second derivative term, 

respectively as: 

𝜈𝑥 =
−𝑢 ∙ ∆𝑥2

24  𝜕
3𝑢
𝜕𝑥3

𝜕2𝑢
𝜕𝑥2

 

𝜈𝑦 =

−𝑣 ∙ ∆𝑦2
24

𝜕3𝑢
𝜕𝑦3

𝜕2𝑢
𝜕𝑦2

 

(3.37) 

For u<0 

𝜈𝑥 =
𝑢 ∙ ∆𝑥2

24  𝜕
3𝑢
𝜕𝑥3

𝜕2𝑢
𝜕𝑥2

 (3.38) 

And for v<0 

𝜈𝑦 =

𝑣 ∙ ∆𝑦2
24

𝜕3𝑢
𝜕𝑦3

𝜕2𝑢
𝜕𝑦2

 (3.39) 

 
Thus a general expression of the numerical viscosity term is (on U equation): 

𝜈𝑥 = −
|𝑢| ∙ ∆𝑥2

24  𝜕
3𝑢
𝜕𝑥3

𝜕2𝑢
𝜕𝑥2

 

𝜈𝑦 = −

|𝑣| ∙ ∆𝑦2
24

𝜕3𝑢
𝜕𝑦3

𝜕2𝑢
𝜕𝑦2

 

(3.40) 
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Apply the same approach to the 3rd direction 

𝜈𝑧 = −
|𝑤| ∙ ∆𝑧2

24
𝜕3𝑢
𝜕𝑧3

𝜕2𝑢
𝜕𝑧2

 (3.41) 

So a general expression of the numerical viscosity of CDS is: 

𝜈𝑖 = −

|𝑢𝑖| ∙ ∆𝑥𝑖2
24  𝜕

3𝑢𝑖
𝜕𝑥𝑗3

𝜕2𝑢𝑖
𝜕𝑥𝑗2

 
(3.42) 

A summary of numerical viscosity and truncation error from different 

numerical schemes is shown in Table 2. 

Table 2. Truncation error of discretization for different numerical schemes 

Scheme Numerical 
Viscosity Truncation error 

Higher 
Order Term 

(H.O.T) 
Note 

Upwind �𝑢𝑖
∆𝑥𝑖
2
� �𝑢𝑖

∆𝑥𝑖
2
�
𝜕2𝑢𝑖
𝜕𝑥𝑗2

 𝑂(∆𝑥2) 
Same as 

Hybrid when 
𝑃𝑃 > 2 

CDS −

|𝑢𝑖| ∙ ∆𝑥𝑖2
6  𝜕

3𝑢𝑖
𝜕𝑥𝑗3

𝜕2𝑢𝑖
𝜕𝑥𝑗2

 −
|𝑢𝑖| ∙ ∆𝑥𝑖2

6
 
𝜕3𝑢𝑖
𝜕𝑥𝑗3

 𝑂(∆𝑥3) 
Same as 

Hybrid when 
𝑃𝑃 ≤ 2 

Quick −

|𝑢𝑖| ∙ ∆𝑥𝑖2
24  𝜕

3𝑢𝑖
𝜕𝑥𝑗3

𝜕2𝑢𝑖
𝜕𝑥𝑗2

 −
|𝑢𝑖| ∙ ∆𝑥𝑖2

24
 
𝜕3𝑢𝑖
𝜕𝑥𝑗3

 𝑂(∆𝑥3)  

 

A grid independent solution theoretically requires the numerical viscosity to 

be much smaller than the turbulence viscosity, so that the effect of grid-induced-
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error is fully eliminated from the “solved” governing equations. Since numerical 

viscosity is determined by both grid size and local velocities, it is difficult to find a 

generally good grid size that can always meet the requirement of grid independency 

for various simulation conditions. Nevertheless, the numerical viscosity provides an 

important aspect to check theoretically whether grid independency is reached or not.  

3.3 Velocity-Pressure Decoupling Algorithm 

3.3.1 SIMPLE Algorithm 

The most prevalent strategy of solving such coupling problems in CFD is the 

algorithms in the SIMPLE family. It is an acronym for Semi-Implicit Method for 

Pressure-Linked Equations [47]. There are different modified variants on this 

algorithm, such as SIMPLER (SIMPLE Revised) [48], SIMPLEC (SIMPLE 

Consistent) [49], SIMPLEM (SIMPLE modified) [50] and SIMPLEX (SIMPLE 

extrapolation) [51], but the general strategy of predictor-corrector iteration is the 

same. An initial guess of velocity and pressure fields is used as the starting point of 

an iteration process. The guessed pressure field is used to solve the momentum 

equation. A pressure correction equation deduced from the continuity equation is 

then solved to update the pressure field. The new pressure field is then used to 

solve the momentum equation. As the iteration proceeds, the guessed field is 

improved and finally approaches the exact solution of the discretized equation.   

The general procedure of the SIMPLE algorithm is 
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1. Guess initial pressure field 𝑝∗ 

2. Solve momentum equation to find velocity field 𝑢𝑖∗ 

3. Solve pressure correction equation to find pressure corrector 𝑝′. The 

pressure correction equation is from considering mass conservation 

(continuity equation). 

4. Correct pressure and velocity 

5. Repeat steps 2-4 with new pressure and velocity fields 

The details of the SIMPLE algorithm will not be covered here since it can be 

found in any CFD textbook. A unified formulation of the SIMPLE algorithms family 

can be found at [93]. The modified SIMPLE algorithms usually consume more 

computation since extra procedures are involved, but the convergence rate is sped 

up due to such improvement. It is reported [94] that the computing time is reduced 

by 30-50% in using the SIMPLER algorithm.  

3.3.2 PISO Algorithm 

Different from the prevalence and success of SIMPLE family algorithms in a 

commercial software package, the PISO (Pressure-Implicit with Splitting of 

Operators) algorithm [17] is an efficient but somewhat underrated approach for 

pressure-velocity decoupling of the Navier-Stokes equation. It was developed 

originally for non-iterative computation of unsteady flow and successfully adapted 

for the iterative solution of steady-state problems. Considering the great potential of 
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dealing with transient flow calculation without involving iteration, the next 

paragraphs will introduce the general procedure of the PISO algorithm for its 

possible application in real-time CFD. 

Using calculus notation to express the general format of the momentum 

equation and continuity equation  

𝜕𝑢
𝜕𝑐

= −(𝑢 ∙ 𝛻)𝑢 + 𝜈𝛻2𝑢 −
1
𝜌
𝛻𝑢 + 𝑆 (3.43) 

𝛻 ∙ 𝑢 = 0  (3.44) 

here 𝑢 is used to represent the general velocity field. With first order time 

step discretization, the momentum and continuity equations can be written as: 

𝑢𝑛+1 − 𝑢𝑛

∆𝑐
= −(𝑢 ∙ 𝛻)𝑢 + 𝜈𝛻2𝑢 −

1
𝜌
𝛻𝑢 + 𝑆 (3.45) 

𝛻 ∙ 𝑢𝑛+1 = 0   (3.46) 

With some intermediate predictors and corrector steps (notate as 1, 2, 3… 

superscript; n and n+1 on superscript represent initial and final value over a time 

step), the PISO algorithm is developed in this paper. 

Step 1 

With initial flow field values of 𝑢𝑛 and 𝑢𝑛, the intermediate field value 𝑢1 can 

be obtained using an implicit scheme as Eq. (3.47) 

𝑢1 − 𝑢𝑛

∆𝑐
= −(𝑢1 ∙ 𝛻)𝑢1 + 𝜈𝛻2𝑢1 −

1
𝜌
𝛻𝑢𝑛 + 𝑆 (3.47) 
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Since this is using 𝑢𝑛  instead of 𝑢𝑛+1 , 𝑢1  will not satisfy the continuity 

equation. 

Step 2 

A second-step intermediate approximation of velocity is obtained from 

assuming an updated velocity field 𝑢2 and pressure field 𝑢1. Eq. (3.47) becomes 

𝑢2 − 𝑢𝑛

∆𝑐
= −(𝑢1 ∙ 𝛻)𝑢1 + 𝜈𝛻2𝑢1 −

1
𝜌
𝛻𝑢1 + 𝑆 (3.48) 

Eq. (3.48) subtract Eq. (3.47) yields 

𝑢2 − 𝑢1

∆𝑐
= −

1
𝜌

(𝛻𝑢1 − 𝛻𝑢𝑛) (3.49) 

Take divergence for both sides of Eq. (3.49), together with the continuity 

equation 𝛻𝑢2 = 0 , such that velocity increment Eq. (3.49) yields the pressure 

increment equation to solve 𝑢1 − 𝑢𝑛 field 

𝛻2𝑢1 − 𝛻2𝑢𝑛 =
𝜌
∆𝑐
𝛻 ∙ 𝑢1 (3.50) 

Step 3 

An updated pressure field (or pressure increment field) can be plugged into 

Eq. (3.48) or Eq. (3.49) to update the velocity field and get the velocity field 𝑢2. 

Step 4 

A replication of Step 2 is conducted using the updated result from Step 3 𝑢2 

and initial value 𝑢𝑛, assuming a most updated pressure field 𝑢𝑛+1, and yields an 

updated field  
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𝑢𝑛+1 − 𝑢𝑛

∆𝑐
= −(𝑢2 ∙ 𝛻)𝑢2 + 𝜈𝛻2𝑢2 −

1
𝜌
𝛻𝑢𝑛+1 + 𝑆 (3.51) 

Eq. (3.51) subtract Eq. (3.48) yields 

𝑢𝑛+1 − 𝑢2

∆𝑡
= −

1
𝜌

(𝛻𝑝𝑛+1 − 𝛻𝑝1) + [−(𝑢2 ∙ 𝛻)𝑢2 + 𝜈𝛻2𝑢2] − [−(𝑢1 ∙ 𝛻)𝑢1 + 𝜈𝛻2𝑢1] 

(3.52) 

Take divergence for both sides of Eq. (3.52), together with the continuity 

equation 𝛻𝑢𝑛+1 = 0 and 𝛻𝑢2 = 0, such that velocity increment Eq. (3.52) yields the 

pressure increment equation to solve 𝑢𝑛+1 − 𝑢1 field 

𝛻2𝑢𝑛+1 − 𝛻2𝑢1 = 𝛻 ∙ [−(𝑢2 ∙ 𝛻)𝑢2 + 𝜈𝛻2𝑢2] − [−(𝑢1 ∙ 𝛻)𝑢1 + 𝜈𝛻2𝑢1] (3.53) 

Step 5 

An updated pressure field (or pressure increment field) can be plugged into 

Eq. (3.51) or Eq. (3.52) to update the velocity field and approximate the exact 

solution 𝑢𝑛+1 and 𝑢𝑛+1. This is proven to be sufficient for most practical purposes.   

The computational sequence of the PISO algorithm can be summarized as 

Figure 3.  
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Figure 3. Sequence of operations for PISO algorithm 

 

 

𝑢1 − 𝑢𝑛

∆𝑡
= −(𝑢1 ∙ 𝛻)𝑢1 + 𝜈𝛻2𝑢1 −

1
𝜌
𝛻𝑝𝑛 + 𝑆 

STEP 1: Solve the intermediate u1 1st splitting using Eq. (3.48) (implicit) 

START 
Initial condition or guess of 𝑝𝑛 and 𝑢𝑛 

𝛻2𝑝1 − 𝛻2𝑝𝑛 =
𝜌
∆𝑡
𝛻 ∙ 𝑢1     

STEP 2: Solve the pressure increment 𝑝1 − 𝑝𝑛 with Eq. (3.51) 

𝑢2 − 𝑢𝑛

∆𝑡
= −(𝑢1 ∙ 𝛻)𝑢1 + 𝜈𝛻2𝑢1 −

1
𝜌
𝛻𝑝1 + 𝑆 

STEP 3: Solve intermediate u2 2nd splitting using Eq. (3.49)(explicit) 

𝛻2𝑝𝑛+1 − 𝛻2𝑝1 = 𝛻 ∙ [−(𝑢2 ∙ 𝛻)𝑢2 + 𝜈𝛻2𝑢2] − [−(𝑢1 ∙ 𝛻)𝑢1 + 𝜈𝛻2𝑢1] 

STEP 4: Solve the pressure increment 𝑝𝑛+1 − 𝑝1 with Eq. (3.54) 

𝑢𝑛+1 − 𝑢𝑛

∆𝑡
= −(𝑢2 ∙ 𝛻)𝑢2 + 𝜈𝛻2𝑢2 −

1
𝜌
𝛻𝑝𝑛+1 + 𝑆 

STEP 5: Solve the un+1 , final splitting using Eq. (3.52) (explicit) 

𝑢𝑛+1, 𝑝𝑛+1 
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3.3.3 Projection Method 

The projection method can be traced back to 1965 [52], in which a numerical 

algorithm is proposed for a staggered grid to calculate the time-dependent 

numerical solution of fluid flow. Foster et al. [57, 58] implemented such transient 

calculation with computers to simulate the 3D motion of hot, turbulent gas using a 

relatively coarse grid. An explicit discretization scheme was used, which raised 

stability issues when the time step is large. Therefore, when Stam [59] proposed 

using an implicit scheme, which is unconditionally stable, to animate the fluid-like 

flow physically; it was called stable fluids. Nevertheless, the most important 

contribution of stable fluids is not the stability but the idea of operator splitting and 

different techniques to speed up the computation, such as semi-Lagrangian 

advection and fast Fourier transformation, which speeded up the computation to a 

real-time or faster-than-real-time level. Zuo et al. [60] applied this operator splitting 

algorithm to indoor environment modeling, improved the sequence of operators, 

tested higher order of differencing schemes, and evaluated the accuracy level. 

The Navier-Stokes Eq. (3.43) can be considered as a force to balance the 

equation of fluid in a control volume. The left-hand side can be considered as the 

acceleration of fluid in a certain control volume. The right-hand side, which is the 

sum up of several forces including advection (convection), diffusion, pressure and 

external force such as gravity and buoyancy from left to right, can be applied to the 

fluid sequentially to calculate the acceleration. Following the order of sequence 
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suggested in [59, 95, 96], assign some intermediate velocity field 𝑢1 , 𝑢2  and 𝑢3 

between time step 𝑐 + ∆𝑐 and 𝑐, so the stable fluid solver is implemented as follows: 

𝐹𝑜𝑐𝑠𝑃: 
𝑢1 − 𝑢𝑛

∆𝑐
= 𝑆 (3.54) 

𝐴𝑢𝜕𝑃𝑠𝑐𝑢𝑜𝑢: 
𝑢2 − 𝑢1

∆𝑐
= −(𝑢 ∙ 𝛻)𝑢 (3.55) 

𝐷𝑢𝑓𝑓𝑢𝑠𝑢𝑜𝑢: 
𝑢3 − 𝑢2

∆𝑐
= 𝜈𝛻2𝑢 (3.56) 

𝑃𝑐𝑜𝑗𝑃𝑠𝑐𝑢𝑜𝑢: 
𝑢𝑛+1 − 𝑢3

∆𝑐
= −

1
𝜌
𝛻𝑢 (3.57) 

In Eq. (3.57), since the pressure field is unknown for each time step, a 

projection method [18] is used as in Eq. (3.58), which is the divergence of Eq. (3.57) 

for both sides:  

𝛻 ∙ �
𝑢𝑛+1 − 𝑢3

∆𝑐
� = 𝛻 ∙ �−

1
𝜌
𝛻𝑢� (3.58) 

In this equation, as required by mass conservation equation (3.44), the final 

solution should fulfill the continuity equation as 

𝛻 ∙ 𝑢𝑛+1 = 0 (3.59) 

This yields a pressure calculation equation from intermediate result 𝑢3 

(Poisson equation) 

𝛻2𝑃 =
𝜌
∆𝑐
𝛻 ∙ 𝑢3 (3.60) 
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In Eq. (3.55), the advection of fluid is a non-linear expression, making it 

necessary to use iterative methods to solve. It is also noted that in Eq. (3.56), an 

implicit algorithm can be used for diffusion to ensure stability.  

 
Figure 4. Sequence of Operation of FFD algorithm 

The general sequence of FFD is as Figure 4. Zuo [97] optimized the sequence 

of each operator, applied/validated the algorithm in typical building airflow and 

utilized mass conservation correction to improve the accuracy. Numerical diffusion 

STEP 1: Add force → Eq. (3.54) → Result:  𝑢1 

START 

     

STEP 2: Advection → Eq. (3.55) → Result:  𝑢2 

STEP 3: Diffusion → Eq. (3.56) → Result:  𝑢3 

STEP 4: Poisson Equation → Eq. (3.60)→ Result:  𝑝 

STEP 5: Projection→ Eq. (3.57) → Result:  𝑢𝑛+1 

Result 𝑝 and 𝑢𝑛+1 
Next time step 
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was reduced through using a higher order discretization scheme. The improved 

sequence of each operator is  

Advection → Diffusion + Force → Projection 

The result shows that accuracy of FFD needs further improvement for real 

building application. One issue and possible problem in this algorithm is that the 

pressure field for each time step is solely dependent on the velocity field and is 

independent from previous time step.  

3.4 Semi-Lagrangian Advection 

A fast CFD method requires the algorithm to be unconditionally stable. An 

implicit algorithm has no CFL restriction; however, in solving a momentum 

equation numerically, the advection term in Eq. (3.55) is fundamentally different 

from others since it ends up being a non-linear. A semi-Lagrangian scheme [79] is a 

good option for solving this problem. The idea of a semi-Lagrangian scheme was 

originated from advection of scalar, but it can be directly applied to vector. 

The Lagrangian approach – named after French mathematician Lagrange – 

treats the continuum as a particle system.  Each point in the fluid is labeled as a 

separate particle.  From the perspective of such particles, the observed value of 𝜙 

(density, temperature, etc.) will remain the same with the lapse of time.  

The semi-Lagrangian scheme can be illustrated as in Figure 5. With an 

existing velocity field, it can trace back to its original location at previous time step 
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𝑐 − ∆𝑐. Such location will not necessarily drop on the exact grid point, so use the 𝜙 

value surrounding it to interpolate the value at this location. The 𝜙 value on this 

specific particle ∆𝑐 ago is such interpolated value. So we can directly assign such 

values to the grid points from which we are tracing back. 

 

(1) 

 

(2) 

 

1) Trace back with old velocity 
to its previous location 

2) Interpolate using old 𝜙 to 
get the 𝜙(𝑡 − ∆𝑡) at the 
previous location 

3) Assign interpolated 
𝜙(𝑡 − ∆𝑡) to the original 
point to get 𝜙(𝑡) 

 

(3) 

𝜙(𝑐) 

𝜙(𝑐 − ∆𝑐) 

𝜙(𝑐 − ∆𝑐) 

𝜙(𝑐) 
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Figure 5. Procedure of semi-Lagrangian scheme 

Since there is no CFL condition restriction, the time step and grid size used 

in a semi-Lagrangian scheme is usually large, which introduces large truncation 

error. Higher order schemes can be used to improve the accuracy in interpolation of 

a semi-Lagrangian scheme. 

3.5 Evaluation of Simulation Result Accuracy 

The validation of each identified case is to find the grid-independent grid 

resolution and establish the relationship between cell number used and prediction 

accuracy.  In the CFD study, predicted parameters of different grid resolutions are 

usually plotted along a line and compared with each other to examine the difference 

to see if a grid convergence has been achieved.  This method is usually subjective 

and relies much on the observation and judgment of the CFD investigator.  The best 

way to avoid dispute on whether a grid-independency has been achieved is to 

establish an objective criteria. 

The idea of a grid independent study is to check the difference between two or 

more data sets and judge how close they are to each other. The simplest way to 

evaluate the distance between two data sets is to use a single number. Roache [98] 

recommended GCI as an estimator of three times the error of a numerical solution 

and exact solution of governing equations as: 
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𝐺𝐶𝐼 =
3|𝜀|
𝑐𝑝 − 1

 (3.61) 

where 𝜀 = (𝜙1 − 𝜙2)/𝜙2 is the relative prediction difference between coarse 

and fine grid; 𝜙1 and 𝜙2 are the prediction of coarse and fine grid respectively; 𝑐 = 2 

for grid doubling (or halving); and 𝑢 is the order of the numerical scheme. For a 

second order scheme 𝐺𝐶𝐼 = |𝜀| and it is obvious for any two grid resolutions with 

any numerical scheme, GCI is a coefficient multiplies the prediction difference. The 

first question that arises from this index is the variable and location for the data 

point selection in a real practice. For indoor environment modeling, the airflow and 

thermal environment are usually the most important concerns, which also 

determine the field of other variables such as species concentration. The location of 

data points is recommended to be uniformly distributed in the computational 

domain, which can be representative and avoid the bias for selecting only one point.  

To sum up the error for all data points within investigation, the Euclidean 

norm (2-norm) is a frequently used estimator [99]. Such estimator is implemented 

previously [100] and proven to be a good index for error estimation in the grid 

independent study of indoor environment modeling. The average 2-norm estimator 

is expressed as:  

1
𝑢 �

�|𝜀(𝑢)|2
𝑛

𝑖=1

�

1
2

=
1
𝑢 �

�
[𝜙1(𝑢) − 𝜙2(𝑢)]2

𝜙2(𝑢)2

𝑛

𝑖=1

�

1
2

 (3.62) 
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where 𝜀(𝑢) = �𝜙1(𝑢) − 𝜙2(𝑢)�/𝜙2(𝑢) is the relative error on point i, and n is the 

number of total points under investigation. Practically, this estimator faces a 

problem when the variable 𝜙(𝑢) is a very small number, making the estimator 𝜀(𝑢) a 

huge number. To avoid such incidence, the average value of 2-norm of 𝜙(𝑢) on all 

locations is recommended as the normalization factor so that: 

𝜀(𝑢) =
𝜙1(𝑢) − 𝜙2(𝑢)

1
𝑢�∑ 𝜙2(𝑢)2𝑛

𝑖=1

 (3.63) 

This makes the GCI index similar, as a coefficient multiplies the normalized 

root mean square error criterion. We simply call this index as root mean square 

error (RMSE) for further analysis: 

𝑅𝑀𝑆𝐸(𝜙1,𝜙2) =
3

𝑐𝑝 − 1
1
𝑢�

�
[𝜙1(𝑢) − 𝜙2(𝑢)]2

�1𝑢�∑ 𝜙2(𝑢)2𝑛
𝑖=1 �

2

𝑛

𝑖=1

�

1
2

=
3

𝑐𝑝 − 1
�
∑ [𝜙1(𝑢) − 𝜙2(𝑢)]2𝑛
𝑖=1

∑ 𝜙2(𝑢)2𝑛
𝑖=1

 

(3.64) 

where 𝑅𝑀𝑆𝐸(𝜙1,𝜙2)  is derived from GCI considering the prediction of 

different locations in a computational domain. The RMSE value provides a 

practically feasible criterion for indoor environment modeling grid independent 

study. In a strict grid independent study, the grid refinement factor is 

recommended to be greater than 1.3 [101], which means the total grid number of 

fine grid resolution should be at least 1.3 times that of coarse grid resolution. In this 
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study, we used a refinement factor of 2, and since different orders of numerical 

scheme ranged from one to three, the average value of 𝑢 = 2. The coefficient on the 

normalized root mean square error (RMSE) criterion ends up as 1. The difference 

between results of two neighboring grid-resolutions thus can be computed by the 

following index in a uniform format: 

𝑅𝑀𝑆𝐸(𝜙1,𝜙2) = �
∑ [𝜙1(𝑢) − 𝜙2(𝑢)]2𝑛
𝑖=1

∑ 𝜙2(𝑢)2𝑛
𝑖=1

 (3.65) 

where 𝜙1(𝑢) and 𝜙2(𝑢) are the predictions of the same parameter at the same 

location of the different grid-resolutions.   

The definition of grid-independency is that the result of simulation is not 

affected by the density of the grid. Theoretically, keep increasing the grid number 

and there will be a critical point where continued increasing of the grid number will 

not change the result.  However, in reality, the result will change all the way with 

the total grid number increase due to the round off error and convergent status, but 

there is a certain value under which a difference can be considered as the sign for 

reaching grid-independency. 

Another application of normalized RMSE is to evaluate the performance of 

different CFD configurations.  Using a profile plot is an efficient and visible 

approach to see the quality of the prediction of different CFD configurations.  

However, it is usually difficult to tell if one prediction is superior to the other when 

the two are close to each other.  Also due to the complicity of CFD prediction, one 
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result may have better prediction on one point but worse on another, especially 

when different measurement uncertainty is taken into consideration.  When the 

comparison of CFD results and experimental data are in the whole flow field, it is 

usually difficult to draw a conclusion on the performance different CFD algorithms.   

To avoid such problem, the normalized NRMSE value of the prediction to 

measurement is introduced to compare the prediction accuracy: 

𝑅𝑀𝑆𝐸(𝑃,𝑀) = �∑ 𝛿𝑝𝑚�|𝑃(𝑢) −𝑀(𝑢)| − 𝑃(𝑢)�2𝑛
𝑖=1

∑ 𝑀(𝑢)2𝑛
𝑖=1

 (3.66) 

𝛿𝑝𝑚 = �1   |𝑃(𝑢) −𝑀(𝑢)| > 𝑃(𝑢)
0  |𝑃(𝑢) −𝑀(𝑢)| < 𝑃(𝑢)  (3.67) 

where 𝑃(𝑢)and 𝑀(𝑢) are the prediction and measurement data sets in certain 

positions, respectively, and 𝑃(𝑢)  is the uncertainty of test instrument in the 

experiment.  

The basic idea of such a method is to see how far away the prediction deviates 

from the experimental data, taking into account the uncertainty in the experiment, 

and then normalized by the absolute value of the measurement data.   

The normalized RMSE method can only give a general clue of the 

performance of a prediction, especially when the prediction is far away from the 

measurement. To perform a detailed analysis of the prediction, a profile comparison 

is still necessary. Therefore, the NRMSE value and profile plot together will be 

employed to show the performance of each prediction. 
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As stated above, a grid-independent study of this research will be conducted 

by increasing the total cell number on an order of 2, and the normalized RMSE 

value will be employed to compare the prediction difference between two 

neighboring grid-resolutions.  
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CHAPTER 4  
COARSE GRID CFD AND 
NUMERICAL ERROR 
MINIMIZATION 
4.1 Theoretical Analysis 

4.1.1 Numerical Viscosity Analysis 

As described in the previous Chapter, numerical viscosity is the fundamental 

cause of numerical error in a CFD model. The magnitude of numerical viscosity is 

proportional to the grid size for upwind scheme, explaining the fact that a coarse 

grid results in greater error. Refinement of the grid eliminates the impact of such 

discretized error through reducing numerical viscosity and thus improving the 

accuracy of a CFD simulation. 
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For turbulence modeling solving the RANS equations, the turbulence transfer 

mechanism can be modeled as an eddy viscosity or turbulent viscosity, which leads 

to an extra coefficient on the second derivative terms in the momentum equations. 

For a 2D steady-state turbulence flow, the momentum equations solved in CFD are 

in Reynolds averaged format as in Eq. (4.1):  

⎩
⎪
⎨

⎪
⎧𝑈�

𝜕𝑈�
𝜕𝜕

+ 𝑉�
𝜕𝑈�
𝜕𝜕

= −
1
𝜌
𝜕𝑃�
𝜕𝜕

+ �𝜈𝑝ℎ𝑦𝑦𝑦𝑦𝑦𝑦 + 𝜈𝑡 + 𝜈𝑥�
𝜕2𝑈�
𝜕𝑥2

+ �𝜈𝑝ℎ𝑦𝑦𝑦𝑦𝑦𝑦 + 𝜈𝑡 + 𝜈𝑦�
𝜕2𝑈�
𝜕𝑦2

+ 𝑆𝑥

𝑈�
𝜕𝑉�
𝜕𝜕

+ 𝑉�
𝜕𝑉�
𝜕𝜕

= −
1
𝜌
𝜕𝑃�
𝜕𝜕

+ �𝜈𝑝ℎ𝑦𝑦𝑦𝑦𝑦𝑦 + 𝜈𝑡 + 𝜈𝑥�
𝜕2𝑉�
𝜕𝑥2

+ �𝜈𝑝ℎ𝑦𝑦𝑦𝑦𝑦𝑦 + 𝜈𝑡 + 𝜈𝑦�
𝜕2𝑉�
𝜕𝑦2

+ 𝑆𝑦
 (4.1) 

where 𝑈  and 𝑉  are Reynolds averaged velocity components; νphysical  is the 

physical viscosity written as ν previously. With these three viscosity terms on the 

diffusion term, it implies that turbulent flow behaves as a more viscous flow in 

nature, and the existence of numerical viscosity artificially aggravates such effect 

and factitiously makes the right hand side of the equation larger.  Physical viscosity 

𝜈𝑝ℎ𝑦𝑦𝑖𝑦𝑦𝑦 can be neglected in analysis as it is usually one to two magnitudes smaller 

than 𝜈𝑡 for typical indoor environment flows.  

⎩
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⎨
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𝜕𝑥2
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𝜕𝑦2
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= −
1
𝜌
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+ �𝜈𝑡 + 𝜈𝑦�
𝜕2𝑉�
𝜕𝑦2

+ 𝑆𝑦
 (4.2) 

As numerical viscosity is proportional to grid size, the truncation error can be 

reduced by refinement of the grid until 𝜈𝑥 ≪ 𝜈𝑡 and 𝜈𝑦 ≪ 𝜈𝑡; therefore, the impact of 
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numerical viscosity (i.e., grid size) is totally “eliminable.” This fundamentally 

provides an alternative to grid-independency verification. 

Different discretizing schemes will cause different numerical viscosities. For 

higher order numerical schemes, the truncation error is different and the extra 

coefficient induced from the discretization is not on the diffusion term. For instance, 

the extra term induced from the second order scheme is related to the third order 

derivative of velocity.  

Another important observation from this viscosity analysis is, in terms of the 

whole diffusion term, the truncation error (artificial diffusion) introduced by grid 

size can be expressed as in Eq. (4.3). 

⎩
⎪
⎨

⎪
⎧[𝜈𝑥]

𝜕2𝑈�
𝜕𝑥2

+ �𝜈𝑦�
𝜕2𝑈�
𝜕𝑦2

[𝜈𝑥]
𝜕2𝑉�
𝜕𝑥2

+ �𝜈𝑦�
𝜕2𝑉�
𝜕𝑦2

 (4.3) 

From Eq. (4.3), the effect of numerical viscosity on total error is not only 

determined by the magnitude of itself but also determined by the corresponding 

second order derivatives it multiplies in the momentum equation. For example, for 

upwind scheme, the diffusion terms (𝜕2𝑢)/(𝜕𝜕2 )  and (𝜕2𝑢)/(𝜕𝜕2)  might be 

magnitudes of difference for the same grid point. The weight factors of  𝜈𝑥 and 𝜈𝑦 

are thus different, which leads to the potential of using a coarse grid in a certain 

direction without having a significant impact on the CFD solution.  
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4.1.2 Application of Normalized RMSE Value 

In the previous section, normalized RMSE has already been introduced as a 

good alternative to evaluate CFD result accuracy. Eq. (4.4) and Eq. (4.5) will be 

useful for grid independency study in Section 4.2 and coarse grid result evaluation 

in Section 4.3.   

𝑅𝑀𝑆𝐸(𝜙1,𝜙2) =
3

𝑐𝑝 − 1
�
∑ [𝜙1(𝑢) − 𝜙2(𝑢)]2𝑛
𝑖=1

∑ 𝜙2(𝑢)2𝑛
𝑖=1

 (4.4) 

where 𝜙1(𝑢) and 𝜙2(𝑢) are the predictions of the same parameter at the same 

location of the different grid-resolutions.   

𝑀𝑆𝐸(𝑃,𝑀) = �∑ 𝛿𝑝𝑚�|𝑃(𝑢) −𝑀(𝑢)| − 𝑃(𝑢)�2𝑛
𝑖=1

∑ 𝑀(𝑢)2𝑛
𝑖=1

 

𝛿𝑝𝑚 = �1   |𝑃(𝑢) −𝑀(𝑢)| > 𝑃(𝑢)
0  |𝑃(𝑢) −𝑀(𝑢)| < 𝑃(𝑢)  

(4.5) 

where 𝑃(𝑢) and 𝑀(𝑢) are the prediction and measurement data sets in certain 

positions, respectively, and 𝑃(𝑢) is the uncertainty of the test instrument in the 

experiment.  

4.2 Grid-Independency Study  

Grid independency is a necessity of using CFD solution for further scientific 

analysis. Theoretically, when the grid size approaches zero, the discretization error 

of CFD solution becomes zero. Traditionally in this area, profile of predicted value 

between different CFD grid resolutions (usually doubled each time ) will be plotted 
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to compared the difference. However, this method can be very subjective. Closeness 

between solutions can be very different at different locations of the profile; CFD 

practitioners have subjective judgments towards the same set of result.  

In order to provide an objective criterion for grid-independency study 

specifically for IEQ research, a new method is brought out. According to the 

previous section, normalized RMSE and numerical viscosity analysis can both be 

applied to grid independency study. To evaluate the feasibility and performance of 

the proposed approach, particularly for indoor environment modeling, the 

normalized RMSE index and numerical viscosity analysis are employed for several 

typical indoor airflow predictions.  

Since the RNG k-ε model has the overall best performance for indoor 

environment modeling among different RANS models [102, 103], this model was 

used for all the cases tested in this chapter. The test will be presented at the order 

of flow mechanisms of indoor airflow: natural convection, forced convection and 

mixed convection. Three representative numerical schemes (Upwind, Hybrid and 

QUICK scheme) are used. Although it is common to adopt non-uniform grids (or 

locally refined grids) for most CFD practices, here structured uniform grid 

distributions are employed, assuming CFD users have no prior knowledge on flow 

characteristics and thus no experience on local grid refinement. Indeed, uniform 
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grid distribution makes it possible and easy to compare or verify numerical results 

against theoretical findings.  

4.2.1 Natural Convection  

Natural convection (NC) occurs when the flow is driven solely by a 

temperature-difference-induced buoyancy force. A two-dimensional (2D) experiment 

[104] conducted originally for CFD code validation purposes is used as an example 

to test and demonstrate the viability of the proposed method. The configuration, 

boundary condition and available measurement data for CFD model validation is 

shown in Figure 6. Two vertical walls were, respectively, heated and cooled to keep 

uniform temperatures, and the two horizontal walls have temperature distributions 

that can be discretized to ten small pieces, each of which has a uniform temperature. 

A clockwise-circulated flow inside the cavity was formed due to the temperature 

difference. Detailed measurements of temperature and velocity are available along 

the middle height and middle width lines. Along the mid-height line, vertical 

velocity component (v) and temperature data (t1) are measured; while along the 

mid-width line, temperature data (t2) is available from the experiment. 
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Figure 6. Configuration, boundary condition setup and measurements of NC Case 

 

To ensure the comparability of difference in temperature with that in velocity, 

the absolute temperature has been normalized as below:  

𝑇 =
𝑐 − 𝑐𝑦
𝑐ℎ − 𝑐𝑦

 (4.6) 

where 𝑐ℎ and 𝑐𝑦 are the hot and cold wall temperature, and 𝑐 is the predicted 

temperature at each measurement location. Velocity can also be normalized but it 

makes no difference to the RMSE value.  

Table 3 shows the normalized RMSE result for this NC case. The grid 

resolution tested was doubled (𝑐 = 2) each time until reaching 1000×1000. Each 

modeling result was compared with that from the next finer grid. Note that no 

v, t1 

t2 
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RMSE value exists for grid #5, as this is the finest grid tested. The upwind scheme 

was used for this test (i.e., 𝑢 = 1). According to Eq. (4.4), the RMSE for this NC case 

becomes: 

𝑅𝑀𝑆𝐸(𝜙1,𝜙2) = 3�
∑ [𝜙1(𝑢) − 𝜙2(𝑢)]2𝑛
𝑖=1

∑ 𝜙2(𝑢)2𝑛
𝑖=1

 (4.7) 

Table 3. Grid resolutions and normalized RMSE results for the NC case  

Grid index Grid number (X*Y) Normalized RMSE to next finer grid 
V T1 T2 

#1 250*250 0.1825 0.0759 0.0392 
#2 354*354 0.4886 0.1042 0.0681 
#3 500*500 0.1369 0.0174 0.0186 
#4 707*707 0.0541 0.0184 0.0157 
#5 1000*1000 N/A N/A N/A 

 

Figure 7 shows the profile comparison of predictions under different grid 

resolutions against the experimental data, a conventional approach to evaluating 

the grid independency of CFD modeling. Note that only portions of the profiles (near 

the left or bottom wall) were presented to highlight the differences among the 

simulations. The normalized RMSE values, however, compared all the data along 

the domain scales. Figure 7 reveals that results with grids #1 and #2 have a large 

discrepancy from those with the finer grids, as verified by the normalized RMSE 

values in Table 3. If using a 10% difference as the criterion to justify the grid 

independency, which is acceptable for most indoor applications, grid #4 is the grid 

that can provide the grid-independent solution for this NC case. This conclusion, 
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however, may be difficult to draw if only based on the results in Figure 7. It is 

important to point out that the experimental data has nothing to do with the grid 

independency study. The grid-independent solution may not be the result that 

matches the experiment best as many other factors (e.g., turbulence model and 

boundary conditions) exist that will influence the accuracy of the simulation. On a 

separate note, most locations in experimental measurements are deliberatively 

chosen to cover the key flow zones and/or characteristics, thus providing great 

insight into selecting proper spatial points for the RMSE calculation and 

comparison. 

 

Figure 7. Profile comparison of predictions against measurements under different 
grid resolutions for the NC case 
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Figure 8 shows the contours of the calculated numerical viscosity from the 

results with grid #1 and grid #4. The very left contour is the turbulence viscosity 

distribution in the computational domain from the grid-independent solution (grid 

#4). The other four contours plot the calculated numerical viscosity with the upwind 

scheme for grids #1 and #4. For the original coarse grid #1, the numerical viscosity 

is comparable with the turbulent viscosity, especially in the critical locations near 

the walls, which results in the extra artificial diffusion in the flow and therefore 

affects the prediction. Grid #4, however, produces almost negligible numerical 

viscosity compared to the turbulent viscosity; thus further refinement of grids 

should not influence the simulation results, indicating the reach of a grid-

independent solution. This viscosity analysis provides the fundamental verification 

on the mesh adequateness of grid #4.  
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Figure 8. Comparison of numerical viscosity (grid-independent #4) with turbulence 
viscosity for the NC case 

4.2.2 Forced Convection 

Forced convection (FC) occurs when the air flow is solely driven by external 

forces such as mechanical force without the consideration of heat transfer (i.e., all 

the boundary conditions in the domain have the same temperature with no heat 

source or sink). This can be found in built environments where the space is mainly 

mechanically or wind ventilated with negligible temperature difference.  
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Figure 9. Configuration, boundary condition setup and measurements of FC Case 

 

The widely used Nielsen’s experiment [105] is employed in this study as 

Figure 9 shows the configuration of the experiment. The horizontal velocity 

component along four measurement lines is used for result validation. 

Similar to the NC study, the total grid number was doubled each time in the 

FC simulation in order to check the prediction difference between two neighboring 

grid resolutions. This FC study used the hybrid scheme, so p = 1  (the upwind 

scheme) when 𝑃𝑃 > 2  and 𝑢 = 2  (CDS) when 𝑃𝑃 ≤ 2 . When 𝑢 = 2  is used, the 

normalized RMSE from Eq. (4.4) becomes: 

𝑅𝑀𝑆 �(𝜙1,𝜙2) = �
∑ [𝜙1(𝑢) − 𝜙2(𝑢)]2𝑛
𝑖=1

∑ 𝜙2(𝑢)2𝑛
𝑖=1

 (4.8) 

u1 u2 

u3 

u4 
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The predicted velocity values are normalized by the inlet velocity for the 

comparison purpose: 

𝑈 =
𝑢

𝑢𝑖𝑛𝑦𝑖𝑡
=

𝑢
0.455

 (4.9) 

Table 4 presents the grid independency study results based on the 

normalized RMSE criterion, which agrees well with the velocity profile comparison 

shown in Figure 10. Grid #1 results have a significant discrepancy from those on 

finer grids, especially with larger RMSE values for the velocities along two 

horizontal lines (U3 and U4). Using the same criterion of 10%, the results indicate 

that grid #2 and above will be adequate for this FC case. 

Figure 11 shows the contours of local turbulent and numerical viscosities 

from the grid-independent solution. A hybrid differencing scheme is used here. 

Therefore, for each grid point, the differencing scheme switches between upwind 

and CDS, and numerical viscosity is calculated accordingly. Note that for CDS, the 

numerical viscosities on the momentum equations of U (horizontal velocity 

component) and V (vertical velocity component) are different. The first contour in 

Figure 11 shows the turbulent viscosity as the reference, while the second and third 

groups show the estimated numerical viscosities of the hybrid scheme on the U and 

V momentum equations (a combination of numerical viscosities from upwind and 

CDS; the scheme used is determined by local Péclet number). The numerical 

viscosities on both equations are negligible compared to the turbulent viscosity. 
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This indicates that the numerical error has been eliminated by refining the grid and 

verifies the grid independency conclusion drawn by using the normalized RMSE 

method. 

Table 4. Grid resolutions and normalized RMSE results for the FC case 

Grid index Grid number (X*Y) 
Normalized RMSE to next finer grid 

U1 U2 U3 U4 
#1 106*36 0.0434 0.0778 0.1547 0.1932 
#2 150*50 0.0454 0.0533 0.0588 0.0618 
#3 212*71 0.0390 0.0212 0.0539 0.0604 
#4 300*100 N/A N/A N/A N/A 
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Figure 10. Profile comparison of predictions under different grid resolutions for the 
FC case 
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Figure 11. Comparison of numerical viscosity (grid-independent #3) with turbulence 
viscosity for the FC case 

4.2.3 Mixed Convection 

Mixed convection has the combined mechanisms of NC and FC. The flow is 

driven by both external force and temperature-difference-induced buoyancy force. 

The MC case studied is a slot ventilated cavity [106] as shown in Figure 12. The 

floor of the cavity is heated to a uniform temperature of 35.5°C.  The inlet air and 

other walls were maintained at a cooler temperature of 15°C. Measurements were 

made along the mid-height and mid-width of the space. Along the horizontal line, 

the vertical velocity component (v) and temperature were measured; along the 

vertical line, the horizontal velocity component (u) and temperature were measured.  
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Figure 12. Configuration, boundary condition setup and measurements of MC Case  

 

The QUICK scheme is used for this case. Eq. (4.10) and (4.11) are used for 

the normalization of measured variables (temperature and velocity).  

𝑇 =
𝑡 − 𝑡𝑤
𝑡𝑓 − 𝑡𝑤

 (4.10) 

𝑈 =
𝑢

𝑢𝑖𝑖𝑖𝑖𝑖
;  𝑉 =

𝑣
𝑢𝑖𝑖𝑖𝑖𝑖

 (4.11) 

v, t1 

u, t2 
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where 𝑐𝑓 and 𝑐𝑤 are the floor and wall temperatures, and 𝑐 is the predicted 

temperature on each point in the domain. Velocity can also be normalized by the 

inlet velocity 𝑢 = 0.57𝑒/𝑠, but this will not influence the RMSE result.  

Table 5 summarizes the grid independency study result using the normalized 

RMSE method by doubling the total grid number of each simulation. Figure 13 plots 

the profiles of measured and predicted velocities and temperatures. The main 

visible prediction difference occurs for the temperature (T1) distribution along the 

mid-height horizontal line, where grid #1 and #2 results have a large discrepancy 

compared to the finer grid results. This is clearly reflected by the normalized RMSE 

judgment matrix. Using the 10% criterion, one can identify that grid #3 and finer 

can be considered to be grid independent. 

Table 5. Grid resolutions and normalized RMSE results for MC case 

Grid 
index Grid number (X*Y) 

Normalized RMSE to next finer grid 
V U T1 T2 

#1 52*52 0.2217 0.2491 0.1521 0.0519 
#2 74*74 0.0738 0.1207 0.1805 0.1346 
#3 104*104 0.0697 0.0656 0.0515 0.0436 
#4 147*147 0.0803 0.0663 0.0217 0.0288 
#5 208*208 N/A N/A N/A N/A 
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Figure 13. Profile comparison of predictions under different grid resolutions for the 
MC case 

Figure 14 provides the comparison of the calculated turbulent viscosity with 

the numerical viscosity of the QUICK scheme from the grid-independent solution. 

The left contour shows the turbulent viscosity as the reference, and right contours 

are the numerical viscosity on the U (horizontal velocity) equation and the V 

(vertical velocity) equation, respectively. The result verifies that the numerical 

viscosity is much smaller than the turbulent viscosity in the whole computational 

domain. The finding agrees with the conclusion from the RMSE judgment. 
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Figure 14. Comparison of numerical viscosity (grid independent #4) with turbulence 
viscosity for the MC case. Left – turbulent viscosity; Right – numerical viscosity on 

U equation (top) and V equation (bottom) 

 

4.2.4 Three Dimensional Office  

Three two-dimensional cases covered typical indoor environmental airflow 
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displacement ventilation diffuser provided a ventilation rate of 4 ACH through the 

perforated front panel with a net area ratio of 10%. The equivalent air velocity 

through the front panel was 0.086m/s. The supply and exhaust air temperatures 

were, respectively, 17°C and 21.6°C. The detailed dimension and heat flux of each 

object in the room can be found in the ASHRAE research report 949 [107]. The 

experiment measured the air velocity and temperature along 9 vertical poles as 

shown in Figure 16. 

 

 

 

Figure 15. Configuration of displacement ventilation office case 

(1. Inlet  2. Outlet  3. Person  4. Table  5. Window  6. Lamp  7. Cabinet  8. Computer) 
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Figure 16: floor plan of the positions of parameter profile comparison, 
experimental data including velocity and temperature is available along vertical 

poles of P1 through P9.  
 

The dimensionless temperature is defined as: 

𝑇 =
𝑐 − 𝑐𝑖
𝑐𝑜 − 𝑐𝑖

 (4.12) 

where 𝑐𝑖 and 𝑐𝑜 are the inlet and exhaust temperatures, and 𝑐 is the predicted 

temperature on each mesh point in the domain in °C. Velocity can also be 

normalized by the equivalent inlet velocity 𝑢 = 0.068𝑒/𝑠, but it has no influence on 

the RMSE calculation.  

Table 6 summarizes the grid study results using the normalized RMSE 

method by doubling the total grid number in each simulation. Figure 17 and Figure 

18 present the profile plots of the dimensionless velocity and temperature, 
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respectively. Grid #1, #2 and #3 results have a large discrepancy from those with 

the finer grids, as revealed by both the normalized RMSE table and the profile 

comparison.   

Table 6. Grid resolutions and normalized RMSE results for the 3D office case 

Grid 
index 

Grid number 
(X*Y*Z) 

Normalized RMSE to next finer grid 
V-stream 

wise 
V-cross 
section 

T-stream 
wise 

T-cross 
section 

#1 62*42*27 0.1937 0.3481 0.0164 0.0276 
#2 78*54*34 0.1828 0.1313 0.0083 0.0109 
#3 98*68*43 0.1436 0.2089 0.0154 0.0142 
#4 123*86*54 0.1019 0.1262 0.0082 0.0096 
#5 158*108*68 N/A N/A N/A N/A 

 

It is noticed that beside the grid size, the RMSE value is also very sensitive to 

the simulation convergence status. It is common that convergence of simulation 

with a fine grid needs more efforts than that with a coarser grid due to computing 

instability issues and accumulation of numerical errors on all mesh points. For this 

3D room case, although the relaxation factors for the simulation were carefully 

chosen for the finer grid than #5, the criterion of 10% can still not be achieved. As 

the RMSE difference between grids #4 and #5 is around 10%, grid #4 is considered 

to be grid independent. This 10% criterion can be used for the general guidance but 

can certainly be adjusted based on specific needs and conditions.  The further 

numerical viscosity analysis shown in Figure 19 confirms that the difference 
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between #4 and #5 is mostly from other numerical factors instead of the grid-

induced error. 

 

Figure 17. Dimensionless velocity profile predictions upon different grid resolutions 
for the 3D office case 
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Figure 18. Dimensionless temperature profile predictions upon different grid 
resolutions for the 3D office case 

Figure 19 presents the comparison of the turbulent viscosity with the 

numerical viscosity of the QUICK scheme for the grid-independent (#4) result. The 

contour is for the intersection at mid-height of the room. The top contour is the 

turbulent viscosity, and the bottom contours show the numerical viscosity on the U 

(horizontal velocity) equation and the V (vertical velocity) equation. The result 

verifies that the numerical viscosity is much smaller than the turbulent viscosity in 

grid #4, indicating the grid-induced error is mainly eliminated. This result agrees 

with the conclusion from the RMSE and profile plot analysis. 
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Figure 19. Comparison of turbulence viscosity with numerical viscosity for the 3D 
office case (grid independent #4). Top – turbulent viscosity; Bottom – numerical 

viscosity on U equation (top) and V equation (bottom) 

 

4.2.5 Conclusive Summary 

This section focuses only on the uniformly distributed grid to testify the 

proposed method for CFD grid independency study. For non-uniform grids, which 

are common in CFD practice, the RMSE and numerical viscosity analysis are still 

applicable. Commercial CFD software can incorporate the function of calculating 

numerical viscosity into the post-process of the tools, allowing users to evaluate the 

grid independency of simulation results.  
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It is noted that the turbulent viscosity in the FC case is about two 

magnitudes greater than it is in the NC and MC cases. This indicates that FC flows 

have greater tolerance to large grid size if using the same order of differencing 

scheme. In other words, for non-isothermal cases, the grid size to reach grid 

independency will be much smaller than that under iso-thermal conditions. This 

conclusion can be consolidated if further study verifies that non-isothermal 

conditions usually lead to smaller turbulent viscosity than isothermal conditions in 

built environments. 

Equation (4.4) reveals that lower order schemes will cause greater 

coefficients for the normalized RMSE. Hence, if using the same 10% criterion, the 

lower order differencing scheme will require more grid numbers (or smaller grid 

size) to reach the same RMSE value. This agrees with the general CFD principle 

that a higher order differencing scheme leads to a smaller numerical viscosity and 

thus requires less grid to reach grid independency. 

For differencing schemes of second order and higher, calculation of numerical 

viscosity requires a division by a second order derivative term (diffusion). Take CDS 

for example, the actual truncation error (TE) term is (as in Table 2.) 

𝑇𝐸 = −
|𝑢𝑖| ∙ ∆𝜕𝑖2

6
 
𝜕3𝑢𝑖
𝜕𝜕𝑗3

 (4.13) 

and the numerical viscosity is TE divided by the second order derivative term 
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𝜈𝑛𝑢𝑚 = −
𝑇𝐸
𝜕2𝑢𝑖
𝜕𝜕𝑗2

 (4.14) 

With very small local diffusion terms in the domain as the denominator, the 

numerical viscosity at these local points may become very big (or even infinite). This 

can be observed in the contour plots of numerical viscosity for the cases with the 

CDS and QUICK schemes, where those small dark dots appear. However, this will 

not bring much concern in the actual simulation because the total error that 

numerical viscosity brings is the whole truncation error term.  

A normalized RMSE value presents a great opportunity of using a single 

index to evaluate the overall closeness of CFD simulation results upon different grid 

resolutions. It becomes an effective and convenient criterion to judge the grid 

independency status for indoor environment CFD modeling with less demand on 

knowledge of numerical fundamentals. A typical comparison in CFD grid 

independency study usually requires doubling (or halving) the total grid numbers 

between two simulations. The prediction difference, if under 10% for the normalized 

RMSE, between a grid and its immediate finer grid may be considered negligible, 

indicating the reach of a grid-independent solution. In practice, because it is quite 

expensive thus not common to test a series of many grid resolutions, numerical 

viscosity analysis can be used to check the status of grid independency. Numerical 

viscosity study provides the fundamental insight into grid independency conditions. 
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In indoor environment modeling, to reach a solution’s grid independency, numerical 

viscosity magnitude in the entire domain should be much smaller than 

corresponding local turbulence viscosity so that the effect of numerical viscosity can 

be neglected.      

4.3 Numerical Experiment on Coarse Grid Possibilities 

According to the numerical analysis, discretization induced numerical error 

ends up with artificial diffusion terms on each direction, which are determined by 

both numerical viscosity values and the magnitude of second order derivative terms. 

Such second order derivative terms can be different magnitudes, which provide an 

opportunity of manipulating the CFD grid size along different directions without 

significantly increasing grid-induced error. This hypothesis is tested in the following 

section with consideration of flow mechanism in typical IEQ study. Since the RNG 

k-ε model [43] has the overall best performance among different RANS models [87, 

88], this turbulence model is adopted for all tests in this section.  

4.3.1 Natural Convection Validation  

The same two-dimensional (2D) natural convection experiment [104] 

conducted originally for CFD code validation purposes in section 4.2.1 is used to 

verify the hypothesis in the theoretical analysis part. Figure 6 shows the 

configuration of the experiment. Two vertical walls are heated and cooled 

respectively to keep uniform temperatures; the two horizontal walls each have 
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temperature distribution that can be discretized to ten small pieces. Uniform 

temperature can be used as the boundary condition for each piece. A clockwise-

circulated flow inside the cavity is formed due to buoyancy. Detailed measurement 

data of temperature and velocity are available along the central height and central 

width lines. Along mid-height line, vertical velocity component (v) and temperature 

data (t1) are available, while along mid-width line, temperature data (t2) is 

available for further validation. The LDA used for velocity measurement has an 

accuracy of 0.07% while the accuracy of the thermal couple probe for space 

temperature measurement is ±0.5°C.  

To ensure the comparability of difference in temperature with that in velocity, 

the absolute temperature is normalized as 

𝑇 =
𝑐 − 𝑐𝑦
𝑐ℎ − 𝑐𝑦

 (4.15) 

where 𝑐ℎ  and 𝑐𝑦  are hot and cold wall temperatures, and 𝑐  is the predicted 

temperature on each measurement location. Velocity values can also be normalized 

by dividing a reference velocity, but it makes no difference to the RMSE value.  

The investigation starts from testing a series of uniformly distributed grid 

resolutions, with total grid number doubled each time. Table 7 summarizes the grid 

resolution used.  



 

 

 

90 

 

#1 #2 #3 #4 #5 #6 #7 #8 #9 #10 #11 #12 #13 #14 #15
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
RMSE to Experimental data

Grid-index

no
rm

al
iz

ed
 R

M
SE

 

 
V
T1

T2

Table 7. Grid resolutions tested against measurements for NC case 

 

 

Figure 20. Performance of different uniform grid resolutions for NC Case  

The result of each grid resolution is compared with experimental data 

through a normalized RMSE index (Eq.4.5) to evaluate the performance of each grid 

resolution as in Figure 20. The result shows that finer grid resolution generally 

Grid index #1 #2 #3 #4 #5 #6 #7 #8 

Grid # (XY) 10x6 10x12 16x16 23x23 31x31 44x44 63x63 88x88 

Grid index #9 #10 #11 #12 #13 #14 #15  

Grid # (XY) 125x125 177x177 250x250 354x354 500x500 707x707 1000x1000  
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leads to better performance but consumes more computing time. However, due to 

the inherit deficiency of CFD model, coarse grid can have better performance than 

its finer counterparts. Coarse grid such as grid #7 and #8 consumes much less 

computing resource than fine grid but has better performance than some finer grid 

resolutions.  

Starting from grid #7 or #8, which is called “promising uniform” coarse grid, 

local grid refinement and reduction are conducted. The goal of such investigation is 

finding out the optimized trade-off between simulation accuracy and computing 

cost. Therefore, the performance evaluated by the normalized RMSE index as well 

as the computing cost is compared with each other. 

Table 8. Comparison of different grid resolutions for NC case 

Grid 
distribution 

   
Computing 

cost 
t=100% t=1.91% t=0.44% 

Grid 
resolution 

707×707 (grid 
independent) 

88×88 (promising uniform) 30×24 (optimized coarse) 

RMSE V 0.1952 0.2120 0.2210 
RMSE T1 0.0484 0.0321 0.0444 
RMSE T2 0.0716 0.0330 0.0362 
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Finally an optimized grid resolution, which balances between the computing 

cost and simulation accuracy, is found out. The grid distributions of grid 

independent (uniform), promising uniform coarse grids, as well as the optimized 

coarse grid, are summarized in Table 8. Near the vertical walls, local refinement on 

grid size is adopted; the grid size in the center area of the domain is around 1/10 of 

computational domain size.  

Under each figure, “t” is the relative computing time under the same 

computer platform, assuming the grid independent solution consumes one unit of 

time. The optimized coarse grid consumes less than one percent of the computing 

time of the grid independent solution.  
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Figure 21. Profile comparison of solutions of different grids against experimental 
data for NC Case 

 

Figure 21 shows the performance of the three grid resolutions in comparison 

to the normalized RMSE value and profile. They indicate that the optimized coarse 

grid, which consumes less than one percent of the computing time than the grid 

independent one, has a comparable performance. The velocity prediction is slightly 

farer away from measured data, and the temperature is even slightly better than 

grid independent one. Coarse grids can bring numerical error, which is a main 

source of the difference between numerical solutions and exact solution. However, 

since factors such as turbulence model and boundary conditions also have 
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uncertainties built in, the numerical error introduced by coarse grid has the 

possibility of accumulation on the total error or to cancel out part of the error 

introduced by the other factors.  

In Figure 22, the numerical viscosity distribution is visualized. Comparing 

the contour of numerical viscosity from grid independent and optimized coarse 

grids, obviously coarse grid introduces much more numerical viscosity than the grid 

independent one. Include the turbulence viscosity into this comparison, it is clear 

that grid independent solutions only introduce a negligible numerical viscosity, 

while the optimized coarse grids introduce numerical viscosity that has values of 

similar or even higher order of magnitude, which indicates a relatively large 

numerical error.  

As for the predicted result part, the coarse grid turns out to have a 

comparable performance as the grid independent one. 
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Figure 22. Comparison of numerical viscosity of fine and coarse grid and turbulent 
viscosity in the computational domain for NC case 
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To investigate the fundamental reason for such an outcome, the second order 

derivative terms (diffusion) are visualized in Figure 23, using the optimized coarse 

grid result. Note that since the simulation result of this grid is very close to the grid 

independent one, the diffusion distribution in the domain for the grid independent 

result is almost the same.  

The result shows that along the top and bottom walls of the cavity, diffusion 

terms have an order of magnitude difference (∂2u)/(∂x2) ≪ (∂2u)/(∂y2), so that even 

a large value of νx, in other words, a large grid size for X direction, will not cause 

much error; similarly, along the two vertical walls, (∂2v)/(∂x2) ≫ (∂2v)/(∂y2) , 

indicates a large tolerance on grid size for Y direction within this region. The 

optimized coarse grid distribution occurs to have such character as in Figure 22, 

explaining the outcome that coarse grid solution is not significantly affected by the 

numerical error introduced by grid size. 
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Figure 23. Second order derivative terms of momentum equation for NC case 
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region near the corner of the cavity.  The investigation on this NC case confirms the 

hypothesis in the methodology part. 

 

Figure 24. Comparison of total grid-induced error for NC case 
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4.3.2 Forced Convection Validation  

The same FC case as in 4.2.2 has been used in this validation. To compare 

the difference between the CFD prediction and measurement, the velocity values 

are dimensionless through dividing by the inlet velocity as 

𝑈 =
𝑢

𝑢𝑖𝑛𝑦𝑖𝑡
=

𝑢
0.455

 (4.16) 

The hybrid scheme was used in this FC case. The grid resolution, similarly, is 

doubled each time to test a series of uniformly distributed grid resolutions to 

identify a promising uniform coarse grid as a starting point to optimize grid 

distribution. Table 9 presents the uniform grid resolution used in this test; Figure 

25 illustrates the performance of each grid resolution by comparison to 

experimental data using normalized RMSE, as well as the computing time of each 

grid resolution consumes.  

Table 9. Grid resolutions tested against measurements for FC Case 

 

Grid index #1 #2 #3 #4 #5 #6 #7 
Grid # (XY) 9x3 13x5 19x6 26x9 37x13 53x18 75x25 
Grid index #8 #9 #10 #11    
Grid # (XY) 106x36 150x50 212x71 300x100    



 

 

 

100 

 

 

Figure 25. Performance of different uniform grid resolutions for FC Case  

 

Figure 26. Distribution of optimized coarse grid for FC case 

Figure 26 shows the grid distribution of the optimized coarse grid. Local 

refinement is specified in the normal direction of inlet and outlet flow as well as 
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boundaries. Other than that, the grid size is around 1/10 of the length scale of 

geometry, which is the height of the cavity.  

Table 10. Grid resolutions and normalized RMSE results for FC Case 

Grid index Grid 
number(X*Y) 

Computing 
cost 

Normalized RMSE compare to 
experimental data 

U1 U2 U3 U4 
Grid 

independent 300*100 t = 100% 0.2096 0.1181 0.4510 0.2033 
Optimized 

coarse 30*32 t = 5.8% 0.2088 0.1149 0.3890 0.1583 

 

 

Figure 27. Profile comparison of solutions of fine and coarse grid against 
experimental data for FC Case 

Table 10 shows the result of the grid independent and optimized coarse grid 

comparison in terms of a normalized RMSE index. With only 5.8% of the grid 

-0.2 0 0.2 0.4 0.6 0.8 1 1.2
0

0.5

1

1.5

2

2.5

3
X=H

U1

H
ei

gh
t(m

)

-0.4 -0.2 0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3
X=2H

U2

H
ei

gh
t(m

)

0 1 2 3 4 5 6 7 8 9
-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

0.5
y=h/2

X(m)

U
3

0 1 2 3 4 5 6 7 8 9
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2
y=H-h/2

X(m)

U
4

 

 

Experiment
Grid-independent
Optimized coarse



 

 

 

102 

 

independent computing cost, the optimized coarse grid gives an almost identical 

prediction as the grid independent one. This can be further confirmed in Figure 27, 

which presents the the profile plot of CFD solutions against experimental data. 

 

 

Figure 28. Turbulent viscosity of grid-independent solution of FC Case   

 

The turbulence viscosity of grid independent solution of the FC case is as 

Figure 28. The maximum value is at the magnitude of 0.01. To evaluate the effect of 

grid size on the prediction accuracy, Figure 29 shows the contour of numerical 

viscosity for both fine and coarse grids in the computational domain using the same 

color range. It shows that the grid independent solution has a negligible value that 

“totally” eliminates the numerical viscosity, but the coarse grid has a numerical 

viscosity comparable and even much greater than turbulent viscosity. It needs to be 
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pointed out that even the grid independent one has νx  slightly greater than 

turbulence viscosity near the ceiling adjacent to the inlet. Ideally, the grid needs to 

be further refined to achieve grid independency. But for most of the computational 

region, the effect of numerical viscosity has been completely eliminated.  

 

 

Figure 29. Numerical viscosity of grid independent (top) and optimized coarse 
(bottom) grid of FC Case 
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Figure 30. Calculated second order derivative terms for the FC case (U-top, V-
bottom) 

 

For the coarse grid, still 𝜈𝑥 near horizontal walls and 𝜈𝑦 near vertical walls 

are much greater than turbulent viscosity. 
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And near two vertical walls: 

𝜕2𝑢
𝜕𝑥2

≫
𝜕2𝑢
𝜕𝑦2

 
(4.18) 

This gives a large flexibility to νy, or in other words, the size of Y direction 

grid size. So the coarse grid can be applied for these regions, but on X direction, the 

grid needs to be fine enough to eliminate the error. 

This gives the whole truncation error the term of grid independent and coarse 

grid solution close to each other, as in Figure 31. 

 

Figure 31. Whole diffusion value of grid independent (top) and optimized coarse 
(bottom) grid of FC Case  
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4.3.3 Mixed Convection Validation 

The same mixed convection case has been used in this validation. The 

QUICK scheme is used for this case. Eq. (4.19) and (4.20) are used for normalization 

of measured variables (temperature and velocity). 

𝑇 =
𝑡 − 𝑡𝑤
𝑡𝑓 − 𝑡𝑤

 (4.19) 

𝑈 =
𝑢

𝑢𝑖𝑖𝑖𝑖𝑖
;  𝑉 =

𝑣
𝑢𝑖𝑖𝑖𝑖𝑖

 (4.20) 

where 𝑐𝑓  and 𝑐𝑤  are the floor and wall temperatures and 𝑐 is the predicted 

temperature on each point in the domain. Velocity can also be normalized by the 

inlet velocity 𝑢 = 0.57𝑒/𝑠, but this will not influence the RMSE result.  

Table 11. Grid resolutions tested against measurements for MC Case  

 

Grid index #1 #2 #3 #4 #5 #6 #7 #8 

Grid # (XY) 4x5 6x7 9x9 13x13 18x18 26x26 36x36 52x52 

Grid index #9 #10 #11 #12     

Grid # (XY) 74x74 104x104 147x147 208x208     
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Figure 32. Performance of different uniform grid resolutions for MC Case  

Table 11 and Figure 32 show the uniformly distributed grid resolutions and their 

performance by using the normalized RMSE value to compare experimental data. 

The computing time of each grid resolution is also included in Figure 32. 
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grid was used and transitional grid size was used in between to stabilize the 

computation. One can specify such transitional grid size or not, and the results will 

not be significantly affected. The optimized coarse grid was identified as in Figure 

33.  

 

Figure 33. Grid distribution of grid independent and optimized coarse grid for MC 
case 

Table 12 summarizes the performance of both the grid independent and 

optimized coarse grid. With only 0.7% of the grid independent computing cost, the 

optimized coarse grid gives a slightly worse prediction than the grid independent 

one, except T1, in which the optimized coarse grid performs better.  

Table 12. Grid resolutions and normalized RMSE results for MC Case 

Grid index Grid 
number(X*Y) 

Computing 
cost 

Normalized RMSE compare to experimental data 
V U T1 T2 
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Grid independent 147×147 t = 100% 0.1540 0.1712 0.1909 0.1526 
Optimized coarse 15×22 t = 0.7% 0.1968 0.2267 0.0693 0.2192 

 

The plot in Figure 34 shows the profile comparison against experimental 

data. It is noted that along mid-height, near the left wall, the grid independent 

solution over-predicts the temperature, whereas the optimized grid has a better 

prediction. 

 

Figure 34. Profile comparison of different grids against experimental data for MC 
Case 

Figure 35 gives the turbulence viscosity from the grid independent result as a 

standard for comparison.  
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Figure 35. Turbulent viscosity of MC Case  

 

Figure 36. Numerical viscosity on U equation of grid independent (top) and 
optimized coarse (bottom) grid of MC Case  
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Figure 37. Numerical viscosity on V equation of grid independent (top) and 
optimized coarse (bottom) grid of MC Case  

The numerical viscosity for QUICK scheme is different for U equation and V 

equation. Figure 36 and Figure 37 are the numerical viscosity on U and V equations 

respectively for both the grid independent and optimized coarse grids. The top is for 

the grid independent solution and the bottom is for the coarse grid solution. Note 

that they are put in the same range as turbulent viscosity contours. This verifies 

that the grid independent has much smaller numerical viscosity; the coarse grid has 
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comparable or even much greater value than turbulent viscosity, which has the 

potential of causing great error. 

Similarly, Figure 38 is the second order derivative term plot showing the 

regions for potential coarse grid application. 

Near top and bottom walls: 

𝜕2𝑢
𝜕𝑥2

≪
𝜕2𝑢
𝜕𝑦2

 
(4.21) 

This gives a large flexibility to νx, or in other words, the size of X direction 

grid size. So the coarse grid can be applied for these regions, but on Y direction, the 

grid needs to be fine enough to eliminate the error. 

And near the right vertical wall: 

𝜕2𝑢
𝜕𝑥2

≫
𝜕2𝑢
𝜕𝑦2

 
(4.22) 

This gives a large flexibility to νy, or in other words, the size of Y direction 

grid size. So the coarse grid can be applied for these regions, but on X direction, the 

grid needs to be fine enough to eliminate the error. 

This does not exactly correspond the numerical viscosity of the coarse grid, 

but there is an approximate match. 

 



 

 

 

113 

 

 

Figure 38. Second order derivative term of MC Case (U-top, V-bottom) 

For the Quick scheme, numerical viscosity is used for analysis about grid 

independency; and since the truncation error is on the third derivative term, the 

discretization-induced error is also investigated on the coefficient of this third 

derivative term. 

The Quick scheme is different because the truncation error is on the third 

derivative term as highlighted in the following momentum equation: 
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𝑢
𝜕𝑢𝑖,𝑗
𝜕𝜕

+ 𝑣
𝜕𝑢𝑖,𝑗
𝜕𝜕

= −
1
𝜌
𝜕𝜕
𝜕𝑥

+ 𝜈 �
𝜕2𝑢
𝜕𝑥2

+
𝜕2𝑢
𝜕𝑦2�

− 𝑢
∆𝑥2

24
𝜕3𝑢𝑖,𝑗
𝜕𝑥3

− 𝑣
∆𝑦2

24
𝜕3𝑢𝑖,𝑗
𝜕𝑦3

+ 𝑆𝑥 + 𝑂(∆𝑥3) + 𝑂(∆𝑦3) 

(4.23) 

Figure 39 is the coefficient of the third order derivative term. For coarse grid, 

this coefficient is much greater, especially near horizontal walls along the X 

direction, and near vertical walls along the Y direction. 

 

 

Figure 39. Coefficient from discretization on third order derivative term of MC Case  
(Grid independent-top, Optimized coarse grid-bottom) 
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As for the third order derivative term in Figure 40, the gradient over x is 

greater near vertical walls, and the gradient over y is greater over y. This explains 

why near vertical walls fine grid on the x direction is required near vertical walls (a 

coarse grid can be applied on y direction); near horizontal walls, a fine grid on y 

direction is required near vertical walls (a coarse grid can be applied on x direction). 

 

Figure 40. Third order derivative term of MC Case (U-top, V-bottom)  
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Figure 41. Whole diffusion value of grid independent (top) and optimized coarse 
(bottom) grid of MC Case  

 

The total effect of this can be seen in Figure 41, which shows the whole 

truncation error term plot for both grid independent and optimized coarse grids. 

They are in good agreement with each other.  

The analysis from both aspects is for the grid induced error term. It can be 

seen that the whole error term can be minimized by using a well-designed grid 
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properly distributed in the domain. For different orders of numerical schemes, the 

trend for grid refinement is almost the same. The effect of the numerical scheme on 

such analysis is not quite important; the first order scheme such as hybrid has 

similar viscosity and gradient term in a domain. 

Through a series of 2D test cases, it is found that local refinement is usually 

necessary near regions where large gradient occurs, such as normal direction of 

heat source and sink, and normal direction of flow inlet and outlet. The local refined 

grid size is around 1% of the geometry size of the computational domain, whereas 

the coarse grid size is around 10% of such size. Next three dimensional case will be 

used to test the conclusion of such observations. 

4.3.4 Three Dimensional Case Validation 

4.3.4.1 Natural Ventilation 
A buoyancy driven natural ventilation (NV) room [108] was identified for 

demonstration. The detailed configuration of this experiment is in Figure 42. The 

test chamber adjacent to the environmental chamber has a heater inside. The 

chamber system is put inside a larger room. The chambers are well insulated and 

the wall is supposed to be adiabatic. Air velocity and temperature were measured 

along five vertical poles marked as P1-P5. In the CFD model in this research, only 

the test chamber is modeled, so the data for comparison in this research is on P2 to 

P5. 
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Figure 42. Configuration of buoyancy-driven natural ventilation case 
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Figure 43. Grid distribution of optimized coarse grid for buoyancy-driven natural 
ventilation case 

According to the general rule of coarse grid specification, local refinement 

applies to heat source/sink for this buoyancy-driven natural ventilation. Figure 43 

shows the grid distribution of optimized coarse grid for this case from the view of 

two vertical intersections. Because of radiation, all inner surfaces act as heat 

sources, and local refinement normal to each surface thus applies.  

The measured and predicted temperatures are normalized by exhaust air 

temperature and surrounding (environment) air temperature as 
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𝑇 =
𝑡 − 25

33 − 25
 

(4.24) 

Table 13. Grid resolutions and normalized RMSE results compared to experimental 
data for natural ventilation Case 

Grid index Grid number(X*Y*Z) Computing 
cost 

Normalized RMSE to 
experimental data 

V T 
Grid independent 80*78*50 t = 100% 0.3989 0.1400 
Optimized coarse 33*40*19 t = 5.0% 0.4033 0.2043 

 

Table 13 summarizes the grid resolution and performance of two grid 

resolutions in terms of computing cost and normalized RMSE value comparing to 

experimental data. With about 5% of the original computing cost, the coarse grid 

gives a comparable prediction to the grid independent one. Figure 44 further 

confirms the closeness of the prediction of fine and coarse grids. 



 

 

 

121 

 

 

Figure 44. Profile comparison of solutions of different grids against experimental 
data for NV case 

 

4.3.4.2 Displacement Ventilation 
A side-wall supply displacement ventilation (DV) case [107] as in Figure 15 is 

also used for verification and demonstration. The experimental chamber serves as a 

displacement ventilation room. The diffuser inlet on the wall provided a ventilation 

rate of 4ACH for the chamber, indicating the supply air flow rate Q=183.1m3/h. The 

supply air temperature is t=17.0℃. The effective area ratio is 10%, so the supply air 

velocity of the diffuser is equal to v=0.864m/s. With such information, a CFD model 
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can be built. Temperature and velocity were measured along nine vertical poles 

uniformly distributed within streamwise central intersection (P1-P5) and cross 

section central intersection (P6-P9) as in Figure 16. 

The coarse grid is complex for this case due to the number and positions of 

objects. For the main heat source surfaces such as lamp, computer and person, local 

refinement with about 1% the height of the room is applied. The same local 

refinement applies to the region surrounding the inlet diffuser and exhaust. The 

detailed distribution of the coarse grid is as Figure 45. 
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Figure 45. Grid distribution of optimized coarse grid for DV case 

The measured and predicted data are normalized for further comparison. 

Temperature is normalized by inlet and outlet temperature as Eq. (4.24); while 

velocity is normalized by equivalent inlet velocity as Eq. (4.25).  

𝑇 =
𝑡 − 26.7

26.7 − 17.0
 (4.25) 

𝑉 =
𝑣𝑣𝑣.
𝑢𝑖𝑖𝑖𝑖𝑖

=
𝑣𝑣𝑣.

0.086
 (4.26) 

Table 14. Grid resolutions and normalized RMSE results for DV Case 

Grid index Grid number 
(X*Y*Z) 

Computing 
cost 

Normalized RMSE compare to experimental data 
V-

streamwise 
V-cross 
section 

T-
streamwise 

T-cross 
section 

Grid 
independent 123×86×54 t = 100% 0.7320 0.4301 0.0259 0.0288 
Optimized 

coarse 48×44×32 t = 5.9% 0.7777 0.5140 0.0207 0.0291 
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Table 14 summarized the performance of the two grid resolutions in terms of 

computing cost and normalized RMSE. The optimized coarse grid consumes 5.9% of 

the uniform grid independent computing cost based on the same computer platform. 

The prediction results are close to each other. The profile comparison against 

experimental data is as Figure 46, which only shows the results along vertical poles 

1-5 for the space limitation of this paper. The temperature predictions are almost 

identical except some certain points.  

 

 

Figure 46. Profile comparison of solution of different grids against experimental 
data for DV case 
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4.3.5 Conclusive Summary 

The results presented in this section confirm the hypothesis that grid-induced 

error, in other words artificial diffusion, is not only determined by the magnitude of 

numerical viscosity but also the corresponding derivatives that multiply the 

numerical viscosity. This provides the opportunity to use the coarse grid with 

optimized distribution in CFD. Practically, CFD users can specify a coarse grid to 

get the general flow pattern of a model, comparing the orders of magnitude of 

diffusion and determining the fine and coarse grid areas in the domain.  Usually a 

large gradient exists in the normal direction of flow in/out and heat source/sink. As 

recommended as a rule of thumb[109], assume the characteristic length of a 

geometry under investigation is L; a grid size of 1%L is recommended for these 

areas, and for other areas and directions, a 10%L is recommended. The goal of using 

a coarse grid is mainly to reduce the computing cost. The geometry height is usually 

a good representative of characteristic length as indicated by different test cases. 

With at most around 5% of the original computing cost, the optimized coarse grid 

according to these guidelines can have comparable numerical results as grid 

independent solutions. 

4.4 Conclusions 

The normalized RMSE value provides an alternative for using a sing index to 

show the overall closeness between CFD solutions as well as of CFD results to 
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experimental data. Normalized RMSE provides a metric to compare the difference 

between CFD predictions for grid independency study purposes. Together with 

numerical viscosity analysis, an objective alternative to analyze CFD grid 

independency is developed. Normalized RMSE can be also used to compare the 

difference between CFD solutions and experimental measurements to evaluate the 

performance of a CFD model.  

Magnitude analysis on numerical viscosity and artificial diffusion show great 

opportunity for using a coarse grid CFD to obtain comparable results as grid 

independent results in typical indoor environment modeling. By optimizing the 

distribution of the coarse grid, the total truncation error introduced by space 

discretization can be minimized. This is verified practically through applying the 

hypothesis to different indoor airflow mechanisms with different complexities of 

configuration.  
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CHAPTER 5  
TURBULENCE MODEL 
SIMPLIFICATION 

As discussed in the literature review, turbulence modeling is another 

important factor that determines the computing intensity of a CFD model. 

Especially in indoor environment study, turbulence parameters are not critical for 

the environmental quality. It is usually computed in CFD models to determine the 

turbulence viscosity value used as a coefficient in the momentum equation. 

Turbulence modeling can be simplified to exclude the equations of turbulence 

models from the equation group, providing that we know or have an easier way to 

determine the turbulence viscosity value. This chapter will discuss the 

simplification of turbulence models by taking advantage of grid induced numerical 

viscosity. 
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5.1 Numerical Viscosity Analysis 

For turbulence modeling solving the Reynolds-Averaged Navier-Stokes 

(RANS) Equations [38], according to the Boussinesq approximation [39], the 

turbulence transfer mechanism can be modeled as an eddy viscosity or turbulent 

viscosity, which involved extra equations in the CFD model. This simply indicates 

that turbulent flow behaves as a more viscous fluid compared to laminar flow, and 

the viscosity depends on the turbulent property. Take turbulent viscosity into 

consideration, as a recall of Eq. (4.1), the 2D steady-state momentum equation 

solved in CFD is 

𝑈�
𝜕𝑈�
𝜕𝜕

+ 𝑉�
𝜕𝑈�
𝜕𝜕

= −
1
𝜌
𝜕𝜕
𝜕𝜕

+ �𝜈𝑝ℎ𝑦𝑦𝑦𝑦𝑦𝑦 + 𝜈𝑡 + 𝜈𝑥�
𝜕2𝑈�
𝜕𝑥2

+ �𝜈𝑝ℎ𝑦𝑦𝑦𝑦𝑦𝑦 + 𝜈𝑡 + 𝜈𝑦�
𝜕2𝑈�
𝜕𝑦2

+ 𝑆 (5.1) 

where 𝜈𝑝ℎ𝑦𝑦𝑖𝑦𝑦𝑦  is the physical viscosity written as 𝜈  previousely; 𝑈� and 𝑉�  

denotes the Reynolds averaged velocity component along X and Y directions. For 

typical indoor environment airflow, physical viscosity is usually one to two orders of 

magnitude smaller than turbulent viscosity 𝜈𝑡, so it is therefore neglected in the 

further analysis.  

As numerical viscosity is proportional to grid size, it is possible to specify a 

certain grid size such that 𝜈𝑥 ≅ 𝜈𝑡  and 𝜈𝑦 ≅ 𝜈𝑡 ; therefore, the effect of numerical 

viscosity (i.e., grid size) may substitute that of turbulent viscosity from turbulence 

models. This specification usually ends up with a coarse grid in the real CFD 

practice for typical indoor airflow simulations; therefore, there is great potential of 
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reducing computational cost due to the utilization of coarse grids and the removal of 

PDE-based turbulence models. 

5.2 Constant Viscosity Model 

5.2.1 General Rule Test  

According to the theoretical analysis, coarse grid induced numerical viscosity 

may be of benefit in indoor airflow modeling, provided that the numerical viscosity 

provides similar contributions to fluid flows as the turbulence viscosity. To verify 

this hypothesis, numerical experiments on a benchmark case with detailed 

experimental data are conducted. The Nielsen’s experiment [105] used in previous 

chapters, which is a two-dimensional (2D) case, is employed in this study. As a 

recall, Figure 47 shows the configuration of the experiment. It is an isothermal case. 

The horizontal velocity component data along four measurement lines is available 

and used in the result analysis. The relatively simple configuration of this case 

excludes uncertainties in boundary conditions and heat transfer from the model and 

makes it easier to focus on the parameters under investigation. 
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Figure 47. Configuration, boundary condition and measurements of the 2D forced 
convection case 

The purpose of this validation is to use the coarse grid induced numerical 

viscosity to replace turbulent viscosity. However, such viscosities are not a real 

physical property of airflow. To determine the general pattern of turbulent viscosity 

in this case, the Renormalized Group (RNG) k-ε model [43] has been used to 

simulate this case. The distribution of predicted turbulent viscosity using a fine grid 

is demonstrated as Figure 48. The predicted turbulence viscosity combined with the 

simulated velocity values can be used to design and calculate the necessary grid size 

using Eq.(5.2). the designed grid size can produce the same numerical viscosity as 

the turbulence viscosity. 

𝜈𝑡 ≅ 𝜈𝑥 = �𝑈�
∆𝜕
2
� 

(5.2) 
𝜈𝑡 ≅ 𝜈𝑦 = �𝑈�

∆𝜕
2
� 
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Figure 48. Turbulent viscosity of FC case obtained from a fine grid CFD with the 
RNG k-ε model 

 

Assume a structured grid is used; the desired grid size is calculated and 

plotted in Figure 49. However, in a real simulation, it is difficult to generate a CFD 

grid as shown in this figure that generates exactly the same numerical viscosity as 

the turbulent one, especially with a structured grid. More importantly, the grid size 

distribution should also consider the need to provide sufficient resolution for large 

gradient areas: typically the grid size shall not be greater than 1/10 of the length of 

geometry in order to capture the flow trend details. 
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Figure 49. Grid size (m) requirement if using numerical viscosity to replace 
turbulent viscosity 

On the other hand, the magnitude difference of the second order derivatives 

in Eq. (5.1) can be utilized to compromise the grid size. Figure 4 plots the second 

order derivatives of the velocity components. Comparing the top two contours, 

(𝜕2𝑢)/(𝜕𝜕2) ≪ (𝜕2𝑢)/(𝜕𝜕2) near the floor and ceiling of the domain ((𝜕2𝑢)/(𝜕𝜕2 ) <

1 and  (𝜕2𝑢)/(𝜕𝜕2) > 10), the corresponding viscosity on each term, 𝜈𝑥 and 𝜈𝑦, thus 

have different weighting impacts on the whole diffusion term. Near these regions, 

𝜈𝑥 , or in other words, the grid size along the horizontal direction, can be 

compromised and will not significantly affect the solution of the equations. 

Generally, the “X size” in Figure 49 near the floor and ceiling is not necessarily kept 

as very small. Similarly in Figure 50, near the two vertical boundaries, (𝜕2𝜕)/

(𝜕𝜕2) ≫ (𝜕2𝜕)/(𝜕𝜕2), hence “Y size” can be compromised with less influence to the 

simulation. 
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Figure 50. Calculated second order derivative terms for the 2D forced convection 
case 

Taking all these analyses into consideration, a grid shown in Figure 51, 

similar to the uniform structured one (17×6), is generated and tested for the 

prediction performance. Since this grid resolution has already been compromised 

based on the previous analysis, the numerical viscosity induced is not large enough 

to substitute for the entire turbulence viscosity, especially at the central part of the 

domain. Some background turbulence viscosity values need to be added artificially. 

A constant turbulence viscosity model may serve this purpose well with good 

prediction accuracy [40]. The constant viscosity model will simply change the 

property of the air without adding additional PDE or algebraic equations. 
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Figure 51. Designed coarse grid distribution (17×6) for the 2D forced convection case 

 

Assume the physical kinematic viscosity of air is 𝜈. The results of adding 10𝜈, 

20𝜈, 50𝜈, and 100𝜈 are demonstrated in Figure 52, simulated by the commercial 

CFD software PHOENICS [15]. The experimental data and the grid independent 

(300×100) results using the RNG k-ε model are also included for the comparison. 

Figure 53 applies a normalized RMSE to estimate the overall performance of each 

CFD model through the comparison against available experimental data. A smaller 

RMSE value indicates a closer simulation solution to the experimental data. It 

appears that the 20𝜈 result has the best overall performance among those tested 

with the specific coarse grid. Disparities exist between the predicted and 

experimental results, even for the model with the computationally expensive 

turbulence model and the fine grid. The coarse grid predictions, even though not as 

accurate as the grid independent result, simulate the airflow characteristics in the 

domain with an acceptable error range. The computational cost of the coarse grid 
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CFD is only 30s using a PC with 2.5GHz CPU and 4G RAM, which is about 1% of 52 

minutes for the grid independent model. 

 

 

Figure 52. Comparison of predicted results with different effective viscosities with a 
grid of 17×6 
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Figure 53. Normalized RMSE comparison of the overall performance of tested CFD 
models with grid resolution of 17×6 

 

The 2D case tested provides motivation and valuable insight into utilizing the 

coarse grid to substitute complex turbulence models. It reveals that a uniformly 

distributed structured grid coupled with a constant turbulence viscosity model may 

be used to produce a reasonable CFD model for indoor environment modeling. 

According to the theoretical analysis, finer mesh resolution will generate smaller 

numerical viscosity; the constant artificial turbulence viscosity to be added to the 

model shall be greater in order to reach the same viscosity effect.  
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to validate this conclusion. Figure 55 shows the RMSE value to estimate the overall 

performance of each CFD model through the comparison against available 

experimental data. These two figures indicate that a constant viscosity at about 

200𝜈 provides the overall best prediction. The benefit of using this relatively finer 

grid is that the flow pattern is better presented as compared to the coarse grid in 

the previous simulation. 

 

Figure 54. Comparison of predicted results with different effective viscosities with a 
grid resolution of 100×35 
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Figure 55. Normalized RMSE comparison of the overall performance of tested CFD 
models with grid resolution of 100×35 

 

As one of the representative test using different coarse grid resolutions 

working with different amount of constant viscosity values, Figure 56 and Figure 57 

present the profile and normalized RMSE value validation of grid resolution of 

60×20 with constant viscosity model results against both experimental data and 

grid independent solution using sophisticated turbulence model. With slightly 
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previous test (200𝜈). In this case, 100𝜈 provides the best overall prediction results 

and proves the validity of the hypothesis. 

While different density of grid resolution has its own sweet point of constant 

viscosity, and the computing speed is directly related to grid resolution, it is critical 

to identify the least grid resolution of typical indoor environment and find out the 

proper constant viscosity works with it. For these 3 groups of tests, 40×12 generally 

is the least grid resolution that provides enough grid points to capture the flow 

pattern and 100𝜈 works best with it.  

 

Figure 56. Comparison of predicted results with different effective viscosities with a 
grid resolution of 40×12 

 

-0.4 -0.2 0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3
X=H

U1

H
ei

gh
t(m

)

 

 

Experiment
10ν
20ν
50ν
100ν
200nu
GridInd

-0.4 -0.2 0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3
X=2H

U2

H
ei

gh
t(m

)

0 1 2 3 4 5 6 7 8 9
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8
y=h/2

X(m)

U
3

0 1 2 3 4 5 6 7 8 9
-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4
y=H-h/2

X(m)

U
4



 

 

 

140 

 

 

Figure 57. Normalized RMSE comparison of the overall performance of tested CFD 
models with grid resolution of 40×12 

 

Nevertheless, the grid size in this demonstration case is pre-calculated by 

knowing the turbulent viscosity magnitude and distribution. Practically, turbulent 

viscosity is unknown a priori. However, proper grid and constant viscosity 

specifications may be pre-determined by analyzing the common flow characteristics 

in typical indoor environments and via extensive numerical experiments. Most 

indoor airflows are turbulent with a relatively low Reynolds number and heat 

transfer induced convection is usually weak. Adequate grid is needed to capture the 

flow features and gradients of interest, which in the tests is 40×12.  
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A general rule of thumb, based on numerous simulations of the tested cases, 

suggests that a proper grid size for indoor environment modeling is at the 

magnitude of 1/20 to 1/10 of the characteristic length of indoor space and the 

constant viscosity is at the magnitude of 100𝜈. 

5.2.2 Three Dimensional Case Validation 

In order to verify and demonstrate this general rule, the 3-dimensional office 

space [107]  with typical configurations used in previous chapters, is modeled and 

the simulation results are compared with the experimental results. As a recall, this 

side-wall supply displacement ventilated office is as shown in Figure 58. The space 

has a dimension of 5.16m×3.65m×2.43m. The diffuser provides a ventilation rate of 

4ACH for the space, indicating the supply air flow rate Q=183.1m3/h. The supply air 

temperature is T=17.0℃. The effective inlet area ratio is 10%, making the supply air 

velocity of the diffuser equal to 0.864m/s. Heat fluxes of different heat sources are 

obtained from the original paper. Experimental data including velocity and 

temperature along vertical poles in the positions shown in Figure 59 are acquired 

for model validation. 
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Figure 58. Configurations of the side wall air-supply displacement ventilation case 
(1. Inlet  2. Outlet  3. Person  4. Table  5. Window  6. Lamp  7. Cabinet  8. Computer) 

 

Figure 59. Positions of variable profile comparison with experimental data available 
along vertical poles of P1 through P9 
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Figure 60. Grid specification and simulation results with coarse and fine grid 

The grid resolutions shown in Figure 60 are used for simulations. A laminar 

flow model combined with a 100𝜈 constant viscosity is used for the coarse grid case 

and the RNG k-ε model is used for the fine grid case. Airflow (vectors) and 

temperature (contour) distributions are presented in Figure 60. The grid size for 

coarse grid is around 1/20 to 1/10 of the height of the room. The results show that 

the coarse grid coupled with the constant viscosity model can provide similar results 
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as the fine grid. Figure 61 presents the comparison of velocity and temperature 

profiles on P2, P4, P6, and P8, between the simulated and the measured results. 

The comparison reveals that both the coarse and fine grids predict the flow and 

temperature profiles close to the actual measurement.  

 

Figure 61. Profile comparison of the coarse and fine grid simulations with 
experiments 

Figure 62 shows the calculated normalized RMSE indices between simulation 

and experiment for both velocity and temperature, which indicates the overall 

performance of the two models. Streamwise in the figure represents the data along 

positions P1 through P5, whereas a cross-section represents positions P6 through 

P8. This chart delivers a quick overview of the overall performance of a 
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sophisticated CFD model versus a simplified model, and verifies that simplified 

coarse grid model may still be able to simulate complex indoor flows accurately. The 

computing time of the coarse grid CFD is about 20 minutes on a PC of 2.5GHz CPU 

and 4G RAM while it requires 8 hours for the grid independent one. That is, the 

computing cost of the coarse grid CFD model is only 4% of that for a grid-

independent simulation. 

 

Figure 62. Normalized RMSE value and computing time of grid independent and 
constant viscosity coarse grid model against experimental data for the 3D office case 
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5.3 Conclusions 

While a lot of previous work[110] focused on using higher order differencing 

scheme to eliminate the numerical error, this chapter explores the feasibility of the 

utilization of numerical viscosity induced by a coarse grid in the CFD simulation, 

combined with designated constant turbulence viscosity, to simulate indoor airflows, 

through both theoretical analysis and numerical simulation experiment. It is found 

that a coarse grid, coupled with a constant viscosity model, can greatly reduce the 

computing cost of the CFD while maintaining reasonable accuracy. A proper coarse 

grid size that provides satisfactory CFD predictions is roughly between 1/20 to 1/10 

of the domain characteristic length, while the designated constant viscosity is about 

100 times the air kinematic viscosity. This simplified CFD model will cost around 1-

5% computing time of that required by a grid independent simulation with two-

equation RANS turbulence models, while the accuracy of the coarse grid CFD is 

comparable to (or slightly worse than) that of a fine grid CFD with complex 

turbulence models, which is mostly acceptable for indoor environment study.  
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CHAPTER 6  
TRANSIENT FLOW 
SIMULATION 

Most engineering problems are unsteady or transient in nature; therefore, 

understanding the instability and flow evolution process is exceptionally important. 

Since most of the CFD validation practice, especially in the IEQ study area, focuses 

on steady-state simulation results, it is of great benefit to identify or develop 

algorithms that are computationally inexpensive. Reviews reveal that for transient 

flow simulation, iterative methods such as the SIMPLE algorithm are 

computationally expensive, due to the fact that iterations are required within each 

time step. Non-iterative algorithms such as PISO and FFD provide good 

alternatives with great perspective to reduce the computing cost for transient flow 

simulation. 
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6.1 Existing Algorithm Comparison 

6.1.1 Steady-State Simulation Performance Evaluation  

According to the literature review, transient airflow simulation draws much 

less attention than steady-state airflow simulation. To compare the performance of 

these discussed algorithms, it is important to evaluate the steady-state solution as a 

starting point. 

Figure 63 is a lid-driven cavity under isothermal condition. Benchmark data 

for different Reynolds numbers are available from experimentation and numerical 

simulation. The laminar case of Re=100 is used for this validation in order to make 

the comparison solely on the physics of this case.  

 

Figure 63. Configuration of lid-driven cavity 
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The benchmark CFD data from Ghia [111] is used for such validation. The 

vertical velocity component along mid-height of the cavity and the horizontal 

velocity component along the mid-width of the cavity are compared. 

Due to the availability of CFD code using different algorithms, the SIMPLE 

and PISO algorithms are tested using openFoam [112], an open source CFD toolbox, 

under a Linux operating system. FFD used here is a stand-alone C code developed 

for specific CFD benchmark cases. The SIMPLEST algorithm used by PHOENICS 

is also included in the comparison. The same grid resolution of 129×129 is employed. 

The time step size and number of steps (iterations for SIMPLE and SIMPLEST 

algorithm) used are 0.01 and 2000, respectively. The solutions using these different 

algorithms are as in Figure 64. It proves that different algorithms give solutions 

close to each other and agree with benchmark data. 
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Figure 64. Solutions of lid-driven cavity case with different algorithms  
 
The computing speed of each algorithm is difficult to compare under this 

circumstance because these simulations are not under the same CFD code and even 

the same operating system. But for the SIMPLE and PISO algorithms, it will be 

comparative since these are using the same CFD code under the same operating 

system.  
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Figure 65. Computing speed comparison between SIMPLE and PISO algorithm 

Figure 65 shows that the computing speed of these two algorithms is about 

the same when parameters of such grid numbers and iteration/step numbers are 

the same, despite that previous study [55] concludes that PISO can be much faster 

for calculating isothermal flow. However, the comparison in this figure does not 

provide any information on the minimum necessary time step number or iteration 

to reach a convergent solution, and thus it is not conclusive to estimate the 

computing speed of these algorithms on steady-state CFD simulation.  

6.1.2 Transient Performance Evaluation 

To evaluate the transient simulation performance of different algorithms, a 
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evaluate the speed of algorithms such as SIMPLE, PISO and FFD. Time step size dt 

= 0.01s is used. For each time step, intermediate simulation result will be obtained 

based on the same convergence criterion. The speed of SIMPLE and PISO algorithm 

is compared using open source software openFoam, and the result is shown in 

Figure 66.  PISO shows significant advantage on computing speed over SIMPLE 

algorithm. This is mainly because different numbers of iterations are usually 

required for SIMPLE algorithm to get convergent result; while for PISO algorithm, 

the convergence will be reached through the second pressure correction step. 

 

Figure 66. Computing speed comparison between PISO and SIMPLE algorithm on 
transient simulation 
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The PISO algorithm is implemented in C code as FFD. Figure 67 shows the 

speed comparison for different numbers of time steps used. PISO is much slower 

than FFD as illustrated in this comparison, mainly because for the advection term 

of the momentum equation, the coupling between velocity components in each 

direction requires inner iterations to solve. While for the FFD algorithm, since a 

semi-Lagrangian scheme is used for the advection term, no coupling or iteration is 

engaged. 

 

Figure 67. Computing speed comparison between PISO and FFD algorithm on 
transient simulation 
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It is the primary interest of this research to identify an appropriate algorithm 

that meets the transient airflow simulation purpose. An oscillatory lid-driven cavity 

with transient simulation benchmark data is used to validate the transient 

simulation performance. The configuration of this oscillatory lid-driven cavity is as 

Figure 68[113].   

 

Figure 68. Configuration of the oscillatory lid-driven cavity 

The benchmark data is obtained with a grid resolution of 121×121 and time 

step size of 2x10-4. The same grid resolution is employed in the validation. The 

moving wall on top of the cavity has oscillatory velocity following sinusoidal shape 

as 

𝑈0 = sin (𝜔𝑐) 
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In this particular case that is used as a benchmark, 𝜔 = 𝜋 and 𝑅𝑃 = 500. The 

variation of the oscillatory lid boundary is as in Figure 69. 

 

Figure 69. Oscillatory velocity of the lid boundary 

At the mid-width of the cavity, the horizontal velocity component at different 

heights (0.25, 0.5 and 0.75) has temporal variation data. This data set is used in the 

validation that employs the two different algorithms, PISO and FFD. The time step 

size tested in such validation is the same as that used in the benchmark, which is 

2x10-4. The predictions with these two algorithms are nearly identical with such a 

small time step. The time step size is thereafter increased gradually in order to test 

the performance of these two algorithms on a larger time step size. 
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Figure 70. Comparison of PISO and FFD result on isothermal lid-driven at time 
step = 0.01 
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Figure 71. Comparison of PISO and FFD result on isothermal lid-driven at time 
step = 0.1 
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velocity field, aiming to force mass conservation and ignoring the effect of historical 

pressure. 

6.1.3 Conclusion 

 The candidates for fast transient flow simulation are tested and the 

performances are evaluated. Transient flow simulation algorithm FFD shows great 

advantage over the PISO algorithm in terms of computing speed. However, FFD is 

less accurate when the time step is large.   

6.2 Semi-Lagrangian PISO Algorithm 

6.2.1 Algorithm Derivation 

A fundamental difference between FFD and PISO is on the projection. The 

FFD algorithm neglects the influence of pressure from the previous time step and 

assumes pressure solely determined by the velocity field under the continuity 

restriction. The accuracy of PISO, theoretically and practically, has advantage over 

FFD. For the FFD algorithm, under which the advection term is completely 

separated from the right hand side of the momentum equation, it makes it possible 

to utilize the semi-Lagrangian algorithm, which is faster and more stable compared 

to the conventional method of directly solving the advection equation. Under such 

inspiration, an algorithm integrating semi-Lagrangian advection to the PISO 

algorithm is proposed as follows. 

Step 1 
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Use semi-Lagrangian advection (𝑃(𝜕,−𝛥𝑐)) to get an intermediate velocity 

field. 

𝑢1 − 𝑢𝑛

∆𝑐
= −(𝑢 ⋅ 𝛻)𝑢 ⇒ 𝑢1 = 𝑢𝑛[𝑃(𝜕,−𝛥𝑐)] (6.1) 

Step 2 

With intermediate flow field 𝑢1 and initial pressure field 𝑢𝑛, the intermediate 

field value 𝑢2 can be obtained using the implicit scheme as Eq. (6.2) by adding other 

operators to velocity increment equation 

𝑢2 − 𝑢1

∆𝑐
= 𝜈𝛻2𝑢2 −

1
𝜌
𝛻𝑢𝑛 + 𝑆 (6.2) 

Since this is using 𝑢𝑛  instead of 𝑢𝑛+1 , 𝑢2  will not satisfy the continuity 

equation. 

Step 3 

A second-step intermediate approximation of velocity is obtained from 

assuming an updated velocity field u2 and pressure field 𝑢1. Eq. (6.2) becomes 

𝑢3 − 𝑢1

∆𝑐
= 𝜈𝛻2𝑢2 −

1
𝜌
𝛻𝑢1 + 𝑆 (6.3) 

Eq. (6.3) subtract Eq. (6.2) yields 

𝑢3 − 𝑢2

∆𝑐
= −

1
𝜌

(𝛻𝑢1 − 𝛻𝑢𝑛) (6.4) 

Take divergence for both sides of Eq. (6.4), and together with the continuity 

equation 𝛻𝑢3 = 0, such velocity increment Eq. (6.4) yields the pressure increment 

equation to solve 𝑢1 − 𝑢𝑛 field 
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𝛻2𝑢1 − 𝛻2𝑢𝑛 =
𝜌
∆𝑐
𝛻 ∙ 𝑢2 (6.5) 

Step 4 

The updated pressure field (or pressure increment field) can be substituted 

into Eq. (6.3) or Eq. (6.4) to update the velocity field and get the velocity field 𝑢3. 

Step 5 

A replication of Step 2 is conducted using the updated result from Step 3 𝑢3 

and after-advection initial value 𝑢1, assuming a most updated pressure field 𝑢𝑛+1, 

yields an updated field  

𝑢𝑛+1 − 𝑢1

∆𝑐
= 𝜈𝛻2𝑢3 −

1
𝜌
𝛻𝑢𝑛+1 + 𝑆 (6.6) 

Eq. (6.6) subtract Eq. (6.3) yields 

𝑢𝑛+1 − 𝑢3

∆𝑐
= −

1
𝜌

(𝛻𝑢𝑛+1 − 𝛻𝑢1) + [𝜈𝛻2𝑢3] − [𝜈𝛻2𝑢2] (6.7) 

Take divergence for both sides of Eq. (6.7), together with the continuity 

equation 𝛻𝑢𝑛+1 = 0  and 𝛻𝑢3 = 0 , such velocity increment Eq. (6.7) yields the 

pressure increment equation to solve 𝑢𝑛+1 − 𝑢1 field 

𝛻2𝑢𝑛+1 − 𝛻2𝑢1 = 𝛻 ∙ [𝜈𝛻2𝑢3] − [𝜈𝛻2𝑢2] (6.8) 

Step 6 

The updated pressure field (or pressure increment field) can be plugged into 

Eq. (6.7) or Eq. (6.8) to update the velocity field and approximate the exact solutions 

𝑢𝑛+1 and 𝑢𝑛+1. This is proven to be sufficient for most practical purposes.   
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6.2.2 Sequence of Operation 

The computational sequence of the semi-Lagrangian PISO algorithm can be 

summarized as Figure 72. The proposed semi-Lagrangian PISO algorithm, without 

the corrector steps (step 5 and step 6), is similar to FFD except that it takes into 

consideration the pressure field from the previous time step. Such an algorithm is 

expected to improve the accuracy of FFD without sacrificing much computing speed.  

Semi-Lagrangian advection algorithm can be expected to reduce the computing cost 

of direct advection term in PISO algorithm significantly. 
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Figure 72. Operation sequence of semi-Lagrangian PISO 

𝑢2 − 𝑢1

∆𝑡
= 𝜈𝛻2𝑢2 −

1
𝜌
𝛻𝑝𝑛 + 𝑆 

STEP 2: Solve the intermediate u2 1st splitting using equation (6.2) (implicit) 

START 
Initial condition or guess of 𝑝𝑛 and 𝑢𝑛 

𝛻2𝑝1 − 𝛻2𝑝𝑛 =
𝜌
∆𝑡
𝛻 ∙ 𝑢2     

STEP 3: Solve the pressure increment 𝑝1 − 𝑝𝑛 with equation (6.5) 

𝑢3 − 𝑢𝑛

∆𝑡
= 𝜈𝛻2𝑢2 −

1
𝜌
𝛻𝑝1 + 𝑆 

STEP 4: Solve intermediate u3 2nd splitting using equation (6.3) (explicit) 

𝛻2𝑝𝑛+1 − 𝛻2𝑝1 = 𝛻 ∙ [𝜈𝛻2𝑢3] − [𝜈𝛻2𝑢2] 
STEP 5: Solve the pressure increment 𝑝𝑛+1 − 𝑝1 with equation (6.8) 

𝑢𝑛+1 − 𝑢𝑛

∆𝑡
= 𝜈𝛻2𝑢3 −

1
𝜌
𝛻𝑝𝑛+1 + 𝑆 

STEP 6: Solve the un+1 final splitting using equation (6.6) (explicit) 

𝑢𝑛+1,𝑝𝑛+1 
Next time step 

𝑢1 = 𝑢𝑛[𝑃(𝑥,∆𝑡)] 

STEP 1: Use semi-Lagrangian advection to get intermediate u1 using equation 
(6.1) 
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6.3 Validation of SLPISO 

The semi-Lagrangian PISO (SLPISO) algorithm brought out is supposed to 

inherit both speed and accuracy advantages of FFD and PISO. This algorithm is 

implemented in a C code for validation purposes. The validation will start from the 

same isothermal transient case to systematically compare the performance of these 

three different algorithms: FFD, PISO and SLPISO. 

6.3.1 Laminar Isothermal Flow  

The same oscillatory lid-driven cavity case as in Figure 68 is simulated with 

SLPISO. The same model configuration as in Chapter 6.1.2 is used for the SLPISO 

algorithm. With the time step increase from 0.01 in Figure 73 to 0.1 in Figure 75, 

the prediction of FFD deviates from the benchmark data and that of PISO is more 

accurate. SLPISO gives as good a prediction as PISO as the time step increases. As 

illustrated in Figure 74 and Figure 75, when the time step size is 0.04 and 0.1, as 

the FFD prediction begins to deviate from benchmark data, PISO and SLPISO can 

still provide good solutions similar to that when the time step is as small as 0.01. 

The time step size that is greater than 0.1 is not utilized in this validation.  That is 

because it will not even resolve the sinusoidal boundary shape properly, and hence 

does not provide a meaningful CFD solution comparison for this validation purpose. 
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Figure 73. Comparison of FFD, SLPISO and PISO result on isothermal lid-driven at 
time step = 0.01 
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Figure 74. Comparison of FFD, SLPISO and PISO results on isothermal lid-driven 
at time step = 0.04 
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Figure 75. Comparison of FFD, SLPISO and PISO results on isothermal lid-driven 
at time step = 0.1 

 
Computing speed is another critical parameter in this comparison. SLPISO, 

which adopts the semi-Lagrangian advection idea of FFD, will theoretically require 

much less computing resources than PISO. This is verified by the computing speed 

comparison in Figure 76. The SLPISO algorithm consumes about 1/3 more 

computing time than FFD, mainly because of the second pressure correction 

procedure employed by SLPISO. 
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Figure 76. Computing speed comparison of FFD, SLPISO and PISO algorithms 

This well-defined oscillatory lid-driven cavity case provides good benchmark 

data for the validation of time-dependent CFD code as in this study. The relatively 

simple configuration excludes the factors from impacting the accuracy of the CFD 

solution other than the algorithm itself. The validation illustrates that SLPISO, 

brought out by this research, can provide as accurate a prediction as PISO for 

isothermal airflow simulation. 

6.3.2 Laminar Natural Convection Flow 

In order to validate the transient simulation performance of the new 

algorithm on temperature linked problems, a differential heated cavity with time-

dependent benchmark data is employed. The configuration of such a case is shown 

in Figure 77 [113]. Two vertical walls have different temperatures, causing a 
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circulation in the cavity. Dimensionless parameters for this cavity are: Gr=2x106 

and Pr=0.02. The time step used in the benchmark is 1x10-6. Different grid 

resolutions of 241×241, 121×121 and 61×61 are tested. The grid resolution 121×121 

result is very close to that of 241×241, thus it is used in the validation test. The 

horizontal velocity component variation with time at the center of the cavity is 

monitored and shows oscillatory shape with time elapses. Strong oscillation during 

time 0-1 is observed and the velocity stabilizes at around zero after time 2.   

 

Figure 77. Configuration of natural convection flow cavity for transient 
simulation validation 

 
Different time steps are tested to compare the performance of algorithms, 

especially the tolerance on the increase of time step size. Figure 78 shows the 

solution of FFD and SLPISO with time step 2×10-6 compared with benchmark data. 

It shows the variation of the horizontal velocity component at the center of this 
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cavity. With time elapses, such velocity asymptotically approaches constant 

amplitude; however, the transient period between dimensionless time 0 to 1 is not 

possibly being captured in a steady-state CFD simulation.  

 

Figure 78. Comparison of FFD and SLPISO result on natural convection cavity at 
time step = 2×10-6 

 
This plot shows at the beginning of the oscillation, SLPISO solution is closer 

to benchmark data than that of FFD when time step size is as small as 2×10-6.  But 

the two solutions show no visible difference after around time 0.4. 
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Figure 79. Comparison of FFD and SLPISO result on natural convection 
cavity at time step = 1x10-3 
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Figure 80. Comparison of FFD and SLPISO result on natural convection 
cavity at time step = 5x10-3 

 
Figure 79 shows similar comparison with time step 1×10-3. When the time 

step goes greater, both solutions deviate from the benchmark solutions. Figure 80 is 

the solution comparison at time step 5×10-3. None of the two algorithms can capture 

the velocity decaying shape. This increment on time step size does not affect the 

prediction accuracy for steady state simulation, but when time step size is small 
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enough, SLPISO shows better performance for capturing the evolution of transient 

flow at initial time periods. 

The well-defined laminar flow cases used in this validation practice are ideal 

for testing the performance of different CFD algorithms since they can exclude the 

factors that impacted the CFD solution other than the algorithm itself. The result 

shows that for transient airflow simulation, SLPISO delivers a better solution than 

the FFD algorithm in capturing the transient flow pattern. For isothermal airflow 

simulation, SLPISO can tolerate large time step sizes as long as such time step 

sizes are able to resolve the transient boundary conditions.  While for problems that 

have scalar variables such as temperature closely linked to velocity, small time 

steps are necessary for obtaining accurate intermediate time-dependent solutions. 

This agrees with the findings about the PISO algorithm in literature [55], which 

concludes that for velocity-temperature strongly coupled problems, PISO gives 

correct solutions only when the time step is small. 

6.3.3 Turbulent Flow Validation 

The previous two chapters have validated the SLPISO algorithm through fine 

grid and laminar flow cases. As for turbulent flow, it is more complex and the CFD 

prediction is affected by many factors such as the turbulence model. The benchmark 

CFD data from Ghia [111] is used for such validation. Reynolds number of this 

validation is 5000, which is representative for typical indoor environment airflow. 
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Figure 81 shows the steady-state solution of FFD, SLPISO and Phoenics validated 

by benchmark data along the mid-width and mid-height of the geometry. No 

turbulence model is used in the CFD model.  

 

Figure 81. Comparison of the CFD solution from FFD, SLPISO and Phoenics on the 

lid-driven case with Re=5000 

Figure 82 shows the normalized RMSE value of the three different 

algorithms against the benchmark data. Obviously SLPISO gives better steady-

state solution than FFD method here, and Phoenics result which uses SIMPLEST 

algorithm gives best prediction over these three algorithms.   
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Figure 82. Comparison of the normalized RMSE value of FFD, SLPISO and 

Phoenics on the lid-driven case with Re=5000 

 

The next validation utilizes the forced convection case as in chapter 5.2.1. 

Coarse grids together with constant viscosity models are used. Figure 83 shows the 

validation of the FFD and SLPISO predictions (steady-state) by both experimental 

data and grid independent results using RNG k- model with PHOENICS. The grid 

resolution used here for the FFD and SLPISO algorithm is 40×12 with constant 

viscosity 100ν. The time step used in this transient simulation is 1s. As a 
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transient simulation algorithms with experimental data and PHOENICS results. 

Specifically for the location of X=2H, SLPISO and PHOENICS results indicate 

marginal improvement over FFD result. 

 

 

Figure 83. Validation of steady state solution of FFD and SLPISO on the FC case 
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Figure 84. Normalized RMSE and computing time comparison of the tested CFD 

models on FC case 

Figure 84 presents the performance of each CFD model on this FC case in 

terms of computing time and normalized RMSE indicated accuracy. Obviously grid-

independent result using sophisticated RNG k-ε model gives the best CFD solution 

comparing to the other CFD models, but consumes much more computing resource. 

The other three coarse grid configurations, using FFD, SLPISO and Simplest 

(Phoenics) algorithm and constant viscosity model saves computing time 

dramatically with some sacrifice on the accuracy from the normalized RMSE value 

calibration of solutions against experimental data. 
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Figure 85, Figure 86 and Figure 87 present the solutions of velocity variation 

at different locations of the domain (position (3, 1.5), (4.5, 1.5) and (6, 1.5)). A 

general pattern of these comparisons illustrates that at the beginning period of the 

flow evolution, SLPISO provides a prediction closer to the grid independent result 

from PHOENICS than FFD for these three locations; as time elapses FFD has a 

better prediction than SLPISO, especially when steady-state is achieved. However, 

it is difficult to draw any conclusion from such comparison as many other factors 

such as grid size and distribution and turbulence model can all affect the CFD 

solution. 

 

Figure 85. Temporal variation of U at position (3, 1.5) compared to grid independent 

result 
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Figure 86. Temporal variation of U at position (4.5, 1.5) compared to grid 
independent result 

 

 

Figure 87. Temporal variation of U at position (6, 1.5) compared to grid independent 
result 
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Figure 88, Figure 89 and Figure 90 shows the transient velocity prediction 

comparison with the coarse grid PHOENICS result. They show similar patterns as 

previous comparison with grid independent results.  

 

Figure 88. Temporal variation of U at position (3, 1.5) compared to coarse grid 
result; all three algorithms use coarse grid with constant turbulent viscosity model 
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Figure 89. Temporal variation of U at position (4.5, 1.5) compared to coarse grid 
result; all three algorithms use coarse grid with constant turbulent viscosity model 

 

 

Figure 90. Temporal variation of U at position (6, 1.5) compared to coarse grid 
result; all three algorithms use coarse grid with constant turbulent viscosity model 
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The validation of the SLPISO algorithm using the turbulent flow case shows 

that such algorithms can provide good transient as well as steady-state solutions for 

turbulent flow simulations with acceptable accuracy. However, it is not conclusive 

from this comparison which of the two algorithms has better performance in terms 

of turbulent flow simulation. 

6.4 Conclusions 

Transient airflow and heat transfer phenomena are of great interest for IEQ 

study, but they draw much less attention than steady-state problems. Development 

of a CFD algorithm that is fast and accurate is of exceptional importance. SLPISO 

developed from this work shows great possibility of meeting such a requirement. 

This non-iterative algorithm, improved through integrating semi-Lagrangian 

advection into the PISO algorithm, can greatly decrease the computational intensity 

of PISO while keeping the accuracy of the PISO solution. As for problems in which 

temperature and velocity are closely linked to each other, it can only provide 

accurate transient solutions when the time step size is small.  
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CHAPTER 7  
CONCLUSIVE SUMMARY AND 
FUTURE WORK 
7.1 Conclusions 

This study investigated fast CFD methods applicable to building IEQ study, 

identified the three most promising paths to reduce the computational intensity and 

applied them to typical indoor airflow validation. It is found that a coarse grid can 

work well with both validated sophisticated turbulence models and simplified 

turbulence models. A new semi-Lagrangian PISO algorithm brought out from this 

work improves the accuracy of FFD and the speed of PISO. 

A normalized RMSE index is brought out to evaluate the overall closeness of 

solutions of different CFD models or solution of CFD model to measurement. A new 

method of grid independency analysis is brought out, using the magnitude 
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comparison between numerical viscosity and turbulent viscosity, combined with 

normalized RMSE index. With total grid point number doubling, normalized RMSE 

value less than 10% can be considered to be an indication of grid independency. 

Magnitude of numerical viscosity in the computational domain overall should be 

much less than turbulent viscosity to claim grid independency. While doubling total 

grid number in CFD simulation is expensive and not always practical, viscosity 

magnitude comparison can be potentially integrated to commercial CFD software to 

inform users the status of grid independency. 

7.1.1 Coarse Grid CFD Model 

The coarse grid CFD model has been tested with both sophisticated 

turbulence models and simplified turbulence models. They both provide good CFD 

solutions for IEQ modeling problems with acceptable accuracy. The properly 

distributed coarse grid can minimize the discretization-induced truncation error 

and work well with sophisticated turbulence models, without significantly affecting 

the accuracy of the CFD solution.  

Coarse grid CFD model work with sophisticated RANS based turbulence 

model such as RNG k-ε model. Local refinement with a grid size of 1% of the 

computational domain characteristic length (usually height of simulated room) is 

recommended at the normal direction of heated or cooled surface, as well as 

adjacent to inlet/outlet. Grid size around 10% of the characteristic length of the 
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domain can be applied to the rest of directions and regions. This provides an 

optimized coarse grid distribution and resolution. 

The grid number can be further reduced while discretization-induced error 

can be utilized to supplement turbulence viscosity. A constant viscosity model will 

work with such a coarse grid CFD model and provide a solution that is acceptable 

for the purpose of IEQ study. Generally grid size about 1/20 to 1/10 of the 

characteristic length of computational domain can be used, with a constant 

turbulent viscosity around 100 times the physical viscosity of air.  The computing 

time can be reduced to as low as one percent of the grid-independent CFD model.  

7.1.2 Transient Flow Simulation 

A new SLPISO algorithm specifically for transient airflow simulation is 

brought out. The algorithm is implemented to a computer code and validated by 

benchmark data in the literature. This new algorithm adopts the speed advantage 

of FFD and accuracy advantage of the PISO algorithm and provides an alternative 

for the CFD velocity-pressure decoupling algorithm. Validations of such algorithms 

show some marginal improvement on FFD method. The problem inherited from the 

PISO algorithm makes the SLPISO algorithm not able to provide an accurate 

transient airflow prediction when temperature is closely linked to velocity. 
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7.2 Future Work 

Great grid resolution, which provides much more data points in a flow field 

than necessary for analysis purposes, is the essential difference between the CFD 

method and other IEQ modeling methods. The CFD grid resolution directly relates 

to the number of the float point operation and hence restricts the computing speed. 

Therefore, investigation on the application of coarse grid provides great opportunity 

for cutting the computational intensity.  

The results presented in this research provide a special path of using 

numerical viscosity analysis to explore the coarse grid possibilities. The numerical 

experimentation focusing on some specific representative cases provides some 

insights, but they are not solid enough to provide a universally applicable guideline 

for CFD users. More investigation especially needs to be done on the constant 

viscosity model.  

The SLPISO brought out from this work can provide an accurate transient 

CFD solution as PISO and meanwhile cut the computational intensity significantly. 

However, it does not solve the problem that when temperature is closely linked to 

velocity, the time step shall not go large. An improved PISO for buoyancy-driven 

flow in the literature [56], which added a temperature predictor and corrector in the 

sequence, may provide some insight for future work. 
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APPENDICES 

A.1 List of Experimental Data Used in This Dissertation 

Table A 1: NC Data 

Mid-height Mid-width 
Distance(m) V component(m/s) Temperature(°C) Height(m) Temperature(°C) 

0 0 50 0 24.212 
0.000249998 0.0403 48.1 0.000999975 23.312 
0.000500003 0.0611 47.2 0.002000025 23.012 

0.00075 0.0843 46.8 0.003 22.712 
0.000999975 0.1001 46.5 0.005000025 21.912 
0.001250025 0.1158 45 0.006999975 21.312 

0.0015 0.1325 44.74 0.009975 21.112 
0.001749975 0.1457 43.492 0.015 20.948 
0.002000025 0.1613 43.192 0.020025 21.16 

0.00225 0.1655 42.284 0.027 21.256 
0.002499975 0.1739 41.32 0.0375 21.624 
0.002750025 0.1831 40.804 0.05625 22.344 

0.003 0.2 40.54 0.075 23 
0.005000025 0.2127 37.172 0.1125 24.284 
0.006999975 0.2081 34.744 0.15 25.216 

0.009975 0.1745 32.62 0.1875 26.004 
0.015 0.1308 31.08 0.225 26.852 

0.020025 0.0918 30.684 0.2625 27.58 
0.024975 0.062 30.392 0.3 28.256 

0.03 0.0374 30.18 0.3375 29.416 
0.039975 0.013 30.596 0.375 30.696 
0.050025 0.002871 30.7 0.4125 31.852 

0.06 0.002147 31.252 0.45 32.648 
0.080025 0.000263 31.5 0.4875 33.2 
0.099975 0.0003728 31.6 0.525 34.272 

0.12 0.000372 30.944 0.5625 34.936 
0.15 0.000397 31.08 0.6 35.424 
0.18 0.00331 31.004 0.6375 36.576 
0.21 0.000279 31.108 0.675 37.3 
0.24 0.000172 31.232 0.69375 37.964 
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0.27 0.000111 31.12 0.7125 38.728 
0.3 0.000181 30.868 0.723 39 

0.33 -0.000127 30.8 0.729975 39.2 
0.375 -0.000069 30.696 0.735 39.5 

0.42 -0.000487 30.752 0.740025 39.4 
0.45 -0.000181 30.616 0.743025 39 
0.48 -0.000606 30.66 0.744975 38.5 
0.51 -0.000494 30.76 0.747 38 
0.54 -0.000499 30.808 0.747975 37.4 
0.57 -0.000458 30.64 0.749025 36.54 

0.6 -0.000227 30.54 0.75 35.772 
0.63 -0.000249 30.552     

0.650025 -0.000317 30.316     
0.669975 0.00126 30.304     

0.69 0.004408 30.244     
0.699975 0.002742 30.604     
0.710025 -0.0108 31.028     

0.72 -0.0403 30.792     
0.725025 -0.0684 31.252     
0.729975 -0.0916 30.796     

0.735 -0.1252 30.188     
0.740025 -0.1828 28.224     
0.743025 -0.2185 25.336     
0.744975 -0.2257 22.548     

0.747 -0.1884 19.736     
0.747225 -0.1803 19.272     
0.747525 -0.1736 18.544     

0.74775 -0.1604 18.2     
0.747975 -0.1488 17.46     
0.748275 -0.1268 16.432     

0.7485 -0.1056 15.296     
0.748725 -0.0835 14.732     
0.749025 -0.0588 13.74     

0.74925 -0.0314 13.108     
0.749475 -0.003389 12.628     
0.749775 -0.000412 11.236     

0.75 0 10     
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Table A 2: FC Case data 

X=H X=2H Near floor Near ceiling 
Y(m) U(m/s) Y(m) U(m/s) X(m) U(m/s) X(m) U(m/s) 
0.040 -0.045 0.077 -0.141 0.152 0.019 0.012 0.492 
0.090 -0.050 0.120 -0.147 0.359 0.024 0.536 0.485 
0.143 -0.052 0.168 -0.144 0.534 0.022 1.021 0.471 
0.206 -0.053 0.231 -0.139 0.676 0.017 1.474 0.444 
0.274 -0.055 0.298 -0.135 0.829 0.014 1.987 0.417 
0.345 -0.055 0.365 -0.130 0.989 0.008 2.504 0.394 
0.417 -0.053 0.447 -0.126 1.163 0.004 3.004 0.375 
0.503 -0.054 0.545 -0.121 1.398 -0.004 3.479 0.358 
0.621 -0.051 0.672 -0.113 1.525 -0.008 3.975 0.341 
0.839 -0.048 0.879 -0.097 1.678 -0.005 4.517 0.326 
1.041 -0.045 1.075 -0.072 1.841 -0.014 5.058 0.315 
1.252 -0.034 1.288 -0.039 2.031 -0.019 5.497 0.303 
1.478 -0.020 1.505 -0.014 2.330 -0.028 6.007 0.293 
1.728 -0.003 1.735 0.019 2.692 -0.033 6.558 0.281 
1.912 0.014 1.936 0.041 3.035 -0.043 6.899 0.270 
2.116 0.034 2.155 0.081 3.563 -0.060 7.205 0.257 
2.341 0.074 2.364 0.137 4.038 -0.077 7.478 0.232 
2.439 0.105 2.502 0.183 4.537 -0.092 7.875 0.206 
2.560 0.156 2.629 0.226 5.005 -0.115 8.034 0.177 
2.672 0.229 2.708 0.250 5.562 -0.137 8.108 0.142 
2.735 0.286 2.799 0.280 6.060 -0.146 8.206 0.111 
2.772 0.313 2.843 0.289 6.565 -0.146 8.300 0.067 
2.811 0.343 2.893 0.289 7.078 -0.136 8.389 0.032 
2.870 0.356 2.939 0.286 7.561 -0.115 8.477 -0.010 
2.929 0.349 2.970 0.269 8.081 -0.074 8.499 -0.061 

        8.411 -0.030 8.596 -0.091 
        8.736 0.031 8.714 -0.086 
        8.940 0.102 8.837 -0.067 

 

Table A 3: MC Case data 

Mid-height Mid-width 
X(m) V(m/s) X(m) T(°C) Y(m) U(m/s) Y(m) T(°C) 

0 0 0 15 0 0 0 35.5 
0.020094 0.223196 0.019878 18.99175 0.025402 -0.29499 0 35 
0.059947 0.2414 0.039579 19.50738 0.016372 -0.2902 0.012451 20.03384 
0.099976 0.226074 0.08004 19.49484 0.041289 -0.26251 0.030403 18.90867 
0.200634 0.142362 0.229398 19.213 0.060634 -0.23591 0.080823 18.80528 
0.350211 0.064061 0.520266 19.28836 0.101521 -0.22343 0.181143 19.06694 
0.519765 -0.00279 0.810216 19.00728 0.200995 -0.1333 0.321168 19.23453 
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0.700816 -0.06068 0.960104 18.20497 0.401044 -0.02001 0.520939 19.29277 
0.85113 -0.12409 0.999059 17.82167 0.500251 0.014551 0.721537 19.22428 

0.951025 -0.20486 1.019416 17.62706 0.621381 0.044576 0.86159 19.28268 
0.991325 -0.2635 1.04 15 0.820677 0.13916 0.960568 18.61069 
1.020524 -0.26565     0.920925 0.207527 1.011203 17.68655 

1.04 0     0.961637 0.241995 1.026783 17.28677 
        1.002115 0.28503 1.039998 14.99862 
        1.028847 0.303916 1.04 15 
        1.04 0     

 

Table A 4: Natural Ventilation Case data 

Height P2 P3 P4 P5 
m V(m/s) T(°C) V(m/s) T(°C) V(m/s) T(°C) V(m/s) T(°C) 

0.05 0 24.618 0 24.552 0 26.07 0 25.377 
0.1 0.197036 25.245 0.149947 25.047 0.113925 25.905 0.215915 25.641 
0.5 0.04991 27.258 0.065968 26.829 0.036022 26.895 0.048174 26.796 
0.9 0.040796 27.588 0.042315 27.324 0.032984 27.588 0.03038 27.291 
1.3 0.031682 28.479 0.022568 29.865 0.024955 29.568 0.059458 30.03 
1.7 0.038843 29.733 0.04991 32.01 0.06293 31.845 0.103075 31.812 
2.1 0.217 32.802 0.157108 32.637 0.059024 33 0.238049 33.627 

2.15 0 33 0 33 0 33 0 33.99 

 

Table A 5: Displacement Ventilation Case data 

Location Height[m] 0.05 0.1 0.6 1.1 1.5 1.9 2.3 2.38 

P1: (0.78,1.83) 
T[℃] 20.85 20.97 23.33 24.75 25.76 26.37 26.17 25.9 
V[m/s]   0.163 0.03 0.062 0.007 0.017 0.038   

P2: (1.74,1.83) 
T[℃] 21.51 21.96 23.63 25.06 25.7 26.55 26.53 26.05 
V[m/s]   0.084 0.025 0.043 0.018 0.019 0.034   

P3: (2.70,1.83) 
T[℃] 22.1 22.44 23.91 25.38 26.1 26.49 26.36 26.19 
V[m/s]   0.081 0.031 0.046 0.02 0.026 0.163   

P4: (3.66,1.83) 
T[℃] 22.56 22.71 23.63 25.33 25.96 26.52 26.89 26.68 
V[m/s]   0.058 0.032 0.031 0.032 0.03 0.028   

P5 (4.62,1.83) 
T[℃] 22.87 22.94 23.43 25.1 26.13 26.57 26.53 26.53 
V[m/s]   0.038 0.055 0.028 0.017 0.013 0.047   

P6: (2.70,0.61) 
T[℃] 22.01 22.08 23.73 25.4 25.79 26.57 26.49 26.25 
V[m/s]   0.083 0.039 0.015 0.017 0.034 0.063   

P7: (2.70,1.22) 
T[℃] 22.19 23.71 25.3 25.99 26.49 26.38 26.16 24.95 
V[m/s]   0.078 0.035 0.027 0.014 0.033 0.061   

P8: (2.7,2.44) 
T[℃] 22.08 22.15 23.66 25.09 26.07 26.51 26.44 26.51 
V[m/s]   0.084 0.039 0.024 0.016 0.013 0.052   

P9: (2.7,3.05) 
T[℃] 22.12 22.26 23.6 25.16 25.99 26.75 26.94 26.61 
V[m/s]   0.099 0.042 0.028 0.019 0.02 0.0116   
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Table A 6: Steady-state lid-driven Case data (Re=100) 

grid pt y U x V 
129 1 1 1 0 
126 0.9766 0.84123 0.9688 -0.05906 
125 0.9688 0.78871 0.9609 -0.07391 
124 0.9609 0.73722 0.9531 -0.08864 
123 0.9531 0.68717 0.9453 -0.10313 
110 0.8516 0.23151 0.9063 -0.16914 

95 0.7344 0.00332 0.8594 -0.22445 
80 0.6172 -0.13641 0.8047 -0.24533 
65 0.5 -0.20581 0.5 0.05454 
59 0.4531 -0.2109 0.2344 0.17527 
31 0.2813 -0.15662 0.2266 0.17507 
23 0.1719 -0.1015 0.1563 0.16077 
14 0.1016 -0.06434 0.0938 0.12317 
10 0.0703 -0.04775 0.0781 0.1089 

9 0.0625 -0.04192 0.0703 0.10091 
8 0.0547 -0.03717 0.0625 0.09233 
1 0 0 0 0 

 

Table A 7: Transient lid-driven Case data (Re=500) 

t U_bottom t U_center t U_up 
0.0365 -6.00E-04 0.0157 -0.0019 0.0365 -6.00E-04 
0.7505 -0.0159 0.7413 -0.0295 0.7231 -0.0565 
1.3203 -6.00E-04 1.3428 -6.00E-04 1.343 -3.00E-04 
1.7589 0.0098 1.7868 0.0178 1.7755 0.0345 

2.244 0 2.2434 -0.0011 2.2217 2.00E-04 
2.7792 -0.0135 2.7711 -0.0254 2.7586 -0.044 
3.3026 0 3.302 -0.0011 3.3251 0 
3.8094 0.0112 3.7924 0.0194 3.7849 0.0417 
4.2491 8.00E-04 4.2705 -0.001 4.2711 0 
4.7842 -0.0127 4.7764 -0.0243 4.7878 -0.0408 

5.285 6.00E-04 5.2838 -0.0013 5.3068 -5.00E-04 
5.7917 0.0118 5.7975 0.0203 5.7904 0.0431 
6.2531 1.00E-04 6.2977 -7.00E-04 6.2755 -2.00E-04 
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6.8115 -0.0123 6.7814 -0.0235 6.7701 -0.0402 
7.312 6.00E-04 7.2887 -7.00E-04 7.2893 4.00E-04 

7.7739 0.0121 7.7798 0.0208 7.7949 0.0431 
8.3034 0.0012 8.2572 -7.00E-04 8.3032 9.00E-04 
8.8162 -0.012 8.7862 -0.0232 8.752 -0.0404 
9.3167 9.00E-04 9.2934 -4.00E-04 9.2939 4.00E-04 

9.801 0.0121 9.8073 0.0214 9.7769 0.0432 
10.0248 0.01 10.0066 0.0164 10.0171 0.032 

 

Table A 8: Transient Natural Convection Case data (Gr=2×106 and Pr=0.02) 

t 0 0.019975 0.039975 0.059975 0.079975 0.099975 0.109673 0.119975 0.183154 
U 0 -0.05624 -0.60255 -2.11319 -4.42884 -6.2836 -6.42712 -6.07431 3.74648 
t 0.199975 0.219975 0.239975 0.25483 0.259975 0.299975 0.315282 0.359975 0.379975 

U 2.71771 -0.4225 -3.23559 -3.63465 -3.39156 2.00153 2.437077 -1.75359 -1.09699 
t 0.399975 0.416198 0.459975 0.479975 0.499975 0.505753 0.552072 0.559975 0.599306 

U 0.66165 1.05663 -0.85866 -0.06791 0.76493 0.707166 -0.72144 -0.52104 0.662484 
t 0.599975 0.645686 0.659975 0.679975 0.699975 0.735409 0.759975 0.778538 0.779975 

U 0.63806 -0.57862 -0.03087 0.53739 0.17011 -0.41245 0.30958 0.338559 0.28192 
t 0.799975 0.821217 0.859975 0.879975 0.899975 0.950026 0.959975 0.979975 0.999975 

U -0.21679 -0.29325 0.29533 -0.05921 -0.28388 0.178516 0.06368 -0.20965 -0.10662 
t 1.031882 1.059975 1.079975 1.082474 1.099975 1.125435 1.159975 1.199975 1.211198 

U 0.13356 -0.11759 -0.13425 -0.1465 0.0697 0.088877 -0.1239 0.10084 0.06745 
t 1.219975 1.239975 1.25403 1.259975 1.296969 1.299975 1.339808 1.359975 1.379975 

U -0.00193 -0.10294 -0.09561 -0.02869 0.06946 0.02675 -0.07016 0.04095 0.03563 

t 1.399975 1.459975 1.479975 1.499975 1.559975 1.579975 1.639975 1.659975 1.759975 
U -0.04144 0.03717 -0.01985 -0.0484 -0.00276 -0.03943 0.00412 -0.02758 -0.02304 
t 1.779975 1.799975 1.899975 1.919975 1.979975 1.999975    
U -0.00143 0.00715 -0.00613 -0.01799 -0.00355 -0.01464    
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