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## Chapter 1

## Introduction

### 1.1 Motivation: Concurrent Multiscale Computational Modeling for Bound and Unbound Particulate Materials

The ultimate goal of multiscale modeling is to use lower length scale analytical/numerical modeling to better inform the 'macro'-scale model of interest, and to do so in a computationally-efficient manner. With regard to localized deformation (shear banding, fracture, large deformation adjacent to a contacting deformable body, ...), this takes on the additional challenge that the boundaries of the lower length scale model (we will call "grainscale" ", or "mesoscale", see Figures 1.3, 1.4) must be handled carefully so as not to artificially influence the resulting numerical simulations of localized deformation (Figures 1.1, 1.2). The primary motivation for the research proposed for this thesis is to address such boundary condition (BC) issues, while properly upscaling/informing/coupling to the macroscale simulation domain. This will be done by developing a finite strain micromorphic elasto-plasticity model (Figure 1.6) in a coupling/overlapping/handshaking region (see Figure 1.5 for unbound particulate material, and Figure 1.7 for penetration into bound particulate material). Because some of the classes of materials of interest are bound (Figure 1.3) and unbound particulate materials (Figure 1.4) that are frictional in nature, a pressuresensitive finite strain micromorphic elastoplastic model is formulated and implemented in a research finite element code, Tahoe sourceforge.net/projects/tahoe.

The failure in bound particulate materials may be considered as the combination of
some processes such as grain and matrix deformation, intra-granular cracking, matrix cracking, inter-granular cracking/debonding. The global boundary conditions on the materials can influence the resulting failure mode. One example of that is shown in Figure 1.1 which presents that the confinement pressure influences fragmentation and causes the micro-cracks to coalescence and fracture. The bound particulate materials contain grains bound by a matrix. The heterogeneous particulate structure of these materials governs their response at grain/micro-to macro-scales especially in initial boundary value problems in which the localized deformation may form. The cracking in the asphalt, Figure 1.3, shows the physical problem of localized deformation in another bound particulate material.


Figure 1.1: 2D FE/CSE dynamic simulations of inter-granular cracking (bottom) in brittle bound particulate material Kraft et al. (2008) showing effect of BCs (top, bottom) on coalesced microcracks into fracture.


Figure 1.2: Cross-sectional views of pile penetration (showing the medium container with 4260 ellipsoidal particles), and force-displacement curves showing influence of boundaries on pile resistance force Yan et al. (2010).


Figure 1.3: Grain-scale influence on fracture in asphalt: (a) road section, (b) close-up of fracture pattern, and (c) grain-binder fracture path (no intra-granular fracture observed).

(a) Granular material like sand (image courtesy of Khalid Alshibli, University of Tennessee, Knoxville)

(b) Picture is from http:// geosystems.ce.gatech.edu /Faculty/Mayne/Research/index.html

Figure 1.4: (a) Sand grains (b) Cone penetrometers

Multiscale modeling may be a way to account for the micro-structural behavior of the bound particulate materials, in which particles/grains are connected by a binder material, such as concrete(aggregate and cement), asphalt (aggregate and viscoelastic binder), sandstone (sand and clay matrix), etc., and also unbound particulate materials, in which no binder exists, such as sand, gravel. Multiscale methods are expected to give accurate results but with less computational cost compared to Direct Numerical Simulation (DNS) over the whole spatial domain of interest (Fish (2006)).

Fish (2006) reviewed the methods available to bridge the grain/particle/fibers and macro continuum scales by grouping them into two main parts as: information-passing (hierarchical) methods and concurrent methods. The information-passing methods in which discrete scale and continuum scale is modeled separately but the overall response of the discrete system is transferred to the continuum scale are divided into subclasses as: Force field calibration, generalized mathematical homogenization, quasi continuum, multiscale enrichment based on the partition of unity, variational multiscale methods, heterogeneous multiscale method, coarse-grained molecular dynamics, discontinuous Galerkin method, equation free method, proper orthogonal decomposition, the Kinetic Monte Carlo based information passing methods, atomistically informed dislocation dynamics, for instance. Whereas in


Figure 1.5: Two-dimensional illustration of the coupling between particle and micromorphic continuum regions. The purple background denotes the FE overlap region $\tilde{\mathcal{B}}^{h}$ with underlying ghost particles, aqua blue the FE continuum region $\overline{\mathcal{B}}^{h}$ with no underlying particles, and white background (with brown particles) the free particle region $\hat{\mathcal{B}}^{h} \cup \mathcal{B}^{D E}$. In summary, the finite element domain $\mathcal{B}^{h}$ is the union of pure continuum FE domain $\overline{\mathcal{B}}^{h}$, overlapping FE domain with underlying ghost particles $\tilde{\mathcal{B}}^{h}$, and overlapping FE domain with underlying free particles $\hat{\mathcal{B}}^{h}$, such that $\mathcal{B}^{h}=\overline{\mathcal{B}}^{h} \cup \tilde{\mathcal{B}}^{h} \cup \hat{\mathcal{B}}^{h}$. The pure particle domain with no overlapping FE domain is indicated by $\mathcal{B}^{D E}$.
concurrent methods the discrete scale and continuum scale should be simultaneously resolved, oftentimes involving a "handshaking" or overlapping region Liu et al. (2006). The concurrent methods are classified as: Domain bridging based concurrent multiscale method, local enrichment based concurrent multiscale method, multigrid based concurrent multiscale


Figure 1.6: Multiplicative decomposition of deformation gradient $\boldsymbol{F}$ and micro-deformation tensor $\chi$. Geometrical points ("macro-elements") with centroids $C, \bar{C}$, and $c$ live in their respective configurations: $P \in \mathcal{B}_{0}, \bar{P} \in \overline{\mathcal{B}}$, and $p \in \mathcal{B}$. Material points ("micro-elements") with centroids $C^{\prime}$, $\bar{C}^{\prime}$, and $c^{\prime}$. Differential vectors and deformable directors are mapped accordingly: $d \boldsymbol{x}=\boldsymbol{F} d \boldsymbol{X}, d \boldsymbol{x}=\boldsymbol{F}^{e} d \overline{\boldsymbol{X}}$, $d \overline{\boldsymbol{X}}=\boldsymbol{F}^{p} d \boldsymbol{X}, \boldsymbol{\xi}=\chi \boldsymbol{\Xi}, \boldsymbol{\xi}=\chi^{e} \overline{\boldsymbol{\Xi}}$, and $\overline{\boldsymbol{\Xi}}=\chi^{p} \boldsymbol{\Xi}$.
method.

### 1.1.1 A Possible Approach to Concurrent Multiscale Modeling

Discrete element method (DEM)(Cundall and Strack (1979); Scott and Craig (1980); Bashir and Goddard (1991); Anandarajah (1994); Wren, J.R. and Borja, R.I. (1997); Luding et al. (2001); Masson and Martinez (2001)) can treat each particle with their real physical


Figure 1.7: 2D illustration of concurrent computational multi-scale modeling approach in the contact interface region between a bound particulate material (e.g., ceramic target) and deformable solid body (e.g., refractory metal projectile). The DE and/or FE representation of the particulate micro-structure is intentionally not shown in order not to clutter the drawing of the micro-structure. The grains (binder matrix not shown) of the micro-structure are 'meshed' using DEs and/or FEs with cohesive surface elements (CSEs). The open circles denote continuum FE nodes that have prescribed degrees of freedom (dofs) $\widehat{\boldsymbol{D}}$ based on the underlying grain-scale response, while the solid circles denote continuum FE nodes that have free dofs $\boldsymbol{D}$ governed by the micromorphic continuum model. We intentionally leave an 'open window' (i.e., DNS) on the particulate micro-structural mesh in order to model dynamic failure. If the continuum mesh overlays the whole particulate micro-structural region, as in Klein and Zimmerman (2006) for atomistic-continuum coupling, then the continuum FEs would eventually become too deformed by following the micro-structural motion during fragmentation. The blue-dashed box at the bottom-center of the illustration is a micromorphic continuum FE region that can be converted to a DNS region for adaptive high-fidelity material modeling as the projectile penetrates the target.
sizes separately. The method takes into account the contacts between the particles rather than applying a homogenization rule over the domain. Therefore, DEM may be the most suitable approach to model the granular materials. However, DEM requires extensive com-
putational power which does not make it very useful for many problems even for small regions. One approach to utilize this method is to couple the DEM method with higher order continuum models.

Although DEM is an effective approach for modeling the micro-structure, its applicability is limited by the available computational power. A proposed approach by Regueiro (2010) aims to resolve this problem by developing a concurrent multiscale model which is coupling the region of the dry flowing particulate to the region of continuum deformation. In this method, the total domain is simply formed by subregions shown in the figures 1.5 and 1.7; (i) the first region is consisting of only discrete particles modeled by DEM. This particle region is including particle mechanics and assumed to go under large deformation. Thus, it important here is to apply the higher-resolution models; (ii) the second region is the overlap region which is bridging the particulate structure to the FE micromorphic continuum field and it is including ghost particles whose motion is prescribed by the continuum field; (iii) the third region is the modeled again by the FE micromorphic higher order continuum theory but with underlying free particles. The regions, (ii) and (iii) have a lower-resolution model compared to the part (i), although it has a better and higher-resolution approach than the classical continuum theory; (iv) the last region is the FE micromorphic continuum region which is assumed to not to have any underlying structure. Compared to modeling the whole region by DE , this approach provides a computationally less expensive, thus, preferable approximation to the problem without ignoring underlying micro-structure.

The particle-continuum coupling method is following the method called " bridging scale decomposition" proposed by Wagner and Liu (2003) and then developed by Klein and Zimmerman (2006). The method is known to minimize the fictitious forces which occurs due to improper distribution of the potential energy in the overlap region for quasi-static case and wave reflections for dynamic case. However, these two studies were based on the atomistic structure coupling with continuum region. In the current research, the atomistic structure is replaced by particulate structure. Besides, this approach will have a different energy
partitioning and it will involve the only quasi-static case. The proposed approach by Regueiro (2010) is involving the inelastic deformation modeling in both particle and continuum regions, and providing a higher resolution over the continuum regions by introducing higher order micromorphic continuum theory. The kinematics of the coupling may be summarized by using the same notation of Wagner and Liu (2003); Klein and Zimmerman (2006). The particle displacements and rotations are defined as:

$$
\breve{\boldsymbol{U}}=\left[\begin{array}{lllllll}
\boldsymbol{u}_{\alpha}, & \boldsymbol{u}_{\beta}, & \ldots, & \boldsymbol{u}_{\gamma}, & \boldsymbol{\theta}_{\alpha}, & \boldsymbol{\theta}_{\beta}, & \ldots \tag{1.1}
\end{array} \boldsymbol{\theta}_{\gamma}\right]^{T}, \alpha, \beta, \ldots \ldots, \gamma \in \breve{\mathcal{A}}
$$

where $\boldsymbol{u}_{\alpha}$ is the $\alpha$ particle's displacement, $\boldsymbol{\theta}_{\alpha}$ is the $\alpha$ particle's rotation and $\breve{\mathcal{A}}$ is the set of all particles. Likewise, the nodal displacements and micro-displacement gradient fields associated with the finite element mesh are :

$$
\breve{\boldsymbol{D}}=\left[\begin{array}{llllllll}
\boldsymbol{d}_{a}, & \boldsymbol{d}_{b}, & \ldots ., & \boldsymbol{d}_{c}, & \boldsymbol{\phi}_{a}, & \boldsymbol{\phi}_{b}, & \ldots, & \boldsymbol{\phi}_{c} \tag{1.2}
\end{array}\right]^{T}, a, b, \ldots ., c \in \breve{\mathcal{N}}
$$

where $\boldsymbol{d}_{a}$ is the displacement of the node a, $\boldsymbol{\phi}_{a}$ is the micro-displacement gradient field at the node a, $\breve{\mathcal{N}}$ is the set of the all nodes. The particles shown in the overlap region in the Figure 1.5 are called the "ghost particles" and their motions are prescribed by the continuum displacement field. It can be written as $\hat{\boldsymbol{U}} \in \hat{\mathcal{A}}$, where $\hat{\boldsymbol{U}}$ shows the prescribed particle motions. The unprescribed particle motions are denoted by $\boldsymbol{U}$ and $\boldsymbol{U} \in \mathcal{A}$ where $\hat{A} \cup \mathcal{A}=\breve{\mathcal{A}}$ and $\hat{A} \cap \mathcal{A}=\emptyset$. Likely, the node displacements and micro-deformation of continuum finite element on the particle region are prescribed by the particle motion and represented as $\hat{\boldsymbol{D}} \in \hat{\mathcal{N}}$, and the unprescribed node displacements and micro-deformations are $\boldsymbol{D} \in \mathcal{N}, \mathcal{M}$ where $\hat{\mathcal{N}} \cup \mathcal{N}=\breve{\mathcal{N}}, \hat{\mathcal{N}} \cap \mathcal{N}=\emptyset$. The energy partitioning will follow the concept in Klein and Zimmerman (2006) and it depends on the DE equations for particles and micromorphic continuum FE equations for the continuum field on the overlap region.

Coupling and bridging should not be confused by each other. Coupling mentioned above means taking part interactively between particle and micromorphic continuum region and vice versa. Whereas, bridging between underlying particle structure and overlaying
continuum scale is an issue accounted by micromorphic continuum theory within a finite strain inelastic constitutive model proposed by Regueiro (2009),Regueiro (2010) (the details on this model and its application to a soil model will be given in the next chapters).

Eringen (1999) states that if the ratio of the characteristic length associated with the applied load to the internal characteristic length is close to one, then, the response of the particles may change the behavior of the body dramatically. It must be noted that we have a pure particle approach in particle region in which the particle dimensions (characteristic length) become a very important factor. Therefore, having extra degrees of freedom, the micromorphic continuum theory helps to define proper B.C.'s on particles in the overlap region, thereby, it is expected to provide a smoother transition between the regions. The standard continuum models do not have this extra kinematic property so that the BC's may not simulate this transition and also the shear bands in particle region. Since the micromorphic continuum theory involves plasticity parameters, initially, the micromorphic continuum and particle region will be assumed to overlap each other completely so that these parameters can be obtained by inverse analysis via the particle based triaxial compression simulation tests. For fully overlapped regions, these particle scale parameters can be related to micromorphic continuum scale parameters via a homogenization approach with weighted averaging integrals for each desired field. If the averaging operator is shown by $\langle\bullet\rangle$, for instance, Cauchy stress tensor $\boldsymbol{\sigma}$ and higher order stress tensor $\boldsymbol{m}$ can be obtained as:

$$
\begin{equation*}
\sigma_{i j} \stackrel{\text { def }}{=}\left\langle\sigma_{i j}^{\text {particle }}\right\rangle, \quad m_{i j k} \stackrel{\text { def }}{=}\left\langle\sigma_{i j}^{\text {particle }} \xi_{k}\right\rangle \tag{1.3}
\end{equation*}
$$

It may be summarized that the higher order continuum theories are more applicable than the standard continuum theories in modeling (Chambon et al., 2004; Regueiro, 2009, 2010) when (i) size effects of the micro-structure becomes important under large deformation gradient as in granular materials, (ii) strain localization which yields to failure occurs, (iii) bridging the different scales in the multiscale modeling is needed. The theory of higher order micromorphic continuum including balance equations and definition of the higher order stress
tensors appearing in the balance equations will be explained in the next sections.

### 1.2 Background on Generalized Continuum Theories

The classical continuum theories have been applied widely to model the behavior of physical bodies which may be subjected to some external forces, for instance: mechanical forces such as traction forces or subjected to some body forces such as gravity and magnetism. Generally, these bodies may be in the form of a collection of many deformable sub-bodies. The classical continuum approaches ignore the micro continua of a body, accordingly, the independent micro particulate motion and its contribution on the total response to the applied forces. This kind of continua, formed by many small bodies and whose material points are endowed with additional degree of freedoms, are referred as generalized continua (E. Kröner, ed. (1968),Green and Naghdi (1995)). Therefore, a continuum theory which incorporates the local motion of sub-bodies in the continuum body by introducing additional degrees of freedom with higher derivatives of a continuum field can be shown to provide a means for accounting for these sub-bodies's physical response on the overall continuum body.

One important potential use for generalized continua is to bridge the length scale of the micro-structure on mesoscale to the macro-scale engineering applications (see previous section). The significant aspect of bridging the grain/particle/fiber micro-structure to the macro continuum is to transfer the essential information from the micro-structure to macro continuum response while proposing a cost efficient approach which is needed to apply to solve problems for the region of interest.

The classical continuum theories with constitutive relations accounting for the microstructural mechanics have been applied to model the granular materials(Christoffersen et al. (1981); Rothenburg and Selvadurai (1981); Jefferson et al. (2002); Chang et al. (1992); Gardiner and Tordesillas (2004); Luding (2004); Nemat-Nasser (2004); Peters (2005)). These approaches were mainly based on the particle contact interaction and aimed to infuse particulate structure into continuum theory. A wide range of study exists in the literature on the
constitutive modeling for granular media which is not possible to review here, however, some of the recent research give an overall idea about common assumptions for the derivations of these approaches. For instance, Chang et al. (1992) described a model to predict the initial moduli, secant moduli and damping ratio of the granular materials at small strain and stress strain behavior of the material subjected to different stress paths at large strains. In the same work for finite strain case, they introduced the term "micro-elements" which are formed by spherical particles. In their approach, they had to idealize the material with certain number of the micro-elements which were consisting of the same micro-elements but rotated on the axes. They observed similar behavior for sands under different loading conditions. Jefferson et al. (2002) presented a discrete element model for a cohesive aggregate consisting of elastic particles. A superposition approximation was utilized to obtain the coupled force and displacement on a particle due to interaction by neighbor particles within the aggregate. The model was found capable to capture the rigid body rotations of the aggregate, however, it was stated by the authors that the relative rotational motion between particles were ignored and additional rotational degrees of freedom are required to capture the particle rotations and moments. Gardiner and Tordesillas (2004) proposed a model incorporating the sliding and non sliding particles contact as well as rolling resistance of the particles and loss of contacts among them. It was based on homogenization for the discrete elements at small strains. The stress tensor and the higher order stress tensor appearing in the micro-polar theory, constitutive laws, were determined by these homogenization integrals.

Generally, these approaches are limited by rigid body rotation of elastic, small strain response of a single particle, particle cluster or some formations including these particles such as micro-element as aforementioned above. Often times, the main assumption made in these models is limiting the micro-structural behavior to have only rigid rotations, although the particles(or,rather, cluster of particles) represent not only micro-rotation but also microshear and micro-dilatation/compaction(stretch). The research on the constitutive modeling for granular media is on going and, for the readers interested in this topic, the more detailed
reviews and the methods are available in the literature, such as Kolymbas (2000).

### 1.3 Summary and Comparison of Modeling Efforts on Micromorphic Continua

Generalized continua are classified into two main categories; (i) the higher grade continua in which displacement field and its higher derivatives are involved such as strain gradient methods, (ii) the higher order continua in which additional independent kinematic degrees of freedom and higher order stresses are incorporated at each material point in the continuum (Forest and Sievert (2003)).

As aforementioned, the higher order (or generalized) continua incorporates additional independent kinematic degrees of freedom. A higher order continuum may be called differently depending on the number of additional independent kinematic degrees of freedom it involves. Eringen (1999) classifies the theories as: The first and the most generalized case of the higher order continuum is the micromorphic case which has nine extra degrees of freedom through the unsymmetric micro deformation tensor $\boldsymbol{\chi}$ which is actually representation of a material point with three deformable directors. Then, the microstretch continuum is the case of four extra degrees of freedom which are three microrotations and one microstretch. Lastly, the micropolar continuum has three extra degrees of freedom which are only microrotations which occurs when a material point has three rigid directors.

A wider classification of the generalized continuum theories (based on the degrees of freedom they include) at finite strain and at infinitesimal strain cases can be summarized in the following table:

Table 1.1: Hierarchy of the generalized continua by Forest and Sievert (2006)

| Name | Number <br> of DOF | DOF <br> (finite case) | DOF <br> (infinitesimal <br> case) | References |
| :---: | :---: | :---: | :---: | :---: |
| Cauchy | 3 | $\boldsymbol{u}$ | $\boldsymbol{u}$ | Truesdell <br> and Toupin <br> $(1960)$ |
| Microdilation | 4 | $\boldsymbol{u}, \chi$ | $\boldsymbol{u}, \chi$ | - |
| Cosserat | 6 | $\boldsymbol{u}, \boldsymbol{r}$ | $\boldsymbol{u}, \boldsymbol{\Phi}$ | Cosserat <br> $(1909) ;$ |
| Microstretch | 7 | $\boldsymbol{u}, \chi, \boldsymbol{r}$ | $\boldsymbol{u}, \chi, \boldsymbol{\Phi}$ | Eringen <br> (1968b) |
| Eringen <br> $(1971)$ |  |  |  |  |
| microstrain |  |  |  |  |

In the table above, $\boldsymbol{u}$ is the displacement vector, $\boldsymbol{r}$ is the independent micro-rotation tensor in finite strain case, $\boldsymbol{\Phi}$ is the independent micro-rotation tensor for infinitesimal case, $\chi$ is the scalar representing the microdilatation, $\boldsymbol{\chi}$ is the microdeformation tensor, ${ }^{\chi} \boldsymbol{C}=\boldsymbol{\chi}^{T} \boldsymbol{\chi}$
is the tensor with the components of the symmetric right Cauchy-Green tensor associated with the microdeformation tensor, ${ }^{\chi} \varepsilon$ is a symmetric tensor defined by ${ }^{\chi} \varepsilon=\chi^{s}-\mathbf{1}, \chi^{s}$ and $\boldsymbol{\chi}^{a}$ are the symmetric part and antisymmetric part of the microdeformation tensor respectively.

Efforts on modeling generalized continua may be said to start with the Cosserat brothers who introduced three additional degrees of freedom to the standard Cauchy continuum (Cosserat and Cosserat, 1909). The theory assumed that each material point is represented by a rigid body including three additional degrees of freedom which correspond to the rigid body rotations of particles (or sub-continuum bodies) also called microrotations. The theory has been developed and generalized by the contributions of many authors by the time. Some of these works and some kinematics relations which were used to derive the balance equations and these resulting equations are briefly mentioned below.

Mindlin (1964) for small strain theory assumed that in each material volume $V$ which has the material position vector $X_{i}$ and bounded by a surface $S$ has an embedded micro volume with material position vector $X_{i}^{\prime}$ before deformation and the spatial position vector $x_{i}^{\prime}$ after deformation. The macro displacement $\boldsymbol{u}$ also was expressed as:

$$
\begin{equation*}
u_{i}=x_{i}-X_{i} \tag{1.4}
\end{equation*}
$$

and the micro displacement $\boldsymbol{u}^{\prime}$ was defined as:

$$
\begin{equation*}
u_{i}^{\prime}=x_{i}^{\prime}-X_{i}^{\prime} \tag{1.5}
\end{equation*}
$$

Then, it was assumed that the micro displacements can be written as a function of the specified spatial micro position vector $x_{i}^{\prime}$ and an arbitrary function that depends on the macro spatial position vector $x_{i}$ and time $t$ as:

$$
\begin{equation*}
u_{i}^{\prime}=x_{k}^{\prime} \psi_{k i}(\boldsymbol{x}, t) \tag{1.6}
\end{equation*}
$$

The displacement gradients were assumed small so that the displacement gradients in material and spatial coordinate system were approximately the same (small strain and rotation
assumption).

$$
\begin{equation*}
\frac{\partial u_{i}}{\partial X_{j}} \approx \frac{\partial u_{i}}{\partial x_{j}} \stackrel{\text { def }}{=} \partial_{j} u_{i}, \quad \frac{\partial u_{i}^{\prime}}{\partial X_{j}^{\prime}} \approx \frac{\partial u_{i}^{\prime}}{\partial x_{j}^{\prime}} \stackrel{\text { def }}{=} \partial_{j}^{\prime} u_{i}^{\prime} \tag{1.7}
\end{equation*}
$$

where the macro displacement and the micro displacement were defined, respectively, as $u_{i}=u_{i}\left(x_{i}, t\right)$ and $u_{i}^{\prime}=u_{i}^{\prime}\left(x_{i}, x_{i}^{\prime}, t\right)$. Then, the macro strain, the micro displacement gradient, the micro deformation gradient, and the relative deformation, were obtained respectively as:

$$
\begin{gather*}
\varepsilon_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right)  \tag{1.8}\\
\partial_{i}^{\prime} u_{j}^{\prime}=\psi_{i j}  \tag{1.9}\\
\varkappa_{i j k}=\partial_{i} \psi_{j k}  \tag{1.10}\\
\gamma_{i j}=\partial_{i} u_{j}-\psi_{i j} \tag{1.11}
\end{gather*}
$$

A graphical interpretation of the displacement gradient, micro displacement gradient, and relative deformation, may be shown in Figure 1.8. The micro strain and micro rotation was


Figure 1.8: Graphical representation of $\gamma_{12}$ component of the relative deformation by Mindlin (1964).
defined respectively by the symmetric part and antisymmetric part of $\psi_{i j}$ as :

$$
\begin{align*}
\psi_{(i j)} & =\frac{1}{2}\left(\psi_{i j}+\psi_{j i}\right)  \tag{1.12}\\
\psi_{[i j]} & =\frac{1}{2}\left(\psi_{i j}-\psi_{j i}\right) \tag{1.13}
\end{align*}
$$

The physical explanation of the some components of micro deformation gradient $\varkappa_{i j k}$ and associated higher order stress tensor $\mu_{i j k}$ appearing in Mindlin (1964) can be shown in Figure 1.9. Following the kinematic assumptions mentioned above, Mindlin (1964) formulated an approach in small strain linear elasticity with micro-structure and obtained the stress equations of motions and constitutive equations as well. The assumed potential function, stress definitions and field equations will be mentioned here without the details in order to point out the differences with the work proposed by Eringen and Suhubi (1964), however, the constitutive equations and details on the formulation will not be considered. Mindlin


Figure 1.9: Graphical interpretation of higher order stress tensor by Mindlin (1964).
assumed a potential energy function which depends on $\varepsilon, \gamma$ and $\varkappa$ as:

$$
\begin{equation*}
W=W(\varepsilon, \gamma, \varkappa) \tag{1.14}
\end{equation*}
$$

then, applying the Hamilton's principle and defining the stress tensors as:

$$
\begin{align*}
\tau_{i j} & =\frac{\partial W}{\partial \varepsilon_{i j}}  \tag{1.15}\\
\sigma_{i j} & =\frac{\partial W}{\partial \gamma_{i j}} \tag{1.16}
\end{align*}
$$

$$
\begin{equation*}
\mu_{i j k}=\frac{\partial W}{\partial \varkappa_{i j k}} \tag{1.17}
\end{equation*}
$$

resulted in the field equations:

$$
\begin{gather*}
\partial_{i}\left(\tau_{i j}+\sigma_{i j}\right)+f_{j}=\rho \ddot{u}_{j}  \tag{1.18}\\
\partial_{i} \mu_{i j k}+\sigma_{j k}+\Phi_{j k}=\frac{1}{3} \rho^{\prime} d_{l j}^{2} \ddot{\psi_{l k}} \tag{1.19}
\end{gather*}
$$

where

$$
\begin{equation*}
d_{k l}^{2}=d_{p} d_{q}\left(\delta_{p 1} \delta_{q 1} l_{k 1} l_{l 1}+\delta_{p 2} \delta_{q 2} l_{k 2} l_{l 2}+\delta_{p 3} \delta_{q 3} l_{k 3} l_{l 3}\right) \tag{1.20}
\end{equation*}
$$

and the boundary conditions are:

$$
\begin{gather*}
t_{j}=n_{i}\left(\tau_{i j}+\sigma_{i j}\right)  \tag{1.21}\\
T_{j k}=n_{i} \mu_{i j k} \tag{1.22}
\end{gather*}
$$

where $\rho^{\prime}$ is the mass of the micro material per unit macro volume, $d_{i}$ are the edge lengths of a parallelepiped considered as micro-volume, $l_{i j}$ is the direction cosines with respect to axes $x_{i}^{\prime}$, $\Phi_{i j}$ is a tensor representing body double force per unit volume which is work conjugate to $\psi_{i j}$, $\tau_{i j}$ is the symmetric Cauchy stress tensor which is the work conjugate to $\varepsilon_{i j}, \sigma_{i j}$ was called "relative stress" tensor by Mindlin and work conjugate to $\gamma_{i j}$ tensor, and the higher order stress tensor $\mu_{i j k}$ is called "double stress tensor" in which the components are interpreted as the double forces and work conjugate to $\varkappa_{i j k}$.

Eringen and Suhubi (1964) proposed a finite strain theory to provide field equations, boundary conditions and constitutive equations for a micromorphic continuum by making use of kinematic relations mentioned below.

They started with a representative macro volume element, $d V$, in the reference configuration, with a differential mass $d M$ and associated mass center $\boldsymbol{X}$. The macro element occupies a space after deformation in spatial coordinates with a center $\boldsymbol{x}$. The macro elements were assumed to involve micro volume elements, $d V^{\prime}$, in the reference configuration.

A material point in reference configuration has a position vector expressed with $\boldsymbol{X}^{\prime}$ also occupies a unique point in spatial coordinates $\boldsymbol{x}^{\prime}$ after deformation that means a one to one mapping which can be defined as (see Figure 1.10):

$$
\begin{equation*}
\boldsymbol{x}^{\prime}=\boldsymbol{x}\left(\boldsymbol{X}^{\prime}, t\right), \quad \boldsymbol{X}^{\prime}=\boldsymbol{X}\left(\boldsymbol{x}^{\prime}, t\right) \tag{1.23}
\end{equation*}
$$

It was assumed that there was a continuous mass density over the macro element. Then, the total mass of the macro differential volume element $d M$ was assumed to be average of local masses of the micro volume element by some integral approximations as follows:

$$
\begin{equation*}
\int_{d V} \rho_{0}^{\prime} d V^{\prime}=\rho_{0} d V, \quad \int_{d v} \rho^{\prime} d v^{\prime}=\rho d v \tag{1.24}
\end{equation*}
$$

where $\rho_{0}^{\prime}, \rho^{\prime}$ are the mass densities, respectively, at material point $\boldsymbol{X}^{\prime}$ and spatial point $\boldsymbol{x}^{\prime}$. The average mass densities of the undeformed macro differential volume $d V$ and the deformed macro differential volume $d v$ are $\rho_{0}$ and $\rho$ respectively. It should be noted that all the quantities associated with the microelements are primed letters.

A point in the micro volume at undeformed and deformed configurations, respectively, $\boldsymbol{X}^{\prime}$ and $\boldsymbol{x}^{\prime}$ can be expressed in terms of the mass center point coordinates of the macro volume $\boldsymbol{X}$ and the relative position vector with respect to the macro volume mass center $\boldsymbol{\Xi}$ as:

$$
\begin{equation*}
\boldsymbol{X}^{\prime}=\boldsymbol{X}+\boldsymbol{\Xi}, \quad \boldsymbol{x}^{\prime}=\boldsymbol{x}+\boldsymbol{\xi} \tag{1.25}
\end{equation*}
$$

where $\boldsymbol{\xi}=\boldsymbol{\xi}(\boldsymbol{X}, \boldsymbol{\Xi}, t)$. It was assumed that for small length of $\boldsymbol{\Xi}, \boldsymbol{\xi}$ can be accepted as the analytical function of $\boldsymbol{\Xi}$ and written as:

$$
\begin{equation*}
\boldsymbol{\xi}=\boldsymbol{\xi}(\boldsymbol{X}, 0, t)+\frac{\partial \boldsymbol{\xi}}{\partial \boldsymbol{\Xi}} \boldsymbol{\Xi}+\text { H.O.T. } \tag{1.26}
\end{equation*}
$$

Since $\boldsymbol{\xi}(\boldsymbol{X}, 0, t)=0$ if $\boldsymbol{\Xi}=0$, and the higher order terms (H.O.T.) are ignored, this equation reduces to

$$
\begin{equation*}
\boldsymbol{\xi}=\frac{\partial \boldsymbol{\xi}}{\partial \boldsymbol{\Xi}} \boldsymbol{\Xi} \tag{1.27}
\end{equation*}
$$

and a micro deformation tensor is defined as:

$$
\begin{equation*}
\left.\chi \stackrel{\text { def }}{=} \frac{\partial \boldsymbol{\xi}}{\partial \boldsymbol{\Xi}}\right|_{\boldsymbol{\Xi}=0} \Longrightarrow \boldsymbol{\xi}=\chi \boldsymbol{\Xi} \tag{1.28}
\end{equation*}
$$



Figure 1.10: Deformation of macro differential volume and micro differential volume by Eringen (1968a).

The equation (1.28) is based on the assumption of the affine transformation of macro differential volume $d V$ (but the overall continuum body $\mathcal{B}$ can deform heterogeneously). Then, with this assumption, the spatial position vector of the micro differential volume centroid can be written as:

$$
\begin{equation*}
\boldsymbol{x}^{\prime}(\boldsymbol{X}, \boldsymbol{\Xi}, t)=\boldsymbol{x}(\boldsymbol{X}, t)+\boldsymbol{\xi}(\boldsymbol{X}, \boldsymbol{\Xi}, t) \tag{1.29}
\end{equation*}
$$

Then, taking time derivative of the equation (1.29) by keeping $\boldsymbol{X}$ and $\boldsymbol{\Xi}$ fixed gave :

$$
\begin{align*}
\dot{x}^{\prime} & =\dot{\boldsymbol{x}}+\dot{\chi} \Xi  \tag{1.30}\\
& =\dot{\boldsymbol{x}}+\dot{\chi} \chi^{-1} \xi  \tag{1.31}\\
\boldsymbol{v}^{\prime} & =\boldsymbol{v}+\nu \xi \tag{1.32}
\end{align*}
$$

where

$$
\begin{equation*}
\nu=\dot{\chi} \chi^{-1} \tag{1.33}
\end{equation*}
$$

where $\boldsymbol{v}^{\prime}$ is the velocity vector of the micro differential volume in the current configuration, $\boldsymbol{v}$ is the mean velocity vector of the macro differential volume in the current configuration, and $\boldsymbol{\nu}$ is the micro-gyration tensor. Similarly, the acceleration vector $\boldsymbol{a}^{\prime}$ for micro differential volume was defined by taking the second time derivative of the displacement field as:

$$
\begin{gather*}
a^{\prime}=\ddot{\boldsymbol{x}}^{\prime}=\ddot{\boldsymbol{x}}+\ddot{\chi} \chi^{-1} \xi+\dot{\chi} \dot{\chi}^{-1} \xi+\dot{\chi} \chi^{-1} \dot{\xi}  \tag{1.34}\\
a^{\prime}=a+(\dot{\nu}+\nu \nu) \xi \tag{1.35}
\end{gather*}
$$

The deformation measures which were constructed to be invariant under the rigid body motions were defined in Cartesian coordinates as:

$$
\begin{equation*}
C_{K L}=x_{k, K} x_{k, L}, \quad \Psi_{K L}=x_{k, K} \chi_{k L}, \quad \Gamma_{K L M}=x_{k, K} \chi_{k L, M} \tag{1.36}
\end{equation*}
$$

where $x_{k, K}=\frac{\partial x_{k}}{\partial X_{K}}$. This set of deformation measures can be found by calculating the square of the deformed arc length starting from writing the incremental form of the equation (1.29) as (Suhubi and Eringen (1964); Eringen (1999)):

$$
\begin{equation*}
d x_{k}^{\prime}=x_{k, K} d X_{K}+\chi_{k K} d \Xi_{K}+\chi_{k K, L} \Xi_{K} d X_{L} \tag{1.37}
\end{equation*}
$$

the square of the arc length in the current configuration is:

$$
\begin{gather*}
\left(d s^{\prime}\right)^{2}=d x_{k}^{\prime} d x_{k}^{\prime}=\left[x_{k, K} x_{k, L}+2\left(x_{k, K} \chi_{k, L}+x_{k, L} \chi_{k M, K}\right) \Xi_{M}\right. \\
\left.\quad+\chi_{k M, K} \chi_{k N, L} \Xi_{M} \Xi_{N}\right] d X_{K} d X_{L} \\
+2\left(x_{k, K} \chi_{k L}+\chi_{k L} \chi_{k M, K} \Xi_{M}\right) d X_{K} d \Xi_{L}+\chi_{k K} \chi_{k L} d \Xi_{K} d \Xi_{L} \tag{1.38}
\end{gather*}
$$

where $\chi_{k L}=\Psi_{K L} X_{K, k}$ and $\chi_{k L, M}=\Gamma_{K L M} X_{K, k}$. If the deformation measures defined in the equation (1.36) are inserted in the equation (1.38), it becomes:

$$
\begin{align*}
\left(d s^{\prime}\right)^{2} & =\left(C_{K L}+2 \Xi_{M} \Gamma_{K M L}+\Xi_{M} \Xi_{N} \Gamma_{P M L} \Gamma_{R N K} C_{P R}^{-1}\right) d X_{K} d X_{L} \\
& +2\left(\Psi_{K L}+\Xi_{M} \Psi_{N L} \Gamma_{R M K} C_{N R}^{-1}\right) d \Xi_{K} d X_{L} \\
& +\Psi_{M K} \Psi_{N L} C_{M N}^{-1} d \Xi_{K} d \Xi_{L} \tag{1.39}
\end{align*}
$$

where $C_{K L}^{-1}=X_{K, k} X_{L, k}$. It is seen from the equation (1.39) that the arc length can be expressed in terms of the deformation measures defined in the equation (1.36). The different deformation measures have been defined by different authors (Eringen and Suhubi (1964); Suhubi and Eringen (1964); Sansour (1998); Forest and Sievert (2003, 2006)) for the various constitutive assumptions. We will use the set in Suhubi and Eringen (1964) which comprise one distinct set.

In order to obtain the local balance of momenta at mass center of the macro differential volume at deformed configuration, Eringen and Suhubi (1964) multiplied the Cauchy's law of motion with the two weight functions separately and integrated it over the macro differential volume (details about deriving the balance equations and approach will be given in section 2.2). It resulted in the two balance equations; (i) the well known balance of linear momentum, and (ii) the balance of first moment of momentum. They may be given in the Cartesian coordinate system as:

$$
\begin{gather*}
\sigma_{l k, l}+\rho\left(f_{k}-a_{k}\right)=0  \tag{1.40}\\
\sigma_{m l}-s_{m l}+m_{k l m, k}+\rho\left(\lambda_{l m}-\omega_{l m}\right)=0 \tag{1.41}
\end{gather*}
$$

where $\sigma_{l k}$ are the components of the unsymmetric Cauchy stress, $\rho$ is the mass density, $f_{k}$ are the components of the body force vector per unit mass, $a_{k}$ are the components of the acceleration vector per unit mass, $s_{m l}$ are the components of the symmetric micro-stress tensor, $m_{k l m}$ are the components of the higher order couple stress, $\lambda_{l m}$ are the components of the body force couple tensor per unit mass, $\omega_{l m}$ are the components of the micro-spin
inertia tensor per unit mass. This research is following the method of Eringen and Suhubi (1964) in application of the finite strain plasticity approach proposed by Regueiro (2010), therefore, the balance equations will be visited separately in the next chapters while giving the detail on the finite strain elasticity equations.

Germain (1973) provided a new approach in determining the balance equations of the generalized continua by implementing the classical method of virtual work principle. The method presented that the virtual power method can be a short way and an applicable tool besides the conventional methods used by other researchers in the literature. He mentioned that the significant point in constructing a continuum theory is to choose the kinematics relations which will be used in the virtual power method. In his work, Germain assumed that there was a continuum particle point $P(M)$ of small extent with the mass center $M$, then there exist a point $M^{\prime}$ in the $P(M)$. The coordinates of $M$ and $M^{\prime}$ were denoted by $\boldsymbol{x}$ and $\boldsymbol{x}^{\prime}$ respectively. The velocity of the $M$ was shown by $U_{i}$ and the velocity of $M^{\prime}$ was shown by $U_{i}^{\prime}$. Taylor expansion of $U_{i}^{\prime}$ with respect to $\boldsymbol{x}^{\prime}$ was given for the first order approximation as:

$$
\begin{equation*}
U_{i}^{\prime}=U_{i}+\chi_{i j} x_{j}^{\prime} \tag{1.42}
\end{equation*}
$$

where $\chi_{i j}$ is the gradient of the relative velocities of $P(M)$. The relative microvelocity, $\eta_{i j}$, and the gradient of the microdeformation tensor, $\varkappa_{i j k}$, were defined similarly by Mindlin (1964)'s approach but in terms of gradient of the velocities as:

$$
\begin{equation*}
\eta_{i j}=U_{i, j}-\chi_{i j}, \quad \varkappa_{i j k}=\chi_{i j, k} \tag{1.43}
\end{equation*}
$$

By choosing the independent kinematic fields as $U_{i}$ and $\chi_{i j}$, and the first gradient theory which indicates that the first gradients of the chosen fields with their work conjugate stresses will be also in the virtual power density, the virtual power of the internal forces, $\mathcal{P}_{\text {(int) }}$, was consisting of the linear combination of the set $U_{i, j}, \eta_{i j}, \varkappa_{i j k}$ and their work conjugates $\sigma_{i j}, s_{i j}, \nu_{i j k}$ respectively. Then, omitting the details, the virtual power of the internal forces
in the domain $D$ was expressed as:

$$
\begin{equation*}
\mathcal{P}_{(i n t)}=\int_{D}\left\{\left(\sigma_{i j}+s_{i j}\right) U_{i, j}-s_{i j} \chi_{i j}+\nu_{i j k} \varkappa_{i j k}\right\} d v \tag{1.44}
\end{equation*}
$$

Then, the virtual power of external forces was introduced as:

$$
\begin{equation*}
\mathcal{P}_{(e x t)}=\int_{D}\left(f_{i} U_{i}+\Psi_{i j} \chi_{i j}\right) d v \tag{1.45}
\end{equation*}
$$

and the virtual power of the contact forces was also expressed as:

$$
\begin{equation*}
\mathcal{P}_{(c o n t)}=\int_{S}\left(T_{i} U_{i}+M_{i j} \chi_{i j}\right) d A \tag{1.46}
\end{equation*}
$$

where $f_{i}$ are the components of the body force vector, $\sigma_{i j}$ are the components of the intrinsic part of the stress tensor, $s_{i j}$ are the components the microstress tensor, $\nu_{i j k}$ are the components of the second microstress tensor, $\Psi_{i j}$ are called the components of a volumetric body force couple, $M_{i j}$ are the components of a double force traction tensor, and $T_{i}$ are the components the traction vector. The power of the internal forces should be equal to the summation of the power of the external and the contact forces as :

$$
\begin{equation*}
\mathcal{P}_{(i n t)}=\mathcal{P}_{(e x t)}+\mathcal{P}_{(c o n t)} \tag{1.47}
\end{equation*}
$$

For arbitrary variations of $U_{i}$ and $\chi_{i j}$, one can get the equations below:

$$
\begin{gather*}
\tau_{i j}=\sigma_{i j}+s_{i j}  \tag{1.48}\\
\tau_{i j, j}+f_{i}=0  \tag{1.49}\\
s_{i j}+\nu_{i j k, k}+\Psi_{i j}=0 \quad \text { or } \quad \tau_{i j}-\sigma_{i j}+\nu_{i j k, k}+\Psi_{i j}=0 \tag{1.50}
\end{gather*}
$$

with boundary conditions

$$
\begin{align*}
T_{i} & =\tau_{i j} n_{j}  \tag{1.51}\\
M_{i j} & =\nu_{i j k} n_{k} \tag{1.52}
\end{align*}
$$

where $\boldsymbol{\tau}$ is the Cauchy stress tensor. In summary, if we compare all these three methods, we see that although the balance equations obtained by these three authors are including the
higher order stress tensors and/or microstress tensors as a result of accounting for microcontinuum, the resulting balance equations are different. Mindlin (1964) applied Hamilton's principle to derive the governing equations and assumed a potential energy density which depends on the deformation measures that he chose. Then, he defined the stresses as the partial derivative of the potential energy function. However, Germain (1973) applied the virtual power method and found different field equations depending on the different stress tensors than those of Mindlin. On the other hand, Eringen and Suhubi (1964) wrote balance equations for microfield and applied an integral averaging method with a variational approach to obtain the macro continuum field equations. As forementioned, the micro-stress tensor, the higher order couple stress tensor, Cauchy stress tensor, body force per unit mass tensor and micro spin inertia tensor were given in integral form by Eringen and Suhubi (1964). Defining especially the macro stress tensors in integral form provides an insight for physical meanings of these tensors which are based on the micro field parameters.

Lastly, we may summarize some of the recent research on micromorphic continua very briefly. Sansour (1998) modified the strain measure set used by Eringen and his co-workers to be invariant with respect to not translations but rotations only. Sansour introduced the constitutive laws in the microstructure scale and introduced an approach for modeling finite strain viscoplasticity. He obtained higher order stress tensors with some integral averaging definitions of microstructure which were assumed to be computed numerically. However, Sansour did not carry his work on a detailed formulation of micromorphic elastoviscoplastic constitutive model.

Vernerey et al. (2007) applied a multiscale micromorphic model for hierarchical materials. They followed the approach of Mindlin (1964) and Germain (1973). The theory considered the material in different scales depending on the variations in its inherent microstructure such as mass density variation at different $I$ scales. The assumed virtual power density was a linear combination of velocity of macroscale, velocity differences between macro and microscale, and velocity gradient of microscale. The work conjugate to these measures
were defined respectively as the macrostress, the microstress, and the microstress couple which were defined in a statistical averaging manner. Having $I$ different scales, the virtual power density involves a summation of velocity differences between macro and each $I$ th micro scale and velocity gradient each Ith microscale. The first governing equation in which the summation of the microstresses are subtracted from the macrostress reduces to the well known balance of linear momentum if these microstresses are ignored. The second governing equation was expressed as the local equilibrium between microstresses and written for each microscale separately.

Lee and Chen (2003) formulated the constitutive equations for micromorphic thermoplasticity using the Eringen and Suhubi (1964)'s kinematics and balance laws. Their work was different than that of Regueiro (2009, 2010) in a sense that they applied entropy inequality in Lagrangian form and used Lagrangian definitions of the strain tensors and their time rates as well as temperature and its spatial and time derivatives rather than utilizing multiplicative kinematics and intermediate configuration.

Forest and Sievert $(2003$, 2006) reviewed the models for generalized continua. Forest and Sievert (2003) constructed a framework for elastoviscoplastic constitutive modeling of generalized continua. They applied virtual power method in formulating the balance equations as Germain (1973). They used different invariant deformation measures than the set proposed by Eringen (1999) and also used by Regueiro (2010, 2009) which will be followed in this research.

The research on the generalized continuum theories in the both higher order continua and higher grade continua is still on going. Since our interest is on the micromorphic continuum, we do not review the higher grade continuum theories here. However, for the higher grade continua, the strain gradient methods for elastic and inelastic application have been done by the many authors. Some examples on higher grade media can be given as Mindlin and Eshel (1968); Ramaswamy and Aravas (1998); Zervos et al. (2001, 2009); Chambon et al. (2004, 2001b,a); Tamagnini et al. (2001); Matsushima et al. (2000); Voyiadjis and Al-Rub
(2005); Forest and Sievert (2006, 2003).

Forest and Sievert (2006) gave some guidelines based on the previous research done in literature to choose the proper higher order continuum or higher grade continuum in modeling material response. According to Forest and Sievert (2006) and references therein, use of microdilatation theory which is including only one additional degree of freedom may be an efficient way in modeling the material in which the microvolume changes are important. If the rotation effects are dominant, as mentioned in previous sections, the Cosserat continuum (or Micropolar) can be applied to simulate the material behavior. The microstretch theory, on the other hand, was found to be applicable in modeling deformations of biomaterials. The microstrain theory was candidated in order to model the strain localization in metallic foams where the other higher order continuum models are neither appropriate nor sufficient.

Some of the recent works are: Sansour et al. (2010) presented a formulation for the micromorphic continuum at finite strains inelasticity by following his previous work (Sansour, 1998) that is within viscoplasticity concept. In his work, he specifically mentioned the importance of choice of additional degrees of freedom; Zhang et al. (2011b) presented a small strain micromorphic mixed hardening plasticity model to capture the size effect and Bauschinger effect in cyclic response of thin films; Zhang et al. (2011a) used to same approach to analyze the wedge indention of a thin film on a substrate by using elasto-plasticity;Grammenoudis et al. (2009) and Grammenoudis et al. (2010),respectively, demonstrated the theoretical formulation of finite deformation plasticity a micrmorphic continuum coupled with damage and small deformation plasticity coupled with damage, together with the implementation.

### 1.4 Determining the Micromorphic Material Parameters

Apparently, one of the main issues in implementation will be the determination of the additional micromorphic material parameters. To determine the micromorphic parameters, it may be possible to make use of the underlying DNS domain by assuming that the micromorphic continuum FE and underlying DNS synthetic domain are initially completely
overlapped. The material parameters of DNS domain can be determined by using existing experimental data or some future experiments. To use this approach, various simulations on the DNS domain may be performed and micromorphic continuum homogenization (Figure 1.11) can be utilized to calculate stresses and deformation. Then, having the stresses and deformation, we may be able to do an inverse analysis to fit the micromorphic parameters. The micromorphic homogenization formula is expressed below to express how to relate a micro-scale field parameter to its corresponding micromorphic continuum field parameter by using a weighted average of a micro-scale field given below.

$$
\begin{equation*}
\boldsymbol{a}^{m} \stackrel{\text { def }}{=}\left\langle\boldsymbol{a}^{\text {micro }}\right\rangle \stackrel{\text { def }}{=} \frac{1}{v^{\omega, a v g}} \int_{v^{\omega, a v g}} \omega(r, \theta, \vartheta) \boldsymbol{a}^{\text {micro }} d v \tag{1.53}
\end{equation*}
$$

where $\boldsymbol{a}^{m}$ is a micromorphic continuum scale field, $\boldsymbol{a}^{\text {micro }}$ is the corresponding micro-scale field, $\langle$.$\rangle shows the averaging operator, v^{\omega, a v g} \stackrel{\text { def }}{=} \int_{\Omega^{a v g}} \omega(r, \theta, \vartheta) d v$ is the weighted average current volume, $\omega(r, \theta, \vartheta)$ is the kernel function, $\boldsymbol{\xi}$ is the relative position vector within the the macro-element with respect to its centroid, $\Omega^{\text {avg }}$ is the micro-scale domain. In the equation (1.53), the left hand side will be equal to the micromorphic parameter.

Another approach proposed by Vernerey et al. (2007) may be also applicable to determine these parameters. As mentioned in the previous section, they have multiple scales in their work. In determination of the elasticity constants, they introduced also the meso-scale in the transition of the macro-scale and micro-scale. They applied an integral averaging approach to micro-scale fields in the meso-scale domain to obtain the elasticity constants. This approach may be utilized in DNS micro-scale domain a similar way to determine integral averaged elasticity constants. Then, they can be assigned to the micromorphic elasticity constants.

### 1.5 Novel Contributions of This Research

The main contribution of this research is that we developed a finite strain linear isotropic elastoplastic model which is based on the most general case of the higher order


Figure 1.11: Two-dimensional illustration of micromorphic continuum homogenization of micro-scale response at a Gauss integration point x in the overlap region
continua (micromorphic continuum) and implemented it into the open source finite element code "Tahoe". These contributions will enable future researchers to resolve the issues about the artificial boundary condition influence on the numerical simulations in the coupling/overlapping/handshaking region. To determine the necessary parameters appearing in the theory, we considered the positiveness of the strain energy and related the additional elastic moduli to the existing elastic Lamé parameters as proposed by other researchers in literature. We investigated the proper boundary conditions to be used on the micro-field. Then, it is expected to be computationally possible to make use of this higher order continuum theory to be used in the proposed concurrent multiscale context aforementioned above. This will allow us to model the problems in engineering science by allowing multiscale methods to reduce the computational cost associated with attempting to predict at the grain-scale, the
interfacial mechanics problem (deformable solid and particulate material) and/or localized deformation in particulate materials.

Table 1.2: Notations used in this work

| Notations | Definitions |
| :---: | :---: |
| $u$ | displacement vector |
| $\Phi$ | micro-displacement tensor |
| $\chi$ | micro-deformation tensor |
| $\sigma$ | unsymmetric Cauchy stress tensor in current configuration |
| $S$ | Second Piola Kirchhoff tensor in reference configuration |
| $\bar{S}$ | Second Piola Kirchhoff tensor in intermediate configuration |
| $s$ | symmetric micro stress tensor in current configuration |
| $\Sigma$ | symmetric micro stress tensor in reference configuration |
| $\bar{\Sigma}$ | symmetric micro stress tensor in intermediate configuration |
| $m$ | higher order couple stress tensor in current configuration |
| M | higher order couple stress tensor in reference configuration |
| $\bar{M}$ | higher order couple stress tensor in reference configuration body force vector per unit mass |
| $a$ | acceleration vector per unit mass |
| $\lambda$ | body force couple tensor per unit mass |
| $\omega$ | micro-spin inertia per unit mass |
| $n_{e l}$ | number of elements |
| $n_{\text {en }}^{u}$ | number of elements nodes for $\boldsymbol{u}$ |
| $n_{\text {en }}^{\chi}$ | number of elements nodes for $\chi$ |
| $n_{s d}$ | number of spatial dimensions |
| $N_{a}^{u}$ | shape functions associated with $\boldsymbol{u}$ |
| $\operatorname{grad}\left(N^{u}\right)$ | gradient of $\boldsymbol{N}^{u}$ in current configuration |
| $\boldsymbol{G R A D}\left(\boldsymbol{N}^{u}\right)$ | gradient of $\boldsymbol{N}^{u}$ in reference configuration |
| $N_{a}^{\chi}$ | shape functions associated with $\chi$ |
| $\operatorname{grad}\left(N^{\chi}\right)$ | gradient of $\boldsymbol{N}^{\chi}$ in current configuration |
| $\boldsymbol{G R A D}\left(\boldsymbol{N}^{\chi}\right)$ | gradient of $N^{\chi}$ in reference configuration |
| div (.) | divergence operator |
| $\delta$ (.) | variation operator |
| $\lambda, \mu, \tau, \eta, \sigma, \kappa, \nu$ | elastic material moduli in micromorphic continuum |
| $\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}, \tau_{5}, \tau_{6}, \tau_{7}, \tau_{8}, \tau_{9}, \tau_{10}, \tau_{11}$ | elastic parameters in micromorphic continuum |
| $\lambda^{*}, \mu^{*}$ | Lamé parameters |
| $e$ | element number |
| $n_{\text {dof }}^{u, e}=n_{s d} * n_{e n}^{u}$ | number of element degrees of freedom $\boldsymbol{u}$ |
| $n_{\text {dof }}^{\chi, e}=n_{s d} * n_{s d} * n_{e n}^{\chi}$ | number of element degrees of freedom $\chi$ |

## Chapter 2

## Finite Strain Micromorphic Elasticity

In this chapter, we review the theory of finite strain micromorphic elasticity proposed by the authors Eringen and Suhubi (1964) in detail. We start with kinematics, then we review the balance equations and thermodynamics. Constitutive equations for material linear isotropic elasticity at finite strain and their maps into current configuration will be presented afterward. Then, we consider the positive definiteness of the strain energy and how this condition introduces the restrictions on the elastic moduli of a micromorphic continuum. This chapter ends with the simplification of the model to small strain micropolar elasticity.

### 2.1 Kinematics

In Chapter 1, we summarized the kinematics for the finite strain micromorphic elasticity given by Eringen and Suhubi (1964). We go through the kinematics mentioned in the previous section and give more details about derivation of the terms in the theory actually proposed by the authors Eringen and Suhubi (1964); Suhubi and Eringen (1964); Eringen (1968a, 1999).

Eringen (1999) explains the kinematics of the micromorphic continuum as follows: Let a material point $P$ (macroelement) have the centroid $P_{1}$ which have a position vector $\boldsymbol{X}$ in a body consisting of deformable particles and some vectors attached to this point which are accounting for the inherent structure (microelements) of the body and denoted by $\boldsymbol{\Xi}_{\alpha}$, $\alpha=1,2, \ldots, N$. Eringen (1999) defined this medium as microcontinuum with grade $N$ and
he classified all the microfield theories; micromorphic, micropolar, and microstrech theories as the microcontinuum field theories of grade $1(\alpha=1)$. The material point $P(\boldsymbol{X}, \boldsymbol{\Xi})$ was defined with its centroid $C$ and the vectors attached to this point $\boldsymbol{\Xi}$ in reference configuration. The motion maps this material point $P(\boldsymbol{X}, \boldsymbol{\Xi})$ and $\boldsymbol{\Xi}$ respectively, to $p(\boldsymbol{x}, t)$ and $\boldsymbol{\xi}(\boldsymbol{X}, \boldsymbol{\Xi}, t)$ and the centroid, $C$, to the centroid, $c$, of the deformed element in the spatial configuration. Then, the macromotion which is mapping the macroelement in reference configuration to macroelement in spatial configuration, and the micromotion which is mapping the microelement in reference configuration into microelement in spatial configuration were defined, respectively, as (Eringen (1999)):

$$
\begin{align*}
& \boldsymbol{X} \rightarrow \boldsymbol{x}=\boldsymbol{x}(\boldsymbol{X}, t)  \tag{2.1}\\
& \boldsymbol{\Xi} \rightarrow \boldsymbol{\xi}=\boldsymbol{\xi}(\boldsymbol{x}, \boldsymbol{\Xi}, t) \tag{2.2}
\end{align*}
$$

The micromotion was approximated with a linear expansion of $\boldsymbol{\Xi}$ that is called affine (or homogenous) deformation. This is a valid assumption considering the size of the microelements which is assumed to be very small compared to that of macroelement. As mentioned in previous chapter, this assumption yields the first degree approximation of Taylor's expansion of $\boldsymbol{\Xi}$ where we rewrite equation (1.28) in indicial notation and in terms of $\boldsymbol{X}$ and $t$ as:

$$
\begin{equation*}
\xi_{k}=\chi_{k K}(\boldsymbol{X}, t) \Xi_{K} \tag{2.3}
\end{equation*}
$$

where $k=1,2,3$ and $K=1,2,3$. The relative position vectors $\boldsymbol{\Xi}$ and $\boldsymbol{\xi}$ are defined as the relative position of the center of microelements, respectively, $C^{\prime}$ and $c^{\prime}$ with respect to maco-element centroids (Figure 1.10). Then, the position vector of a point (previously given in equation (1.29)) in the particle in deformed configuration was defined in terms of $\boldsymbol{X}, \boldsymbol{\Xi}$ and $t$ as:

$$
\boldsymbol{x}^{\prime}(\boldsymbol{X}, \boldsymbol{\Xi}, t)=\boldsymbol{x}(\boldsymbol{X}, t)+\boldsymbol{\xi}(\boldsymbol{X}, \boldsymbol{\Xi}, t)
$$

The motions given by equations (2.3) and (2.1) have unique inverse motions defined by:

$$
\begin{align*}
X_{K} & =X_{K}(\boldsymbol{x}, t)  \tag{2.4}\\
\Xi_{K} & =\mathfrak{X}_{K k}(\boldsymbol{x}, t) \xi_{k} \tag{2.5}
\end{align*}
$$

where $k, K=1,2,3$. Having a unique inverse of the both motions indicates continuity and no matter loss. Then, if we substitute equation (2.5) in equation (2.3), we get:

$$
\begin{equation*}
\xi_{k}=\chi_{k K} \mathfrak{X}_{K l} \xi_{l} \tag{2.6}
\end{equation*}
$$

then from the equation above, someone can get:

$$
\begin{equation*}
\chi_{k K} \mathfrak{X}_{K l}=\delta_{k l} \tag{2.7}
\end{equation*}
$$

and similarly we can find

$$
\begin{equation*}
\mathfrak{X}_{K k} \chi_{k L}=\delta_{K L} \tag{2.8}
\end{equation*}
$$

To show the derivation of material time derivatives of the kinematic terms, we start with the gyration tensor given in equation (1.33) as:

$$
\begin{equation*}
\nu_{k l}=\dot{\chi}_{k K} \mathfrak{X}_{K l} \tag{2.9}
\end{equation*}
$$

Then, multiplying both sides with $\chi_{I L}$, we get:

$$
\begin{align*}
\nu_{k l} \chi_{l L} & =\dot{\chi}_{k K} \mathfrak{x}_{K l} \chi_{l L}  \tag{2.10}\\
\nu_{k l} \chi_{l L} & =\dot{\chi}_{k K} \delta_{K L} \tag{2.11}
\end{align*}
$$

it gives:

$$
\begin{equation*}
\dot{\chi}_{k L}=\nu_{k l} \chi_{l L} \tag{2.12}
\end{equation*}
$$

and material time derivative of the equation (2.7) is:

$$
\begin{equation*}
\dot{\chi}_{k K} \mathfrak{X}_{L k}+\chi_{k K} \dot{\mathfrak{X}}_{L k}=0 \tag{2.13}
\end{equation*}
$$

If we multiply this equation with $\mathfrak{X}_{K m}$, we get;

$$
\begin{equation*}
\dot{\chi}_{k K} \mathfrak{X}_{L k} \mathfrak{X}_{K m}+\chi_{k K} \dot{\mathfrak{X}}_{L k} \mathfrak{X}_{K m}=0 \tag{2.14}
\end{equation*}
$$

and applying equation (2.12) gives:

$$
\begin{equation*}
\nu_{k l} \chi_{l K} \mathfrak{X}_{L k} \mathfrak{X}_{K m}+\chi_{k K} \dot{\mathfrak{X}}_{L k} \mathfrak{X}_{K m}=0 \tag{2.15}
\end{equation*}
$$

it can be found as:

$$
\begin{equation*}
\dot{\mathfrak{X}}_{L m}=-\nu_{k m} \mathfrak{X}_{L k} \tag{2.16}
\end{equation*}
$$

If we take the material time derivative of (2.3) and apply the equation (2.12), we get $\dot{\boldsymbol{\xi}}$ as:

$$
\begin{align*}
& \dot{\xi}_{k}=\dot{\chi}_{k K} \Xi_{K}  \tag{2.17}\\
& \dot{\xi}_{k}=\nu_{k l} \chi_{l K} \Xi_{K} \tag{2.18}
\end{align*}
$$

then, $\dot{\boldsymbol{\xi}}$ can be found as:

$$
\begin{equation*}
\dot{\xi}_{k}=\nu_{k l} \xi_{l} \tag{2.19}
\end{equation*}
$$

The velocity and acceleration of the microfield have been already expressed in equations (1.32) and (1.35) respectively. The mass of the macro-elements have been expressed in terms of the integral sum of the microelements in equation (1.24) in previous chapter. The microelement and macro-element masses were assumed to be conserved during the deformation and expressed respectively as:

$$
\begin{equation*}
\rho_{0}^{\prime} d V^{\prime}=\rho^{\prime} d v^{\prime}, \quad \rho_{0} \iota_{k l} d V=\rho d v \tag{2.20}
\end{equation*}
$$

and principal of conservation of mass in current configuration can be expressed by:

$$
\begin{equation*}
\frac{D(\rho d v)}{D t}=0, \quad \text { or } \quad \frac{\partial \rho}{\partial t}+\left(\rho v_{k}\right)_{, k}=0 \tag{2.21}
\end{equation*}
$$

The relative position vectors $\boldsymbol{\Xi}$ and $\boldsymbol{\xi}$ also were given to satisfy the expressions below which are the first moment of the micro-elements with respect to centroids of the macroelements, respectively, in deformed and undeformed configurations.

$$
\begin{equation*}
\int_{d V} \rho_{0}^{\prime} \boldsymbol{\Xi} d V^{\prime}=0, \quad \int_{d v} \rho^{\prime} \boldsymbol{\xi} d v^{\prime}=0 \tag{2.22}
\end{equation*}
$$

The second moments of $\rho_{0}^{\prime} d V^{\prime}$ and $\rho^{\prime} d v^{\prime}$ were given by:

$$
\begin{equation*}
\rho_{0} I_{K L} d V=\int_{d V} \rho_{0}^{\prime} \Xi_{K} \Xi_{L} d V^{\prime}, \quad \rho_{0} d v=\int_{d v} \rho^{\prime} \xi_{k} \xi_{l} d v^{\prime} \tag{2.23}
\end{equation*}
$$

The displacement field of macrocontinuum can be defined with well know definition in continuum mechanics as:

$$
\begin{align*}
& x_{k, K}=X_{k, K}+u_{k, K}  \tag{2.24}\\
& x_{k, K}=\left(\delta_{L K}+U_{L, K}\right) \delta_{k L} \tag{2.25}
\end{align*}
$$

Eringen (1968b) proposed a similar definition for the microdisplacement tensor, $\Phi_{L K}(\boldsymbol{X}, t)$, and explained the details on the kinematics as follows :

$$
\begin{equation*}
\chi_{k K}=\left(\delta_{L K}+\Phi_{L K}\right) \delta_{k L} \tag{2.26}
\end{equation*}
$$

then, he inserted equations (2.25) and (2.26) into the deformation measures given in equation (1.36) and obtained deformation measures in terms of macro and micro displacements as:

$$
\begin{align*}
C_{K L} & =\delta_{K L}+U_{K, L}+U_{L, K}+U_{M, K} U_{M, L}  \tag{2.27}\\
\Psi_{K L} & =\delta_{K L}+\Phi_{K L}+U_{L, K}+U_{M, K} \Phi_{M L}  \tag{2.28}\\
\Gamma_{K L M} & =\Phi_{K L, M}+U_{N, K} \Phi_{N L, M} \tag{2.29}
\end{align*}
$$

Although we use finite strain measures in the analysis, it will be useful to show how they reduce to small strain elasticity by ignoring the higher order terms that gives a linear approximation to the equations above as:

$$
\begin{align*}
C_{K L} & \approx \delta_{K L}+U_{K, L}+U_{L, K}  \tag{2.30}\\
\Psi_{K L} & \approx \delta_{K L}+\Phi_{K, L}+U_{L, K}  \tag{2.31}\\
\Gamma_{K L M} & \approx \Phi_{K L, M} \tag{2.32}
\end{align*}
$$

the linearized strain tensors $E_{K L}, \varepsilon_{K L}$, and $\Gamma_{K L M}$ may be defined based on equations from (2.30) to (2.32) as:

$$
\begin{align*}
E_{K L} & =\frac{1}{2}\left(C_{K L}-\delta_{K L}\right)=\frac{1}{2}\left(U_{K, L}+U_{L, K}\right)  \tag{2.33}\\
\varepsilon_{K L} & =\Psi_{K L}-\delta_{K L}=\Phi_{K L}+U_{L, K}  \tag{2.34}\\
\Gamma_{K L M} & =\Phi_{K L, M} \tag{2.35}
\end{align*}
$$

Then, these linearized strain measures given in equations (2.33),(2.34), and (2.35) take the forms below in current configuration.

$$
\begin{align*}
e_{k l} & =\frac{1}{2}\left(u_{k, l}+u_{l, k}\right)  \tag{2.36}\\
\epsilon_{k l} & =\phi_{k l}+u_{l, k}  \tag{2.37}\\
\gamma_{k l m} & =-\phi_{k l, m} \tag{2.38}
\end{align*}
$$

These linearized strain tensors in reference and current configuration will be used, respectively, in Section 2.6 to show simplification of constitutive equations of a micromorphic small strain elasticity to that of small strain micropolar elasticity, and in Section 2.5 to express the restrictions on the elastic material moduli of a micromorphic continuum.

Remember the square of the arc length in current configuration was expressed in equation (1.38), the square of the arc length in reference configuration can be also found as:

$$
\begin{align*}
\left(d S^{\prime}\right)^{2} & =d \boldsymbol{X}^{\prime} \cdot d \boldsymbol{X}^{\prime}  \tag{2.39}\\
& =\left(d X_{K}+d \Xi_{K}\right)\left(d X_{K}+d \Xi_{K}\right) \\
\left(d S^{\prime}\right)^{2} & =\delta_{K L} d X_{K} d X_{L}+2 \delta_{K L} d X_{K} \Xi_{L}+\delta_{K L} d \Xi_{K} d \Xi_{L} \tag{2.40}
\end{align*}
$$

the difference between the squares of arc lengths in reference and current configuration follow from equation (1.38) and equation (2.40):

$$
\begin{align*}
\left(d s^{\prime}\right)^{2}-\left(d S^{\prime}\right)^{2} & =\left(2 E_{K L}+2 \Xi_{M} \Gamma_{K M L}+\Xi_{M} \Xi_{N} \Gamma_{P M L} \Gamma_{R N K} C_{P R}^{-1}\right) d X_{K} d X_{L} \\
& +2\left(\varepsilon_{K L}+\Xi_{M} \Psi_{N L} \Gamma_{R M K} C_{N R}^{-1}\right) d \Xi_{M} d X_{L} \\
& +\left(\Psi_{M K} \Psi_{N L} C_{M N}^{-1}-\delta_{K L}\right) d \Xi_{K} d \Xi_{L} \tag{2.41}
\end{align*}
$$

For the linear theory, this equation reduces to :

$$
\begin{align*}
\left(d s^{\prime}\right)^{2}-\left(d S^{\prime}\right)^{2} & \approx 2\left(E_{K L}+\Xi_{M} \Gamma_{K M L}\right) d X_{K} d X_{L} \\
& +2\left(\varepsilon_{K L}+\Gamma_{L M K} \Xi_{M}\right) d \Xi_{M} d X_{L} \\
& +\left(\varepsilon_{K L}+\varepsilon_{L K}-2 E_{K L}\right) d \Xi_{K} d \Xi_{L} \tag{2.42}
\end{align*}
$$

It can be easily seen that when $E_{K L}=\mathcal{E}_{K L}=0$ and $\Gamma_{K L M}=0$, it represents the rigid body motion since no change in arc length will occur associated with the deformation.

### 2.2 Balance Equations and Thermodynamics

This section is devoted to balance equations of a micromorphic continuum and the stress definitions appearing in these equations. To obtain the balance of momenta, Eringen and Suhubi (1964) started with the local form of balance of momentum and angular momentum, respectively, at a point in a micro-element in deformed configuration as:

$$
\begin{gather*}
\sigma_{k l, k}^{\prime}+\rho^{\prime}\left(f_{l}^{\prime}-a_{l}^{\prime}\right)=0  \tag{2.43}\\
\sigma_{k l}^{\prime}=\sigma_{l k}^{\prime} \tag{2.44}
\end{gather*}
$$

where $\sigma_{k l}^{\prime}$ is the Cauchy stress tensor for micro element, $f_{l}^{\prime}$ and $a_{l}^{\prime}$ are the body force vector per unit mass over the micro-element and acceleration respectively. They multiplied equation (2.43) by a function $\varphi^{\prime} \stackrel{\text { def }}{=} \varphi^{\prime}\left(\boldsymbol{x}^{\prime}\right)$ and integrated over the volume $v$. The function $\varphi^{\prime}\left(\boldsymbol{x}^{\prime}\right)$ was assumed for special cases (1) $\varphi^{\prime}=1$ and (2) $\varphi^{\prime}=x_{m}^{\prime}=x_{m}+\xi_{m}$ as mentioned in chapter one, choosing $\varphi^{\prime}=1$ gave:

$$
\begin{equation*}
\int_{v}\left[\int_{d v} \sigma_{k l, k}^{\prime} \varphi^{\prime} d v^{\prime}+\int_{v} \rho^{\prime}\left(f_{l}^{\prime}-a_{l}^{\prime}\right) \varphi^{\prime} d v^{\prime}\right] d v=0 \tag{2.45}
\end{equation*}
$$

and apply

$$
\begin{equation*}
\sigma_{k l, k}^{\prime} \varphi^{\prime}=\left(\sigma_{k l}^{\prime} \varphi^{\prime}\right)_{, k}-\sigma_{k l}^{\prime} \varphi_{, k}^{\prime} \tag{2.46}
\end{equation*}
$$

if equation (2.46) is inserted into (2.45), we get:

$$
\begin{gather*}
\int_{v}\left[\int_{d v}\left(\left(\sigma_{k l}^{\prime} \varphi^{\prime}\right)_{, k}-\sigma_{k l}^{\prime} \varphi_{, k}^{\prime}\right) d v^{\prime}+\int_{d v} \rho^{\prime}\left(f_{l}^{\prime}-a_{l}^{\prime}\right) \varphi^{\prime} d v^{\prime}\right] d v=0  \tag{2.47}\\
\int_{s}\left[\int_{d a} \sigma_{k l}^{\prime} \varphi^{\prime} n_{k}^{\prime} d a^{\prime}\right] d a+\int_{v}\left[\int_{d v}\left(-\sigma_{k l}^{\prime} \varphi_{, k}^{\prime}+\rho^{\prime}\left(f_{l}^{\prime}-a_{l}^{\prime}\right) \varphi^{\prime}\right) d v^{\prime}\right] d v=0  \tag{2.48}\\
\int_{s} \sigma_{k l} n_{k} d a+\int_{v} \rho\left(f_{l}-a_{l}\right) d v=0 \tag{2.49}
\end{gather*}
$$

where

$$
\begin{equation*}
\int_{d a} \sigma_{k l}^{\prime} n_{k}^{\prime} d a^{\prime} \stackrel{\text { def }}{=} \sigma_{k l} n_{k} d a, \quad \int_{d v} \rho^{\prime} f_{l}^{\prime} d v^{\prime} \stackrel{\text { def }}{=} \rho f_{l} d v, \quad \int_{d v} \rho^{\prime} a_{l}^{\prime} d v^{\prime} \stackrel{\text { def }}{=} \rho a_{l} d v \tag{2.50}
\end{equation*}
$$

Now, chose $\varphi^{\prime}=x_{m}^{\prime}=x_{m}+\xi_{m}$

$$
\begin{gather*}
\int_{v}\left[\int_{d v} \sigma_{k l, k}^{\prime} x_{m}^{\prime} d v^{\prime}+\int_{d v} \rho^{\prime}\left(f_{l}^{\prime}-a_{l}^{\prime}\right) x_{m}^{\prime} d v^{\prime}\right] d v=0  \tag{2.51}\\
\int_{s}\left(\sigma_{k l} x_{m}+m_{k l m}\right) n_{k} d a+\int_{v}\left(-s_{l m}+\rho\left(f_{l}-a_{l}\right) x_{m}+\rho\left(\lambda_{l m}-\omega_{m l}\right)\right) d v=0 \tag{2.52}
\end{gather*}
$$

where the definitions below were used

$$
\begin{align*}
& s_{m l} d v \stackrel{\text { def }}{=} \int_{d v} \sigma_{m l}^{\prime} d v^{\prime}, \quad m_{k l m} n_{k} d a \stackrel{\text { def }}{=} \int_{d a} \sigma_{k l}^{\prime} \xi_{m} n_{k}^{\prime} d a^{\prime}  \tag{2.53}\\
& \rho \lambda_{l m} d v \stackrel{\text { def }}{=} \int_{d v} \rho^{\prime} f_{l}^{\prime} \xi_{m} d v^{\prime}, \quad \rho \omega_{l m} d v \stackrel{\text { def }}{=} \int_{d v} \rho^{\prime} \ddot{\xi_{l}} \xi_{m} d v^{\prime} \tag{2.54}
\end{align*}
$$

The quantities; $\rho, \sigma_{k l}, f_{k}, a_{l}, s_{m l}, m_{k l m}, \lambda_{m l}$, and $\omega_{m l}$ were already explained in Section 1.3. To convert surface integrals to volume integrals Eringen and Suhubi (1964) applied Green-Gauss theorem which is defined as:

$$
\begin{equation*}
\int_{\partial \Upsilon-\varsigma} A_{k} n_{k} d a=\int_{\Upsilon-\varsigma} A_{k, k} d v+\int_{\varsigma}\left[\left[A_{k}\right]\right] n_{k} d a \tag{2.55}
\end{equation*}
$$

where $A_{k}$ is any vector, $\Upsilon$ is the volume, $\partial \Upsilon$ is the surface, and $\varsigma$ is the surfaces, $n_{k}$ is the normal to the discontinuity surface. The exclusion of discontinuity surface from volume and surface are shown respectively as:

$$
\begin{equation*}
\Upsilon-\varsigma \stackrel{\text { def }}{=} \Upsilon-\Upsilon \cap \varsigma, \quad \partial \Upsilon-\varsigma \stackrel{\text { def }}{=} \partial \Upsilon-\partial \Upsilon \cap \varsigma \tag{2.56}
\end{equation*}
$$

and $\left[\left[A_{k}\right]\right]$ denotes the jump of $A_{k}$ across the discontinuity surface $\varsigma$. Applying the GreenGauss theorem to surface integrals in (2.45) and (2.52) gave:

$$
\begin{equation*}
\int_{v}\left(\sigma_{k l, k}+\rho\left(f_{l}-a_{l}\right)\right) d v-\int_{s_{d}}\left[\left[\sigma_{k l}\right]\right] n_{k} d a=0 \tag{2.57}
\end{equation*}
$$

and

$$
\begin{align*}
\int_{v}\left\{x_{m}\left[\sigma_{k l, k}+\rho\left(f_{l}-a_{l}\right)\right]+\sigma_{m l}-s_{m l}+\right. & \left.m_{k l m, k}+\rho\left(\lambda_{m l}-\omega_{m l}\right)\right\} d v \\
& -\int_{s_{d}}\left[\left[\sigma_{k l} x_{m}+m_{k l m}\right]\right] n_{k} d a=0 \tag{2.58}
\end{align*}
$$

From (2.58) they got the local balance of momenta on volume $v$ as previously mentioned in chapter one:

$$
\begin{gather*}
\sigma_{l k, l}+\rho\left(f_{k}-a_{k}\right)=0  \tag{2.59}\\
\sigma_{m l}-s_{m l}+m_{k l m, k}+\rho\left(\lambda_{l m}-\omega_{l m}\right)=0 \tag{2.60}
\end{gather*}
$$

with jump conditions on $s_{d}$ :

$$
\begin{equation*}
\left[\left[\sigma_{k l}\right]\right] n_{k}=0, \quad\left[\left[\sigma_{k l} x_{m}+m_{k l m}\right]\right] n_{k}=0 \tag{2.61}
\end{equation*}
$$

and the boundary conditions on $s$ :

$$
\begin{align*}
\sigma_{l k} n_{k} & =t_{k}  \tag{2.62}\\
m_{k l m} n_{k} & =T_{l m} \tag{2.63}
\end{align*}
$$

They followed the same approach to derive the balance law of the micromorphic continuum. The local conservation of energy at a point in deformed configuration was given as:

$$
\begin{equation*}
\rho^{\prime} \dot{e}^{\prime}=\sigma_{k l}^{\prime} v_{l, k}^{\prime}+q_{k, k}^{\prime}+\rho^{\prime} r^{\prime} \tag{2.64}
\end{equation*}
$$

where $e^{\prime}$ is the internal energy density, $r^{\prime}$ is the heat source per unit mass of micro-element, $q_{k}^{\prime}$ is the heat flux vector. Then, (2.64) was integrated over the volume $v$ as:

$$
\begin{equation*}
\int_{v}\left[\int_{d v} \rho^{\prime} \dot{e}^{\prime} d v^{\prime}=\int_{d v} \sigma_{k l}^{\prime} v_{l, k}^{\prime} d v^{\prime}+\int_{d v} q_{k, k}^{\prime} d v^{\prime}+\int_{d v} \rho^{\prime} r^{\prime} d v^{\prime}\right] d v \tag{2.65}
\end{equation*}
$$

the internal energy density per unit mass of macro element was defined by:

$$
\begin{equation*}
\rho e d v \stackrel{\text { def }}{=} \int_{d v} \rho^{\prime} e^{\prime} d v^{\prime} \tag{2.66}
\end{equation*}
$$

and the left hand side of equation (2.65) was written as:

$$
\begin{equation*}
\int_{d v} \rho^{\prime} e^{\prime} d v^{\prime}=\frac{D}{D t} \int_{d v} \rho^{\prime} e^{\prime} d v^{\prime}=\frac{D}{D t}(\rho e d v)=\rho \dot{e} d v \tag{2.67}
\end{equation*}
$$

Note that equation (2.21) was applied in equation (2.67). Similarly, heat source average per unit mass of macro-element was given by:

$$
\begin{equation*}
\rho r d v \stackrel{\text { def }}{=} \int_{d v} \rho^{\prime} r^{\prime} d v^{\prime} \tag{2.68}
\end{equation*}
$$

and the heat flux vector of the macro-element is:

$$
\begin{equation*}
\int_{v}\left(\int_{d v} q_{k, k}^{\prime} d v^{\prime}\right)=\int_{s}\left(\int_{d s} q_{k}^{\prime} n_{k}^{\prime} d a^{\prime}\right)=\int_{s} q_{k} n_{k} d a \tag{2.69}
\end{equation*}
$$

Then,

$$
\begin{equation*}
q_{k} n_{k} d a \stackrel{\text { def }}{=} \int_{d s} q_{k}^{\prime} n_{k}^{\prime} d a^{\prime} \tag{2.70}
\end{equation*}
$$

the second term in equation (2.65) can be written as:

$$
\begin{align*}
\int_{v}\left(\int_{d v} \sigma_{k l}^{\prime} v_{l, k}^{\prime} d v^{\prime}\right) d v & =\int_{v}\left(\int_{d v}\left(\sigma_{k l}^{\prime} v_{l}^{\prime}\right)_{k} d v^{\prime}\right) d v-\int_{v}\left(\int_{d v} \sigma_{k l, k}^{\prime} v_{l}^{\prime} d v^{\prime}\right) d v \\
& =\int_{v}\left(\int_{d a} \sigma_{k l}^{\prime} v_{l}^{\prime} n_{k} d a^{\prime}\right) d v-\int_{v}\left(\int_{d v} \sigma_{k l, k}^{\prime} v_{l}^{\prime} d v^{\prime}\right) d v \tag{2.71}
\end{align*}
$$

Using equation (1.32) for microvelocity $v^{\prime}$ gives:

$$
\begin{align*}
\int_{v}\left(\int_{d v} \sigma_{k l}^{\prime} v_{l, k}^{\prime} d v^{\prime}\right) d v & =\int_{v}\left(\int_{d v} \rho^{\prime}\left(a_{k}^{\prime}-f_{k}^{\prime}\right)\left(v_{l}+\nu_{l m} \xi_{m}\right) d v^{\prime}\right) d v \\
& =\int_{v}\left(\rho\left(a_{k}-f_{k}\right) v_{l}+\rho \nu_{l m}\left(\lambda_{l m}-\omega_{l m}\right)\right) d v \tag{2.72}
\end{align*}
$$

Applying the definitions of $\rho f_{l} d v, \rho a_{l} d v, \rho \lambda_{l m} d v$, and $\rho a_{l} d v$ results in:

$$
\begin{align*}
\int_{v} \rho \dot{e} d v & =\int_{s}\left(\sigma_{l k} v_{l}+m_{k l m} \nu_{l m}+q_{k}\right) n_{k} d a \\
& +\int_{v}\left(\rho\left(f_{l}-a_{l}\right) v_{l}+\rho\left(\lambda_{l m}-\omega_{l m}\right)\right) d v \tag{2.73}
\end{align*}
$$

and by converting the surface integrals to volume integrals, they got:

$$
\begin{align*}
& \int_{v}\left[\rho \dot{e}-\sigma_{l k} v_{l, k}-m_{k l m} \nu_{l m, k}-q_{k, k}-\rho r\right] d v \\
& -\int_{v}\left[\left(\sigma_{k l, k}+\rho f_{l}-\rho a_{l}\right) v_{l}-\left(m_{k l m, k}+\rho \lambda_{l m}-\rho \omega_{l m}\right) \nu_{l m}\right] d v \\
& -\int_{s}\left[\sigma_{k l} v_{l}+m_{k l m} \nu_{l m}+q_{k}\right] n_{k} d a=0 \tag{2.74}
\end{align*}
$$

and using equations of balance of momenta (2.59) and (2.60) balance of energy was given as:

$$
\begin{equation*}
\rho \dot{e}=\sigma_{k l} v_{l, k}+\left(s_{l k}-\sigma_{l k}\right) \nu_{l k}+m_{k l m} \nu_{l m, k}+q_{k, k}+\rho r \quad \text { in } \mathrm{v} \tag{2.75}
\end{equation*}
$$

with jump condition:

$$
\begin{equation*}
\left[\left[\sigma_{k l} v_{l}+m_{k l m} \nu_{l m}+q_{k}\right]\right] n_{k}=0 \quad \text { on } s_{d} \tag{2.76}
\end{equation*}
$$

Assuming discontinuous surface $s_{d}$ is equal to continuous surface $s$ which gives continuity of $v_{k}$, and $\nu_{l m}$ and considering equation (2.61), (2.76) reduced to:

$$
\begin{equation*}
q_{k} n_{k}=q_{n} \quad \text { on } s \tag{2.77}
\end{equation*}
$$

Introducing the Helmholtz free energy in terms of energy density, temperature and entropy gives:

$$
\begin{equation*}
\psi=e-\theta \eta \tag{2.78}
\end{equation*}
$$

where $\eta$ is entropy, $\theta$ is the temperature. Then, $\dot{\eta}$ can be expressed as:

$$
\begin{equation*}
\dot{\eta}=\frac{\dot{e}}{\theta}-\frac{\dot{\psi}}{\theta}-\frac{\dot{\theta} \eta}{\theta} \tag{2.79}
\end{equation*}
$$

the second law of thermodynamics can be expressed as:

$$
\begin{equation*}
\frac{d}{d t} \int_{v} \rho \eta d v-\int_{d s} \frac{1}{\theta} q_{k} n_{k} d a-\int_{v}\left(\frac{\rho h}{\theta}\right) \geq 0 \tag{2.80}
\end{equation*}
$$

time differentiation and converting surface integral to volume integral gives:

$$
\begin{equation*}
\int_{v}\left[\rho \dot{\eta}-\left(\frac{q_{k}}{\theta}\right)_{, k}-\frac{\rho h}{\theta}\right] d v \geq 0 \tag{2.81}
\end{equation*}
$$

the local form of the integral is:

$$
\begin{equation*}
\rho \dot{\eta}-\left(\frac{q_{k}}{\theta}\right)_{, k}-\frac{\rho h}{\theta} \geq 0 \tag{2.82}
\end{equation*}
$$

inserting equation (2.79) into equation (2.82), solving equation (2.75) for $r$ and inserting into equation (2.82), they obtained Clausius-Duhem inequality for the micromorphic continuum as:

$$
\begin{equation*}
-\rho(\dot{\psi}+\eta \dot{\theta})+q_{k} \frac{\theta_{, k}}{\theta}+\sigma_{k l} v_{l, k}+\left(s_{k l}-\sigma_{k l}\right) \nu_{l k}+m_{k l m} \nu_{l m, k} \geq 0 \tag{2.83}
\end{equation*}
$$

### 2.3 Constitutive Equations for Material Linear Isotropic Elasticity at Finite Strain

Clausius-Duhem inequality given in equation (2.83) in the previous section takes the form given below in reference configuration by using the relation $\rho=\rho_{0} / J, d v=J d V$, and $q_{k} \theta_{, k}=Q_{K} \theta_{, K} \frac{1}{J}$.

$$
\begin{equation*}
\int_{\mathcal{B}_{0}}\left\{-\frac{1}{J} \rho_{0}(\dot{\psi}+\eta \dot{\theta})+\sigma_{k l}\left(\nu_{l, k}-v_{l k}\right)+s_{k l} v_{l k}+\nu_{l m, k} m_{k l m}+\frac{1}{J} \frac{1}{\theta} Q_{K} \theta_{, K}\right\} J d V \geq 0 \tag{2.84}
\end{equation*}
$$

the local form of the equation is:

$$
\begin{equation*}
-\rho_{0}(\dot{\psi}+\eta \dot{\theta})+J \sigma_{k l}\left(\nu_{l, k}-v_{l k}\right)+J s_{k l} v_{l k}+J \nu_{l m, k} m_{k l m}+\frac{1}{\theta} Q_{K} \theta_{, K} \geq 0 \tag{2.85}
\end{equation*}
$$

for isothermal and homogeneous temperature problems, the Clausius-Duhem inequality in reference configuration reduces to:

$$
\begin{equation*}
-\rho_{0} \dot{\psi}+J \sigma_{k l}\left(\nu_{l, k}-v_{l k}\right)+J s_{k l} v_{l k}+J \nu_{l m, k} m_{k l m} \geq 0 \tag{2.86}
\end{equation*}
$$

The stress tensors $\sigma_{k l}, s_{k l}$, and $m_{k l m}$ are mapped to reference configuration by the relations:

$$
\begin{align*}
\sigma_{l k} & =\frac{1}{J} F_{l L} S_{K L} F_{k K}  \tag{2.87}\\
s_{l k} & =\frac{1}{J} F_{l L} \Sigma_{K L} F_{k K}  \tag{2.88}\\
m_{k l m} & =\frac{1}{J} F_{k K} F_{l L} M_{K L M} \chi_{m M} \tag{2.89}
\end{align*}
$$

Note that the first two equations (2.88) and (2.87) map to the current configuration by well know Piola transform relation. However, equation (2.89) involves the microdeformation tensor $\chi$ in the mapping. This difference actually comes from the definition of the higher order couple stress tensor in current configuration. The definition of the higher order stress couple tensor may be expressed in current configuration by a volume average definition instead of area average definition as (Regueiro (2010)):

$$
\begin{equation*}
m_{k l m} d v \stackrel{\text { def }}{=} \int_{d v} \sigma_{k l}^{\prime} \xi_{m} d v^{\prime} \tag{2.90}
\end{equation*}
$$

and applying Piola transform to $S_{K L}^{\prime}$ and mapping $\xi_{m}$ to reference configuration by $\xi_{k}=$ $\chi_{k K} \Xi_{K}, d v^{\prime}=J^{\prime} d V^{\prime}$ give:

$$
\begin{align*}
m_{k l m} d v & \stackrel{\text { def }}{=} \int_{d v} \sigma_{k l}^{\prime} \xi_{m} d v^{\prime}=\int_{d V} F_{k K}^{\prime} F_{l L}^{\prime} \chi_{m M} S_{K L} \Xi_{M} d V^{\prime}  \tag{2.91}\\
F_{k K} F_{l L} \chi_{m M} M_{K L M} d V & \stackrel{\text { def }}{=} \int_{d V} F_{k K}^{\prime} F_{l L}^{\prime} \chi_{m M} S_{K L} \Xi_{M} d V^{\prime}  \tag{2.92}\\
\text { and } & \\
m_{k l m} J d V & =F_{k K} F_{l L} \chi_{m M} M_{K L M} d V \\
m_{k l m} & =\frac{1}{J} F_{k K} F_{l L} \chi_{m M} M_{K L M} \tag{2.93}
\end{align*}
$$

where $F_{k K}^{\prime}$ is the micro-element deformation gradient will be given in detail in the next chapter. Note that micro-deformation tensor $\chi_{k K}$ can be pulled out from the integral as it is not a function of $X_{K}^{\prime}$ (Eringen and Suhubi (1964)).

Eringen and Suhubi (1964) assumed a strain energy function in terms of the deformation gradient tensor $F_{k K}$, the micro-deformation tensor $\chi_{k K}$, and the micro-deformation gradient tensor $\chi_{k K, L}$ for a micromorphic elastic material as :

$$
\begin{equation*}
\rho_{0} \psi\left(F_{k K}, \chi_{k K}, \chi_{k K, L}\right) \tag{2.94}
\end{equation*}
$$

Then, the strain energy function rate can be expressed as :

$$
\begin{equation*}
\rho_{0} \dot{\psi}=\frac{\partial\left(\rho_{0} \psi\right)}{\partial F_{k K}} \dot{F}_{k K}+\frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{k K}} \dot{\chi}_{k K}+\frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{l K, L}} \dot{\chi}_{l K, L} \tag{2.95}
\end{equation*}
$$

where $\dot{\rho}_{0}=0$ for a single phase solid material. Inserting this equation given above into equation (2.86) yields:

$$
\begin{align*}
& -\left(\frac{\partial\left(\rho_{0} \psi\right)}{\partial F_{l K}} \dot{F}_{l K}+\frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{l K}} \dot{\chi}_{l K}+\frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{l K, L}} \dot{\chi}_{l K, L}\right)+J \sigma_{k l}\left(\dot{F}_{l K} F_{K k}^{-1}\right. \\
& \left.-\dot{\chi}_{l K} \chi_{K k}^{-1}\right)+J s_{k l} \dot{\chi}_{l K} \chi_{K k}^{-1}+J m_{k l m}\left(\dot{\chi}_{l K, L} \chi_{K m}^{-1} F_{L k}^{-1}+\dot{\chi}_{l K} \chi_{K m, L}^{-1} F_{L k}^{-1}\right) \geq 0 \tag{2.96}
\end{align*}
$$

after collecting the terms with the same multiplier;

$$
\begin{align*}
& \left(J \sigma_{k l} F_{K k}^{-1}-\frac{\partial\left(\rho_{0} \psi\right)}{\partial F_{l K}}\right) \dot{F}_{l K}+\left(J s_{k l} \chi_{K k}^{-1}-J \sigma_{k l} \chi_{K k}^{-1}+J m_{k l m} \chi_{K m, L}^{-1} F_{L k}^{-1}\right. \\
& \left.-\frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{l K}}\right) \dot{\chi}_{l K}^{-1}+\left(J m_{k l m} \chi_{K m}^{-1} F_{L k}^{-1}-\frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{l K, L}}\right) \dot{\chi}_{l K, L} \geq 0 \tag{2.97}
\end{align*}
$$

For this equation to hold with the stress mapping relations given from (2.87) to (2.89):

$$
\begin{align*}
& J\left(\frac{1}{J} F_{k A} S_{A B} F_{l B}\right) F_{K k}^{-1}=\frac{\partial\left(\rho_{0} \psi\right)}{\partial F_{l K}}  \tag{2.98}\\
& J\left(\frac{1}{J} F_{k A} \Sigma_{A B} F_{l B}\right) \chi_{K k}^{-1}=F_{k C} \frac{\partial\left(\rho_{0} \psi\right)}{\partial F_{a C}} F_{D a}^{-1} F_{l D} \chi_{K k}^{-1}+\frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{l K}} \\
& +F_{k E} F_{l F} \chi_{m G} \frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{b G, E}} F_{F b}^{-1} \chi_{K a}^{-1} \chi_{a R, L} \chi_{R m}^{-1} F_{L k}^{-1}  \tag{2.99}\\
& J\left(\frac{1}{J} F_{k A} F_{l B} \chi_{m C} M_{A B C}\right) \chi_{K m}^{-1} F_{L k}^{-1}=\frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{l K, L}} \tag{2.100}
\end{align*}
$$

After some algebra definitions of stress tensors at reference configuration in terms of Helmholtz free energy function per unit mass $\psi$, deformation gradient $F_{k K}$, and microdeformation tensor $\chi_{k K}$ were obtained as (Regueiro (2010)):

$$
\begin{align*}
S_{K L} & =\frac{\partial\left(\rho_{0} \psi\right)}{\partial F_{k K}} F_{L k}^{-1}  \tag{2.101}\\
\Sigma_{K L} & =\frac{\partial\left(\rho_{0} \psi\right)}{\partial F_{k K}} F_{L k}^{-1}+F_{K c}^{-1} \chi_{c A} \frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{a A}} F_{L a}^{-1} \\
& +F_{K d}^{-1} \chi_{d M, E} \frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{f M, E}} F_{L f}^{-1}  \tag{2.102}\\
M_{K L M} & =\frac{\partial\left(\rho_{0} \psi\right)}{\partial \chi_{k M, K}} F_{L k}^{-1} \tag{2.103}
\end{align*}
$$

Another approach is to express the strain energy function in terms of the invariant elastic deformation measures given in equation (1.36) which are invariant with respect to rigid body
motion on current configuration and proposed by Eringen and Suhubi (1964).

$$
\begin{equation*}
\rho_{0} \psi(\boldsymbol{C}, \boldsymbol{\psi}, \boldsymbol{\Gamma}), \text { or } \quad \rho_{0} \psi\left(C_{K L}, \psi_{K L}, \Gamma_{K L M}\right) \tag{2.104}
\end{equation*}
$$

Quadratic form assumption for the Helmholtz free energy function in reference configuration can be expressed as:

$$
\begin{align*}
\rho_{0} \psi & =\frac{1}{2} E_{K L} A_{K L M N} E_{M N}+\frac{1}{2} \mathcal{E}_{K L} B_{K L M N} \mathcal{E}_{M N} \\
& +\frac{1}{2} \Gamma_{K L M} C_{K L M N P Q} \Gamma_{N P Q}+E_{K L} D_{K L M N} \mathcal{E}_{M N} \tag{2.105}
\end{align*}
$$

and the following symmetry properties of these tensor were given by:

$$
\begin{align*}
A_{K L M N} & =A_{M N K L}=A_{L K M N}=A_{N M K L}, \quad B_{K L M N}=B_{M N K L} \\
C_{K L M N P Q} & =C_{N P Q K L M}, \quad D_{K L M N}=D_{L K M N} \tag{2.106}
\end{align*}
$$

where elastic material moduli tensors $A_{K L M N}, B_{K L M N}, D_{K L M N}$, and $C_{K L M N P Q}$ were defined for isotropic solids as (Suhubi and Eringen (1964); Eringen (1999)):

$$
\begin{align*}
A_{K L M N} & =\lambda \delta_{K L} \delta_{M N}+\mu\left(\delta_{K M} \delta_{L N}+\delta_{K N} \delta_{L M}\right) \\
B_{K L M N} & =(\eta-\tau) \delta_{K L} \delta_{M N}+(\kappa-\sigma) \delta_{K M} \delta_{L N}+(\nu-\sigma) \delta_{K N} \delta_{L M} \\
C_{K L M N P Q} & =\tau_{1}\left(\delta_{K L} \delta_{M N} \delta_{P Q}+\delta_{K Q} \delta_{L M} \delta_{N P}\right)+\tau_{2}\left(\delta_{K L} \delta_{M P} \delta_{N Q}+\delta_{K M} \delta_{L Q} \delta_{N P}\right) \\
& +\tau_{3} \delta_{K L} \delta_{M Q} \delta_{N P}+\tau_{4} \delta_{K N} \delta_{L M} \delta_{P Q}+\tau_{5}\left(\delta_{K M} \delta_{L N} \delta_{P Q}+\delta_{K P} \delta_{L M} \delta_{N Q}\right) \\
& +\tau_{6} \delta_{K M} \delta_{L P} \delta_{N Q}+\tau_{7} \delta_{K N} \delta_{L P} \delta_{M Q}+\tau_{8}\left(\delta_{K P} \delta_{L Q} \delta_{M N}+\delta_{K Q} \delta_{L N} \delta_{M P}\right) \\
& +\tau_{9} \delta_{K N} \delta_{L Q} \delta_{M P}+\tau_{10} \delta_{K P} \delta_{L N} \delta_{M Q}+\tau_{11} \delta_{K Q} \delta_{L P} \delta_{M N} \\
D_{K L M N} & =\tau \delta_{K L} \delta_{M N}+\sigma\left(\delta_{K N} \delta_{L M}+\delta_{L N} \delta_{K M}\right) \tag{2.107}
\end{align*}
$$

where $\delta_{K L}$ is well known Kronecker delta function defined by:

$$
\begin{align*}
\text { if } & K=L, \\
\text { otherwise } & \delta_{K L}=1  \tag{2.108}\\
& \delta_{K L}=0
\end{align*}
$$

then, the constitutive equations were obtained as (Suhubi and Eringen (1964); Regueiro (2010)):

$$
\begin{align*}
S_{K L} & =2 \frac{\partial\left(\rho_{0} \psi\right)}{\partial C_{K L}}+\frac{\partial\left(\rho_{0} \psi\right)}{\partial \Psi_{K B}} C_{L A}^{-1} \Psi_{A B}+\frac{\partial\left(\rho_{0} \psi\right)}{\partial \Gamma_{K B C}} C_{L A}^{-1} \Gamma_{A B C}  \tag{2.109}\\
\Sigma_{K L} & =2 \frac{\partial\left(\rho_{0} \psi\right)}{\partial C_{K L}}+2 \operatorname{sym}\left[\frac{\partial\left(\rho_{0} \psi\right)}{\partial \psi_{K B}} C_{L A}^{-1} \psi_{A B}\right]+2 \operatorname{sym}\left[\frac{\partial\left(\rho_{0} \psi\right)}{\partial \Gamma_{K B C}} C_{L A}^{-1} \Gamma_{A B C}\right]  \tag{2.110}\\
M_{K L M} & =\frac{\partial\left(\rho_{0} \psi\right)}{\partial \Gamma_{L M K}} \tag{2.111}
\end{align*}
$$

If the strain energy function given in equation (2.105) is inserted and after some algebra, we get (Regueiro (2010)):

$$
\begin{align*}
S_{K L} & =A_{K L M N} E_{M N}+D_{K B M N} \varepsilon_{M N} \\
& +\left(D_{K B M N} E_{M N}+B_{K B M N} \varepsilon_{M N}\right)\left[C_{L A}^{-1}\left(\varepsilon_{A B}+\delta_{A B}\right)\right] \\
& +C_{K B C N P Q} \Gamma_{N P Q} C_{L Q}^{-1} \Gamma_{Q B C} \\
\Sigma_{K L} & =A_{K L M N} E_{M N}+D_{K B M N} \varepsilon_{M N} \\
& +2 \operatorname{sym}\left\{\left(D_{K L M N} E_{M N}+B_{K B M N} \varepsilon_{M N}\right)\left[C_{L A}^{-1} \varepsilon_{A B}+\delta_{A B}\right]\right. \\
& \left.+C_{K B C N P Q} \Gamma_{N P Q} C_{L Q}^{-1} \Gamma_{Q B C}\right\} \\
M_{K L M} & =C_{K L M N P Q} \Gamma_{N P Q} \tag{2.112}
\end{align*}
$$

Assuming small elastic deformation cancels the quadratic terms out and inserting elastic moduli tensors given in equations (2.107) in (2.112) gives:

$$
\begin{align*}
S_{K L} & =(\lambda+\tau) E_{M M} \delta_{K L}+2(\mu+\sigma) E_{K L}+\eta \mathcal{E}_{M M} \delta_{K L}+\kappa \mathcal{E}_{K L}+\nu \mathcal{E}_{L K}  \tag{2.113}\\
\Sigma_{K L} & =(\lambda+2 \tau) E_{M M} \delta_{K L}+2(\mu+2 \sigma) E_{K L}+(2 \eta-\tau) \mathcal{E}_{M M} \delta_{K L} \\
& +(\nu+\kappa-\sigma)\left(\mathcal{E}_{K L}+\varepsilon_{L K}\right)  \tag{2.114}\\
M_{K L M} & =\tau_{1}\left(\Gamma_{K R R} \delta_{L M}+\Gamma_{R R L} \delta_{K M}\right)+\tau_{2}\left(\Gamma_{R K R} \delta_{L M}+\Gamma_{R R M} \delta_{K L}\right)+\tau_{3} \Gamma_{R R K} \delta_{L M} \\
& +\tau_{4} \Gamma_{L R R} \delta_{K M}+\tau_{5}\left(\Gamma_{R L R} \delta_{K M}+\Gamma_{M R R} \delta_{K L}\right)+\tau_{6} \Gamma_{R M R} \delta_{K L}+\tau_{7} \Gamma_{L M K} \\
& +\tau_{8}\left(\Gamma_{M K L}+\Gamma_{K L M}\right)+\tau_{9} \Gamma_{L K M}+\tau_{10} \Gamma_{M L K}+\tau_{11} \Gamma_{K M L} \tag{2.115}
\end{align*}
$$

where $S_{K L}$ is the symmetric second Piola-Kirchhoff stress tensor of micro-element in reference configuration (over $d V$ ), $\Sigma_{K L}$ is the symmetric second Piola-Kirchhoff micro-stress in reference configuration, and $M_{K L M}$ is the higher order couple stress in reference configuration.

### 2.4 Map to Current Configuration

The constitutive equations obtained in reference configuration in equations (2.113), (2.114), and (2.115) can be mapped to obtain constitutive relations the current configuration by following the stress mappings given in equations (2.87), (2.88), and (2.89).

$$
\begin{align*}
\sigma_{k l} & =\frac{1}{J}\left[(\lambda+\tau) E_{M M} F_{k K} \delta_{K L} F_{l L}+2(\mu+\sigma) F_{k K} E_{K L} F_{l L}+\eta \varepsilon_{M M} F_{k K} \delta_{K L} F_{l L}\right. \\
& \left.+\kappa F_{k K} \varepsilon_{K L} F_{l L}+\nu F_{k K} \varepsilon_{L K} F_{l L}\right] \\
s_{k l} & =\frac{1}{J}\left[(\lambda+2 \tau) E_{M M} F_{k K} \delta_{K L} F_{l L}+2(\mu+2 \sigma) F_{k K} E_{K L} F_{l L}\right. \\
& \left.+(2 \eta-\tau) \varepsilon_{M M} F_{k K} \delta_{K L} F_{l L}+(\nu+\kappa-\sigma) F_{k K}\left(\varepsilon_{K L}+\varepsilon_{L K}\right) F_{k K}\right] \tag{2.116}
\end{align*}
$$

and

$$
\begin{align*}
m_{k l m} & =\frac{1}{J}\left[\tau_{1} F_{k K} F_{l L}\left(\Gamma_{K R R} \chi_{m L}+\Gamma_{R R L} \chi_{m K}\right)\right. \\
& +\tau_{2}\left(\Gamma_{R K R} F_{k K} F_{l L} \chi_{m L}+\Gamma_{R R M} F_{k K} F_{l K} \chi_{m M}\right) \\
& +\tau_{3} F_{k K} F_{l L} \chi_{m L} \Gamma_{R R K}+\tau_{4} \Gamma_{L R R} F_{k K} F_{l L} \chi_{m K} \\
& +\tau_{5}\left(\Gamma_{R L R} F_{k K} F_{l L} \chi_{m K}+\Gamma_{M R R} F_{k K} F_{l K} \chi_{m M}\right) \\
& +\tau_{6} \Gamma_{R M R} F_{k K} F_{l K} \chi_{m M}+\tau_{7} \Gamma_{L M K} F_{k K} F_{l L} \chi_{m M} \\
& +\tau_{8} F_{k K} F_{l L} \chi_{m M}\left(\Gamma_{M K L}+\Gamma_{K L M}\right)+\tau_{9} F_{k K} F_{l L} \chi_{m M} \Gamma_{L K M} \\
& \left.+\tau_{10} F_{k K} F_{l L} \chi_{m M} \Gamma_{M L K}+\tau_{11} F_{k K} F_{l L} \chi_{m M} \Gamma_{K M L}\right] \tag{2.117}
\end{align*}
$$

introducing $\gamma_{k l m}=F_{k K} F_{l L} \chi_{m M} \Gamma_{K L M}, \gamma_{k}^{F, 1}=F_{k K} \Gamma_{K R R}, \gamma_{k}^{F, 2}=F_{k K} \Gamma_{R R K}, \gamma_{k}^{F, 3}=F_{k K} \Gamma_{R K R}$, $\gamma_{k}^{F, 3}=F_{k K} \Gamma_{R K R}, \gamma_{m}^{\chi, 1}=\chi_{m M} \Gamma_{R R M}, \gamma_{m}^{\chi, 2}=\chi_{m M} \Gamma_{M R R}, \gamma_{m}^{\chi, 3}=\chi_{m M} \Gamma_{R M R}, \psi_{k l}=F_{k K} \chi_{l K}$, $\vartheta_{k l}=F_{k K} \mathcal{E}_{K L} F_{l L}$, the left Cauchy-Green strain tensor $b_{k l}=F_{k K} F_{l K}$, and Eulerian-Almansi
strain tensor $e_{k l}=\frac{1}{2}\left(\delta_{k l}-b_{k l}^{-1}\right)$ the equations above will reduce to:

$$
\begin{align*}
\sigma_{k l} & =\frac{1}{J}\left[(\lambda+\tau) \operatorname{tr}(\boldsymbol{E}) b_{k l}+2(\mu+\sigma) b_{k i} e_{i j} b_{j l}+\eta \operatorname{tr}(\boldsymbol{\mathcal { E }}) b_{k l}\right. \\
& \left.+\kappa \vartheta_{k l}+\nu \vartheta_{l k}\right]  \tag{2.118}\\
s_{k l} & =\frac{1}{J}\left[(\lambda+2 \tau) \operatorname{tr}(\boldsymbol{E}) b_{k l}+2(\mu+2 \sigma) b_{k i} e_{i j} b_{j l}\right. \\
& \left.+(2 \eta-\tau) \operatorname{tr}(\boldsymbol{E}) b_{k l}+(\nu+\kappa-\sigma)\left(\vartheta_{k l}+\vartheta_{l k}\right)\right] \tag{2.119}
\end{align*}
$$

and

$$
\begin{align*}
m_{k l m} & =\frac{1}{J}\left[\tau_{1}\left(\gamma_{k}^{F, 1} \psi_{l m}+\gamma_{l}^{F, 2} \psi_{k m}\right)+\tau_{2}\left(\gamma_{k}^{F, 3} \psi_{l m}+\gamma_{m}^{\chi, 1} b_{k l}\right)\right. \\
& +\tau_{3} \gamma_{k}^{F, 2} \psi_{l m}+\tau_{4} \gamma_{l}^{F, 1} \psi_{k m}+\tau_{5}\left(\gamma_{l}^{F, 3} \psi_{k m}+\gamma_{m}^{\chi, 2} b_{k l}\right)+\tau_{6} \gamma_{m}^{\chi, 3} b_{k l}+\tau_{7} \gamma_{l m k} \\
& \left.+\tau_{8}\left(\gamma_{m k l}+\gamma_{k l m}\right)+\tau_{9} \gamma_{l k m}+\tau_{10} \gamma_{m l k}+\tau_{11} \gamma_{k m l}\right] \tag{2.120}
\end{align*}
$$

where $\sigma_{k l}$ is the unsymmetric Cauchy stress tensor, $s_{k l}$ is the symmetric micro stress tensor, and $m_{k l m}$ is the higher order couple stress tensor.

### 2.5 Positiveness of The Strain Energy Function and Constraints on Elastic Parameters

The constitutive equations in the standard linear isotropic elastic Cauchy continuum involves two Lamé parameters. The isotropic micromorphic elasticity approach introduces five more elastic material moduli in unsymmetric Cauchy stress tensor, as well as in microstress tensor and eleven elastic constants in higher order couple stress tensor. In order to achieve the positivity of quadratic energy function, the restrictions among those material moduli were first proposed by Smith (1968) in the form of inequalities. Smith used the same strain tensors as Suhubi and Eringen (1964) used in constructing the free energy function. Eringen (1999) followed Smith's method to derive the inequalities which puts restrictions on the material moduli appearing in the constitutive equations obtained by using different set of deformation measures than that of Smith used. In this section, we present these inequalities proposed by Smith (1968) by following same notation applied in Smith (1968); Eringen
(1999).

Smith (1968) started with splitting energy function into :

$$
\begin{equation*}
\rho W(\boldsymbol{e}, \boldsymbol{\varepsilon}, \gamma)=U(\boldsymbol{e}, \boldsymbol{\varepsilon})+U(\boldsymbol{\gamma}) \tag{2.121}
\end{equation*}
$$

where $e_{k l}, \varepsilon_{k l}$, and $\gamma_{k l m}$ were given in equations (2.36), (2.37), and (2.38) respectively. The strain energy is to be nonnegative for all the variations in strain measures.

$$
\begin{array}{cc}
U(\boldsymbol{e}, \boldsymbol{\varepsilon}) \geqslant 0 & \text { for all } e_{i j} \text { and } \varepsilon_{i j} \\
U(\boldsymbol{\gamma}) \geqslant 0 & \text { for all } \gamma_{i j k} \tag{2.123}
\end{array}
$$

where $U(\boldsymbol{e}, \boldsymbol{\varepsilon})$ and $U(\gamma)$ are respectively given in indicial notations as:

$$
\begin{align*}
U\left(e_{k l}, \varepsilon_{k l}\right) & =\frac{\lambda}{2}\left(e_{i i}\right)^{2}+\mu e_{i j} e_{j i}+2 \sigma e_{i j} \varepsilon_{j i}+\frac{1}{2}(\kappa-\sigma) \varepsilon_{i j} \varepsilon_{i j} \\
& +\frac{1}{2}(\eta-\tau)\left(\varepsilon_{i i}\right)^{2}+\frac{1}{2}(\nu-\sigma) \varepsilon_{i j} \varepsilon_{j i}+\tau e_{i i} \varepsilon_{j j} \tag{2.124}
\end{align*}
$$

and

$$
\begin{align*}
U(\gamma) & =\frac{\tau_{1}}{2}\left(\gamma_{i i j} \gamma_{j k k}+\gamma_{i j j} \gamma_{k k i}\right)+\frac{\tau_{2}}{2}\left(\gamma_{i i j} \gamma_{k j k}+\gamma_{i j i} \gamma_{k k j}\right)+\frac{\tau_{3}}{2} \gamma_{i i j} \gamma_{k k j} \\
& +\frac{\tau_{4}}{2} \gamma_{i j j} \gamma_{i k k}+\frac{\tau_{5}}{2}\left(\gamma_{i j j} \gamma_{k i k}+\gamma_{i j i} \gamma_{j k k}\right)+\frac{\tau_{6}}{2} \gamma_{i j i} \gamma_{k j k}+\frac{\tau_{7}}{2} \gamma_{i j k} \gamma_{i j k} \\
& +\frac{\tau_{8}}{2}\left(\gamma_{i j k} \gamma_{j k i}+\gamma_{i j k} \gamma_{k i j}\right)+\frac{\tau_{9}}{2} \gamma_{i j k} \gamma_{i k j}+\frac{\tau_{10}}{2} \gamma_{i j k} \gamma_{j i k}+\frac{\tau_{11}}{2} \gamma_{i j k} \gamma_{k j i} \tag{2.125}
\end{align*}
$$

Smith (1968) defined set of variables by considering several uncoupled, symmetric, and antisymmetric components of strain measures and took the second parial derivative with respect to those components. This method can be summarized by following Eringen (1999) notation as follows: $U(\boldsymbol{e}, \boldsymbol{\varepsilon})$, and $U(\gamma)$ are decomposed into several uncoupled, symmetric quadratic forms.

$$
\begin{align*}
\left(\varepsilon_{11}, \varepsilon_{22}, \varepsilon_{33}, e_{11}, e_{22}, e_{33}\right) & =\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right) \\
\left(\varepsilon_{12}, \varepsilon_{21}, e_{12}\right) & =\left(y_{1}, y_{2}, y_{3}\right) \\
\left(\varepsilon_{23}, \varepsilon_{31}, e_{23}\right) & =\left(z_{1}, z_{2}, z_{3}\right) \\
\left(\varepsilon_{31}, \varepsilon_{13}, e_{31}\right) & =\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \tag{2.126}
\end{align*}
$$

and Eringen (1999) wrote $U(\boldsymbol{e}, \boldsymbol{\varepsilon})$ in terms of these sets as :

$$
\begin{equation*}
U(\boldsymbol{e}, \boldsymbol{\varepsilon})=a_{i j} x_{i} x_{j}+b_{k l} y_{k} y_{l}+b_{k l} z_{k} z_{l}+b_{k l} \xi_{k} \xi_{l} \tag{2.127}
\end{equation*}
$$

we open $U(\boldsymbol{e}, \boldsymbol{\varepsilon})$ to its components as:

$$
\begin{align*}
U(\boldsymbol{e}, \boldsymbol{\varepsilon}) & =\frac{\lambda}{2} e_{11} e_{11}+\frac{\lambda}{2} e_{22} e_{22}+\frac{\lambda}{2} e_{33} e_{33}+\frac{\lambda}{2} e_{11} e_{22}+\frac{\lambda}{2} e_{22} e_{11}+\frac{\lambda}{2} e_{22} e_{33} \\
& +\frac{\lambda}{2} e_{33} e_{22}+\frac{\lambda}{2} e_{11} e_{33}+\frac{\lambda}{2} e_{33} e_{11}+\mu e_{11} e_{11}+\mu e_{12} e_{21}+\mu e_{13} e_{31} \\
& +\mu e_{21} e_{12}+\mu e_{22} e_{22}+\mu e_{23} e_{32}+\mu e_{31} e_{13}+\mu e_{32} e_{23}+\mu e_{33} e_{33} \\
& +2 \sigma e_{11} e_{11}+2 \sigma e_{12} e_{21}+2 \sigma e_{13} e_{31}+2 \sigma e_{13} e_{31}+2 \sigma e_{21} e_{12}+2 \sigma e_{22} e_{22} \\
& +2 \sigma e_{31} e_{13}+2 \sigma e_{32} e_{23}+2 \sigma e_{23} e_{32}+\tau e_{11} \varepsilon_{11}+\tau e_{11} \varepsilon_{22}+\tau e_{11} \varepsilon_{33} \\
& +\tau e_{22} \varepsilon_{11}+\tau e_{22} \varepsilon_{22}+\tau e_{22} \varepsilon_{33}+\tau e_{33} \varepsilon_{11}+\tau e_{33} \varepsilon_{22}+\tau e_{33} \varepsilon_{33} \\
& +\frac{1}{2}(\kappa-\sigma) \varepsilon_{11} \varepsilon_{11}+\frac{1}{2}(\kappa-\sigma) \varepsilon_{12} \varepsilon_{12}+\frac{1}{2}(\kappa-\sigma) \varepsilon_{13} \varepsilon_{13} \\
& +\frac{1}{2}(\kappa-\sigma) \varepsilon_{21} \varepsilon_{21}+\frac{1}{2}(\kappa-\sigma) \varepsilon_{22} \varepsilon_{22}+\frac{1}{2}(\kappa-\sigma) \varepsilon_{23} \varepsilon_{23} \\
& +\frac{1}{2}(\kappa-\sigma) \varepsilon_{31} \varepsilon_{31}+\frac{1}{2}(\kappa-\sigma) \varepsilon_{32} \varepsilon_{32}+\frac{1}{2}(\kappa-\sigma) \varepsilon_{33} \varepsilon_{33} \\
& +\frac{1}{2}(\eta-\tau) \varepsilon_{11} \varepsilon_{11}+\frac{1}{2}(\eta-\tau) \varepsilon_{22} \varepsilon_{22}+\frac{1}{2}(\eta-\tau) \varepsilon_{33} \varepsilon_{33} \\
& +\frac{1}{2}(\eta-\tau) \varepsilon_{11} \varepsilon_{22}+\frac{1}{2}(\eta-\tau) \varepsilon_{22} \varepsilon_{11}+\frac{1}{2}(\eta-\tau) \varepsilon_{22} \varepsilon_{33} \\
& +\frac{1}{2}(\eta-\tau) \varepsilon_{33} \varepsilon_{22}+\frac{1}{2}(\eta-\tau) \varepsilon_{11} \varepsilon_{33}+\frac{1}{2}(\eta-\tau) \varepsilon_{33} \varepsilon_{11} \\
& +\frac{1}{2}(\nu-\sigma) \varepsilon_{11} \varepsilon_{11}+\frac{1}{2}(\nu-\sigma) \varepsilon_{12} \varepsilon_{21}+\frac{1}{2}(\nu-\sigma) \varepsilon_{13} \varepsilon_{31} \\
& +\frac{1}{2}(\nu-\sigma) \varepsilon_{21} \varepsilon_{12}+\frac{1}{2}(\nu-\sigma) \varepsilon_{22} \varepsilon_{22}+\frac{1}{2}(\nu-\sigma) \varepsilon_{23} \varepsilon_{32} \\
& +\frac{1}{2}(\nu-\sigma) \varepsilon_{31} \varepsilon_{13}+\frac{1}{2}(\nu-\sigma) \varepsilon_{32} \varepsilon_{23}+\frac{1}{2}(\nu-\sigma) \varepsilon_{33} \varepsilon_{33} \tag{2.128}
\end{align*}
$$

Then, $a_{i j}$ is found to be a $6 \times 6$ symmetric matrix and if we take $\frac{1}{2}$ factor out of the matrix, its components were obtained from equation (2.128) as:

$$
\begin{align*}
& a_{11}=a_{22}=a_{33}=(\kappa+\eta+\nu-\tau-2 \sigma) \\
& a_{44}=a_{55}=a_{66}=\lambda+2 \mu \\
& a_{12}=a_{13}=a_{23}=a_{21}=a_{31}=a_{32}=\eta-\tau \\
& a_{14}=a_{25}=a_{36}=a_{41}=a_{52}=a_{63}=\tau+2 \sigma \\
& a_{24}=a_{34}=a_{35}=a_{42}=a_{43}=a_{53}=\tau \\
& a_{45}=a_{46}=a_{56}=a_{54}=a_{64}=a_{65}=\lambda \tag{2.129}
\end{align*}
$$

Smith (1968) showed by adding and subtracting some rows and columns that the conditions on the elastic constants to have positive eigenvalues of the matrix $a_{i j}$ are:

$$
\begin{align*}
\mu & >0 \\
\kappa+\nu & >2 \sigma \\
(\kappa+\nu-2 \sigma) \mu & >2 \sigma^{2} \\
3 \lambda+2 \mu & >0 \\
\kappa+\nu+3 \mu & >3 \tau+2 \sigma \\
(\kappa+\nu+3 \eta-3 \tau-2 \sigma)(3 \lambda+2 \mu) & >(3 \tau+2 \sigma)^{2} \tag{2.130}
\end{align*}
$$

Similarly the components of the matrix $b_{k l}$ are:

$$
\begin{align*}
& b_{11}=b_{22}=\kappa-\sigma \\
& b_{12}=b_{21}=\nu-\sigma \\
& b_{13}=b_{31}=b_{23}=b_{32}=2 \sigma \\
& b_{33}=4 \mu \tag{2.131}
\end{align*}
$$

Smith (1968) again determined the conditions on elastic constants to have positive roots of the characteristic equation of $b_{k l}$ which correspond to the eigenvalues of the matrix. We list
the only different conditions than the conditions listed for the matrix $a_{i j}$ as:

$$
\begin{align*}
\kappa-\nu & >0 \\
4 \mu(\kappa+\nu-2 \sigma) & >2 \sigma \tag{2.132}
\end{align*}
$$

Although Eringen (1999) followed a different constitutive model than Smith (1968) who considered the model which is involving the strain measures in Suhubi and Eringen (1964), the restrictions on $\tau_{i}$ 's coming from $U(\gamma)$ are the same. Smith further introduced the two more symmetric $6 \times 6$ and $7 \times 7$ matrices $d_{i j}$ and $c_{i j}$ respectively by taking the second partial derivative of $U(\gamma)$ with respect to these sets of variables in the same order :

$$
\begin{align*}
\left(\gamma_{123}, \gamma_{231}, \gamma_{312}, \gamma_{132}, \gamma_{321}, \gamma_{213}\right) & =\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right) \\
\left(\gamma_{111}, \gamma_{122}, \gamma_{133}, \gamma_{212}, \gamma_{313}, \gamma_{221}, \gamma_{331}\right) & =\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}, y_{7}\right) \tag{2.133}
\end{align*}
$$

where $U(\gamma)$ is decomposed into two polynomials including the component of the symmetric matrices $d_{i j}$ and $c_{i j}$ as:

$$
\begin{equation*}
U(\gamma)=\sum_{i=1}^{6} \sum_{j=1}^{6} c_{i j} x_{i} x_{j}+\sum_{k=1}^{7} \sum_{l=1}^{7} d_{k l} x_{k} x_{l} \tag{2.134}
\end{equation*}
$$

Smith expressed the components of the matrices $c_{i j}, d_{i j}$ and the restrictive conditions on the constants respectively as follows:

$$
\begin{align*}
& c_{11}=c_{22}=c_{33}=c_{44}=c_{55}=c_{66}=\tau_{7} \\
& c_{12}=c_{13}=c_{23}=c_{45}=c_{46}=c_{56}=\tau_{8} \\
& c_{14}=c_{35}=c_{26}=\tau_{9} \\
& c_{24}=c_{15}=c_{36}=\tau_{11} \\
& c_{34}=c_{25}=c_{16}=\tau_{10} \tag{2.135}
\end{align*}
$$

and the components of $d_{i j}$ :

$$
d_{11}=2 \tau_{1}+2 \tau_{3}+\tau_{3}+\tau_{4}+2 \tau_{5}+\tau_{6}+\tau_{7}+2 \tau_{8}+\tau_{9}+\tau_{10}+\tau_{11}
$$

$$
\begin{array}{ll}
d_{12}=d_{13}=\tau_{1}+\tau_{4}+\tau_{5} & d_{14}=d_{15}=\tau_{2}+\tau_{5}+\tau_{6} \\
d_{16}=d_{17}=\tau_{1}+\tau_{2}+\tau_{3} & d_{22}=d_{33}=\tau_{4}+\tau_{7}+\tau_{9} \\
d_{23}=\tau_{4} & d_{24}=d_{35}=\tau_{5}+\tau_{8}+\tau_{10} \\
d_{25}=d_{34}=\tau_{5} & d_{26}=d_{37}=\tau_{1}+\tau_{8}+\tau_{11}  \tag{2.136}\\
d_{27}=d_{36}=\tau_{1} & d_{44}=d_{55}=\tau_{6}+\tau_{7}+\tau_{11} \\
d_{45}=\tau_{6} & d_{46}=d_{57}=\tau_{2}+\tau_{8}+\tau_{9} \\
d_{47}=d_{56}=\tau_{2} & d_{66}=d_{77}=\tau_{3}+\tau_{7}+\tau_{10} \\
d_{67}=\tau_{8} &
\end{array}
$$

and the restrictions on $\tau_{i}$ 's are :

$$
\begin{align*}
\tau_{7}+2 \tau_{8} & >\left|\tau_{9}+\tau_{10}+\tau_{11}\right| \\
\tau_{7}-\tau_{8} & >\frac{1}{\sqrt{2}}\left|\left(\tau_{9}-\tau_{10}\right)^{2}+\left(\tau_{10}-\tau_{11}\right)^{2}+\left(\tau_{11}-\tau_{9}\right)^{2}\right|^{1 / 2} \\
\operatorname{tr}(\boldsymbol{T}) & >0, \quad \operatorname{tr}(\boldsymbol{C O T})>0, \quad \operatorname{det}(\boldsymbol{T})>0 \tag{2.137}
\end{align*}
$$

### 2.6 Simplification to Small Strain Micropolar Elasticity

Eringen (1999) showed that constitutive equations of a micromorphic elasticity can be simplified to microstretch and micropolar elasticities. Comparison of the constitutive equations may give us additional opinion about how to relate the material moduli of micostretch and micropolar theories obtained from previous works. Eringen proposed that this approach may be used to define additional inequalities among the material constant of a micromorphic continuum as well . However, Eringen used different set of strain measures accordingly had different constitutive equations. Here we apply his approach to provide a passage between micromorphic and micropolar elasticities for the constitutive equations given in the section 2.3.

We can derive the constitutive equations based on small strain assumption in current configuration in a similar way presented in section 2.3 for reference configuration. There-
fore, the constitutive equations (2.113), (2.114), and (2.115) can be expressed in current configuration as (Suhubi and Eringen (1964)):

$$
\begin{align*}
\sigma_{k l} & =(\lambda+\tau) e_{m m} \delta_{k l}+2(\mu+\sigma) e_{k l}+\eta \varepsilon_{m m} \delta_{k l}+\kappa \varepsilon_{k l}+\nu \varepsilon_{l k}  \tag{2.138}\\
s_{k l} & =(\lambda+2 \tau) e_{m m} \delta_{k l}+2(\mu+2 \sigma) e_{k l}+(2 \eta-\tau) \varepsilon_{m m} \delta_{k l} \\
& +(\nu+\kappa-\sigma)\left(\varepsilon_{k l}+\varepsilon_{l k}\right)  \tag{2.139}\\
m_{k l m} & =\tau_{1}\left(\gamma_{k r r} \delta_{l m}+\gamma_{r r l} \delta_{k m}\right)+\tau_{2}\left(\gamma_{r k r} \delta_{l m}+\gamma_{r r m} \delta_{k l}\right)+\tau_{3} \gamma_{r r k} \delta_{l m} \\
& +\tau_{4} \gamma_{l r r} \delta_{k m}+\tau_{5}\left(\gamma_{r l r} \delta_{k m}+\gamma_{m r r} \delta_{k l}\right)+\tau_{6} \gamma_{r m r} \delta_{k l}+\tau_{7} \gamma_{l m k} \\
& +\tau_{8}\left(\gamma_{m k l}+\gamma_{k l m}\right)+\tau_{9} \gamma_{l k m}+\tau_{10} \gamma_{m l k}+\tau_{11} \gamma_{k m l} \tag{2.140}
\end{align*}
$$

where the strain tensors were already defined in equations (2.36), (2.37), and (2.38). If we write the unsymmetric Cauchy stress tensor in terms of displacement components and microdeformation components, we get :

$$
\begin{align*}
\sigma_{k l} & =(\lambda+\tau) u_{m, m} \delta_{k l}+2(\mu+\sigma) u_{k, l}+\eta\left(\phi_{m m}+u_{m, m}\right) \delta_{k l} \\
& +\kappa\left(\phi_{k l}+u_{l, k}\right)+\nu\left(\phi_{l k}+u_{k, l}\right) \tag{2.141}
\end{align*}
$$

Then, we express the unsymmetric Cauchy stress tensor and the higher order couple stress tensor in terms of their symmetric and antisymmetric forms.

$$
\begin{align*}
\sigma_{(k l)} & =\left[(\lambda+\tau+\eta) u_{m, m}+\eta \phi_{m m}\right] \delta_{k l}+(2 \mu+2 \sigma+\kappa+\nu) u_{(k, l)} \\
& +\kappa \phi_{(k l)}+\nu \phi_{(l k)}  \tag{2.142}\\
\sigma_{[k l]} & =(2 \mu+2 \sigma+\kappa) u_{[k, l]}+\nu u_{[l, k]}+\kappa \phi_{[k l]}+\nu \phi_{[l k]} \tag{2.143}
\end{align*}
$$

Eringen (1999) provides the passage to microstretch theory by setting:

$$
\begin{equation*}
\phi_{(k l)}=\phi \delta_{k l}, \quad \phi_{[k l]}=-\epsilon_{k l m} \phi_{m} \tag{2.144}
\end{equation*}
$$

where $\epsilon_{k l m}$ is the permutation tensor. After substitution, we get:

$$
\begin{align*}
\sigma_{k l} & =\left[(\lambda+\tau+\eta) u_{m, m}+(3 \eta+\kappa+\nu) \phi\right] \delta_{k l}+(2 \mu+2 \sigma+\kappa) u_{k, l} \\
& +\nu u_{l, k}+(\nu-\kappa) \epsilon_{k l m} \phi_{m} \tag{2.145}
\end{align*}
$$

By equaling $3 \eta+\kappa+\nu=0$, we have the passage to the micropolar case. It also can be obtained from equation (2.144) by setting $\phi=0$. Eringen (1999) gave the constitutive equation for the higher order couple stress tensor $m_{k l m}$ associated with the its strain tensor $\gamma_{k l m}=\phi_{k l, m}$ in terms of its symmetric and antisymmetic components. The symmetric and antisymmetic part of the higher order stress tensor $m_{k l m}$ are expressed below. These are different than that of Eringen (1999) by a factor -1 due to our strain tensor definition $\gamma_{k l m}=-\phi_{k l, m}$.

$$
\begin{align*}
m_{k(l m)} & =-\left[\left[\left(\tau_{1}+\tau_{2}\right) \phi_{(k r), r}+\tau_{3} \phi_{r r, k}\right] \delta_{l m}\right. \\
& +\left[\frac{1}{2}\left(\tau_{4}+2 \tau_{5}+\tau_{6}\right) \phi_{(l r), r}+\frac{1}{2}\left(\tau_{1}+\tau_{2}\right) \phi_{r r, l}\right] \delta_{k m} \\
& +\left[\frac{1}{2}\left(\tau_{4}+2 \tau_{5}+\tau_{6}\right) \phi_{(m r), r}+\frac{1}{2}\left(\tau_{1}+\tau_{2}\right) \phi_{r r, m}\right] \delta_{k l} \\
& +\left(\tau_{7}+\tau_{10}\right) \phi_{(l m), k}+\frac{1}{2}\left(2 \tau_{8}+\tau_{9}+\tau_{11}\right) \phi_{(k l), m} \\
& +\frac{1}{2}\left(2 \tau_{8}+\tau_{9}+\tau_{11}\right) \phi_{(k m), l}+\frac{1}{2}\left(\tau_{4}-\tau_{6}\right) \phi_{[l r], r} \delta_{k m} \\
& +\left(\tau_{1}-\tau_{2}\right) \phi_{[k r], r} \delta_{l m}+\frac{1}{2}\left(\tau_{4}-\tau_{6}\right) \phi_{[m r], r} \delta_{k l} \\
& \left.+\frac{1}{2}\left(\tau_{11}-\tau_{9}\right)\left(\phi_{[k l], m}+\phi_{[k m], l}\right)\right] \tag{2.146}
\end{align*}
$$

and

$$
\begin{align*}
m_{k[l m]} & =-\left[\frac{1}{2}\left[\left(\tau_{4}-\tau_{6}\right) \phi_{(l r), r}+\left(\tau_{1}-\tau_{2}\right) \phi_{r r, l}\right] \delta_{k m}\right. \\
& -\frac{1}{2}\left[\left(\tau_{4}-\tau_{6}\right) \phi_{(m r), r}+\left(\tau_{1}-\tau_{2}\right) \phi_{r r, m}\right] \delta_{l k} \\
& +\frac{1}{2}\left(\tau_{11}-\tau_{9}\right) \phi_{(k m), l}-\frac{1}{2}\left(\tau_{11}-\tau_{9}\right) \phi_{(k l), m} \\
& +\frac{1}{2}\left(\tau_{4}-2 \tau_{5}+\tau_{6}\right) \phi_{[l r], r} \delta_{k m}-\frac{1}{2}\left(\tau_{4}-2 \tau_{5}+\tau_{6}\right) \phi_{[m r], r} \delta_{k l} \\
& +\frac{1}{2}\left(2 \tau_{8}-\tau_{9}-\tau_{11}\right) \phi_{[k l], m}-\frac{1}{2}\left(2 \tau_{8}-\tau_{9}-\tau_{11}\right) \phi_{[k m], l} \\
& \left.+\left(\tau_{7}-\tau_{10}\right) \phi_{[l m], k}\right] \tag{2.147}
\end{align*}
$$

Eringen (1999) decomposed the $m_{k l m}$ for microstretch continua:

$$
\begin{equation*}
m_{k l m}=\frac{1}{3} m_{k} \delta_{l m}-\frac{1}{2} \epsilon_{l m r} m_{k r} \tag{2.148}
\end{equation*}
$$

recalling equation (2.144) with (2.148), it can be reduced to microstretch case as:

$$
\begin{align*}
m_{k} & =m_{k l l}=a_{0} \phi_{, k}-b_{0} \epsilon_{k r j} \phi_{j, r}  \tag{2.149}\\
m_{k l} & =\epsilon_{l m p} m_{k p m}=\alpha \phi_{r, r} \delta_{k l}+\beta \phi_{k, l}+\gamma \phi_{l, k}+\alpha_{0} \epsilon_{k l p} \phi_{, p} \tag{2.150}
\end{align*}
$$

where

$$
\begin{align*}
& a_{0}=-\left(6 \tau_{6}+6 \tau_{2}+9 \tau_{3}+\tau_{4}+2 \tau_{5}+\tau_{6}+3 \tau_{7}+2 \tau_{8}+\tau_{9}+3 \tau_{10}+\tau_{11}\right)  \tag{2.151}\\
& b_{0}=-\left(3 \tau_{1}-3 \tau_{2}+\tau_{4}-\tau_{6}-\tau_{9}+\tau_{11}\right)  \tag{2.152}\\
& \alpha_{0}=-\left(-3 \tau_{1}+3 \tau_{2}-\tau_{4}-\tau_{6}+\tau_{9}-\tau_{11}\right) \tag{2.153}
\end{align*}
$$

where

$$
\begin{aligned}
& \alpha=2 \tau_{8}-\tau_{9}-\tau_{11}, \quad \beta=-\tau_{4}+2 \tau_{5}-\tau_{6} \\
& \gamma=\tau_{4}-2 \tau_{5}+\tau_{6}+2 \tau_{7}-2 \tau_{8}+\tau_{9}-2 \tau_{10}+\tau_{11}
\end{aligned}
$$

by setting $a_{0}=0, b_{0}=0$, and $\alpha_{0}=0$, micropolar material moduli will be obtained.

## Chapter 3

## Finite Strain Micromorphic Elastoplasticity

In this chapter, we present the finite strain micromorphic elastoplasticity formulation originally proposed by Regueiro (2009, 2010). It is extension of micromorphic finite strain elasticity theory proposed by Eringen and Suhubi (1964); Suhubi and Eringen (1964); Eringen (1999) to elasto-plasticity with Drucker-Prager plasticity model. The chapter starts with the kinematics of elasto-plastic formulation such as decomposition of deformation gradient tensor $\boldsymbol{F}$, and micro-deformation tensor $\boldsymbol{\chi}$ assuming the existence of intermediate configuration. Then, we present Clausius-Duhem inequality and its reduced form which is used to attain the plastic evolution equations as well as constitutive equations on intermediate configuration. We conclude this chapter with the mapping of constitutive equations to the current configuration and numerical time integration scheme in conjunction with the yield function assumptions of pressure-sensitive plasticity formulation for the macro-scale plasticity, micro-scale plasticity and micro-scale gradient plasticity.

### 3.1 Kinematics Based on Multiplicative Decomposition of Deformation Gradient and Micro-deformation Tensor

Some materials may present elastic behavior which simply implies that after the deformation if the body is freed from stresses, it will return the its initial undeformed configuration. Contrarily, many materials which have practical use such as metals may behave inelastically (plastically) under large loads which indicates that permanent deformations will
remain in the body after it is relieved from stresses. If a body is deformed plastically, after cutting out the forces and relieving all the stresses in the body, it will reach a new unloaded configuration, and the motion between the last loaded configuration and this configuration may be described as elastic unloading. This configuration is free of forces and called intermediate configuration (Lubliner (1990); Bonet and Wood (1997)). The approach of introducing of the intermediate configuration is based on the works by Kondo (1952); Bilby et al. (1955); Kröner (1960); E.H. Lee and D.T. Liu (1967); Lee (1969). In general, to incorporate the plasticity within finite strain theory, the deformation gradient tensor is decomposed into its elastic and plastic parts on intermediate configuration in which constitutive equations are formulated. Intermediate configuration can be accepted as a elastically-unloaded reference configuration for current configuration such that elastic deformations govern between the intermediate configuration $\overline{\mathcal{B}}$ and current configuration $\mathcal{B}$ while the plastic deformations govern between reference configuration $\mathcal{B}_{0}$ and intermediate configuration $\overline{\mathcal{B}}$. Therefore, the mapping of a differential line, $d x_{k}$, in current configuration into the intermediate configuration may be described as $d x_{k}=F_{k \bar{K}}^{e} d \bar{X}_{\bar{K}}$ while same reasoning holds for a differential line, $d X_{K}$, in reference configuration to the intermediate configuration as $d X_{K}=F_{K \bar{K}}^{p} d \bar{X}_{\bar{K}}$. Note that all the expressions with a bar on top are associated with the intermediate configuration. In this section, we present a similar approach for a micromorphic continuum kinematics considering the multiplicative decomposition of deformation gradient tensor and micro-deformation tensor in conjunction with the elasto-plastic formulation which was originally proposed by Regueiro (2009); ?.

For a micromorphic continuum, the mapping of the macro element and micro element also multiplicative decomposition of the deformation gradient and microdeformation tensor is illustrated in the figure 1.6. The position vector of a micro element in current configuration, $x_{k}^{\prime}$, was expressed in equation (1.29). If we take the partial derivative of $x_{k}^{\prime}$ with respect to the reference micro-element position vector $X_{K}^{\prime}$ by using chain rule, we get the micro-
deformation gradient tensor $F_{k K}^{\prime}$ as (?):

$$
\begin{equation*}
F_{k K}^{\prime}=\frac{\partial x_{k}^{\prime}}{\partial X_{K}^{\prime}}=\frac{\partial x_{k}^{\prime}}{\partial X_{L}} \frac{\partial X_{L}}{\partial X_{K}^{\prime}} \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial x_{k}^{\prime}}{\partial X_{K}}=\frac{\partial x_{k}(\boldsymbol{X}, t)}{\partial X_{K}}+\frac{\partial \chi_{k L}(\boldsymbol{X}, t)}{\partial X_{K}} \Xi_{L}+\chi_{k L} \frac{\partial \Xi_{L}}{\partial X_{K}} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{gather*}
X_{K}^{\prime}=X_{K}+\Xi_{K} \\
\frac{\partial X_{K}^{\prime}}{\partial X_{L}}=\delta_{K L}+\frac{\partial \Xi_{K}}{\partial X_{L}}  \tag{3.3}\\
\frac{\partial X_{L}}{\partial X_{K}^{\prime}}=\left(\delta_{K L}+\frac{\partial \Xi_{K}}{\partial X_{L}}\right)^{-1} \Rightarrow\left(\delta_{K L}+\frac{\partial \Xi_{K}}{\partial X_{L}}\right)^{-1} \approx\left(\delta_{K L}-\frac{\partial \Xi_{K}}{\partial X_{L}}\right) \tag{3.4}
\end{gather*}
$$

also the assumption of small gradient of micro-structure over the volume, $\left\|\frac{\partial \Xi_{K}}{\partial X_{L}}\right\| \ll 1$, indicates that the quadratic terms can be ignored as:

$$
\begin{equation*}
\left(\frac{\partial \Xi_{K}}{\partial X_{L}}\right)^{2} \approx 0 \tag{3.5}
\end{equation*}
$$

Then, the micro-element deformation gradient tensor given in equation (3.1) can be rewritten as

$$
\begin{equation*}
{F^{\prime}}_{k K}=F_{k \bar{K}}+\frac{\partial \chi_{k L}}{\partial X_{K}} \Xi_{L}+\left(\chi_{k A}-F_{k A}-\frac{\partial \chi_{k M}}{\partial X_{A}} \Xi_{M}\right) \frac{\partial \Xi_{A}}{\partial X_{K}} \tag{3.6}
\end{equation*}
$$

Similar to the deformation gradient tensor $F_{k K}$ of macro-element, the micro-element deformation gradient $F_{k K}^{\prime}$ maps the micro-element differential line segments $d x_{k}^{\prime}=F_{k K}^{\prime} d X_{L}^{\prime}$. If the micro-element Jacobian of deformation is defined as $J^{\prime}=\operatorname{det} \boldsymbol{F}^{\prime}$, the micro-volume element in current configuration is related to micro-volume in reference configuration as $d v^{\prime}=J^{\prime} d V^{\prime}$. Regueiro (2010) proposed that that micro-element deformation gradient tensor can be different than deformation gradient tensor, however, the constitutive equations formulated at intermediate configuration will not require the determination of $F_{k K}^{\prime}$ because they are involved in mapping of the stress tensors at micro level in the integral definitions. But, macro
level stress mappings are done by deformation gradient tensor. This is seen explicitly in equations (3.23), (3.25), and previously (2.91).

Multiplicative decomposition of the deformation gradient tensor (Lee (1969)) and micro-deformation tensor (Sansour (1998); Forest and Sievert (2003, 2006); Regueiro (2010)) gives

$$
\begin{align*}
\boldsymbol{F}=\boldsymbol{F}^{e} \boldsymbol{F}^{p} \quad, \quad \chi=\chi^{e} \chi^{p} \\
F_{k K}=F_{k \bar{K}}^{e} F_{\bar{K} K}^{p} \quad, \quad \chi_{k K}=\chi_{k \bar{K}}^{e} \chi_{\bar{K} K}^{p} \tag{3.7}
\end{align*}
$$

The velocity gradient $v_{l, k}=\dot{F}_{l L} F_{L k}^{-1}$ and the micro-gyration tensor $\nu_{l k}=\dot{\chi}_{l L} \chi_{L k}^{-1}$ can be also decomposed in to elastic and plastic part as

$$
\begin{align*}
\ell & =\dot{\boldsymbol{F}}^{e}\left(\boldsymbol{F}^{e-1}\right)+\boldsymbol{F}^{e} \overline{\boldsymbol{L}}^{p}\left(\boldsymbol{F}^{e-1}\right)=\boldsymbol{\ell}^{e}+\boldsymbol{\ell}^{p} \\
v_{l, k} & =\dot{F}_{l \bar{A}}^{e}\left(F^{e-1}\right)_{\bar{A} k}+F^{e}{ }_{l \bar{B}} \bar{L}_{\bar{B} \bar{C}}^{p}\left(F^{e-1}\right)_{\bar{C} k}=\ell^{e}{ }_{l k}+\ell^{p}{ }_{l k} \tag{3.8}
\end{align*}
$$

and

$$
\begin{align*}
\boldsymbol{\nu} & =\dot{\chi}^{e}\left(\boldsymbol{\chi}^{e-1}\right)+\chi^{e} \overline{\boldsymbol{L}}^{\chi, p}\left(\boldsymbol{\chi}^{e-1}\right)=\boldsymbol{\nu}^{e}+\boldsymbol{\nu}^{p} \\
\nu_{l k} & =\dot{\chi}_{l \bar{A}}^{e}\left(\chi^{e-1}\right)_{\bar{A} k}+\chi^{e}{ }_{l \bar{B}} \bar{L}_{\bar{B} \bar{C}}^{\chi, p}\left(\chi^{e-1}\right)_{\bar{C} k}=\nu^{e}{ }_{l k}+\nu^{p}{ }_{l k} \tag{3.9}
\end{align*}
$$

where

$$
\begin{array}{rll}
\overline{\boldsymbol{L}}^{p}=\dot{\boldsymbol{F}}^{p}\left(\boldsymbol{F}^{p-1}\right) & , & \overline{\boldsymbol{L}}^{\chi, p}=\dot{\chi}^{p}\left(\boldsymbol{\chi}^{p-1}\right) \\
\bar{L}_{\bar{B} \bar{C}}^{p}=\dot{F}_{\bar{B} K}^{p}\left(F^{p-1}\right)_{K \bar{C}} & , & \bar{L}_{\bar{B} \bar{C}}^{\chi, p}=\dot{\chi}_{\bar{B} K}^{p}\left(\chi^{p-1}\right)_{K \bar{C}} \tag{3.10}
\end{array}
$$

The gradient of the micro-gyration tensor can be also split into elastic and plastic part as follows

$$
\begin{align*}
\boldsymbol{\nabla} \boldsymbol{\nu} & =\boldsymbol{\nabla} \boldsymbol{\nu}^{e}+\boldsymbol{\nabla} \boldsymbol{\nu}^{p} \\
\nu_{l m, k} & =\nu^{e}{ }_{l m, k}+\nu^{p}{ }_{l m, k} \tag{3.11}
\end{align*}
$$

where

$$
\begin{align*}
\nu_{l m, k}^{e} & =\dot{\chi}_{l \bar{A}, k}^{e} \chi_{\bar{A} m}^{e-1}-\nu_{l n}^{e} \chi_{n \bar{D}, k}^{e} \chi_{\bar{D} m}^{e-1}  \tag{3.12}\\
\nu_{l m, k}^{p} & =\left(\chi_{l \bar{C}, k}^{e} \dot{\chi}_{\bar{C} A}^{p}+\chi_{l \bar{E}}^{e} \dot{\chi}_{\bar{E} A, k}^{p}-\chi_{l \bar{F}}^{e} \bar{L} \bar{L}_{\bar{F} \bar{G}}^{\chi, p} \chi_{\bar{G} A, k}^{p}\right) \chi_{A m}^{-1}-\nu_{l a}^{p} \chi_{\bar{A}, k}^{e} \chi_{\bar{A} m}^{e-1} \tag{3.13}
\end{align*}
$$

The macro differential volume in reference configuration maps to current configuration as

$$
\begin{equation*}
d v=J d V=J^{e} J^{p} d V=J^{e} d \bar{V} \tag{3.14}
\end{equation*}
$$

similarly, the micro-element differential volume maps as

$$
\begin{equation*}
d v^{\prime}=J^{\prime} d V^{\prime}=J^{e \prime} J^{p \prime} d V^{\prime}=J^{e l} d \bar{V}^{\prime} \tag{3.15}
\end{equation*}
$$

where $J^{e \prime}=\operatorname{det} \boldsymbol{F}^{e \prime}, J^{p \prime}=\operatorname{det} \boldsymbol{F}^{p \prime}, J^{e}=\operatorname{det} \boldsymbol{F}^{e}$, and $J^{p}=\operatorname{det} \boldsymbol{F}^{p}$. Mass conservation rule gives the relations among the mass densities as:

$$
\begin{align*}
& \rho_{0}=\rho J=\rho J^{e} J^{p}=\bar{\rho} J^{p}  \tag{3.16}\\
& \rho_{0}^{\prime}=\rho^{\prime} J^{\prime}=\rho^{\prime} J^{e \prime} J^{p \prime}=\bar{\rho}^{\prime} J^{p \prime} \tag{3.17}
\end{align*}
$$

where $\bar{\rho}^{\prime}$ is the mass density of micro-element at intermediate configuration, $\bar{\rho}$ is the mass density of the macro-element at intermediate configuration. The volume averaging of microelement densities over the macro-element can be expressed as similar to equation (1.24) in the intermediate configuration as

$$
\begin{equation*}
\bar{\rho} d \bar{V} \stackrel{\text { def }}{=} \int_{d \bar{V}} \bar{\rho}^{\prime} d \bar{V}^{\prime} \tag{3.18}
\end{equation*}
$$

Giving the kinematics of elasto-plastic formulation and associated decompositions of the deformation tensors at intermediate configurations, the Clausius-Duhem inequality may be applied to derive the constitutive equations at intermediate configuration and plastic evolution equations. Hence, the next section focus on the expression of the Clausius-Duhem inequality in intermediate configuration.

### 3.2 Clausius-Duhem Inequality in Intermediate Configuration

The Clausius-Duhem inequality in current configuration and its form in the reference configuration were expressed in equations, respectively, (2.83) and (2.85) for a linear isotropic elastic micromorphic continuum. Following the same approach, we apply the Piola transform to map stresses and $q_{k}$ from current configuration $\mathcal{B}$ to the intermediate configuration $\overline{\mathcal{B}}$ which results in similar mappings to those given in equations (2.87), (2.87), and (2.89). Besides, we apply a volume averaging approach assumption for the higher order couple stress tensor as given in the previous chapter to obtain the Clausius-Duhem inequality in intermediate configuration such that

$$
\begin{align*}
\sigma_{l k} & =\frac{1}{J^{e}} F_{l \bar{L}}^{e} \bar{S}_{\bar{K} \bar{L}} F_{k \bar{K}}^{e}  \tag{3.19}\\
s_{l k} & =\frac{1}{J^{e}} F_{l \bar{L}}^{e} \bar{\Sigma}_{\bar{K} \bar{L}} F_{k \bar{K}}^{e}  \tag{3.20}\\
m_{k l m} & =\frac{1}{J^{e}} F_{k \bar{K}}^{e} F_{l \bar{L}}^{e} \bar{M}_{\bar{K} \bar{L} \bar{M}} \chi_{m \bar{M}}^{e} \tag{3.21}
\end{align*}
$$

where

$$
\begin{align*}
& s_{k l} d v=\int_{d v} \sigma_{k l}^{\prime} d v^{\prime}=\int_{d \bar{V}} \frac{1}{\bar{J} e} F_{l \bar{L}}^{\prime e} F_{k \bar{K}}^{\prime e} \bar{\Sigma}_{\bar{K} \bar{L}}^{\prime} d \bar{V}^{\prime}=F_{l \bar{L}}^{e} F_{k \bar{K}}^{e} \bar{\Sigma}_{\bar{K} \bar{L}} d \bar{V}  \tag{3.22}\\
& \bar{\Sigma}_{\bar{K} \bar{L}} d \bar{V} \stackrel{\text { def }}{=} F_{\bar{K} k}^{e-1} F_{\bar{L} l}^{e-1} \int_{d \bar{V}} F_{l \bar{J}}^{\prime e} F_{k \bar{I}}^{\prime e} \overline{\bar{I}}_{\bar{I} \bar{J}}^{\prime} d \bar{V}^{\prime}  \tag{3.23}\\
& m_{k l m} d v \stackrel{\text { def }}{=} \int_{d v} \sigma_{k l}^{\prime} \xi_{m} d v^{\prime}=\int_{d \bar{V}} \frac{1}{J^{\prime e}} F_{k \bar{K}}^{\prime e} F_{l \bar{L}}^{\prime e} S_{\bar{K} \bar{L}}^{\prime} \Xi_{\bar{M}} \chi_{m \bar{M}}^{e} J^{\prime e} d \bar{V}^{\prime} \\
&=F_{k \bar{K}}^{e} F_{l \bar{L}}^{e} \bar{M}_{\bar{K} \bar{L} \bar{M}} \chi_{m \bar{M}}^{e} d \bar{V}  \tag{3.24}\\
& m_{k l m} d v=m_{k l m} J^{e} d \bar{V}=F_{k \bar{K}}^{e} F_{l \bar{L}}^{e} \bar{M}_{\bar{K} \bar{L} \bar{M}} \chi_{m \bar{M}}^{e} d \bar{V} \\
& \Rightarrow m_{k l m}=\frac{1}{J e} F_{k \bar{K}}^{e} F_{l \bar{L}}^{e} \bar{M}_{\bar{K} \bar{L} \bar{M}} \chi_{m \bar{M}}^{e} \\
& \bar{M}_{\bar{K} \bar{L} \bar{M}} \stackrel{\text { def }}{=} F_{\overline{\bar{K} k}}^{e-1} F_{\overline{L l}}^{e-1} \chi_{\bar{M} m}^{e-1} \int_{d \bar{V}} F_{k \bar{I}}^{e} F_{l \bar{J}}^{e} S_{\bar{I} \bar{J}}^{\prime} \Xi_{\bar{A}} \chi_{m \bar{A}}^{e} d \bar{V}^{\prime} \\
& \bar{M}_{\bar{K} \bar{L} \bar{M}} \stackrel{\text { def }}{=} F_{\overline{\bar{K} k}}^{e-1} F_{\bar{L} l}^{e-1} \int_{d \bar{V}} F_{k \bar{I}}^{e} F_{l \bar{J}}^{e} S_{\bar{I} \bar{J}}^{\prime} \Xi_{\bar{M}} d \bar{V}^{\prime} \tag{3.25}
\end{align*}
$$

and the Clausius-Duhem inequality in intermediate configuration takes the form

$$
\begin{align*}
& \int_{\overline{\mathcal{B}}}\left(-\bar{\rho}(\dot{\bar{\psi}}+\bar{\eta} \dot{\theta})+J^{e} \sigma_{k l}\left(\nu_{l, k}-v_{l k}\right)\right. \\
& \left.+J^{e} s_{k l} v_{l k}+J^{e} \nu_{l m, k} m_{k l m}+J^{e} \frac{1}{\theta} \bar{Q}_{\bar{K}} \theta_{, \bar{K}}\right) d \bar{V} \geq 0 \tag{3.26}
\end{align*}
$$

The heat flux term in the Clausius-Duhem inequality can be obtained as follows: Remember the heat flux term in current configuration

$$
\begin{equation*}
\int_{d a} \frac{1}{\theta} q_{k}^{\prime} n_{k}^{\prime} d a^{\prime}=\int_{d \bar{A}} \overline{1} \frac{1}{\theta} \underbrace{\left(q_{k}^{\prime} J^{\prime e} F_{\bar{K} k}^{\prime e-1}\right)}_{\bar{Q}_{\bar{K}}^{\prime}} \bar{N}_{\bar{K}}^{\prime} d \bar{A}^{\prime}=\int_{d \bar{A}} \frac{1}{\theta} \bar{Q}_{\bar{K}}^{\prime} \bar{N}_{\bar{K}}^{\prime} d \bar{A}^{\prime} \tag{3.27}
\end{equation*}
$$

Note that Nanson's formula $n_{k}^{\prime} d a^{\prime}=J F_{K k}^{\prime e-1} \bar{N}_{\bar{K}}^{\prime} d \bar{A}$ was applied in equation above to relate the areas in current configuration and intermediate configuration that gives the Piola transform of the flux over the micro-element as $q_{k}^{\prime}=\frac{1}{J^{\prime e}} F_{k \bar{K}}^{\prime e} \bar{Q}_{\bar{K}}$. Then, flux term over the macro-volume may be expressed as:

$$
\begin{equation*}
\int_{d \bar{V}}\left(\frac{\bar{Q}_{\bar{K}}^{\prime}}{\theta}\right)_{, \bar{K}} d \bar{V}^{\prime} \stackrel{\text { def }}{=}\left(\frac{\bar{Q}_{\bar{K}}}{\theta}\right)_{, \bar{K}} d \bar{V} \tag{3.28}
\end{equation*}
$$

The local form of the Clausius-Duhem equation at intermediate configuration

$$
\begin{equation*}
-\bar{\rho}(\dot{\bar{\psi}}+\bar{\eta} \dot{\theta})+J^{e} \sigma_{k l}\left(\nu_{l, k}-v_{l k}\right)+J^{e} s_{k l} v_{l k}+J^{e} \nu_{l m, k} m_{k l m}+J^{e} \frac{1}{\theta} \bar{Q}_{\bar{K}} \theta_{, \bar{K}} \geq 0 \tag{3.29}
\end{equation*}
$$

and its reduced form for isothermal and homogenous temperature problems is

$$
\begin{equation*}
-\bar{\rho} \dot{\bar{\psi}}+J^{e} \sigma_{k l}\left(\nu_{l, k}-v_{l k}\right)+J^{e} s_{k l} v_{l k}+J^{e} \nu_{l m, k} m_{k l m} \geq 0 \tag{3.30}
\end{equation*}
$$

Using the decompositions expressed in equations (3.8), (3.9), (3.12), and (3.13), the stress power terms in equation (3.26) can be expressed in terms of elastic and plastic parts as:

$$
\begin{align*}
J^{e} \sigma_{l k} v_{l, k} & =F_{l \bar{L}}^{e} \bar{S}_{\bar{K} \bar{L}} F_{k \bar{K}}^{e}\left(\dot{F}_{l \bar{A}}^{e}\left(F^{e-1}\right)_{\bar{A} k}+F_{l \bar{B}}^{e} \bar{L}_{\bar{B} \bar{C}}^{p}\left(F^{e-1}\right)_{\bar{C} k}\right) \\
J^{e} \sigma_{k l} v_{l, k} & =\underbrace{\bar{S}_{\bar{K} \bar{L}} F_{l \bar{L}}^{e} \dot{\bar{K}}_{l \bar{K}}^{e}}_{\text {elastic }}+\underbrace{\bar{S}_{\bar{K} \bar{L}} \bar{C}_{\bar{L} \bar{B}}^{e} \bar{L}_{\bar{B} \bar{K}}^{p}}_{\text {plastic }} \tag{3.31}
\end{align*}
$$

$$
\begin{align*}
J^{e} \sigma_{k l} \nu_{l k} & =F_{l \bar{L}}^{e} \bar{S}_{\bar{K} \bar{L}} F_{k \bar{K}}^{e}\left(\nu_{l k}^{e}+\chi^{e}{ }_{l \bar{B}} \bar{L}_{\bar{B} \bar{C}}^{\chi, p}\left(\chi^{e-1}\right)_{\bar{C} k}\right) \\
J^{e} \sigma_{k l} \nu_{l k} & =F_{l \bar{L}}^{e} \bar{S}_{\bar{K} \bar{L}} F_{k \bar{K}}^{e} \nu_{l k}^{e}+\bar{S}_{\bar{K} \bar{L}} F_{l \bar{L}}^{e} \chi_{l \bar{E}}^{e} \bar{L}_{\bar{E} \bar{F}}^{\chi, p}\left(\chi^{e-1}\right)_{\bar{F} k} F_{k \bar{K}}^{e} \\
J^{e} \sigma_{k l} \nu_{l k} & =\underbrace{F_{l \bar{L}}^{e} \bar{S}_{\bar{K} \bar{L}} F_{k \bar{K}}^{e} \nu_{l k}^{e}}_{\text {elastic }}+\underbrace{\bar{S}_{\bar{K} \bar{L}} \bar{\Psi}_{\bar{L} \bar{E}}^{e} \bar{L}_{\bar{E} \bar{F}}^{\chi, p}\left(\chi^{e-1}\right)_{\bar{F} k} F_{k \bar{K}}^{e}}_{\text {plastic }} \tag{3.32}
\end{align*}
$$

$$
J^{e} s_{k l} \nu_{l k}=F_{l \bar{L}}^{e} \bar{\Sigma}_{\bar{K} \bar{L}} F_{k \bar{K}}^{e}\left(\nu_{l k}^{e}+\chi_{l \bar{B}}^{e} \bar{L}_{\bar{B} \bar{C}}^{\chi, p}\left(\chi^{e-1}\right)_{\bar{C} k}\right)
$$

$$
\begin{equation*}
J^{e} s_{k l} \nu_{l k}=\underbrace{F_{l \bar{L}}^{e} \Sigma_{\bar{K} \bar{L}} F_{k \bar{K}}^{e} \nu_{l k}^{e}}_{\text {elastic }}+\underbrace{\bar{\Sigma}_{\bar{K} \bar{L}} \bar{\Psi}_{\bar{L} \bar{E}}^{e} \bar{L}_{\bar{E} \bar{F}}^{\chi, p}\left(\chi^{e-1}\right)_{\bar{F} k} F_{k \bar{K}}^{e}}_{\text {plastic }} \tag{3.33}
\end{equation*}
$$

$$
\begin{align*}
J^{e} \nu_{l m, k} m_{k l m}= & F_{k \bar{K}}^{e} F_{l \bar{L}}^{e} \bar{M}_{\bar{K} \bar{L} \bar{M}} \chi_{m \bar{M}}^{e}\left(\dot{\chi}_{l \bar{A}, k}^{e} \chi_{\overline{A m}}^{e-1}-\nu_{l n}^{e} \chi_{n \bar{D}, k}^{e} \chi_{\bar{D} m}^{e-1}\right) \\
& +F_{k \bar{K}}^{e} F_{l \bar{L}}^{e} \bar{M}_{\bar{K} \bar{L} \bar{M}} \chi_{m \bar{M}}^{e}\left(\left(\chi_{l \bar{C}, k}^{e} \dot{\chi}_{\bar{C} A}^{p}+\chi_{l \bar{E}}^{e} \dot{\chi}_{\bar{E} A, k}^{p}-\chi_{l \bar{F}}^{e} \bar{L} \bar{L}_{\bar{F} \bar{G}}^{\chi, p} \chi_{\bar{G} A, k}^{p}\right) \chi_{A m}^{-1}\right. \\
& \left.-\nu_{l a}^{p} \chi_{\bar{A}, k}^{e} \chi_{\bar{A} m}^{e-1}\right) \\
J^{e} \nu_{l m, k} m_{k l m}= & \left.\bar{M}_{\bar{K} \bar{L} \bar{M}} F_{l \bar{L}}^{e}\left(\dot{\chi}_{l \bar{M}, \bar{K}}^{e}-\nu_{l n}^{e} \chi_{n \bar{M}, \bar{K}}^{e}\right)\right\} \text { elastic } \\
& +\bar{M}_{\bar{K} \bar{L} \bar{M}} F_{l \bar{L}}^{e}\left(-\nu_{l n}^{p} \chi_{n \bar{M}, \bar{K}}^{e}+\left[\chi_{l \bar{C}, \bar{K}}^{e} \dot{\chi}_{\bar{C} \bar{A}}^{p}+\chi_{l \bar{D} \bar{\chi}}^{e} \dot{\chi}_{\bar{D} \bar{A}, \bar{K}}^{p}\right.\right.  \tag{3.34}\\
& \left.-\chi_{l \bar{B}}^{e} \bar{L}_{\bar{B} \bar{E}, p}^{\left.\left.\chi, \chi_{\bar{E} A, \bar{K}}^{p}\right] \chi_{A \bar{M}}^{p-1}\right)}\right\} \text { plastic }
\end{align*}
$$

Note that deformation measures for micromorphic elastic solids were expressed in equation (1.36). We give the same deformation measures for the intermediate configuration as:

$$
\begin{equation*}
\bar{C}_{\bar{K} \bar{L}}^{e}=F_{k \bar{K}}^{e} F_{k \bar{L}}^{e}, \bar{\Psi}_{\bar{k} \bar{L}}^{e}=F_{k \bar{K}}^{e} \chi_{k \bar{L}}^{e}, \bar{\Gamma}_{\bar{K} \bar{L} \bar{M}}=F_{k \bar{K}}^{e} \chi_{k \bar{L}, \bar{M}}^{e} \tag{3.35}
\end{equation*}
$$

We chose a Helmholtz Free Energy function form similar to that of given in the section 2.3 (Eringen and Suhubi (1964); Regueiro (2010))

$$
\begin{equation*}
\bar{\rho} \bar{\psi}=\bar{\rho} \bar{\psi}\left(F_{k \bar{K}}^{e}, \chi_{k \bar{K}}^{e}, \chi_{k \bar{K}, \bar{M}}^{e}, \bar{Z}_{\bar{K}}, \bar{Z}_{\bar{K}}^{\chi}, \bar{Z}_{\bar{K}, L}^{\chi}\right) \tag{3.36}
\end{equation*}
$$

where $\bar{Z}_{\bar{K}}, \bar{Z}_{\bar{K}}^{\chi}$, and $\bar{Z}_{\bar{K}, L}^{\chi}$ are a vector of macro-strain-like ISVs, a vector of micro-strain-like ISVs, and derivative of micro-strain-like ISVs respectively in the intermediate configuration
$\overline{\mathcal{B}}$. The material time derivative of Helmholtz free energy in $\overline{\mathcal{B}}$.

$$
\begin{align*}
\frac{D(\bar{\rho} \bar{\psi})}{D t} & =\frac{\partial \bar{\rho} \bar{\psi}}{\partial F_{k \bar{K}}^{e}} \dot{F}_{k \bar{K}}^{e}+\frac{\partial \bar{\rho} \bar{\psi}}{\partial \chi_{k \bar{K}}^{e}} \dot{\chi}_{k \bar{K}}^{e}+\frac{\partial \bar{\rho} \bar{\psi}}{\partial \chi_{k \bar{K}, \bar{M}}^{e}} \frac{D \chi_{k \bar{K}, \bar{M}}^{e}}{D t} \\
& +\frac{\partial \bar{\rho} \bar{\psi}}{\partial \bar{Z}_{\bar{K}}} \dot{\bar{Z}}_{\bar{K}}+\frac{\partial \bar{\rho} \bar{\psi}}{\partial \bar{Z}_{\bar{K}}^{\chi}} \dot{\bar{Z}}_{\bar{K}}^{\chi}+\frac{\partial \bar{\rho} \bar{\psi}}{\partial \bar{Z}_{\bar{K}, \bar{M}}^{\chi}} \frac{D \bar{Z}_{\bar{K}, \bar{M}}^{\chi}}{D t}+\frac{\partial \bar{\rho} \bar{\psi}}{\partial \theta} \dot{\theta} \tag{3.37}
\end{align*}
$$

The left hand side of the equation above can be also expressed as:

$$
\begin{equation*}
\frac{D(\bar{\rho} \bar{\psi})}{D t}=\dot{\bar{\rho}} \bar{\psi}+\bar{\rho} \dot{\bar{\psi}} \tag{3.38}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho_{0}=J^{p} \bar{\rho} \Rightarrow \dot{\bar{\rho}}=\frac{D\left(\rho_{0} / J^{p}\right)}{D t}=-\rho_{0} \frac{\dot{J}^{p}}{\left(J^{p}\right)^{2}}=-\bar{\rho} \frac{\dot{J}^{p}}{J^{p}} \tag{3.39}
\end{equation*}
$$

Then, equation (3.38) can be rewritten as:

$$
\begin{equation*}
\frac{D(\bar{\rho} \bar{\psi})}{D t}=-\bar{\rho} \bar{\psi} \frac{j^{p}}{J^{p}}+\bar{\rho} \dot{\bar{\psi}} \tag{3.40}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\bar{\rho} \dot{\bar{\psi}}=\bar{\rho} \bar{\psi} \frac{\dot{J}^{p}}{J^{p}}+\frac{D(\bar{\rho} \bar{\psi})}{D t} \tag{3.41}
\end{equation*}
$$

Coleman and Noll (1963) argued that plastic strain rate process is independent of the elastic strain rate. If we insert equations (3.41), (3.31), (3.32), (3.33), and (3.34) into the reduced Clausius-Duhem inequality and collect the elastic and plastic terms, from the elastic terms we get;

$$
\begin{align*}
\bar{S}_{\bar{K} \bar{L}} & =\frac{\partial(\bar{\rho} \bar{\psi})}{\partial F_{k \bar{K}}^{e}} F_{\bar{L} k}^{e-1}  \tag{3.42}\\
\bar{\Sigma}_{\bar{K} \bar{L}} & =\frac{\partial(\bar{\rho} \bar{\psi})}{\partial F_{k \bar{K}}^{e}} F_{\bar{L} k}^{e-1}+F_{\bar{K} c}^{e-1} \chi_{c \bar{A}} \frac{\partial(\bar{\rho} \bar{\psi})}{\partial \chi_{a \bar{A}}} F_{\bar{L} a}^{e-1} \\
& +F_{\bar{K} d}^{e-1} \chi_{d \bar{M}, \bar{E}} \frac{\partial(\bar{\rho} \bar{\psi})}{\partial \chi_{f \bar{M}, \bar{E}}} F_{\bar{L} f}^{e-1}  \tag{3.43}\\
\bar{M}_{\bar{K} \bar{L} \bar{M}} & =\frac{\partial(\bar{\rho} \bar{\psi})}{\partial \chi_{k \bar{M}, \bar{K}}} F_{\bar{L} k}^{e-1} \tag{3.44}
\end{align*}
$$

Similiar to what we did in chapter 2 for finite strain micromorphic elasticity, we can chose the Helmholtz free energy function with different set of invariants in intermediate configuration as:

$$
\begin{align*}
& \bar{\psi}\left(\overline{\boldsymbol{C}}^{e}, \overline{\boldsymbol{\Psi}}^{e}, \overline{\boldsymbol{\Gamma}}^{e}, \overline{\boldsymbol{Z}}, \overline{\boldsymbol{Z}}^{\chi}, \overline{\boldsymbol{\nabla}}^{\chi}, \theta\right) \\
& \bar{\psi}\left(\bar{C}_{\bar{K} \bar{L}}^{e}, \bar{\Psi}_{\bar{K} \bar{L}}^{e}, \bar{\Gamma}_{\bar{K} \bar{L} \bar{M}}^{e}, \bar{Z}_{\bar{K}}, \bar{Z}_{\bar{K}}^{\chi}, \bar{Z}_{\bar{K}, \bar{L}}^{\chi}, \theta\right) \tag{3.45}
\end{align*}
$$

Then, the constitutive equations can be defined in the intermediate configuration as:

$$
\begin{align*}
\bar{S}_{\bar{K} \bar{L}}= & 2 \bar{\rho} \frac{\partial \bar{\psi}}{\partial \bar{C}_{\bar{K} \bar{L}}^{e}}+\bar{\rho} \frac{\partial \bar{\psi}}{\partial \bar{\Psi}_{\bar{K} \bar{B}}^{e}}\left(\bar{C}^{e-1}\right)_{\bar{L} \bar{A}} \bar{\Psi}_{\bar{A} \bar{B}}^{e} \\
& +\bar{\rho} \frac{\partial \bar{\psi}}{\partial \bar{\Gamma}_{e}^{e} \bar{K} \bar{C}}\left(\bar{C}^{e-1}\right)_{\bar{L} \bar{A}} \bar{\Gamma}_{\bar{A} \bar{B} \bar{C}}^{e}  \tag{3.46}\\
\bar{\Sigma}^{\bar{K} \bar{L}}= & 2 \bar{\rho} \frac{\partial \bar{\psi}}{\partial \bar{C}_{\bar{K} \bar{L}}^{e}}+2 \operatorname{sym}\left[\bar{\rho} \frac{\partial \bar{\psi}}{\partial \bar{\Psi}_{\bar{K} \bar{B}}^{e}}\left(\bar{C}^{e-1}\right)_{\bar{L} \bar{A}} \bar{\Psi}_{\bar{A} \bar{B}}^{e}\right] \\
& +2 \operatorname{sym}\left[\bar{\rho} \frac{\partial \bar{\psi}}{\partial \bar{\Gamma}_{\bar{K} \bar{B} \bar{C}}^{e}}\left(\bar{C}^{e-1}\right)_{\bar{L} \bar{A}} \bar{\Gamma}_{\bar{A} \bar{B} \bar{C}}^{e}\right]  \tag{3.47}\\
\bar{M}^{\bar{K} \bar{L} \bar{M}}= & \bar{\rho} \frac{\partial \bar{\psi}}{\partial \bar{\Gamma}_{\bar{L} \bar{M} \bar{K}}^{e}} \tag{3.48}
\end{align*}
$$

The thermodynamic stress-like conjugates ISVs of $\bar{Z}, \bar{Z}^{\chi}, \bar{Z}^{\nabla, \chi}$ are introduced respectively as:

$$
\begin{equation*}
\bar{Q}_{\bar{K}} \stackrel{\text { def }}{=} \bar{\rho} \frac{\partial \bar{\psi}}{\partial \bar{Z}_{\bar{K}}}, \quad \bar{Q}_{\bar{K}}^{\chi} \stackrel{\text { def }}{=} \bar{\rho} \frac{\partial \bar{\psi}}{\partial \bar{Z}_{\bar{K}}^{\chi}}, \quad\left(\bar{Q}^{\nabla \chi}\right)_{\bar{L} \bar{K}} \stackrel{\text { def }}{=} \bar{\rho} \frac{\partial \bar{\psi}}{\partial \bar{Z}_{\bar{K}, \bar{L}}^{\chi}} \tag{3.49}
\end{equation*}
$$

The remaining terms in the reduced Clausius-Duhem inequality are:

$$
\begin{align*}
& \bar{\rho} \bar{\psi} \frac{j^{p}}{J^{p}}-\bar{Q}_{\bar{K}} \dot{\bar{Z}}_{\bar{K}}-\bar{Q}_{\bar{K}}^{\chi} \dot{\bar{Z}}^{\chi}{ }_{\bar{K}}-\left(\bar{Q}^{\nabla \chi}\right)_{\bar{L} \bar{K}} \frac{D\left(\bar{Z}_{\bar{K}, \bar{L}}^{\chi}\right)}{D t}+\bar{S}_{\bar{K} \bar{L}}\left(\bar{C}_{\bar{L} \bar{B}}^{e} \bar{L}_{\bar{B} \bar{K}}^{p}\right) \\
& +\left(\bar{\Sigma}_{\bar{K} \bar{L}}-\bar{S}_{\bar{K} \bar{L}}\right)\left[\bar{\Psi}_{\bar{L} \bar{E}}^{e} \bar{L}_{\bar{E} \bar{F}}^{\chi, p}\left(\bar{C}^{\chi, e-1}\right)_{\bar{F} \bar{N}} \bar{\Psi}_{\bar{K} \bar{N}}^{e}\right] \\
& +\bar{M}_{\bar{K} \bar{L} \bar{M}}\left\{\bar{\Psi}_{\bar{L} \bar{D}}^{e} \bar{L}_{\bar{D}, \bar{M}, \bar{K}}^{\chi, p}-2 \bar{\Psi}_{\bar{L} \bar{D}}^{e} \operatorname{skw}\left[\bar{L}_{\bar{D} \bar{C}}^{\chi, p}\left(\bar{\Psi}^{e-1}\right)_{\bar{C} \bar{F}} \bar{\Gamma}_{\bar{F} \bar{M} \bar{K}}^{e}\right]\right\} \geq 0 \tag{3.50}
\end{align*}
$$

where the tensor $\overline{\boldsymbol{C}}^{\chi, e-1}$ is defined as $\bar{C}_{\bar{K} \bar{N}}^{\chi, e-1}=\chi_{\bar{K} k}^{e-1} \chi_{\bar{N} k}^{e-1}$.

### 3.3 Constitutive Equations for Simple Elasto-plasticity of Geomaterials

To derive the constitutive equations, quadratic form of Helmhotz free energy function was expressed in the previous chapter for micromorphic finite strain elastic formulation. We assume the same form for the Helmholtz free energy function including quadratic form for energy terms of ISVs as well in intermediate configurations as:

$$
\begin{align*}
\bar{\rho} \bar{\psi} \stackrel{\text { def }}{=} & \frac{1}{2} \bar{E}_{\bar{K} \bar{L}}^{e} \bar{A}_{\bar{K} \bar{L} \bar{M} \bar{N}} \bar{E}_{\bar{M} \bar{N}}^{e}+\frac{1}{2} \overline{\mathcal{E}}_{\bar{K} \bar{L}}^{e} \bar{B}_{\bar{K} \bar{L} \bar{M} \bar{N}} \overline{\mathcal{\varepsilon}}_{\bar{M} \bar{N}}^{e} \\
& +\frac{1}{2} \bar{\Gamma}_{\bar{K} \bar{L} \bar{M}}^{e} \bar{C}_{\bar{K} \bar{L} \bar{M} \bar{N} \bar{P} \bar{Q}} \bar{\Gamma}_{\bar{N} \bar{P} \bar{Q}}^{e}+\frac{1}{2} \bar{E}_{\bar{K} \bar{L}}^{e} \bar{D}_{\bar{K} \bar{L} \bar{M} \bar{N}} \overline{\mathcal{E}}_{\bar{M} \bar{N}}^{e} \\
& +\frac{1}{2} \bar{H} \bar{Z}^{2}+\frac{1}{2} \bar{H}^{\chi}\left(\bar{Z}^{\chi}\right)^{2}+\frac{1}{2} \bar{Z}_{, \bar{K}}^{\chi} \bar{H}^{\nabla \chi} \bar{Z}_{\bar{K}}^{\chi} \tag{3.51}
\end{align*}
$$

similarly the elastic moduli tensors are expressed in the intermediate configuration as

$$
\begin{align*}
\bar{A}_{\bar{K} \bar{L} \bar{M} \bar{N}}= & \lambda \delta_{\bar{K} \bar{L}} \delta_{\bar{M} \bar{N}}+\mu\left(\delta_{\bar{K} \bar{M}} \delta_{\bar{L} \bar{N}}+\delta_{\bar{K} \bar{N}} \delta_{\bar{L} \bar{M}}\right)  \tag{3.52}\\
\bar{B}_{\bar{K} \bar{L} \bar{M} \bar{N}}= & (\eta-\tau) \delta_{\bar{K} \bar{L}} \delta_{\bar{M} \bar{N}}+\kappa \delta_{\bar{K} \bar{M}} \delta_{\bar{L} \bar{N}}+\nu \delta_{\bar{K} \bar{N}} \delta_{\bar{L} \bar{M}} \\
& -\sigma\left(\delta_{\bar{K} \bar{M}} \delta_{\bar{L} \bar{N}}+\delta_{\bar{K} \bar{N}} \delta_{\bar{L} \bar{M}}\right)  \tag{3.53}\\
\bar{C}_{\bar{K} \bar{L} \bar{M} \bar{N} \bar{P} \bar{Q}}= & \tau_{1}\left(\delta_{\bar{K} \bar{L}} \delta_{\bar{M} \bar{N}} \delta_{\bar{P} \bar{Q}}+\delta_{\bar{K} \bar{Q}} \delta_{\bar{L} \bar{M}} \delta_{\bar{N} \bar{P}}\right)+\tau_{2}\left(\delta_{\bar{K} \bar{L}} \delta_{\bar{M} \bar{P}} \delta_{\bar{N} \bar{Q}}+\delta_{\bar{K} \bar{M}} \delta_{\bar{L} \bar{Q}} \delta_{\bar{N} \bar{P} \bar{P}}\right) \\
& +\tau_{3} \delta_{\bar{K} \bar{L}} \delta_{\bar{M} \bar{Q}} \delta_{\bar{N} \bar{P}}+\tau_{4} \delta_{\bar{K} \bar{N}} \delta_{\bar{L} \bar{M}} \delta_{\bar{P} \bar{Q}}+\tau_{5}\left(\delta_{\bar{K} \bar{M}} \delta_{\bar{L} \bar{N}} \delta_{\bar{P} \bar{Q}}+\delta_{\bar{K} \bar{P} \bar{L}} \delta_{\bar{L} \bar{M}} \delta_{\bar{N} \bar{Q}}\right) \\
& +\tau_{6} \delta_{\bar{K} \bar{M}} \delta_{\bar{L} \bar{P}} \delta_{\bar{N} \bar{Q}}+\tau_{7} \delta_{\bar{K} \bar{N}} \delta_{\bar{L} \bar{P}} \delta_{\bar{M} \bar{Q}}+\tau_{8}\left(\delta_{\bar{K} \bar{P}} \delta_{\bar{L} \bar{Q}} \delta_{\bar{M} \bar{N}}+\delta_{\bar{K} \bar{Q} \bar{L} \bar{N}} \delta_{\bar{M} \bar{P} \bar{M}}\right) \\
& +\tau_{9} \delta_{\bar{K} \bar{N}} \delta_{\bar{L} \bar{Q}} \delta_{\bar{M} \bar{P}}+\tau_{10} \delta_{\bar{K} \bar{P}} \delta_{\bar{L} \bar{N}} \delta_{\bar{M} \bar{Q}}+\tau_{11} \delta_{\bar{K} \bar{Q}} \delta_{\bar{L} \bar{P}} \delta_{\bar{M} \bar{N}}  \tag{3.54}\\
\bar{D}_{\bar{K} \bar{L} \bar{M} \bar{N}}= & \tau \delta_{\bar{K} \bar{L}} \delta_{\bar{M} \bar{N}}+\sigma\left(\delta_{\bar{K} \bar{M}} \delta_{\bar{L} \bar{N}}+\delta_{\bar{K} \bar{N}} \delta_{\bar{L} \bar{M}}\right) \tag{3.55}
\end{align*}
$$

Then, the constitutive equations take the form by applying equations (3.46), (3.47), and

$$
\begin{align*}
& \bar{S}_{\bar{K} \bar{L}}=\bar{A}_{\bar{K} \bar{L} \bar{M} \bar{N}} \bar{E}_{\bar{M} \bar{N}}^{e}+\bar{D}_{\bar{K} \bar{B} \bar{M} \bar{N}} \bar{\varepsilon}_{\bar{M} \bar{N}}^{e} \\
& +\left(\bar{D}_{\bar{K} \bar{B} \bar{M} \bar{N}} \bar{E}_{\bar{M} \bar{N}}^{e}+\bar{B}_{\bar{K} \bar{B} \bar{M} \bar{N}} \bar{\varepsilon}_{\bar{M} \bar{N}}^{e}\right)\left[(\bar{C})_{\bar{L} \bar{A}}^{e-1} \bar{\varepsilon}_{\bar{A} \bar{L}}^{e}+\delta_{\bar{L} \bar{L}}\right] \\
& +\bar{C}_{\bar{K} \bar{B} \bar{C} \bar{N} \bar{P} \bar{Q}} \bar{\Gamma}_{\bar{N} \bar{P} \bar{Q}}^{e}\left(\bar{C}^{e-1}\right)_{\bar{L} \bar{Q}} \bar{\Gamma}_{\bar{Q} \bar{B} \bar{C}}^{e}  \tag{3.56}\\
& \bar{\Sigma}_{\bar{K} \bar{L}}=\bar{A}_{\bar{K} \bar{L} \bar{M} \bar{N}} \bar{E}_{\bar{M} \bar{N}}^{e}+\bar{D}^{\bar{K} \bar{B} \bar{M} \bar{N}} \overline{\mathcal{E}}_{\bar{M} \bar{N}}^{e} \\
& +2 \operatorname{sym}\left\{\left(\bar{D}_{\bar{K} \bar{L} \bar{M} \bar{N}} \bar{E}_{\bar{M} \bar{N}}^{e}+\bar{B}_{\bar{K} \bar{B} \bar{M} \bar{N}} \bar{\varepsilon}_{\bar{M} \bar{N}}^{e}\right)\left[\left(\bar{C}^{e-1}\right)_{\bar{L} \bar{A}} \bar{\varepsilon}^{\bar{A} \bar{B}}{ }_{\bar{B}}+\delta_{\bar{L} \bar{B}}\right]\right. \\
& +\bar{C}_{\left.\left.\bar{K} \bar{B} \bar{C} \bar{N} \bar{P} \bar{Q} \bar{\Gamma}^{\bar{N}} e_{\bar{P} \bar{Q}}\left(\bar{C}^{e-1}\right)_{\bar{L} \bar{Q}} \bar{\Gamma}_{\bar{Q}}^{e}{ }_{\bar{B} \bar{C}}\right\},{ }^{e}\right\}}  \tag{3.57}\\
& \bar{M}_{\bar{K} \bar{L} \bar{M}}=\bar{C}_{\bar{K} \bar{L} \bar{M} \bar{N} \bar{P} \bar{Q} \bar{\Gamma}} \bar{\Gamma}_{\bar{N} \bar{P} \bar{Q}}^{e} \tag{3.58}
\end{align*}
$$

Ignoring the quadratic terms and inserting the elastic moduli tensors yield:

$$
\begin{align*}
\bar{S}_{\bar{K} \bar{L}} & =(\lambda+\tau) \bar{E}_{\bar{M} \bar{M}} \delta_{\bar{K} \bar{L}}+2(\mu+\sigma) \bar{E}_{\bar{K} \bar{L}}+\eta \overline{\mathcal{E}}_{\bar{M} \bar{M}} \delta_{\bar{K} \bar{L}}+\kappa \overline{\mathcal{E}}_{\bar{K} \bar{L}}+\nu \overline{\mathcal{E}}_{\bar{L} \bar{K}}  \tag{3.59}\\
\bar{\Sigma}_{\bar{K} \bar{L}} & =(\lambda+2 \tau) \bar{E}_{\bar{M} \bar{M}} \delta_{\bar{K} \bar{L}}+2(\mu+2 \sigma) \bar{E}_{\bar{K} \bar{L}}+(2 \eta-\tau) \bar{\varepsilon}_{\bar{M} \bar{M}} \delta_{\bar{K} \bar{L}} \\
& +(\nu+\kappa-\sigma)\left(\bar{\varepsilon}_{\bar{K} \bar{L}}+\bar{\varepsilon}_{\bar{L} \bar{K}}\right)  \tag{3.60}\\
\bar{M}_{\bar{K} \bar{L} \bar{M}} & =\tau_{1}\left(\bar{\Gamma}_{\bar{K} \bar{R} \bar{R}} \delta_{\bar{L} \bar{M}}+\bar{\Gamma}_{\bar{R} \bar{R} \bar{L}} \delta_{\bar{K} \bar{M}}\right)+\tau_{2}\left(\bar{\Gamma}_{\bar{R} \bar{K} \bar{R}} \delta_{\bar{L} \bar{M}}+\bar{\Gamma}_{\bar{R} \bar{R} \bar{M}} \delta_{\bar{K} \bar{L}}\right)+\tau_{3} \bar{\Gamma}_{\bar{R} \bar{R} \bar{K}} \delta_{\bar{L} \bar{M}} \\
& +\tau_{4} \bar{\Gamma}_{\bar{L} \bar{R} \bar{R}} \delta_{\bar{K} \bar{M}}+\tau_{5}\left(\bar{\Gamma}_{\bar{R} \bar{L} \bar{R}} \delta_{\bar{K} \bar{M}}+\bar{\Gamma}_{\bar{M} \bar{R} \bar{R}} \delta_{\bar{K} \bar{L}}\right)+\tau_{6} \bar{\Gamma}_{\bar{R} \bar{M} \bar{R}} \delta_{\bar{K} \bar{L}}+\tau_{7} \bar{\Gamma}_{\bar{L} \bar{M} \bar{K}} \\
& +\tau_{8}\left(\bar{\Gamma}_{\bar{M} \bar{K} \bar{L}}+\bar{\Gamma}_{\bar{K} \bar{L} \bar{M}}\right)+\tau_{9} \bar{\Gamma}_{\bar{L} \bar{K} \bar{M}}+\tau_{10} \bar{\Gamma}_{\bar{M} \bar{L} \bar{K}}+\tau_{11} \bar{\Gamma}_{\bar{K} \bar{M} \bar{L}} \tag{3.61}
\end{align*}
$$

also

$$
\begin{align*}
\bar{Q} & =\bar{H} \bar{Z}_{\bar{K}}  \tag{3.62}\\
\bar{Q}^{\chi} & =\bar{H}^{\chi} \bar{Z}_{\bar{K}}^{\chi}  \tag{3.63}\\
\left(\bar{Q}^{\chi}\right)_{\bar{L}} & =\bar{H}^{\nabla \chi} \bar{Z}_{, \bar{L}}^{\chi} \tag{3.64}
\end{align*}
$$

### 3.4 Yield Functions, Plastic Potential Functions, and Evolution Equations

Three yield functions with same forms assuming non-associative flow rule are introduced for macro-scale plasticity, micro-scale plasticity and micro-scale gradient plasticity to define the plastic deformation evolution equations. The plastic potential functions are assumed to have the same forms with the yield functions.

### 3.4.1 Macro-scale Yield, Plastic Potential, and Evolution Equations

For the macro scale plasticity, we have very well known Drucker-Prager plasticity form of yield function as follows:

$$
\begin{align*}
\bar{F}(\overline{\boldsymbol{S}}, \bar{c}) \stackrel{\text { def }}{=} & \|\operatorname{dev} \overline{\boldsymbol{S}}\|-\left(A^{\phi} \bar{c}-B^{\phi} \bar{p}\right) \leq 0  \tag{3.65}\\
& A^{\phi}=\beta^{\phi} \cos \phi, B^{\phi}=\beta^{\phi} \sin \phi, \beta^{\phi}=\frac{2 \sqrt{6}}{3+\beta \sin \phi}  \tag{3.66}\\
& \|\operatorname{dev} \overline{\boldsymbol{S}}\|=\sqrt{(\operatorname{dev} \overline{\boldsymbol{S}}):(\operatorname{dev} \overline{\boldsymbol{S}})}  \tag{3.67}\\
& (\operatorname{dev} \overline{\boldsymbol{S}}):(\operatorname{dev} \overline{\boldsymbol{S}})=\left(\operatorname{dev} \bar{S}_{\bar{I} \bar{J}}\right)\left(\operatorname{dev} \bar{S}_{\bar{I} \bar{J}}\right)  \tag{3.68}\\
& =\left(\operatorname{dev} \bar{S}_{\bar{I} \bar{J}}\right)\left(\operatorname{dev} \bar{S}_{\bar{I} \bar{J}}\right) \\
& \operatorname{dev} \bar{S}_{\bar{I} \bar{J}}=\bar{S}_{\bar{I} \bar{J}}-\left(\frac{1}{3} \bar{C}_{\bar{A} \bar{B}}^{e} \bar{S}_{\bar{A} \bar{B}}\right)\left(\bar{C}^{e-1}\right)_{\bar{I} \bar{J}}  \tag{3.69}\\
& \bar{p} \stackrel{\operatorname{def}}{=} \frac{1}{3} \bar{C}_{\bar{A} \bar{B}}^{e} \bar{S}_{\bar{A} \bar{B}} \tag{3.70}
\end{align*}
$$

where $\bar{c}$ is the cohesion in $\bar{B}, \phi$ the friction angle, and $-1 \leq \beta \leq 1$ to intersect the MohrCoulomb vertices in Triaxial Compression $(\beta=1)$. The plastic potential function with
evolution equations are:

$$
\begin{align*}
& \bar{G}\left(\overline{\boldsymbol{S}}_{\boldsymbol{\boldsymbol { c }}}^{\bar{c}}\right) \stackrel{\text { def }}{=}\|\operatorname{dev} \overline{\boldsymbol{S}}\|-\left(A^{\psi} \bar{c}-B^{\psi} \bar{p}\right)  \tag{3.71}\\
& A^{\psi}=\beta^{\psi} \cos \psi, B^{\psi}=\beta^{\psi} \sin \psi, \beta^{\psi}=\frac{2 \sqrt{6}}{3+\beta \sin \psi}  \tag{3.72}\\
& \bar{C}_{\bar{L} \bar{B}}^{e} \bar{L}_{\overline{\bar{B}} \bar{K}} \stackrel{\text { def }}{=} \dot{\bar{\gamma}} \frac{\partial \bar{G}}{\partial \bar{S}_{\bar{K} \bar{L}}}, \frac{\partial \bar{G}}{\partial \bar{S}_{\bar{K} \bar{L}}}=\hat{\bar{N}}_{\bar{K} \bar{L}}+\frac{1}{3} B^{\psi} \bar{C}_{\bar{K} \bar{L}}^{e}  \tag{3.73}\\
& \hat{\bar{N}}_{\bar{A} \bar{B}}=\frac{\operatorname{dev} \bar{S}_{\bar{A} \bar{B}}}{\|\operatorname{dev} \overline{\boldsymbol{S}}\|}  \tag{3.74}\\
& \dot{\bar{Z}} \stackrel{\text { def }}{=}-\dot{\bar{\gamma}} \frac{\partial \bar{G}}{\partial \bar{c}}=A^{\psi} \dot{\bar{\gamma}}  \tag{3.75}\\
& \bar{c}=\bar{H} \bar{Z}  \tag{3.76}\\
& \bar{Q} \stackrel{\text { def }}{=} \bar{c} \tag{3.77}
\end{align*}
$$

where $\dot{\bar{\gamma}}$ is the plastic multiplier rate in $\overline{\mathcal{B}}, \bar{\psi}$ the dilation angle. There is no cap for this model as of yet.

### 3.4.2 Micro-scale Yield, Plastic Potential, and Evolution Equations

The yield function and the plastic potential function with plastic evolution equations for the micro-scale are expressed as:

$$
\begin{align*}
& \bar{F}^{\chi}\left(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}, \bar{c}^{\chi}\right) \stackrel{\text { def }}{=}\|\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})\|-\left(A^{\chi, \phi} \bar{c}^{\chi}-B^{\chi, \phi} \bar{p}^{\chi}\right) \leq 0  \tag{3.78}\\
& A^{\chi, \phi}=\beta^{\chi, \phi} \cos \phi^{\chi}, B^{\chi, \phi}=\beta^{\chi, \phi} \sin \phi^{\chi}  \tag{3.79}\\
& \beta^{\chi, \phi}=\frac{2 \sqrt{6}}{3+\beta^{\chi} \sin \phi^{\chi}}  \tag{3.80}\\
& \operatorname{dev}\left(\bar{\Sigma}_{\bar{I} \bar{J}}-\bar{S}_{\bar{I} \bar{J}}\right)=\left(\bar{\Sigma}_{\bar{I} \bar{J}}-\bar{S}_{\bar{I} \bar{J}}\right)-\bar{p}^{\chi} \bar{C}_{\bar{I} \bar{J}}^{e-1}  \tag{3.81}\\
& \bar{p}^{\chi} \stackrel{\text { def }}{=} \frac{1}{3} \bar{C}_{\bar{A} \bar{B}}^{e}\left(\bar{\Sigma}_{\bar{A} \bar{B}}-\bar{S}_{\bar{A} \bar{B}}\right) \tag{3.82}
\end{align*}
$$

where $\bar{c}^{\chi}$ is the micro-scale cohesion in $\overline{\mathcal{B}}, \phi^{\chi}$ the micro-scale friction angle, and $-1 \leq \beta^{\chi} \leq 1$, and $\beta^{\chi}=1$, The plastic potential function and evolution equations of the micro-scale are:

$$
\begin{align*}
\bar{G}^{\chi}\left(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}, \bar{c}^{\chi}\right) & \stackrel{\text { def }}{=}\left\|\operatorname{dev}\left(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}^{\prime}\right)\right\|-\left(A^{\chi, \psi} \bar{c}^{\chi}-B^{\chi, \psi} \bar{p}^{\chi}\right)  \tag{3.83}\\
A^{\chi, \psi} & =\beta^{\chi, \psi} \cos \psi^{\chi}, B^{\chi, \psi}=\beta^{\chi, \psi} \sin \psi^{\chi}  \tag{3.84}\\
\beta^{\chi, \psi} & =\frac{2 \sqrt{6}}{3+\beta^{\chi} \sin \psi^{\chi}}  \tag{3.85}\\
\bar{\Psi}_{\bar{L} \bar{E}}^{e} \bar{L}_{\bar{L} \bar{F}}^{\chi, p}\left(\bar{C}^{\chi, e-1}\right)_{\bar{F} \bar{N}} \bar{\Psi}_{\bar{K} \bar{N}}^{e} & \stackrel{\text { def }}{=} \dot{\bar{\gamma}}^{\chi} \frac{\partial \bar{G}^{\chi}}{\partial\left(\bar{\Sigma}_{\bar{K} \bar{L}}-\bar{S}_{\bar{K} \bar{L}}\right)}  \tag{3.86}\\
\frac{\partial \bar{G}^{\chi}}{\partial\left(\bar{\Sigma}_{\bar{K} \bar{L}}-\bar{S}_{\bar{K} \bar{L}}\right)} & =\hat{\bar{N}}^{\chi} \overline{\bar{K}} \bar{L}+\frac{1}{3} B^{\chi, \psi} \bar{C}_{\bar{K} \bar{L}}^{e}  \tag{3.87}\\
\hat{\bar{N}}^{\chi}{ }_{\bar{A} \bar{B}} & =\frac{\operatorname{dev}\left(\bar{\Sigma}_{\bar{A} \bar{B}}-\bar{S}_{\bar{A} \bar{B}}\right)}{\left\|\operatorname{dev}\left(\overline{\bar{\Sigma}}-\overline{\boldsymbol{S}}^{\chi}\right)\right\|}  \tag{3.88}\\
\dot{\bar{Z}}^{\chi} & \stackrel{\text { def }}{=}-\dot{\bar{\gamma}}^{\chi} \frac{\partial \bar{G}^{\chi}}{\partial \bar{c}^{\chi}}=A^{\chi, \psi} \dot{\bar{\gamma}}^{\chi}  \tag{3.89}\\
\bar{c}^{\chi} & =\bar{H}^{\chi} \bar{Z}^{\chi}  \tag{3.90}\\
\bar{Q}^{\chi} & =\bar{c}^{\chi} \tag{3.91}
\end{align*}
$$

where $\dot{\bar{\gamma}}^{\chi}$ is the micro-scale plastic multiplier rate in $\overline{\mathcal{B}}, \bar{\psi}^{\chi}$ the micro-scale dilation angle.

### 3.4.3 Micro-scale Gradient Yield, Plastic Potential, and Evolution Equations

Lastly, the yield function, the plastic potential function, and evolution equations of the micro-scale gradient are:

$$
\begin{align*}
\bar{F}^{\nabla \chi}\left(\overline{\boldsymbol{M}}, \overline{\boldsymbol{c}}^{\nabla \chi}\right) & \stackrel{\text { def }}{=}\|\operatorname{dev} \overline{\boldsymbol{M}}\|-\left(A^{\nabla \chi, \phi}\left\|\overline{\boldsymbol{c}}^{\nabla \chi}\right\|-B^{\nabla \chi, \phi}\left\|\overline{\boldsymbol{p}}^{\nabla \chi}\right\|\right) \leq 0  \tag{3.92}\\
A^{\nabla \chi, \phi} & =\beta^{\nabla \chi, \phi} \cos \phi^{\nabla \chi}, B^{\nabla \chi, \phi}=\beta^{\nabla \chi, \phi} \sin \phi^{\nabla \chi} \\
\beta^{\nabla \chi, \phi} & =\frac{2 \sqrt{6}}{3+\beta^{\nabla \chi} \sin \phi^{\nabla \chi}} \\
\operatorname{dev} \bar{M}_{\bar{I} \bar{J} \bar{K}} & =\bar{M}_{\bar{I} \bar{J} \bar{K}}-\left(\bar{C}^{e-1}\right)_{\bar{I} \bar{J}} \bar{p}_{\bar{K}}^{\nabla \chi} \\
\bar{p}_{\bar{K}}^{\nabla \chi} & \stackrel{\text { def }}{=} \frac{1}{3} \bar{C}_{\bar{A} \bar{B}}^{e} \bar{M}_{\bar{A} \bar{B} \bar{K}} \tag{3.93}
\end{align*}
$$

where $\bar{c}^{\nabla \chi}$ is the micro-scale gradient cohesion in $\overline{\mathcal{B}}, \phi^{\nabla \chi}$ the micro-scale gradient friction angle, and $-1 \leq \beta^{\nabla \chi} \leq 1$, and $\beta^{\nabla \chi}=1$, The plastic potential function and evolution
equations are:

$$
\begin{align*}
& \bar{G}^{\nabla \chi}\left(\overline{\boldsymbol{M}}, \overline{\boldsymbol{c}}^{\nabla \chi}\right) \stackrel{\text { def }}{=}\|\operatorname{dev} \overline{\boldsymbol{M}}\|-\left(A^{\nabla \chi, \psi}\left\|\overline{\boldsymbol{c}}^{\nabla \chi}\right\|-B^{\nabla \chi, \psi}\left\|\overline{\boldsymbol{p}}^{\nabla \chi}\right\|\right)  \tag{3.94}\\
& \bar{\Psi}_{\bar{L} \bar{D}}^{e} \bar{L}_{\bar{D}}^{\chi, p} \overline{\bar{M}, \bar{K}}-2 \bar{\Psi}_{\bar{L} \bar{D}}^{e} \operatorname{skw}\left[\bar{L}_{\bar{D} \bar{C}}^{\chi, p}\left(\bar{\Psi}^{e-1}\right)_{\bar{C} \bar{F}} \bar{\Gamma}_{\bar{F} \bar{M} \bar{K}}^{e}\right] \stackrel{\text { def }}{=} \dot{\bar{\gamma}}^{\nabla \chi} \frac{\partial \bar{G}^{\nabla \chi}}{\partial \bar{M}_{\bar{K} \bar{L} \bar{M}}}  \tag{3.95}\\
& \frac{\partial \bar{G}^{\nabla \chi, \psi}}{\partial \bar{M}_{\bar{K} \bar{L} \bar{M}}}=\beta^{\nabla \chi, \psi} \cos \psi^{\nabla \chi}, B^{\nabla \chi, \psi}=\beta^{\nabla \chi, \psi} \sin \psi^{\nabla \chi} \\
& \overline{\bar{Z}}_{\bar{A}}^{\chi} \stackrel{\operatorname{dev} \bar{M}_{\bar{K} \bar{L} \bar{M}}}{\|\operatorname{dev} \overline{\bar{M}}\|}+\frac{1}{3} B^{\nabla \chi, \psi} \bar{C}_{\bar{K} \bar{L}}^{e} \frac{\bar{p}_{\bar{M}}^{\nabla \chi}}{\| \overline{\boldsymbol{p}}^{\nabla \chi \|}}  \tag{3.96}\\
& \bar{c}_{\bar{L}}^{\nabla \chi}=\dot{\bar{\gamma}}^{\nabla \chi} \frac{\partial \bar{G}^{\nabla \chi}}{\partial \overline{\bar{C}}_{\bar{A}}^{\nabla \chi}}=A^{\nabla \chi, \psi}\left(\dot{\bar{\gamma}}^{\nabla \chi}\right) \frac{\bar{c}_{\bar{A}}^{\nabla \chi}}{\left\|\overline{\boldsymbol{c}}^{\nabla \chi}\right\|}  \tag{3.97}\\
& \delta_{\bar{A} \bar{L}}^{\chi \chi} \tag{3.98}
\end{align*}
$$

where $\dot{\bar{\gamma}}^{\nabla \chi}$ is the micro-scale gradient plastic multiplier rate in $\overline{\mathcal{B}}, \bar{\psi}^{\nabla \chi}$ the micro-scale gradient dilation angle.

### 3.5 Map to Current Configuration and Numerical Time Integration

Mapping the constitutive equations according to stress mapping relations given in equations (3.19), (3.20), (3.21) and then taking the material time derivatives of the stress tensors provide objective stress rates in the current configuration $\mathcal{B}$. Besides, mapping evolutions to current configuration gives us the corresponding plastic evolution equations in $\mathcal{B}$ (Eringen and Suhubi (1964); Regueiro (2009); Moran et al. (1990); Simo (1998)).

$$
\begin{align*}
\dot{\sigma}_{k l} & =-\frac{\dot{J}^{e}}{\left(J^{e}\right)^{2}} F_{k \bar{K}}^{e} F_{l \bar{L}}^{e} \bar{S}_{\bar{K} \bar{L}}+\frac{1}{J^{e}} \dot{F}_{k \bar{K}}^{e} F_{\bar{L}}^{e} \bar{S}_{\bar{K} \bar{L}}+\frac{1}{J^{e}} F_{k \bar{K}}^{e} \dot{F}_{\bar{L}}^{e} \bar{S}_{\bar{K} \bar{L}}+\frac{1}{J^{e}} F_{k \bar{K}}^{e} F_{\bar{L}}^{e} \dot{\bar{S}}_{\bar{K} \bar{L}}  \tag{3.99}\\
\dot{s}_{k l}-\dot{\sigma}_{k l} & =-\frac{\dot{J}^{e}}{\left(J^{e}\right)^{2}} F_{k \bar{K}}^{e} F_{l \bar{L}}^{e}\left(\bar{\Sigma}_{\bar{K} \bar{L}}-\bar{S}_{\bar{K} \bar{L}}\right)+\frac{1}{J^{e}} \dot{F}_{k \bar{K}}^{e} F_{\bar{L}}^{e}\left(\bar{\Sigma}_{\bar{K} \bar{L}}-\bar{S}_{\bar{K} \bar{L}}\right) \\
& +\frac{1}{J^{e}} F_{k \bar{K}}^{e} \dot{F}_{\bar{L}}^{e}\left(\bar{\Sigma}_{\bar{K} \bar{L}}-\bar{S}_{\bar{K} \bar{L}}\right)+\frac{1}{J^{e}} F_{k \bar{K}}^{e} F_{\bar{L}}^{e}\left(\dot{\bar{\Sigma}}_{\bar{K} \bar{L}}-\dot{\bar{S}}_{\bar{K} \bar{L}}\right)  \tag{3.100}\\
\dot{m}_{k l m} & =-\frac{\dot{J}^{e}}{\left(J^{e}\right)^{2}} F_{k \bar{K}}^{e} F_{l \bar{L}}^{e} \chi_{m \bar{M}}^{e} \bar{M}_{\bar{K} \bar{L} \bar{M}}+\frac{1}{J^{e}} \dot{F}_{k \bar{K}}^{e} F_{\bar{L}}^{e} \chi_{m \bar{M}}^{e} \bar{M}_{\bar{K} \bar{L} \bar{M}} \\
& +\frac{1}{J^{e}} F_{k \bar{K}}^{e} \dot{F}_{\bar{L}}^{e} \chi_{m \bar{M}}^{e} \bar{M}_{\bar{K} \bar{L} \bar{M}}+\frac{1}{J^{e}} F_{k \bar{K}}^{e} \dot{F}_{\bar{L}}^{e} \dot{\chi}_{m \bar{M}}^{e} \bar{M}_{\bar{K} \bar{L} \bar{M}}+\frac{1}{J^{e}} F_{k \bar{K}}^{e} F_{\bar{L}}^{e} \chi_{m \bar{M}}^{e} \dot{\bar{M}}_{\bar{K} \bar{L} \bar{M}} \tag{3.101}
\end{align*}
$$

Note that in the mapping of the stress, the stress differences were used instead of micro-stress itself. It is because the stress difference appears as the work conjugate to the chosen metric strain definition in the reduced Clausius-Duhem inequality. If we implement the material time derivatives of the terms appearing in the equations above such as $\dot{F}_{k \bar{K}}^{e}=\ell_{k l}^{e} F_{l \bar{K}}^{e}$ and $\dot{\bar{S}}_{\bar{K} \bar{L}}$ from equation (3.60), we get;

$$
\begin{gather*}
\dot{\sigma}_{k l}=-\left(d_{i i}^{e}\right) \sigma_{k l}+\ell_{k i}^{e} \sigma_{i l}+\sigma_{k i} \ell_{i l}^{e}+(\lambda+\tau)\left(d_{i i}^{e}\right) \delta_{k l}+2(\mu+\sigma) d_{k l}^{e} \\
+\eta\left(\varepsilon_{i i}^{e}\right) \delta_{k l}+\kappa \varepsilon_{k l}^{e}+\nu \varepsilon_{l k}^{e}  \tag{3.102}\\
\dot{s}_{k l}-\dot{\sigma}_{k l}=-\left(d_{i i}^{e}\right)\left(s_{k l}-\sigma_{k l}\right)+\ell_{k i}^{e}\left(s_{i l}-\sigma_{i l}\right)+\tau\left(d_{i i}^{e}\right) \delta_{k l} \\
+2 \sigma d_{k l}^{e}+(\eta-\tau)\left(\varepsilon_{i i}^{e}\right) \delta_{k l}+(\nu-\sigma) \varepsilon_{k l}^{e}+(\kappa-\sigma) \varepsilon_{l k}^{e}  \tag{3.103}\\
\dot{m}_{k l m}=-\left(d_{i i}^{e}\right) m_{k l m}+\ell_{k i}^{e} m_{i l m}+m_{k i m} \ell_{i l}^{e}+m_{k l i} \nu_{m i}^{e}+c_{k l m n p q} \gamma_{n p q}  \tag{3.104}\\
c_{k l m n p q}= \\
\tau_{1}\left(\delta_{k l} \delta_{m n} \delta_{p q}+\delta_{k q} \delta_{l m} \delta_{n p}\right)+\tau_{2}\left(\delta_{k l} \delta_{m p} \delta_{n q}+\delta_{k m} \delta_{l q} \delta_{n p}\right) \\
\\
+\tau_{3} \delta_{k l} \delta_{m q} \delta_{n p}+\tau_{4} \delta_{k n} \delta_{l m} \delta_{p q}+\tau_{5}\left(\delta_{k m} \delta_{l n} \delta_{p q}+\delta_{k p} \delta_{l m} \delta_{n q}\right)  \tag{3.105}\\
\\
+\tau_{6} \delta_{k m} \delta_{l p} \delta_{n q}+\tau_{7} \delta_{k n} \delta_{l p} \delta_{m q}+\tau_{8}\left(\delta_{k p} \delta_{l q} \delta_{m n}+\delta_{k q} \delta_{l n} \delta_{m p}\right) \\
\\
+\tau_{9} \delta_{k n} \delta_{l q} \delta_{m p}+\tau_{10} \delta_{k p} \delta_{l n} \delta_{m q}+\tau_{11} \delta_{k q} \delta_{l p} \delta_{m n}
\end{gather*}
$$

where

$$
\begin{equation*}
\stackrel{\circ}{\gamma}_{n p q}=\dot{\gamma}_{n p q}^{e}+\ell_{a n}^{e} \gamma_{a p q}^{e}+\gamma_{n p a}^{e} \ell_{a q}^{e}+\gamma_{n a q}^{e} \nu_{a p}^{e} \tag{3.106}
\end{equation*}
$$

In determining the objective stress rates given above, small elastic deformation is assumed so that the left Cauchy-Green strain tensor, its inverse, and some other strain tensors as well as Jacobian of elastic deformation gradient tensor become heavily unit tensor when multiplied by a deformation rate or stress (Regueiro (2009)). Mapping of the plastic evolution equations result in following yield functions and plastic evolutions equations for, respectively, macroscale, micro-scale and micro-scale gradient plasticity.

For macro-scale plasticity, the yield function and plastic potential function take the
form below

$$
\begin{align*}
F(\boldsymbol{\sigma}, c) & =J^{e}\|\operatorname{dev} \boldsymbol{\sigma}\|-J^{e}\left(A^{\phi} c-B^{\phi} p\right) \leq 0  \tag{3.107}\\
\|\operatorname{dev} \boldsymbol{\sigma}\| & =\sqrt{\operatorname{dev} \sigma_{i j} \operatorname{dev} \sigma_{i j}}  \tag{3.108}\\
\operatorname{dev} \sigma_{i j} & =\sigma_{i j}-p \delta_{i j}  \tag{3.109}\\
p & =\frac{1}{3} \sigma_{i i} \tag{3.110}
\end{align*}
$$

The plastic potential function and map of the plastic velocity and strain-like ISV in $\mathcal{B}$ become

$$
\begin{align*}
G(\boldsymbol{\sigma}, c) & =J^{e}\|\operatorname{dev} \boldsymbol{\sigma}\|-J^{e}\left(A^{\phi} c-B^{\phi} p\right)  \tag{3.111}\\
\ell_{l k}^{p} & =\dot{\gamma} \frac{\partial G}{\partial \sigma_{k l}}  \tag{3.112}\\
\frac{\partial G}{\partial \sigma_{k l}} & =\frac{\operatorname{dev} \sigma_{k l}}{\|\operatorname{dev} \boldsymbol{\sigma}\|}+\frac{1}{3} B^{\psi} \delta_{k l}  \tag{3.113}\\
\dot{Z} & =-\dot{\gamma} \frac{\partial G}{\partial c}  \tag{3.114}\\
c & =H Z \tag{3.115}
\end{align*}
$$

For micro-scale plasticity, the yield function in $\mathcal{B}$ is:

$$
\begin{align*}
F\left(\boldsymbol{s}-\boldsymbol{\sigma}, c^{\chi}\right) & =J^{e}\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|-J^{e}\left(A^{\chi, \phi} c^{\chi}-B^{\chi, \phi} p^{\chi}\right) \leq 0  \tag{3.116}\\
p^{\chi} & =\frac{1}{3}\left(s_{i i}-\sigma_{i i}\right) \tag{3.117}
\end{align*}
$$

the plastic potential function and the plastic microgyration tensor and strain-like ISV are

$$
\begin{align*}
G(\boldsymbol{\sigma}, c) & =J^{e}\|\operatorname{dev} \boldsymbol{\sigma}\|-J^{e}\left(A^{\chi, \psi} c^{\chi}-B^{\chi, \psi} p^{\chi}\right)  \tag{3.118}\\
\nu_{l k}^{p} & =\dot{\gamma}^{\chi} \frac{\partial G}{\partial\left(s_{k l}-\sigma_{k l}\right)}  \tag{3.119}\\
\frac{\partial G}{\partial \sigma_{k l}} & =\frac{\operatorname{dev}\left(s_{k l}-\sigma_{k l}\right)}{\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|}+\frac{1}{3} B^{\chi, \psi} \delta_{k l}  \tag{3.120}\\
\dot{Z}^{\chi} & =-\dot{\gamma}^{\chi} \frac{\partial G}{\partial c^{\chi}}  \tag{3.121}\\
c^{\chi} & =H^{\chi} Z^{\chi} \tag{3.122}
\end{align*}
$$

and similarly for micro-scale gradient yield function

$$
\begin{align*}
F\left(\boldsymbol{m}, \boldsymbol{c}^{\nabla \chi}\right) & =J^{e}\|\operatorname{dev} \boldsymbol{m}\|-J^{e}\left(A^{\nabla \chi, \phi}\left\|\boldsymbol{c}^{\nabla \chi}\right\|-B^{\nabla \chi, \phi}\left\|\boldsymbol{p}^{\nabla \chi}\right\|\right) \leq 0  \tag{3.123}\\
\|\boldsymbol{m}\| & =\sqrt{\left(\operatorname{dev} m_{i j k}\right)\left(\operatorname{dev} m_{i j k}\right)}  \tag{3.124}\\
\operatorname{dev} m_{i j k} & =m_{i j k}-\frac{1}{3} \delta_{i j} m_{a a k}  \tag{3.125}\\
\left\|\boldsymbol{p}^{\nabla \chi}\right\| & =\sqrt{p_{m}^{\nabla \chi} p_{m}^{\nabla \chi}}  \tag{3.126}\\
\left\|\boldsymbol{c}^{\nabla \chi}\right\| & =\sqrt{c_{m}^{\nabla \chi} c_{m}^{\nabla \chi}}  \tag{3.127}\\
p_{m}^{\nabla \chi} & =\frac{1}{3} m_{k k m} \tag{3.128}
\end{align*}
$$

and the plastic potential function also the map of the gradient plastic microgyrataion tensor and strain-like ISV become

$$
\begin{align*}
G^{\nabla \chi}\left(\boldsymbol{m}, \boldsymbol{c}^{\nabla \chi}\right) & =J^{e}\|\operatorname{dev} \boldsymbol{m}\|-J^{e}\left(A^{\nabla \chi, \psi}\left\|\boldsymbol{c}^{\nabla \chi}\right\|-B^{\nabla \chi, \psi}\left\|\boldsymbol{p}^{\nabla \chi}\right\|\right)  \tag{3.129}\\
\nu_{l m, k}^{p} & =\dot{\gamma}^{\nabla \chi} \frac{\partial G^{\nabla \chi}}{\partial m_{k l m}}  \tag{3.130}\\
\frac{\partial G^{\nabla \chi}}{\partial m_{k l m}} & =\frac{\operatorname{dev} m_{k l m}}{\|\operatorname{dev} \boldsymbol{m}\|}+\frac{1}{3} B^{\nabla \chi, \psi} \delta_{k l} \frac{p_{m}^{\nabla \chi}}{\left\|\boldsymbol{p}^{\nabla \chi}\right\|}  \tag{3.131}\\
\dot{Z}_{, a}^{\chi} & =-\dot{\gamma}^{\nabla \chi} \frac{\partial G^{\nabla \chi}}{\partial c_{a}^{\nabla \chi}}=A^{\nabla \chi, \phi}\left(\dot{\gamma}^{\nabla \chi}\right) \frac{c_{a}^{\nabla \chi}}{\left\|\boldsymbol{c}^{\nabla \chi}\right\|}  \tag{3.132}\\
c_{l}^{\nabla \chi} & =H^{\nabla \chi} Z_{, l}^{\nabla \chi} \tag{3.133}
\end{align*}
$$

### 3.5.1 Numerical Time Integration

The objective stress rates presented in equations (3.102), (3.103), (3.104) may be integrated with a semi implicit time integration approach such that the unsymmetric Cauchy stress tensor, the difference of micro-stress tensor and Cauchy stress tensor, and higher order
couple stress tensor at $n+1$ time step can be expressed as:

$$
\begin{align*}
& \boldsymbol{\sigma}_{n+1}=\left(1-\operatorname{tr}\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right)\right) \boldsymbol{\sigma}_{n}+\left(\Delta t \ell_{n+1}^{e}\right) \boldsymbol{\sigma}_{n}+\boldsymbol{\sigma}_{n}\left(\Delta t \ell_{n+1}^{e}\right)^{T} \\
& +(\lambda+\tau) \operatorname{tr}\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right) \mathbf{1}+2(\mu+\sigma)\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right)+\eta \operatorname{tr}\left(\Delta t \boldsymbol{\varepsilon}_{n+1}^{e}\right) \mathbf{1} \\
& +\kappa\left(\Delta t \varepsilon_{n+1}^{e}\right)+\nu\left(\Delta t \varepsilon_{n+1}^{e}\right)^{T}  \tag{3.134}\\
& (s-\boldsymbol{\sigma})_{n+1}=\left(1-\operatorname{tr}\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right)\right)(\boldsymbol{s}-\boldsymbol{\sigma})_{n}+\left(\Delta t \ell_{n+1}^{e}\right)(s-\boldsymbol{\sigma})_{n} \\
& +(s-\sigma)_{n}\left(\Delta t \ell_{n+1}^{e}\right)^{T}+(\kappa-\sigma)\left(\Delta t \varepsilon_{n+1}^{e}\right)^{T} \\
& +(\nu-\sigma)\left(\Delta t \varepsilon_{n+1}^{e}\right)+\tau \operatorname{tr}\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right) \mathbf{1} \\
& +2 \sigma \Delta t \boldsymbol{d}_{n+1}^{e}+(\eta-\tau) \operatorname{tr}\left(\Delta t \varepsilon_{n+1}^{e}\right) \mathbf{1}  \tag{3.135}\\
& \boldsymbol{m}_{n+1}=\left(1-\operatorname{tr}\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right)\right) \boldsymbol{m}_{n}+\left(\Delta t \boldsymbol{\ell}_{n+1}^{e}\right) \boldsymbol{m}_{n}+\boldsymbol{m}_{n} \odot\left(\Delta t \boldsymbol{\ell}_{n+1}^{e}\right)^{T} \\
& +\boldsymbol{m}_{n}\left(\Delta t \boldsymbol{\nu}_{n+1}^{e}\right)^{T}+\boldsymbol{c} \vdots\left(\Delta t \stackrel{\circ}{\gamma_{n+1}}\right) \tag{3.136}
\end{align*}
$$

where

$$
\begin{align*}
\Delta t \stackrel{\circ}{\gamma}_{n+1}^{e} & =\Delta t \dot{\boldsymbol{\gamma}}_{n+1}^{e}+\left(\Delta t \boldsymbol{\ell}_{n+1}^{e}\right)^{T} \boldsymbol{\gamma}_{n}^{e}+\boldsymbol{\gamma}_{n}^{e}\left(\Delta t \boldsymbol{\ell}_{n+1}^{e}\right)+\boldsymbol{\gamma}_{n}^{e} \odot\left(\Delta t \boldsymbol{\nu}_{n+1}^{e}\right)  \tag{3.137}\\
\Delta t \dot{\boldsymbol{\gamma}}_{n+1}^{e} & =\left(\Delta t \boldsymbol{\nu}_{n+1}^{e}\right) \boldsymbol{\gamma}_{n}^{e}-\left(\Delta t \boldsymbol{\nu}_{n+1}^{e}\right)^{T} \odot \boldsymbol{\gamma}_{n}^{e}+\Delta t \boldsymbol{\nabla} \boldsymbol{\nu}_{n+1}^{e}-\Delta t \boldsymbol{\nabla} \boldsymbol{\nu}_{n+1}^{p}  \tag{3.138}\\
\Delta t \boldsymbol{\nabla} \boldsymbol{\nu}_{n+1}^{e} & =\boldsymbol{\nabla}\left(\boldsymbol{\chi}_{n+1}-\boldsymbol{\chi}_{n}\right) \odot \boldsymbol{\chi}_{n+1}^{-1}+\left(\boldsymbol{\chi}_{n+1}-\boldsymbol{\chi}_{n}\right) \boldsymbol{\chi}_{n+1}^{-1}\left(\nabla \boldsymbol{\chi}_{n+1}\right) \odot \boldsymbol{\chi}_{n+1}^{-1}  \tag{3.139}\\
\Delta t \boldsymbol{\nabla} \boldsymbol{\nu}_{n+1}^{p} & =\left(\Delta \gamma_{n+1}^{\nabla \chi}\right)\left(\boldsymbol{r}^{\nabla \chi, t r}\right)^{t r}  \tag{3.140}\\
\left(\boldsymbol{r}^{\nabla \chi, t r}\right)^{t r} & =\frac{\operatorname{dev} \boldsymbol{m}}{\|\operatorname{dev} \boldsymbol{m}\|}+\frac{1}{3} B^{\nabla \chi, \psi} \mathbf{1} \otimes \frac{\boldsymbol{p}^{\nabla \chi, t r}}{\left\|\boldsymbol{p}^{\nabla \chi, t r}\right\|} \tag{3.141}
\end{align*}
$$

Note that the terms with the subscript $n$ in the right hand side of the equations are the terms converged in the previous time step while the terms with the subscript $n+1$ are belong to the current time step. Then we have two cases as:
(1) By using these equations above we calculate the trial stresses and then correct them to use in the yield functions. We have the plastic yielding checks at each scale as:

- If $F^{t r}>0$ and $F^{\chi, t r}>0$, yielding occurs at each scales. Then we solve for $\Delta \gamma_{n+1}$ and $\Delta \gamma_{n+1}^{\chi}$ using Newton-Raphson for coupled equations

$$
\begin{align*}
F\left(\boldsymbol{\sigma}_{n+1}, c_{n+1}\right) & =F\left(\Delta \gamma_{n+1}, \Delta \gamma_{n+1}^{\chi}\right)=0  \tag{3.142}\\
F^{\chi}\left(\left(\boldsymbol{s}_{n+1}-\boldsymbol{\sigma}_{n+1}\right), c_{n+1}^{\chi}\right) & =F^{\chi}\left(\Delta \gamma_{n+1}, \Delta \gamma_{n+1}^{\chi}\right)=0 \tag{3.143}
\end{align*}
$$

- If $F^{t r}>0$ and $F^{\chi, t r}<0$, yielding occurs at macro-scale only. We solve for $\Delta \gamma_{n+1}$ and $\Delta \gamma_{n+1}^{\chi}=0$ using Newton-Raphson

$$
\begin{equation*}
F\left(\boldsymbol{\sigma}_{n+1}, c_{n+1}\right)=F\left(\Delta \gamma_{n+1}, \Delta \gamma_{n+1}^{\chi}=0\right)=0 \tag{3.144}
\end{equation*}
$$

- If $F^{t r}<0$ and $F^{\chi, t r}>0$, yielding occurs only in micro-scale. Then, we solve for $\Delta \gamma_{n+1}^{\chi}$ and $\Delta \gamma_{n+1}=0$ using Newton-Raphson

$$
\begin{equation*}
F^{\chi}\left(\left(s_{n+1}-\boldsymbol{\sigma}_{n+1}\right), c_{n+1}^{\chi}\right)=F^{\chi}\left(\Delta \gamma_{n+1}=0, \Delta \gamma_{n+1}^{\chi}\right)=0 \tag{3.145}
\end{equation*}
$$

(2) We compute the trial yield function using the trial stress value $\boldsymbol{m}^{t r}$ and solve for $\Delta \gamma_{n+1}^{\nabla \chi}$ using Newton-Raphson

$$
\begin{equation*}
F^{\nabla \chi}\left(\boldsymbol{m}_{n+1}, \boldsymbol{c}_{n+1}^{\nabla \chi}\right)=F^{\nabla \chi}\left(\Delta \gamma_{n+1}^{\nabla \chi}\right)=0 \tag{3.146}
\end{equation*}
$$

## Chapter 4

## Finite Element Formulation of Finite Strain Micromorphic Elasticity at Current Configuration

### 4.1 Weak Form and Linearization of the Balance of Linear Momentum

The local form of balance of linear momentum is:

$$
\begin{equation*}
\sigma_{l k, l}+\rho\left(f_{k}-a_{k}\right)=0 \tag{4.1}
\end{equation*}
$$

If we multiply the weak form of (4.1) with a weight function and apply divergence theorem, we get :

$$
\begin{align*}
& \int_{V} w_{k}\left(\sigma_{l k, l}+\rho\left(f_{k}-a_{k}\right)\right) d v=\int_{S} w_{k} \sigma_{l k} n_{l} d a \\
&-\int_{V}\left[w_{k, l} \sigma_{l k}+w_{k}\left(\rho\left(f_{k}-a_{k}\right)\right)\right] d v=0  \tag{4.2}\\
& \int_{S} w_{k} \sigma_{l k} J N_{K} F_{K l}^{-1} d A-\int_{V}\left[w_{k, l} \sigma_{l k}+w_{k}\left(\rho\left(f_{k}-a_{k}\right)\right)\right] J d V=0 \tag{4.3}
\end{align*}
$$

To linearize the balance equation, we should find the variation $\delta($.$) of the equation. The$ aim of linearization is to obtain the consistent tangent matrix to apply within the NewtonRaphson algorithm. (4.3).

$$
\begin{align*}
& \int_{S} w_{k} \sigma_{l k} J N_{K} F_{K l}^{-1} d A-\int_{V}\left[w_{k, l} \sigma_{l k}+w_{k}\left(\rho\left(f_{k}-a_{k}\right)\right)\right] J d V \\
& \delta\left(\int_{S} w_{k} \sigma_{l k} J N_{K} F_{K l}^{-1} d A-\int_{V}\left[w_{k, l} \sigma_{l k}+w_{k}\left(\rho\left(f_{k}-a_{k}\right)\right)\right] J d V\right)=0 \tag{4.4}
\end{align*}
$$

Note that area change is :

$$
\begin{equation*}
n_{l} d a=J F_{K l}^{-1} N_{K} d A \tag{4.5}
\end{equation*}
$$

and Piola transform of Cauchy's stress tensor

$$
\begin{equation*}
P_{l L}=J \sigma_{l k} F_{L k}^{-1} \tag{4.6}
\end{equation*}
$$

Then, variation of equation (4.3) is:

$$
\begin{equation*}
\delta\left(\int_{S} w_{k} T_{k} d A\right)-\delta\left[\int_{V}\left[w_{k, l} \sigma_{l k} J+w_{k}\left(\rho\left(f_{k}-a_{k}\right)\right) J\right] d V\right]=0 \tag{4.7}
\end{equation*}
$$

where $T_{k}=P_{k L} N_{L}$ and variation of the volume integral will be:

$$
\begin{align*}
\delta\left[\int_{V}\left(\boldsymbol{\nabla} \boldsymbol{w}^{T}: \boldsymbol{\sigma} J+\boldsymbol{w} \cdot \rho(\boldsymbol{f}-\boldsymbol{a}) J\right) d V\right] & =\delta\left(\int_{V}(\boldsymbol{\nabla} \boldsymbol{w})^{T}: \boldsymbol{\sigma} J d V\right) \\
& +\delta\left(\int_{V} \boldsymbol{w} \cdot\left(\rho_{0}(\boldsymbol{f}-\boldsymbol{a})\right) d V\right) \tag{4.8}
\end{align*}
$$

Variation of the first integrand at right hand side of equation (4.8) is:

$$
\begin{align*}
\delta(\boldsymbol{\nabla} \boldsymbol{w})^{T}: \boldsymbol{\sigma} J+(\boldsymbol{\nabla} \boldsymbol{w})^{T}: \delta \boldsymbol{\sigma} J+(\boldsymbol{\nabla} \boldsymbol{w})^{T}: \boldsymbol{\sigma} \delta(J) & =(\boldsymbol{\nabla} \boldsymbol{w})^{T}: \delta \boldsymbol{\sigma} J \\
& +(\boldsymbol{\nabla} \boldsymbol{w})^{T}: \boldsymbol{\sigma} \delta(J) \tag{4.9}
\end{align*}
$$

or $\delta(\boldsymbol{\nabla} \boldsymbol{w})^{T}: \boldsymbol{\sigma} J$ can be assumed as:

$$
\begin{align*}
\delta\left(\frac{\partial w_{k}}{\partial x_{l}}\right) \sigma_{l k} J=\delta\left(\frac{\partial w_{k}}{\partial X_{L}} F_{L l}^{-1}\right) \sigma_{l k} J & =(\underbrace{\frac{\partial \delta w_{k}}{\partial X_{L}}}_{0} F_{L l}^{-1}+\frac{\partial w_{k}}{\partial X_{L}} \delta F_{L l}^{-1}) \sigma_{l k} J \\
& =-w_{k, L} F_{L m}^{-1} \delta u_{m, l} \sigma_{l k} J \tag{4.10}
\end{align*}
$$

In order to calculate the second term, $(\nabla \boldsymbol{w})^{T}: \delta \boldsymbol{\sigma} J$, the variation of $\delta \boldsymbol{\sigma}$ must be determined as given below where $\boldsymbol{\sigma}_{n+1}$ was defined in equation 3.134 as:

$$
\begin{align*}
\boldsymbol{\sigma}_{n+1} & =\left(1-\operatorname{tr}\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right)\right) \boldsymbol{\sigma}_{n}+\left(\Delta t \boldsymbol{\ell}_{n+1}^{e}\right) \boldsymbol{\sigma}_{n}+\boldsymbol{\sigma}_{n}\left(\Delta t \boldsymbol{\ell}_{n+1}^{e}\right)^{T} \\
& +(\lambda+\tau) \operatorname{tr}\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right) \mathbf{1}+2(\mu+\sigma)\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right)+\eta \operatorname{tr}\left(\Delta t \boldsymbol{\varepsilon}_{n+1}^{e}\right) \mathbf{1} \\
& +\kappa\left(\Delta t \boldsymbol{\varepsilon}_{n+1}^{e}\right)+\nu\left(\Delta t \boldsymbol{\varepsilon}_{n+1}^{e}\right)^{T} \tag{4.11}
\end{align*}
$$

where

$$
\begin{align*}
\Delta t \varepsilon_{n+1}^{e} & =\Delta t \boldsymbol{\nu}_{n+1}^{e}+\left(\Delta t \ell_{n+1}^{e}\right)^{T}  \tag{4.12}\\
\Delta t \boldsymbol{\nu}_{n+1}^{e} & =\left(\Delta \boldsymbol{\chi}_{n+1}\right) \chi_{n+1}^{-1}  \tag{4.13}\\
\Rightarrow \Delta t \varepsilon_{n+1}^{e} & =\left(\Delta \boldsymbol{\chi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1}+\left(\Delta t \ell_{n+1}^{e}\right)^{T} \tag{4.14}
\end{align*}
$$

Then variation of $\boldsymbol{\sigma}_{n+1}$ is found as :

$$
\begin{align*}
\delta \sigma_{l k} & =-\left(\left(F_{n}\right)_{i L} F_{L m}^{-1} \delta u_{m, i}\right)\left(\sigma_{n}\right)_{l k}+\left(\left(F_{n}\right)_{l L} F_{L m}^{-1} \delta u_{m, i}\right)\left(\sigma_{n}\right)_{i k} \\
& +\left(\sigma_{n}\right)_{l i}\left(\left(F_{n}\right)_{k L} F_{L m}^{-1} \delta u_{m, i}\right)+(\lambda+\tau)\left(\left(F_{n}\right)_{i L} F_{L m}^{-1} \delta u_{m, i}\right) \delta_{l k} \\
& +(\mu+\sigma)\left(\left(F_{n}\right)_{l L} F_{L m}^{-1} \delta u_{m, k}\right)+(\mu+\sigma)\left(\left(F_{n}\right)_{k L} F_{L m}^{-1} \delta u_{m, l}\right) \\
& +\eta\left(\left(\chi_{n}\right)_{i L} \chi_{L m}^{-1}\left(\delta \Phi_{m T}\right) \chi_{T i}^{-1}\right) \delta_{l k}+\eta\left(\left(F_{n}\right)_{i L} F_{L m}^{-1} \delta u_{m, i}\right) \delta_{l k} \\
& +\kappa\left(\left(\chi_{n}\right)_{l L} \chi_{L m}^{-1}\left(\delta \Phi_{m T}\right) \chi_{T k}^{-1}\right)+\kappa\left(\left(F_{n}\right)_{k L} F_{L m}^{-1} \delta u_{m, l}\right) \\
& +\nu\left(\left(\chi_{n}\right)_{k L} \chi_{L m}^{-1}\left(\delta \Phi_{m T}\right) \chi_{T l}^{-1}\right)+\nu\left(\left(F_{n}\right)_{l L} F_{L m}^{-1} \delta u_{m, k}\right) \tag{4.15}
\end{align*}
$$

Lastly, the third term in equation (4.9) will be equal to:

$$
\begin{equation*}
(\nabla \boldsymbol{w})^{T}: \boldsymbol{\sigma} \delta J=(\nabla \boldsymbol{w})^{T}: \boldsymbol{\sigma}(J \operatorname{div}(\delta(\boldsymbol{u})) \tag{4.16}
\end{equation*}
$$

Variation of the second integrand in (4.8) for quasi static case is :

$$
\begin{equation*}
\delta\left(\boldsymbol{w} \boldsymbol{f} \rho_{0}\right)=\delta(\boldsymbol{w}) \boldsymbol{f} \rho_{0}+\boldsymbol{w} \delta(\boldsymbol{f}) \rho_{0}+\boldsymbol{w} \boldsymbol{f} \delta\left(\rho_{0}\right)=0 \tag{4.17}
\end{equation*}
$$

Variation of the traction term :

$$
\begin{align*}
\delta\left(\int \boldsymbol{w} \boldsymbol{T} d A\right) & =\int(\delta(\boldsymbol{w}) \boldsymbol{T}+\boldsymbol{w} \cdot \delta(\boldsymbol{T})) d A \\
\Rightarrow \delta\left(\int \boldsymbol{w} \cdot \boldsymbol{T} d A\right) & =\int \boldsymbol{w} \cdot \delta(\boldsymbol{T}) d A \tag{4.18}
\end{align*}
$$

where $\delta(\boldsymbol{T})$ depends on application of traction load.

### 4.2 Weak Form and Linearization of the Balance of First Moment of Momentum

The local form of balance of first moment of momentum is:

$$
\begin{equation*}
\sigma_{m l}-s_{m l}+m_{k l m, k}+\rho\left(\lambda_{l m}-\omega_{l m}\right) \tag{4.19}
\end{equation*}
$$

If the same procedure is applied as we did for equation (4.3), we get ;

$$
\begin{gather*}
\int_{V} \eta_{m l}\left(\sigma_{m l}-s_{m l}+m_{k l m, k}+\rho\left(\lambda_{l m}-\omega_{l m}\right)\right) d v=\int_{S}\left(\eta_{m l} m_{k l m}\right) n_{k} d a \\
\quad-\int_{v} \eta_{m l, k} m_{k l m} d v+\int_{v} \eta_{m l}\left(\sigma_{m l}-s_{m l}+\rho\left(\lambda_{l m}-\omega_{l m}\right)\right) d v \tag{4.20}
\end{gather*}
$$

where $\eta_{m l}$ is the wighthing function for the micro-displacement tensor $\phi_{m l}$ If equation (4.6) is applied to equation (4.20), we get :

$$
\begin{align*}
\eta_{m l} m_{k l m} n_{k} d a & =\eta_{m l} m_{k l m} J F_{K k}^{-1} N_{K} d A \\
& =\eta_{m l} \underbrace{m_{k l m} J F_{K k}^{-1}}_{M_{l m K}} N_{K} d A \\
\eta_{m l} m_{k l m} n_{k} d a & =\eta_{m l} \underbrace{M_{l m K} N_{K}}_{F_{l m}} d A \\
\eta_{m l} m_{k l m} n_{k} d a & =\eta_{m l} \digamma_{l m} d A \tag{4.21}
\end{align*}
$$

Then, equation (4.20) will be :

$$
\begin{align*}
& \int_{S} \eta_{m l} M_{l m K} N_{K} d A-\int_{V} \eta_{m l, k} m_{k l m} J d V \\
+ & \int_{V} \eta_{m l}\left(\sigma_{m l}-s_{m l}+\rho\left(\lambda_{l m}-\omega_{l m}\right)\right) J d V=0 \tag{4.22}
\end{align*}
$$

Variation of (4.22) is:

$$
\begin{gather*}
\int_{S} \eta_{m l} M_{l m K} N_{K} d A-\int_{V} \eta_{m l, k} m_{k l m} J d V \\
+\int_{V} \eta_{m l}\left(\sigma_{m l}-s_{m l}+\rho\left(\lambda_{l m}-\omega_{l m}\right)\right) J d V+\delta\left(\int_{S} \eta_{m l} M_{l m K} N_{K} d A-\int_{V} \eta_{m l, k} m_{k l m} J d V\right. \\
\left.+\int_{V} \eta_{m l}\left(\sigma_{m l}-s_{m l}+\rho\left(\lambda_{l m}-\omega_{l m}\right)\right) J d V\right)=0 \tag{4.23}
\end{gather*}
$$

$$
\begin{gather*}
\int_{S} \eta_{m l} M_{l m K} N_{K} d A-\int_{V} \eta_{m l, k} m_{k l m} J d V \\
+\int_{V} \eta_{m l}\left(\sigma_{m l}-s_{m l}+\rho\left(\lambda_{l m}-\omega_{l m}\right)\right) J d V+\delta\left(\int_{S} \eta_{m l} \digamma_{l m} d A\right)-\delta\left(\int_{V} \eta_{m l, k} m_{k l m} J d V\right) \\
+\delta\left(\int_{V} \eta_{m l}\left(\sigma_{m l}-s_{m l}+\rho\left(\lambda_{l m}-\omega_{l m}\right)\right) J d V\right)=0 \tag{4.24}
\end{gather*}
$$

Variation of the area integral:

$$
\begin{equation*}
\delta\left(\int_{S} \eta_{m l} \digamma_{l m} d A\right)=\left(\int_{S} \eta_{m l} \delta\left(\digamma_{l m}\right) d A\right) \tag{4.25}
\end{equation*}
$$

Variation of the second integral in (4.23):

$$
\begin{align*}
\delta\left(\int_{V} \eta_{m l, k} m_{k l m} J d V\right) & =\int_{V} \delta\left(\eta_{m l, k}\right) m_{k l m} J d V+\int_{V} \eta_{m l, k} \delta\left(m_{k l m}\right) J d V \\
& +\int_{V} \eta_{m l, k} m_{k l m} \delta(J) d V \tag{4.26}
\end{align*}
$$

where $\delta\left(\eta_{m l, k}\right)$ can be obtained as:

$$
\begin{align*}
& \delta\left(\eta_{m l, k}\right) m_{k l m} J=\delta\left(\frac{\partial \eta_{m l}}{\partial X_{K}} \frac{\partial X_{K}}{\partial x_{k}}\right) m_{k l m} J=\delta\left(\frac{\partial \eta_{m l}}{\partial X_{K}} F_{K k}^{-1}\right) m_{k l m} J \\
& =\eta_{m l, K} F_{K a}^{-1} \delta u_{a, L} F_{L k}^{-1} \tag{4.27}
\end{align*}
$$

In order to calculate the variation of the second term at the right hand side of equation (4.26), someone should calculate the $\delta(\boldsymbol{m})$ where $\boldsymbol{m}$ was expressed in equation 3.136 as :

$$
\begin{align*}
\boldsymbol{m}_{n+1} & =\left(1-\operatorname{tr}\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right)\right) \boldsymbol{m}_{n}+\left(\Delta t \boldsymbol{\ell}_{n+1}^{e}\right) \boldsymbol{m}_{n}+\boldsymbol{m}_{n} \odot\left(\Delta t \ell_{n+1}^{e}\right)^{T} \\
& +\boldsymbol{m}_{n}\left(\Delta t \boldsymbol{\nu}_{n+1}^{e}\right)^{T}+\boldsymbol{c} \vdots\left(\Delta t \stackrel{\circ}{\gamma}_{n+1}^{e}\right) \tag{4.28}
\end{align*}
$$

where

$$
\begin{gather*}
\Delta t{\stackrel{\circ}{\gamma_{n+1}^{e}}}^{e}=\Delta t \dot{\boldsymbol{\gamma}}_{n+1}^{e}+\left(\Delta t \boldsymbol{\ell}_{n+1}^{e}\right)^{T} \boldsymbol{\gamma}_{n}^{e}+\boldsymbol{\gamma}_{n}^{e}\left(\Delta t \ell_{n+1}^{e}\right)+\boldsymbol{\gamma}_{n}^{e} \odot\left(\Delta t \boldsymbol{\nu}_{n+1}^{e}\right)  \tag{4.29}\\
\Delta t \dot{\boldsymbol{\gamma}}_{n+1}^{e}=\left(\Delta t \boldsymbol{\nu}_{n+1}^{e}\right) \boldsymbol{\gamma}_{n}^{e}-\left(\Delta t \boldsymbol{\nu}_{n+1}^{e}\right)^{T} \odot \boldsymbol{\gamma}_{n}^{e}+\Delta t \boldsymbol{\nabla} \boldsymbol{\nu}_{n+1}^{e}-\underbrace{\Delta t \boldsymbol{\nabla} \boldsymbol{\nu}_{n+1}^{p}}_{0 \text { for elastic case }}  \tag{4.30}\\
\Delta t \boldsymbol{\nabla} \boldsymbol{\nu}_{n+1}^{e}=\nabla\left(\boldsymbol{\chi}_{n+1}-\boldsymbol{\chi}_{n}\right) \odot \boldsymbol{\chi}_{n+1}^{-1}+\left(\boldsymbol{\chi}_{n+1}-\boldsymbol{\chi}_{n}\right) \boldsymbol{\chi}_{n+1}^{-1}\left(\boldsymbol{\nabla} \boldsymbol{\chi}_{n+1}\right) \odot \boldsymbol{\chi}_{n+1}^{-1} \tag{4.31}
\end{gather*}
$$

Variation of the $\Delta t \boldsymbol{\nabla} \boldsymbol{\nu}_{n+1}^{e}$ is quite complicated. Therefore, it may be useful to give it in indicial form as:

$$
\nu_{p r, s}=\left[\dot{\chi}_{p A} \chi_{A r}^{-1}\right]_{, s}=\dot{\chi}_{p A, s} \chi_{A r}^{-1}+\dot{\chi}_{p A} \chi_{A r, s}^{-1}
$$

Integration in time gives:

$$
\begin{align*}
\Delta t \nu_{p r, s} & =\Delta t \dot{\chi}_{p A, s} \chi_{A r}^{-1}+\Delta t \dot{\chi}_{p A} \chi_{A r, s}^{-1} \\
& =\left(\chi_{p A, s}-\left(\chi_{n}\right)_{p A, s}\right) \chi_{A r}^{-1}+\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A r, s}^{-1} \\
& =\left(\chi_{p A, s}-\left(\chi_{n}\right)_{p A, T}\right) F_{T s}^{-1} \chi_{A r}^{-1}+\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A r, T}^{-1} F_{T s}^{-1} \\
\Delta t \nu_{p r, s} & =\left(\chi_{p A, s}-\left(\chi_{n}\right)_{p A, T}\right) F_{T s}^{-1} \chi_{A r}^{-1}+\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \frac{\partial \chi_{a B}}{\partial X_{T}} \chi_{B r}^{-1} F_{T s}^{-1} \tag{4.32}
\end{align*}
$$

Then, we take the varitation of the terms as :

$$
\begin{aligned}
\delta\left(\Delta t \nu_{p r, s}\right) & =\delta\left(\chi_{p A, T}-\left(\chi_{n}\right)_{p A, T}\right) F_{T s}^{-1} \chi_{A r}^{-1}+\left(\chi_{p A, T}-\left(\chi_{n}\right)_{p A, T}\right) \delta F_{T s}^{-1} \chi_{A r}^{-1} \\
& +\left(\chi_{p A, T}-\left(\chi_{n}\right)_{p A, T}\right) F_{T s}^{-1} \delta\left(\chi_{A r}^{-1}\right)+\delta\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \frac{\partial \chi_{a B}}{\partial X_{T}} \chi_{B r}^{-1} F_{T s}^{-1} \\
& +\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \delta \chi_{A a}^{-1} \frac{\partial \chi_{a B}}{\partial X_{T}} \chi_{B r}^{-1} F_{T s}^{-1} \\
& +\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \delta\left(\frac{\partial \chi_{a B}}{\partial X_{T}}\right) \chi_{B r}^{-1} F_{T s}^{-1} \\
& +\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \frac{\partial \chi_{a B}}{\partial X_{T}} \delta \chi_{B r}^{-1} F_{T s}^{-1} \\
& +\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \frac{\partial \chi_{a B}}{\partial X_{T}} \chi_{B r}^{-1} \delta F_{T s}^{-1}
\end{aligned}
$$

If we apply equations (A.3) and (A.9) as:

$$
\begin{aligned}
\delta\left(\Delta t \nu_{p r, s}\right) & =\delta\left(\frac{\partial \chi_{p A}}{\partial X_{T}}\right) F_{T s}^{-1} \chi_{A r}^{-1}-\left(\chi_{p A, T}-\left(\chi_{n}\right)_{p A, T}\right) F_{T a}^{-1} \delta F_{a B} F_{B s}^{-1} \chi_{A r}^{-1} \\
& +\left(\chi_{p A, T}-\left(\chi_{n}\right)_{p A, T}\right) F_{T s}^{-1} \chi_{A a}^{-1} \delta \chi_{a B} \chi_{B r}^{-1}+\delta\left(\chi_{p A}\right) \chi_{A a}^{-1} \frac{\partial \chi_{a B}}{\partial X_{T}} \chi_{B r}^{-1} F_{T s}^{-1} \\
& -\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A i}^{-1} \delta \chi_{i L} \chi_{L a}^{-1} \frac{\partial \chi_{a B}}{\partial X_{T}} \chi_{B r}^{-1} F_{T s}^{-1} \\
& +\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \delta\left(\frac{\partial \chi_{a B}}{\partial X_{T}}\right) \chi_{B r}^{-1} F_{T s}^{-1} \\
& -\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \frac{\partial \chi_{a B}}{\partial X_{T}} \chi_{B i}^{-1} \delta \chi_{i L} \chi_{L r}^{-1} F_{T s}^{-1} \\
& -\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \frac{\partial \chi_{a B}}{\partial X_{T}} \chi_{B r}^{-1} F_{T i}^{-1} \delta F_{i L} F_{L s}^{-1}
\end{aligned}
$$

and applying equations (A.2) and (A.8) gives:

$$
\begin{align*}
\delta\left(\Delta t \nu_{p r, s}\right) & =\delta\left(\Phi_{p A, T}\right) F_{T s}^{-1} \chi_{A r}^{-1}-\left(\chi_{p A, T}-\left(\chi_{n}\right)_{p A, T}\right) F_{T a}^{-1} \delta\left(u_{a, s}\right) \chi_{A r}^{-1} \\
& +\left(\chi_{p A, T}-\left(\chi_{n}\right)_{p A, T}\right) F_{T s}^{-1} \chi_{A a}^{-1} \delta \Phi_{a B} \chi_{B r}^{-1}+\delta\left(\Phi_{p A}\right) \chi_{A a}^{-1} \chi_{a B, T} \chi_{B r}^{-1} F_{T s}^{-1} \\
& -\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A i}^{-1} \delta \Phi_{i L} \chi_{L a}^{-1} \chi_{a B, T} \chi_{B r}^{-1} F_{T s}^{-1} \\
& +\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \delta \Phi_{a B, T} \chi_{B r}^{-1} F_{T s}^{-1} \\
& -\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \chi_{a B, T} \chi_{B i}^{-1} \delta \Phi_{i L} \chi_{L r}^{-1} F_{T s}^{-1} \\
& -\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \chi_{a B, T} \chi_{B r}^{-1} F_{T i}^{-1} \delta\left(u_{i, s}\right) \tag{4.33}
\end{align*}
$$

The variation of $\boldsymbol{m}_{n+1}$ depends on the variation of each term given in equation (3.136). These terms, basically, are related to the $\left(\Delta t \ell_{n+1}^{e}\right),\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right), \boldsymbol{\chi}_{n+1}$ and $\left(\nabla \boldsymbol{\chi}_{n+1}\right)$. Note that variation of these terms are given in equations (A.5),(A.6),(A.8) and (A.11) respectively. Also variation of the term $\Delta t \nabla \boldsymbol{\nu}_{n+1}^{e}$ is given seperately in equation (4.33). Therefore, variation of $\boldsymbol{m}_{n+1}$ can be obtained as:

$$
\begin{align*}
\delta m_{k l m} & =-\left(\left(F_{n}\right)_{i L} F_{L n}^{-1} \delta u_{n, i}\right)\left(m_{n}\right)_{k l m}+\left(\left(F_{n}\right)_{k L} F_{L n}^{-1} \delta u_{n, i}\right)\left(m_{n}\right)_{i l m} \\
& +\left(m_{n}\right)_{k i m}\left(\left(F_{n}\right)_{l L} F_{L n}^{-1} \delta u_{n, i}\right)+\left(m_{n}\right)_{k l i}\left(\left(\chi_{n}\right)_{m L} \chi_{L p}^{-1} \delta \Phi_{p T} \chi_{T i}^{-1}\right) \\
& +c_{k l m p r s}\left[\left(\left(\chi_{n}\right)_{p L} \chi_{L n}^{-1} \delta \Phi_{n T} \chi_{T i}^{-1}\right)\left(\gamma_{n}^{e}\right)_{i r s}-\left(\left(\chi_{n}\right)_{i L} \chi_{L n}^{-1} \delta \Phi_{n T} \chi_{T r}^{-1}\right)\left(\gamma_{n}^{e}\right)_{p i s}\right. \\
& +\delta\left(\Phi_{p A, T}\right) F_{T s}^{-1} \chi_{A r}^{-1}-\left(\chi_{p A, T}-\left(\chi_{n}\right)_{p A, T}\right) F_{T a}^{-1} \delta\left(u_{a, s}\right) \chi_{A r}^{-1} \\
& +\left(\chi_{p A, T}-\left(\chi_{n}\right)_{p A, T}\right) F_{T s}^{-1} \chi_{A a}^{-1} \delta \Phi_{a B} \chi_{B r}^{-1}+\delta\left(\Phi_{p A}\right) \chi_{A a}^{-1} \chi_{a B, T} \chi_{B r}^{-1} F_{T s}^{-1} \\
& -\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A i}^{-1} \delta \Phi_{i L} \chi_{L a}^{-1} \chi_{a B, T} \chi_{B r}^{-1} F_{T s}^{-1} \\
& +\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \delta \Phi_{a B, T} \chi_{B r}^{-1} F_{T s}^{-1} \\
& -\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \chi_{a B, T} \chi_{B i}^{-1} \delta \Phi_{i L} \chi_{L r}^{-1} F_{T s}^{-1} \\
& -\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \chi_{a B, T} \chi_{B r}^{-1} F_{T i}^{-1} \delta\left(u_{i, s}\right) \\
& +\left(\left(F_{n}\right)_{i L} F_{L n}^{-1} \delta u_{n, k}\right)\left(\gamma_{n}^{e}\right)_{i l m}+\left(\gamma_{n}^{e}\right)_{k l i}\left(\left(F_{n}\right)_{i L} F_{L n}^{-1} \delta u_{n, m}\right) \\
& \left.+\left(\gamma_{n}^{e}\right)_{k i m}\left(\left(\chi_{n}\right)_{i L} \chi_{L p}^{-1} \delta \Phi_{p T T} \chi_{T l}^{-1}\right)\right] \tag{4.34}
\end{align*}
$$

The last term at right hand side of equation (4.26) can be obtained as:

$$
\begin{equation*}
\eta_{m l, k} m_{k l m} \delta(J)=\eta_{m l, k} m_{k l m}\left(J \delta\left(u_{n, n}\right)\right) \tag{4.35}
\end{equation*}
$$

The variation of the last integral term in equation (4.23) can be written as follows:

$$
\begin{align*}
& \delta\left(\int_{V} \eta_{m l}\left(\sigma_{m l}-s_{m l}+\rho\left(\lambda_{l m}-\omega_{l m}\right)\right) J d V\right)=\int_{\int_{V} \overbrace{\delta\left(\eta_{m l}\right)}^{0}\left(\sigma_{m l}-s_{m l}\right) J}^{+\eta_{m l} \delta\left(\sigma_{m l}-s_{m l}\right) J+\eta_{m l}\left(\sigma_{m l}-s_{m l}\right) \delta(J)+\overbrace{\delta\left(\eta_{m l}\right)}^{0} \overbrace{\rho J}^{\rho_{0}}\left(\lambda_{l m}-\omega_{l m}\right)} \\
& \quad+\eta_{m l} \overbrace{\delta\left(\rho_{0}\right)}^{0}\left(\lambda_{l m}-\omega_{l m}\right)+\eta_{m l} \rho_{0} \delta\left(\lambda_{l m}-\omega_{l m}\right) d V
\end{align*}
$$

The first term in the right hand side of equation (4.36) will be zero. To determine the second term, $\delta\left(\sigma_{m l}-s_{m l}\right)$ should be calculated where $\left(s_{m l}-\sigma_{m l}\right)$ is defined as follows:

$$
\begin{align*}
(s-\boldsymbol{\sigma})_{n+1} & =\left(1-\operatorname{tr}\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right)\right)(\boldsymbol{s}-\boldsymbol{\sigma})_{n}+\left(\Delta t \ell_{n+1}^{e}\right)(\boldsymbol{s}-\boldsymbol{\sigma})_{n} \\
& +(\boldsymbol{s}-\boldsymbol{\sigma})_{n}\left(\Delta t \ell_{n+1}^{e}\right)^{T}+(\kappa-\sigma)\left(\Delta t \boldsymbol{\varepsilon}_{n+1}^{e}\right)^{T} \\
& +(\nu-\sigma)\left(\Delta t \boldsymbol{\varepsilon}_{n+1}^{e}\right)+\tau \operatorname{tr}\left(\Delta t \boldsymbol{d}_{n+1}^{e}\right) \mathbf{1} \\
& +2 \sigma \Delta t \boldsymbol{d}_{n+1}^{e}+(\eta-\tau) \operatorname{tr}\left(\Delta t \varepsilon_{n+1}^{e}\right) \mathbf{1} \tag{4.37}
\end{align*}
$$

where $\delta(\boldsymbol{\sigma}-\boldsymbol{s})=-\delta(\boldsymbol{s}-\boldsymbol{\sigma})$. Note that variation of the terms appearing in equation (4.37) are given in Appendix (A). Variation of the third term of equation (4.36) :

$$
\begin{equation*}
\eta_{m l}\left(\sigma_{m l}-s_{m l}\right) \delta(J)=\eta_{m l}\left(\sigma_{m l}-s_{m l}\right) J \delta\left(u_{n, n}\right) \tag{4.38}
\end{equation*}
$$

Variation of the last term in equation (4.36) :

$$
\eta_{m l} \rho \delta\left(\lambda_{l m}-\omega_{l m}\right) J=\eta_{m l} \rho \delta\left(\lambda_{l m}\right) J-\eta_{m l} \rho \delta\left(\omega_{l m}\right) J
$$

where

$$
\begin{gather*}
\rho \lambda_{l m} d v=\int_{d v} \rho^{\prime} f_{l}^{\prime} \xi_{m}^{\prime} d v^{\prime}=\int_{d v} \rho^{\prime} f_{l}^{\prime} \chi_{m K} \Xi_{K} d v^{\prime} \\
\rho \lambda_{l m} d v=\chi_{m K} \int_{d v} \rho^{\prime} f_{l}^{\prime} \Xi_{K}^{\prime} d v^{\prime}=\chi_{m K} \underbrace{\int_{d v} f_{l}^{\prime} \Xi_{K} \underbrace{\rho^{\prime} J^{\prime}}_{\rho_{0}^{\prime}} d V^{\prime}}_{\rho_{0} \Gamma_{l K} d V} \\
\rho \lambda_{l m} d v=\chi_{m K} \rho_{0} \Gamma_{l K} d V  \tag{4.39}\\
\Rightarrow \rho \delta\left(\lambda_{l m}\right) d v=\delta[\chi_{m K}^{\left.\int_{d V}^{\rho^{\prime} f_{l}^{\prime} \Xi_{K}^{\prime} J^{\prime} d V^{\prime}}\right]=\delta\left(\chi_{m K}\right) \rho_{0} \Gamma_{l K} d V+\chi_{m K} \overbrace{\rho_{l K} d V}^{\delta\left(\rho_{0} \Gamma_{l K} d V\right)}}] \\
\rho \delta\left(\lambda_{l m}\right) d v=\rho_{0} \Gamma_{l K} \delta\left(\Phi_{m K}\right) d V \tag{4.40}
\end{gather*}
$$

and

$$
\begin{align*}
\rho \omega_{l m} d v & =\int_{d v} \rho^{\prime} \ddot{\xi}_{l} \xi_{m} d v^{\prime} \\
& =\int_{d v} \rho^{\prime}\left(\ddot{\chi}_{l K}\right) \Xi_{K} \chi_{m L} \Xi_{L} d v^{\prime} \\
& =\left(\ddot{\chi}_{l K}\right) \chi_{m L} \int_{d V} \rho_{0}^{\prime} \Xi_{K} \Xi_{L} d V^{\prime} \\
\Rightarrow \rho \omega_{l m} d v & =\left(\ddot{\chi}_{l K}\right) \chi_{m L} \rho_{0} \Omega_{K L} d V, \quad \rho_{0} \Omega_{K L} d V=\int_{d V} \rho_{0}^{\prime} \Xi_{K} \Xi_{L} d V^{\prime} \\
\rho \delta\left(\omega_{l m}\right) d v & =\left(\delta\left(\ddot{\Phi}_{l K}\right) \Phi_{m L}+\ddot{\Phi}_{l K} \delta\left(\Phi_{m L}\right)\right) \rho_{0} \Omega_{K L} d V \tag{4.41}
\end{align*}
$$

By using (4.40) and (4.41), we get:

$$
\begin{align*}
\eta_{m l} \rho \delta\left(\lambda_{l m}\right) J-\eta_{m l} \rho \delta\left(\omega_{l m}\right) J & =\eta_{m l} \rho_{0} \Gamma_{l K} \delta\left(\Phi_{m K}\right) \\
& -\eta_{m l}\left(\delta\left(\ddot{\Phi}_{l K}\right) \Phi_{m L}+\ddot{\Phi}_{l K} \delta\left(\Phi_{m L}\right)\right) \rho_{0} \Omega_{l m} \tag{4.42}
\end{align*}
$$

Then, the last term for quasistatic case in equation (4.36) becomes :

$$
\delta(\int \rho(\lambda_{l m}-\underbrace{\omega_{l m}}_{0}) d v)=\int_{V} \rho_{0} \Gamma_{l K} \delta\left(\Phi_{m K}\right) d V
$$

### 4.3 Finite Element Discretization

Displacement $\boldsymbol{u}$ can be discretized as:

$$
\begin{gather*}
u_{i}^{h}=\sum_{a=1}^{n_{e n}^{u}} N_{a}^{u} d_{i(a)}  \tag{4.43}\\
\Rightarrow \delta\left(u_{i}^{h}\right)=\sum_{a=1}^{n_{e n}^{u}} N_{a}^{u} \delta\left(d_{i(a)}\right)  \tag{4.44}\\
\underbrace{\left\{\boldsymbol{u}^{h}\right\}}_{n_{s d} \times 1}=\underbrace{\left[\boldsymbol{N}^{u, e}\right]}_{n_{s d} \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1}  \tag{4.45}\\
u_{i, j}^{h}=\sum_{a=1}^{\sum_{\text {en }} N_{a, j}^{u} d_{i(a)}}  \tag{4.46}\\
\underbrace{\left\{\boldsymbol{g r a d}\left(\boldsymbol{u}^{h}\right)\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1}=\underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} . \underbrace{\left\{\boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1}  \tag{4.47}\\
u_{i, i}^{h}=\sum_{a=1}^{\sum_{e l}^{n_{e l}} N_{d, i}^{u} d_{i(a)}}  \tag{4.48}\\
\operatorname{div(\boldsymbol {u}^{h})}=\underbrace{\left[d i v\left(\boldsymbol{N}^{u, e}\right)\right]}_{1 \times n_{d o f}^{u, e}} \underbrace{\left\{\boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.49}
\end{gather*}
$$

The weight function $\boldsymbol{w}$ can be discretized as :

$$
\begin{equation*}
w_{k, l}^{h}=\sum_{a=1}^{n_{e n}^{u}} N_{a, l}^{u} c_{k(a)}^{e} \tag{4.50}
\end{equation*}
$$

in matrix form

$$
\begin{equation*}
\underbrace{\left\{\boldsymbol{w}^{h}\right\}}_{n_{s d} \times 1}=\underbrace{[\underbrace{\left\{\boldsymbol{c}^{e}\right\}}_{n_{d o f}^{u, e} \times 1},\}}_{n_{s d} \times n_{n_{d o f}^{u, e}}^{\left[\boldsymbol{N}^{u, e}\right]}} \tag{4.51}
\end{equation*}
$$

then, $\boldsymbol{\operatorname { g r a d }}(\boldsymbol{w})$ can be obtained as:

$$
\begin{align*}
w_{k, l}^{h} & =w_{k, L}^{h} F_{L l}^{-1}  \tag{4.52}\\
\underbrace{\left\{\boldsymbol{\operatorname { g r a d }}\left(\boldsymbol{w}^{h}\right)\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1} & =\underbrace{\left[\boldsymbol{F}^{-1}\right]_{w}^{T}}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{w}^{h}\right)\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1}  \tag{4.53}\\
w_{k, L}^{h} & =\sum_{a=1}^{n_{e n}^{u}} N_{a, L}^{u} c_{k(a)}^{e} \tag{4.54}
\end{align*}
$$

in matrix form

$$
\begin{gather*}
\underbrace{\{\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}(\boldsymbol{w})\}}_{\left(n_{s d} * n_{s d}\right) \times 1}=\underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left.\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}\right)} \cdot \underbrace{\left\{\boldsymbol{c}^{e}\right\}}_{\left(n_{d o f}^{u, e}\right) \times 1}  \tag{4.55}\\
\underbrace{\{\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}(\boldsymbol{w})\}^{T}}_{1 \times\left(n_{s d} * n_{s d}\right)}=\underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{n_{d o f}^{u, e} \times\left(n_{s d} * n_{s d}\right)}  \tag{4.56}\\
\underbrace{\left\{\boldsymbol{g r a d}\left(\boldsymbol{w}^{h}\right)\right\}^{T}}_{1 \times\left(n_{s d} * n_{s d}\right)}=\underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{n_{d o f}^{u, e} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{F}^{-1}\right]_{w}^{T}}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)}  \tag{4.57}\\
\underbrace{[\boldsymbol{\iota}]_{w}}_{n_{d o f}^{u, e} \times\left(n_{s d} * n_{s d}\right)}=\underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{n_{d o f}^{u, e} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{F}^{-1}\right]_{w}^{T}}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \tag{4.58}
\end{gather*}
$$

Micro deformation tensor $\chi$ can be discretized as:

$$
\begin{gather*}
\Phi_{m L}^{h}=\sum_{b=1}^{n_{e n}^{\chi}} N_{b}^{\chi} \phi_{m L(b)}  \tag{4.59}\\
\Rightarrow \delta\left(\chi_{m L}^{h}\right)=\delta\left(\Phi_{m L}^{h}\right)=\sum_{b=1}^{n_{\text {en }}^{\chi}} N_{b}^{\chi} \delta\left(\phi_{m L(b)}\right) \tag{4.60}
\end{gather*}
$$

in matrix form

$$
\underbrace{\left\{\Phi^{h}\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1}=\underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} \cdot \underbrace{\{\phi\}}_{n_{d o f}^{\chi} \times 1}
$$

The weight function $\boldsymbol{\eta}$ can be discretized as :

$$
\begin{equation*}
\eta_{m L}^{h}=\sum_{b=1}^{n_{e n}^{\chi}} N_{b}^{\chi} \alpha_{m L(b)} \tag{4.61}
\end{equation*}
$$

in matrix form

$$
\begin{equation*}
\underbrace{\{\boldsymbol{\eta}\}}_{\left(n_{s d} * n_{s d}\right) \times 1}=\underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi}} \cdot \underbrace{\{\boldsymbol{\alpha}\}}_{n_{d o f}^{\chi} \times 1} \tag{4.62}
\end{equation*}
$$

The gradient of the weight function $\boldsymbol{\eta}$ can be discretized as:

$$
\begin{equation*}
\eta_{m l, k}^{h}=\sum_{b=1}^{n_{e n}^{\chi}} N_{b, k}^{\chi} \alpha_{m l(b)} \tag{4.63}
\end{equation*}
$$

in matrix form

$$
\begin{equation*}
\underbrace{\{\boldsymbol{g r a d}(\boldsymbol{\eta})\}}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times 1}=\underbrace{[\underbrace{\{\boldsymbol{\alpha}\}}_{n_{d o f}^{\chi, e} \times 1}}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times n_{n_{\text {dof }}^{\chi, e}}^{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]}} \tag{4.64}
\end{equation*}
$$

$$
\begin{gather*}
\underbrace{\{\boldsymbol{g r a d}(\boldsymbol{\eta})\}}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times 1}=\underbrace{\left[\boldsymbol{F}^{-1}\right]_{\eta}}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}(\boldsymbol{\eta})]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times 1}  \tag{4.65}\\
\underbrace{\{\boldsymbol{g r a d}(\boldsymbol{\eta})\}^{T}}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times 1}=\underbrace{\{\boldsymbol{\alpha}\}}_{1 \times n_{d o f}^{\chi, e}}{ }_{\text {dof }}^{T} \cdot \underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \underbrace{\left[\boldsymbol{F}^{-1}\right]_{\eta}^{T}}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d} * n_{s d}\right)}  \tag{4.66}\\
\underbrace{[\boldsymbol{\iota}]_{\eta}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)}=\underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \tag{4.67}
\end{gather*} \underbrace{\left[\boldsymbol{F}^{-1}\right]_{\eta}^{T}}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d} * n_{s d}\right)} .
$$

### 4.4 Submatrices in the Matrix Form of the Balance of Linear Momentum

Equation (4.3) is separated into subintegrals as follows:

$$
\begin{equation*}
\mathcal{G}_{1}=-\int_{V}(\boldsymbol{g r a d}(\boldsymbol{w}))^{T}: \boldsymbol{\sigma} J d V \tag{4.68}
\end{equation*}
$$

If we write equation (3.134) in indicial notation as:

$$
\begin{align*}
\sigma_{l k} & =\left(1-\Delta t d_{i i}^{e}\right)\left(\sigma_{n}\right)_{l k}+\left(\Delta t \ell_{l i}^{e}\right)\left(\sigma_{n}\right)_{i k}+\left(\sigma_{n}\right)_{l i}\left(\Delta t \ell_{n+1}^{e}\right)_{k i} \\
& +(\lambda+\tau) \Delta t d_{i i}^{e} \delta_{l k}+2(\mu+\sigma)\left(\Delta t d_{l k}^{e}\right)+\eta t \Delta t \varepsilon_{i i}^{e} \delta_{l k} \\
& +\kappa \Delta t \varepsilon_{l k}^{e}+\nu \Delta t \varepsilon_{k l}^{e} \tag{4.69}
\end{align*}
$$

then,

$$
\begin{equation*}
(\mathcal{G})_{1}=-\int_{V} w_{k, l} \sigma_{l k} J d V \tag{4.70}
\end{equation*}
$$

if the all the expressions given in Appendix (A) are inserted, Galerkin from of the $\mathcal{G}_{1}^{h}$ can be obtained as:

$$
\begin{gather*}
\left(\mathcal{G}^{e, h}\right)_{1}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{n_{d o f}^{u, e} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{G}_{1}\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1} J d V  \tag{4.71}\\
\underbrace{}_{\left.n_{n_{d o f}^{u, e} \times 1} \times \boldsymbol{U}_{1}^{e, I n t}\right\}}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{\operatorname { g r a d }}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{n_{d o f}^{u, e} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{G}_{1}\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1} J d V  \tag{4.72}\\
\underbrace{\left\{\boldsymbol{U}_{1}^{e, I n t}\right\}}_{n_{d o f}^{u, e} \times 1}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{n_{d o f}^{u, e} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{F}^{-1}\right]_{w}}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{G}_{1}\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1} J d V \tag{4.73}
\end{gather*}
$$

$$
\begin{equation*}
\left(\mathcal{G}_{1}^{h}\right)={\underset{e=1}{n_{e l}} \underbrace{\{ }_{1 \times n_{d o f}^{u, e}}\left\{\boldsymbol{c}^{e}\right\}^{T}}_{\{ }^{\left\{\boldsymbol{U}_{1}^{e, \text { Int }}\right\}} \tag{4.74}
\end{equation*}
$$

The second term:

$$
\begin{gather*}
(\mathcal{G})_{2}=-\int_{V} \rho_{0} w_{k} f_{k} d V  \tag{4.75}\\
\left(\mathcal{G}^{e, h}\right)_{2}=-\int_{V^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{u, e}\right]^{T} \cdot\{\boldsymbol{f}\} \rho_{0} d V  \tag{4.76}\\
\left(\mathcal{G}^{e, h}\right)_{2}=-\int_{V^{e}} \rho_{0} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {dof }}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{u, e}\right]^{T}}_{n_{d o f}^{u, e} \times n_{s d}} \cdot \underbrace{\{\boldsymbol{f}\}}_{n_{s d} \times 1} d V  \tag{4.77}\\
\underbrace{\left\{\boldsymbol{U}_{2}^{e, I n t}\right\}}_{n_{d o f}^{u, e} \times 1}=-\int_{V^{e}} \rho_{0} \underbrace{\left.\boldsymbol{N}^{u, e}\right]^{T}}_{n_{d o f}^{u, e} \times n_{s d}} \cdot \underbrace{\{\boldsymbol{f}\}}_{n_{s d} \times 1} d V  \tag{4.78}\\
\left(\mathcal{G}^{h}\right)_{2}=\underbrace{n_{e l}}_{e=1} \underbrace{\left\{\boldsymbol{c}^{e}\right\}}_{1 \times\left(n_{d o f}^{u, e}\right)} \underbrace{T}_{n_{d o f}^{u, e} \times 1} \cdot \boldsymbol{U}_{2, I n t}^{e, I n t}\} \tag{4.79}
\end{gather*}
$$

and

$$
\begin{align*}
& \left(\mathcal{G}_{\text {ext }}\right)=\int_{S} \rho_{0} \boldsymbol{w}^{T} \cdot \boldsymbol{T} d A  \tag{4.80}\\
& \left(\mathcal{G}_{e x t}\right)=\int_{S^{e}} \rho_{0} w_{k} T_{k} d A  \tag{4.81}\\
& \left(\mathcal{G}_{\text {ext }}^{h}\right)=\int_{S^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}}_{1 \times\left(n_{d o f}^{u, e}\right)}{ }^{T} \cdot \underbrace{\left[\boldsymbol{N}^{u, e}\right]^{T}}_{n_{\text {dof }}^{u, e} \times n_{s d}} \cdot \underbrace{\{\boldsymbol{T}\}}_{n_{s d} \times 1} \rho_{0} d A  \tag{4.82}\\
& \underbrace{\left\{\boldsymbol{U}_{e x t}^{e}\right\}}_{\substack{u, e \\
n_{d o f}^{u,} \times 1}}=\int_{S^{e}} \underbrace{\left[\boldsymbol{N}^{u, e}\right]^{T}}_{\substack{n_{d o f}^{u, e} \times n_{s d}}} \cdot \underbrace{\{\boldsymbol{T}\}}_{n_{s d} \times 1} \rho_{0} d A  \tag{4.83}\\
& \left(\mathcal{G}_{\text {ext }}^{h}\right)=\mathbb{n}_{e=1}^{n_{e l}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {dof }}^{u, e}\right)} \cdot \underbrace{\left\{\boldsymbol{U}_{e x t}^{e}\right\}}_{n_{\text {dof }}^{u, e} \times 1} \tag{4.84}
\end{align*}
$$

### 4.5 Submatrices in the Matrix Form of the Balance of First Moment of Momentum

The balance of first Moment of Momentum can be separated into subintegrals as follows:

The first subintegral $\mathcal{H}_{1}$ :

$$
\begin{equation*}
\mathcal{H}_{1}=-\int_{V} \eta_{m l, k} m_{k l m} J d V \tag{4.85}
\end{equation*}
$$

where $m_{k l m}$ is written in indicial notation as:

$$
\begin{align*}
& m_{k l m}=\left(1-\Delta t d_{i i}^{e}\right)\left(m_{n}\right)_{k l m}+\left(\Delta t \ell_{k i}^{e}\right)\left(m_{n}\right)_{i l m}+\left(m_{n}\right)_{k i m}\left(\Delta t \ell_{l i}^{e}\right) \\
& +\left(m_{n}\right)_{k l i}\left(\Delta t \nu_{m i}^{e}\right)+c_{k l m p r s}\left(\Delta t \dot{\gamma}_{p r s}^{\circ}\right)  \tag{4.86}\\
& \Delta t \hat{\gamma}_{p r s}^{\circ}=\Delta t \dot{\gamma}_{p r s}^{e}+\left(\Delta t \ell_{i p}^{e}\right)\left(\gamma_{n}^{e}\right)_{i r s}+\left(\gamma_{n}^{e}\right)_{p r i}\left(\Delta t \ell_{i s}^{e}\right)+\left(\gamma_{n}^{e}\right)_{p i s}\left(\Delta t \nu_{i r}^{e}\right)  \tag{4.87}\\
& \Delta t \dot{\gamma}_{p r s}^{e}=\left(\Delta t \nu_{p i}^{e}\right)\left(\gamma_{n}^{e}\right)_{i r s}-\left(\Delta t \nu_{i r}^{e}\right)\left(\gamma_{n}^{e}\right)_{p i s}+\Delta t \nu_{p r, s}^{e}-\underbrace{\Delta t \nu_{p r, s}^{p}}_{0 \text { for elastic case }}  \tag{4.88}\\
& \Delta t \nu_{p r, s}^{e}=\left(\chi_{p K, s}-\left(\chi_{n}\right)_{p K, s}\right) \chi_{K r}^{-1}-\left(\chi_{p K}-\left(\chi_{n}\right)_{p K}\right) \chi_{K i}^{-1}\left(\chi_{i T, r}\right) \chi_{T s}^{-1}  \tag{4.89}\\
& \Delta t \nu_{p r, s}^{e}=\left(\chi_{p K, S}-\left(\chi_{n}\right)_{p K, S}\right) F_{S s}^{-1} \chi_{K r}^{-1}-\left(\chi_{p K}-\left(\chi_{n}\right)_{p K}\right) \chi_{K i}^{-1}\left(\chi_{i T, S}\right) F_{S r}^{-1} \chi_{T s}^{-1}  \tag{4.90}\\
& \mathcal{H}_{1}^{e, h}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{H}_{1}\right\}}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times 1} J d V  \tag{4.91}\\
& \underbrace{\left\{\boldsymbol{P}_{1}^{e, \text { Int }}\right\}}_{\substack{n_{d o f}^{\chi, e} \times 1}}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{H}_{1}\right\}}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times 1} d V \tag{4.92}
\end{align*}
$$

The second subintegral $\mathcal{H}_{2}$ :

$$
\begin{align*}
\mathcal{H}_{2} & =\int_{V} \eta_{m l}\left(\sigma_{m l}-s_{m l}\right) J d V  \tag{4.94}\\
\mathcal{H}_{2} & =-\int_{V} \eta_{m l}\left(s_{m l}-\sigma_{m l}\right) J d V \tag{4.95}
\end{align*}
$$

where $\left(s_{m l}-\sigma_{m l}\right)$ is expressed in indicial forms as:

$$
\begin{align*}
\left(s_{m l}-\sigma_{m l}\right) & =\left(1-\Delta t d_{i i}^{e}\right)\left(s_{m l}-\sigma_{m l}\right)_{n}+\left(\Delta t \ell_{m i}^{e}\right)\left(s_{i l}-\sigma_{i l}\right)_{n}+\left(s_{m i}-\sigma_{m i}\right)_{n}\left(\Delta t \ell_{l i}^{e}\right) \\
& +(\kappa-\sigma)\left(\Delta t \varepsilon_{l m}^{e}\right)+(\nu-\sigma)\left(\Delta t \varepsilon_{m l}^{e}\right)  \tag{4.96}\\
& +\tau \Delta t d_{i i}^{e} \delta_{m l}+2 \sigma \Delta t d_{m l}^{e}+(\eta-\tau) \Delta t \varepsilon_{i i}^{e} \delta_{m l} \tag{4.97}
\end{align*}
$$

$$
\begin{gather*}
\mathcal{H}_{2}^{e, h}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{H}_{2}\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1} J d V  \tag{4.98}\\
\underbrace{\left\{\boldsymbol{P}_{2}^{e, \text { Int }}\right\}}_{n_{d o f}^{\chi, e} \times 1}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{H}_{2}\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1} J d V  \tag{4.99}\\
\mathcal{H}_{2}^{h}={\underset{e x=1}{n_{\text {el }}}}_{\substack{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}} \underbrace{\left\{\boldsymbol{P}_{2}^{e, \text { Int }}\right\}}_{1 \times n_{\text {dof }}^{\chi}}}^{\left.n_{n_{d o f}^{\chi, e} \times 1}\right\}} \tag{4.100}
\end{gather*}
$$

The third subintegral $\mathcal{H}_{3}$ :

$$
\begin{array}{c}
\mathcal{H}_{3}=\int_{V} \eta_{m l} \rho\left(\lambda_{l m}-\omega_{l m}\right) J d V \\
\mathcal{H}_{3}^{e, h}=\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)}
\end{array} \underbrace{\left\{\boldsymbol{H}_{3}\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1} \rho_{0} d V]=\underbrace{\left\{\boldsymbol{P}_{3}^{e, I n t}\right\}}_{n_{d o f}^{\chi, e} \times 1}=\int_{V^{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\mathcal{H}_{3}^{h}=\underbrace{n_{\mathrm{el}}}_{e=1} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \underbrace{\left\{\boldsymbol{P}_{3}^{e, I n t}\right\}}_{n_{d o f}^{X, e} \times 1}}_{\left(n_{\left.s d^{*} n_{s d}\right) \times 1}^{\left\{\boldsymbol{H}_{3}\right\}} \rho_{0} d V\right.}
$$

The fourth term $\mathcal{H}_{e x t}$ :

$$
\begin{align*}
& \mathcal{H}_{\text {ext }}=\int_{S} \eta_{m l} \digamma_{k m} d A  \tag{4.105}\\
& \mathcal{H}_{e x t}^{e, h}=\int_{S^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{H}_{e x t}\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1} d A  \tag{4.106}\\
& \underbrace{\left\{\boldsymbol{P}_{e x t}^{e}\right\}}_{\substack{\chi, e \\
n_{\text {dof }} \times 1}}=\int_{S^{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{H}_{e x t}\right\}}_{\left(n_{s d} * n_{s d}\right) \times 1} d d A  \tag{4.107}\\
& \mathcal{H}_{e x t}^{h}={\underset{e=1}{n_{\text {el }}}}_{\boldsymbol{A}}^{\left\{\boldsymbol{\alpha}_{1 \times n_{d o f}^{\chi}}^{e}\right\}^{T}} \cdot \underbrace{\left\{\boldsymbol{P}^{e, e x t}\right\}}_{n_{\text {dof }}^{\chi, e} \times 1} \tag{4.108}
\end{align*}
$$

### 4.6 Submatrices in the Matrix Form of the Linearized Form of the Balance

 of Linear MomentumLinearization of the term $\mathcal{G}_{1}$ :

$$
\begin{align*}
& \left(\delta \mathcal{G}_{1}\right)_{1}=\int_{V}(\boldsymbol{\nabla} \boldsymbol{w})^{T}: \delta(\boldsymbol{\sigma}) J d V=\int_{V} \frac{\partial w_{k}}{\partial x_{l}} \delta\left(\sigma_{l k}\right) J d V  \tag{4.109}\\
& \left(\delta \mathcal{G}_{1}\right)_{1}=\int_{V} w_{k, l}\left(\left(F_{n}\right)_{i L} F_{L m}^{-1} \delta u_{m, i}\right)\left(\sigma_{n}\right)_{l k} J d V \tag{4.110}
\end{align*}
$$

$$
\begin{align*}
& \underbrace{\left[\mathcal{T}_{1}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)}=\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{1}^{\sigma}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.112}\\
& \left(\delta \mathcal{G}_{1}^{h}\right)_{1}={\underset{e}{n}}_{n_{\mathrm{el}}}^{\boldsymbol{A}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} . \underbrace{\left[\mathcal{T}_{1}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.113}
\end{align*}
$$

For the second term in equation (4.15), we have :

$$
\begin{align*}
& \left(\delta \mathcal{G}_{1}\right)_{2}=-\int_{V} w_{k, l}\left(\left(F_{n}\right)_{l L} F_{L m}^{-1} \delta u_{m, i}\right)\left(\sigma_{n}\right)_{i k} J d V  \tag{4.114}\\
& \left(\delta \mathcal{G}_{1}^{e, h}\right)_{2}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{\operatorname { g r a d }}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{2}^{\sigma}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right.}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} . \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.115}\\
& \underbrace{\left[\mathfrak{T}_{2}^{e}\right]}_{\binom{u, e}{d o f} \times\left(n_{d o f}^{u, e}\right)}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{2}^{\sigma}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.116}\\
& \left(\delta \mathcal{G}_{1}^{h}\right)_{2}={\underset{e}{n}}_{n_{\mathrm{el}}}^{\mathbf{A}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{n_{d o f}^{u, e}}\right)} . \underbrace{\left[\mathcal{T}_{2}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.117}
\end{align*}
$$

The third term in the equation (4.15) will be :

$$
\begin{equation*}
\left(\delta \mathcal{G}_{1}\right)_{3}=-\int_{V} w_{k, l}\left(\sigma_{n}\right)_{l i}\left(\left(F_{n}\right)_{k L} F_{L m}^{-1} \delta u_{m, i}\right) J d V \tag{4.118}
\end{equation*}
$$

$$
\begin{gather*}
\left(\delta \mathcal{G}_{1}^{e, h}\right)_{3}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{3}^{\sigma}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
\underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{n_{d o f}^{u, e}}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.119}\\
\underbrace{\left[\mathcal{T}_{3}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{3}^{\sigma}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}_{d, e}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.120}\\
\left(\delta \mathcal{G}_{1}^{h}\right)_{3}=\underbrace{n_{e l}}_{e=1} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\mathcal{T}_{3}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.121}
\end{gather*}
$$

The fourth term in equation (4.15) can be found as :

$$
\begin{align*}
& \left(\delta \mathcal{G}_{1}\right)_{4}=-\int_{V} w_{k, l} \delta_{l k}(\lambda+\tau)\left(\left(F_{n}\right)_{i L} F_{L m}^{-1} \delta u_{m, i}\right) J d V  \tag{4.122}\\
& \left(\delta \mathcal{G}_{1}^{e, h}\right)_{4}=-(\lambda+\tau) \int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{1}^{F_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right.}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.123}\\
& \underbrace{\left[\mathcal{T}_{4}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)}=-(\lambda+\tau) \int_{V^{e}} \underbrace{\left[\boldsymbol{\operatorname { g r a d }}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{1}^{F_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.124}\\
& \left(\delta \mathcal{G}_{1}^{h}\right)_{4}=\boldsymbol{A}_{e=1}^{n_{\mathrm{el}}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {dof }}^{u, e}\right)} \cdot \underbrace{\left[\mathcal{T}_{4}^{e}\right]}_{\left(n_{\text {dof }}^{u, e}\right) \times\left(n_{n_{\text {dof }}^{u, e}}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{\text {dof }} \times 1} \tag{4.125}
\end{align*}
$$

The fifth term in equation (4.15) can be found as:

$$
\begin{gather*}
\left(\delta \mathcal{G}_{1}\right)_{5}=-(\mu+\sigma) \int_{V} w_{k, l}\left(\left(F_{n}\right)_{l L} F_{L m}^{-1} \delta u_{m, k}\right) J d V  \tag{4.126}\\
\left(\delta \mathcal{G}_{1}^{e, h}\right)_{5}=-(\mu+\sigma) \int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {uof }}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{2}^{F_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d}^{\left.* * n_{s d}\right)}\right.} \\
\cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left.\delta \delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V \tag{4.127}
\end{gather*}
$$

$$
\begin{align*}
& \underbrace{\left[\mathcal{T}_{5}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)}=-(\mu+\sigma) \int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{2}^{F_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.128}\\
& \left(\delta \mathcal{G}_{1}^{h}\right)_{5}=\boldsymbol{A}_{e=1}^{n_{\mathrm{el}}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\mathcal{T}_{5}^{e}\right]}_{\left(n_{\text {dof }}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{\text {dof }}^{u, e} \times 1} \tag{4.129}
\end{align*}
$$

The sixth term in equation (4.15) can be found as:

$$
\begin{align*}
& \left(\delta \mathcal{G}_{1}\right)_{6}=-(\mu+\sigma) \int_{V} w_{k, l}\left(\left(F_{n}\right)_{k L} F_{L m}^{-1} \delta u_{m, l}\right) J d V  \tag{4.130}\\
& \left(\delta \mathcal{G}_{1}^{e, h}\right)_{6}=(\mu+\sigma) \int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{3}^{F_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right.}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} . \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.131}\\
& \underbrace{\left[\mathcal{T}_{6}^{e}\right]}_{\left(\begin{array}{l}
u, e
\end{array} n_{d o f}\right) \times\left(n_{d o f}^{u, e}\right)}=-(\mu+\sigma) \int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{3}^{F_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{\operatorname { g r a d }}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.132}\\
& \left(\delta \mathcal{G}_{1}^{h}\right)_{6}=\boldsymbol{A}_{e=1}^{n_{\mathrm{el}}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{n_{d o e}, e}\right)} . \underbrace{\left[\mathcal{T}_{6}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.133}
\end{align*}
$$

The seventh term in equation (4.15) can be found as :

$$
\begin{equation*}
\left(\delta \mathcal{G}_{1}\right)_{7}=-\eta \int_{V} w_{k, l}\left(\left(\chi_{n}\right)_{i L} \chi_{L m}^{-1} \delta \Phi_{m H} \chi_{H i}^{-1}\right) \delta_{l k} J d V \tag{4.134}
\end{equation*}
$$

where

$$
\begin{gather*}
\left(\delta \mathcal{G}_{1}^{e, h}\right)_{7}=-\eta \int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{\text {dof }}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{1}^{\chi_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
\cdot \underbrace{\left[\left(\boldsymbol{N}^{\chi, e}\right)\right]}_{\left(n_{s d * *} n_{s d}\right) \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V \tag{4.135}
\end{gather*}
$$

$$
\begin{gather*}
\underbrace{=}_{\left(\begin{array}{l}
\left.n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{\chi, e}\right)
\end{array} \mathcal{T}_{7}^{e}\right]}=-\eta \int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{1}^{\left.\chi_{n}\right]}\right.}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\left(\boldsymbol{N}^{\chi, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} J d V  \tag{4.136}\\
\left(\delta \mathcal{G}_{1}^{h}\right)_{7}=\boldsymbol{A}_{e=1}^{\boldsymbol{A}_{\text {el }}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {dof }}^{u, e}\right)} \cdot \underbrace{\left[\mathcal{T}_{7}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{\chi, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{x, e} \times 1} \tag{4.137}
\end{gather*}
$$

The eighth term in equation (4.15) can be found as :

$$
\begin{align*}
& \left(\delta \mathcal{G}_{1}\right)_{8}=-\eta \int_{V} w_{k, l}\left(\left(F_{n}\right)_{i L} F_{L m}^{-1} \delta u_{m, i}\right) \delta_{l k} J d V  \tag{4.138}\\
& \left(\delta \mathcal{G}_{1}^{e, h}\right)_{8}=-\eta \int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {dof }}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{\operatorname { g r a d }}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d^{*}} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{4}^{F n}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.139}\\
& \underbrace{\left[\mathcal{T}_{8}^{e}\right]}_{\left(n_{(d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)}=-\eta \int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{4}^{F n}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{\operatorname { g r a d }}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.140}\\
& \left(\delta \mathcal{G}_{1}^{h}\right)_{8}={\underset{e}{n}}_{n_{\mathrm{el}}}^{\boldsymbol{A}_{=1}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {dof }}^{u, e}\right)} . \underbrace{\left[\mathcal{T}_{8}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{\text {dof }}^{u, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.141}
\end{align*}
$$

The ninth term in equation (4.15) will be found as :

$$
\begin{align*}
& \left(\delta \mathcal{G}_{1}\right)_{9}=-\kappa \int_{V} w_{k, l}\left(\left(\chi_{n}\right)_{l L} \chi_{L m}^{-1} \delta \Phi_{m R} \chi_{R k}^{-1}\right) J d V  \tag{4.142}\\
& \left(\delta \mathcal{G}_{1}^{e, h}\right)_{9}=-\kappa \int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\operatorname{grad}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{2}^{\chi_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\left(\boldsymbol{N}^{\chi, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.143}\\
& \underbrace{\left[\mathcal{T}_{9}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{\chi, e}\right)}=-\kappa \int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{2}^{\chi_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\left(\boldsymbol{N}^{\chi, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} J d V  \tag{4.144}\\
& \left(\delta \mathcal{G}_{1}^{h}\right)_{9}=\boldsymbol{A}_{e=1}^{n_{\mathrm{el}}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {dof }}^{u, e}\right)} . \underbrace{\left[\mathcal{T}_{9}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{\text {dof }}^{\left.\chi_{\text {do }}\right)}\right.} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{\text {dof }}^{x, e} \times 1} \tag{4.145}
\end{align*}
$$

The tenth term in equation (4.15) will be found as :

$$
\begin{align*}
& \left(\delta \mathcal{G}_{1}\right)_{10}=-\kappa \int_{V} w_{k, l}\left(\left(F_{n}\right)_{k L} F_{L m}^{-1} \delta u_{m, l}\right) J d V  \tag{4.146}\\
& \left(\delta \mathcal{G}_{1}^{e, h}\right)_{10}=-\kappa \int_{V} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {dof }}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{\text {dof }}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{5}^{F_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right.}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} . \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.147}\\
& \underbrace{\left[\mathcal{T}_{10}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{\text {dof }}^{u, e}\right)}=-\kappa \int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{5}^{F_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.148}\\
& \left(\delta \mathcal{G}_{1}^{h}\right)_{10}=\boldsymbol{n}_{e=1}^{n_{\mathrm{el}}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {dof }}^{u, e}\right)} \cdot \underbrace{\left[\mathcal{T}_{10}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.149}
\end{align*}
$$

The eleventh term in equation (4.15) will be found as :

$$
\begin{gather*}
\left(\delta \mathcal{G}_{1}\right)_{11}=-\nu \int_{V} w_{k, l}\left(\left(\chi_{n}\right)_{k L} \chi_{L m}^{-1} \delta \Phi_{m R} \chi_{R l}^{-1}\right) J d V  \tag{4.150}\\
\left(\delta \mathcal{G}_{1}^{e, h}\right)_{11}=-\nu \int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{3}^{\chi_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
\cdot \underbrace{\left[\left(\boldsymbol{N}^{\chi, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.151}\\
\underbrace{\left[\mathcal{T}_{11}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{\chi, e}\right)}=-\nu \int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{3}^{\left.\chi_{n}\right]}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\left(\boldsymbol{N}^{\chi, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} J d V  \tag{4.152}\\
\left(\delta \mathcal{G}_{1}^{h}\right)_{11}=\underbrace{n_{e l}}_{e=1} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\mathcal{T}_{11}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{\chi, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} \tag{4.153}
\end{gather*}
$$

The twelfth term is:

$$
\begin{equation*}
\left(\delta \mathcal{G}_{1}\right)_{12}=-\nu \int_{V} w_{k, l}\left(\left(F_{n}\right)_{l L} F_{L m}^{-1} \delta u_{m, k}\right) J d V \tag{4.154}
\end{equation*}
$$

$$
\begin{gather*}
\left(\delta \mathcal{G}_{1}^{e, h}\right)_{12}=-\nu \int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{6}^{F_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
\cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.155}\\
\underbrace{\left[\mathcal{T}_{12}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)}=-\nu \int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{T}_{6}^{F_{n}}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.156}\\
\left(\delta \mathcal{G}_{1}^{h}\right)_{12}=\underbrace{n_{\text {el }}}_{e=1} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {dof }}^{u, e}\right)} \cdot \underbrace{\left[\mathcal{T}_{12}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.157}
\end{gather*}
$$

the thirteenth term is:

$$
\begin{align*}
&\left(\delta \mathcal{G}_{1}\right)_{13}=-\int_{V} w_{k, l} \sigma_{l k} \delta(J) d V=-\int_{V} w_{k, l} \sigma_{l k} J \operatorname{div}(\delta \boldsymbol{u}) d V  \tag{4.158}\\
&\left(\delta \mathcal{G}_{1}\right)_{13}=-\int_{V} w_{k, l} \sigma_{l k} \delta\left(u_{n, n}\right) J d V  \tag{4.159}\\
&\left(\delta \mathcal{G}_{1}\right)_{13}=-\int_{V} w_{k, l} \sigma_{l k} \delta u_{n, j} \delta_{j n} J d V \tag{4.160}
\end{align*}
$$

or

$$
\begin{align*}
& \left(\delta \mathcal{G}_{1}\right)_{13}=-\int_{V} w_{k, l} \sigma_{l k} \delta u_{n, N} F_{N n}^{-1} J d V  \tag{4.161}\\
& \left(\delta \mathcal{G}_{1}^{e, h}\right)_{13}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d}^{*} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{\sigma}_{\text {curr }}\right\}}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d}^{*} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.162}\\
& \underbrace{\left[\mathcal{T}_{13}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{\sigma}_{\text {curr }}\right\}}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \underbrace{\left[\boldsymbol{G R A} \boldsymbol{A}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.163}\\
& \left(\delta \mathcal{G}_{1}^{h}\right)_{13}=\boldsymbol{A}_{e=1}^{n_{\text {el }}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {dof }}^{u, e}\right)} \cdot \underbrace{\left[\mathcal{T}_{13}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.164}
\end{align*}
$$

contribution of variation of $\boldsymbol{F}^{-1}$ from $\boldsymbol{\nabla} \boldsymbol{w}$ :

$$
\begin{equation*}
\left(\delta \mathcal{G}_{1}\right)_{14}=-\int_{V} w_{k, l} \sigma_{l k} \delta(J) d V=-\int_{V}-w_{k, L} F_{L m}^{-1} \delta u_{m, l} \sigma_{l k} J d V \tag{4.165}
\end{equation*}
$$

$$
\begin{gather*}
\left(\delta \mathcal{G}_{1}\right)_{14}=\int_{V} w_{k, m} \sigma_{l k} \delta u_{m, l} J d V  \tag{4.166}\\
\left(\delta \mathcal{G}_{1}^{e, h}\right)_{14}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{\text {uef }}^{u, e}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{V}_{F}\right\}}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
\cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.167}\\
\underbrace{\left[\mathcal{T}_{14}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)}=-\int_{V_{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left\{\boldsymbol{V}_{F}\right\}}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.168}\\
\left(\delta \mathcal{G}_{1}^{h}\right)_{14}=\underbrace{\boldsymbol{n}_{\text {el }}}_{e=1} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left[\mathcal{T}_{14}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.169}
\end{gather*}
$$

The traction term (force term);

$$
\begin{align*}
& \delta \mathcal{G}_{\text {ext }}^{h}=\int_{S} \boldsymbol{w}^{T} \cdot \delta \boldsymbol{T} \rho_{0} d A  \tag{4.170}\\
& \delta \mathcal{G}_{e x t}^{e, h}=\int_{S^{e}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}}_{1 \times\left(n_{d o f}^{u, e}\right)} \underbrace{T} \cdot \underbrace{\left[\boldsymbol{N}^{u, e}\right]^{T}}_{n_{d o f}^{u, e} \times n_{s d}} \cdot \underbrace{\{\delta \boldsymbol{T}\}}_{n_{s d} \times 1} \rho_{0} d A  \tag{4.171}\\
& \underbrace{\left\{\boldsymbol{G}_{e x t}^{T, e}\right\}}_{\substack{n_{d o f}^{u, e} \times 1}}=\int_{S^{e}} \underbrace{\left[\boldsymbol{N}^{u, e}\right]^{T}}_{n_{d o f}^{u, e} \times n_{s d}} \cdot \underbrace{\{\delta \boldsymbol{T}\}}_{n_{s d} \times 1} \rho_{0} d A  \tag{4.172}\\
& \delta \mathcal{G}_{e x t}^{h}=\boldsymbol{A}_{e=1}^{\boldsymbol{A}_{\text {el }}} \underbrace{\left\{\boldsymbol{c}^{e}\right\}^{T}}_{1 \times\left(n_{d o f}^{u, e}\right)} \cdot \underbrace{\left\{\boldsymbol{G}_{e x t}^{T, e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.173}
\end{align*}
$$

4.7 Submatrices in the Matrix Form of the Linearized Form of the Balance of First Moment of Momentum

Variation of $\boldsymbol{\nabla} \boldsymbol{\eta}$ :

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{\nabla \eta}=-\int_{V} \delta \eta_{m l, k} m_{k l m} J d V  \tag{4.174}\\
& \left(\delta \mathcal{H}_{1}\right)_{\nabla \eta}=-\int_{V} \eta_{m l, K} \delta F_{K k}^{-1} m_{k l m} J d V  \tag{4.175}\\
& \left(\delta \mathcal{H}_{1}\right)_{\nabla \eta}=\int_{V} \eta_{m l, K} F_{K i}^{-1} \delta u_{i, k} m_{k l m} J d V  \tag{4.176}\\
& \left(\delta \mathcal{H}_{1}\right)_{\nabla \eta}=\int_{V} \eta_{m l, i} m_{k l m} \delta u_{i, k} J d V  \tag{4.177}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{\nabla \eta}=\int_{V} e_{1 \times n_{d o f}^{\chi}}^{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{\nabla \eta}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right.}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.178}\\
& \underbrace{\left[\mathcal{M}_{\nabla \eta}^{e}\right]}_{n_{d o f}^{\chi} \times n_{\text {dof }}^{u, e}}=\int_{V^{2}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} . \underbrace{\left[\boldsymbol{M}_{\nabla \eta}^{m}\right]}_{\left.n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} J d V \tag{4.179}
\end{align*}
$$

The first variation term (the first term in the variation of of $\delta \boldsymbol{m}_{n+1}$ );

$$
\begin{gather*}
\left(\delta \mathcal{H}_{1}\right)_{1}=\int_{V} \eta_{m l, k}\left(\left(F_{n}\right)_{i L} F_{L p}^{-1} \delta u_{p, i}\right)\left(m_{n}\right)_{k l m} J d V  \tag{4.181}\\
\left(\delta \mathcal{H}_{1}^{e, h}\right)_{1}=\int_{V^{e}}\{\boldsymbol{g r a d}(\boldsymbol{\eta})\}^{T} \cdot\left[\boldsymbol{M}_{1}^{m}\right] \cdot\{\boldsymbol{g r a d}(\delta \boldsymbol{u})\} J d V  \tag{4.182}\\
\left(\delta \mathcal{H}_{1}^{e, h}\right)_{1}=\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{1}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
\cdot \underbrace{}_{(n_{\left.s d^{*} * n_{s d}\right) \times n_{n_{d o f}}^{u, e}}^{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V} J d V \tag{4.183}
\end{gather*}
$$

$$
\begin{gather*}
\underbrace{\left[\mathcal{M}_{1}^{e}\right]}_{n_{d o f}^{\chi} \times n_{\text {dof }}^{u, e}}=\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{1}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} J d V  \tag{4.184}\\
\left(\delta \mathcal{H}_{1}^{h}\right)_{1}={\underset{e=1}{ }}_{\boldsymbol{A}}^{\boldsymbol{A}_{\text {el }}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left[\mathcal{M}_{1}^{e}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{\text {dof }}^{u, e} \times 1} \tag{4.185}
\end{gather*}
$$

The second variation term (the second term in the variation of of $\delta \boldsymbol{m}_{n+1}$ );

$$
\begin{align*}
\left(\delta \mathcal{H}_{1}\right)_{2} & =-\int_{V} \eta_{m l, k}\left(\left(F_{n}\right)_{k L} F_{L n}^{-1} \delta u_{n, i}\right)\left(m_{n}\right)_{i l m} J d V  \tag{4.186}\\
\left(\delta \mathcal{H}_{1}^{e, h}\right)_{2} & =-\int_{V^{e}}\{\boldsymbol{g r a d}(\boldsymbol{\eta})\}^{T} \cdot\left[\boldsymbol{M}_{2}^{m}\right] \cdot\{\boldsymbol{g r a d}(\delta \boldsymbol{u})\} J d V \tag{4.187}
\end{align*}
$$

where

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{2}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{2}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.188}\\
& \underbrace{\left[\mathcal{M}_{2}^{e}\right]}_{\substack{n_{d o f}^{\chi, e} \times n_{\text {def }}^{u, e}}}=-\int_{V^{V}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{2}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} J d V  \tag{4.189}\\
& \left(\delta \mathcal{H}_{1}^{h}\right)_{2}={\underset{e=1}{n_{\text {el }}} \underbrace{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{u, e}}_{\substack{\times n_{\text {dof }}^{\chi, e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}[\underbrace{\left[\mathcal{M}_{2}^{e}\right]}_{n_{\text {dof }}^{u, e} \times 1}}_{\left\{\delta \boldsymbol{d}^{e}\right\}}^{\}} \tag{4.190}
\end{align*}
$$

The third variation term (the third term in the variation of of $\delta \boldsymbol{m}_{n+1}$ );

$$
\left.\begin{array}{c}
\left(\delta \mathcal{H}_{1}\right)_{3}=-\int_{V} \eta_{m l, k}\left(m_{n}\right)_{k i m}\left(\left(F_{n}\right)_{l L} F_{L p}^{-1} \delta u_{p, i}\right) J d V \\
\left(\delta \mathcal{H}_{1}^{e, h}\right)_{3}=-\int_{V^{e}}\{\boldsymbol{g r a d}(\boldsymbol{\eta})\}^{T} \cdot\left[\boldsymbol{M}_{3}^{m}\right] \cdot\{\boldsymbol{g r a d}(\delta \boldsymbol{u})\} J d V \\
\left(\delta \mathcal{H}_{1}^{e, h}\right)_{3}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{3}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
\cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{\text {dof }}^{u, e} \times 1} J d V \tag{4.193}
\end{array}\right] V
$$

$$
\begin{align*}
& \underbrace{\left[\mathcal{M}_{3}^{e}\right]}_{\substack{n_{d o f}^{\chi, e} \times n_{d o f}^{u, e}}}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{3}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} J d V  \tag{4.194}\\
& \left(\delta \mathcal{H}_{1}^{h}\right)_{3}={\underset{e}{n}}_{n_{\mathrm{el}}}^{\boldsymbol{A}_{e=1}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{M}_{3}^{e}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{\text {dof }}^{u, e} \times 1} \tag{4.195}
\end{align*}
$$

The fourth variation term (the fourth term in the variation of of $\delta \boldsymbol{m}_{n+1}$ );

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{4}=-\int_{V} \eta_{m l, k}\left(m_{n}\right)_{k l i}\left(\left(\chi_{n}\right)_{m L} \chi_{L p}^{-1} \delta \Phi_{p T} \chi_{T i}^{-1}\right) J d V  \tag{4.196}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{4}=-\int_{V^{e}}\{\boldsymbol{g r a d}(\boldsymbol{\eta})\}^{T} \cdot\left[\boldsymbol{M}_{4}^{m}\right] \cdot\{\delta \boldsymbol{\Phi}\} J d V  \tag{4.197}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{4}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi, e} \times\left(n_{s d} * n_{\text {sd }} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{4}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.198}\\
& \underbrace{\left[\mathcal{M}_{4}^{e}\right]}_{\substack{n_{d o f}^{\chi, e} \times n_{d o f}^{u, e}}}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{\begin{array}{l}
n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)
\end{array}} \cdot \underbrace{\left[\boldsymbol{M}_{4}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} J d V \tag{4.199}
\end{align*}
$$

The fifth term is :

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{5}=-\int_{V} \eta_{m l, k} c_{k l m p r s}\left(\left(\chi_{n}\right)_{p L} \chi_{L n}^{-1} \delta \Phi_{n T} \chi_{T i}^{-1}\right)\left(\gamma_{n}^{e}\right)_{i r s} J d V  \tag{4.201}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{5}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{5}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d}^{\left.* * n_{s d}\right) \times n_{d o f}^{\chi, e}}\right.} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.202}\\
& \underbrace{\left[\mathcal{M}_{5}^{e}\right]}_{\substack{\chi, e \\
n_{\text {dof }} \times n_{d o f}^{u, e}}}=-\int_{V} e_{n_{\text {dof }}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)}^{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}} \cdot \underbrace{\left[\boldsymbol{M}_{5}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{\chi, e}} J d V \tag{4.203}
\end{align*}
$$

The sixth term is :

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{6}=\int_{V} \eta_{m l, k} c_{k l m p r s}\left(\left(\chi_{n}\right)_{i L} \chi_{L n}^{-1} \delta \Phi_{n T} \chi_{T r}^{-1}\right)\left(\gamma_{n}^{e}\right)_{p i s} J d V  \tag{4.205}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{6}=\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{6}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.206}\\
& \underbrace{\left[\mathcal{M}_{6}^{e}\right]}_{\substack{\chi, e \\
n_{\text {dof }} \times n_{d o f}^{u, e}}}=\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} . \underbrace{\left[\boldsymbol{M}_{6}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} J d V  \tag{4.207}\\
& \left(\delta \mathcal{H}_{1}^{h}\right)_{6}=\boldsymbol{A}_{e=1}^{n_{\text {el }}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{M}_{6}^{e}\right]}_{n_{\text {dof }}^{\chi \times, e} \times n_{\text {dof }}^{x, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} \tag{4.208}
\end{align*}
$$

The seventh term is :

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{7}=\int_{V} \eta_{m l, k} c_{k l m p r s} \delta\left(\Phi_{p A, T}\right) F_{T s}^{-1} \chi_{A r}^{-1} J d V \tag{4.209}
\end{align*}
$$

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}^{h}\right)_{7}={\underset{e x}{n_{\text {el }}}}_{\mathbf{A}_{e=1}}^{\substack{1 \times n_{\text {dof }}^{\chi, e}}} \underbrace{\left[\mathcal{M}_{7}^{e}\right]}_{\left.\boldsymbol{\alpha}_{\text {dof }}^{\chi}\right\}^{T} \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{\text {dof }}^{\chi, e} \times 1} \tag{4.210}
\end{align*}
$$

The eighth term is :

$$
\begin{gather*}
\left(\delta \mathcal{H}_{1}\right)_{8}=-\int_{V} \eta_{m l, k} c_{k l m p r s}\left(\chi_{p A, T}-\left(\chi_{n}\right)_{p A, T}\right) F_{T a}^{-1} \delta\left(u_{a, s}\right) \chi_{A r}^{-1} J d V  \tag{4.211}\\
\left(\delta \mathcal{H}_{1}^{e, h}\right)_{8}=\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{8}^{m}\right]}_{\left(n_{s d}^{\left.* * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)}\right.} \\
\cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V \tag{4.212}
\end{gather*}
$$

$$
\begin{align*}
& \underbrace{\left[\mathcal{M}_{8}^{e}\right]}_{\begin{array}{c}
n_{d o f}^{\chi, e} \times n_{d o f}^{u, e}
\end{array}}=\int_{V^{V}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{8}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} J d V \tag{4.213}
\end{align*}
$$

The ninth term is :

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{9}=\int_{V} \eta_{m l, k} c_{k l m p r s}\left(\chi_{p A, T}-\left(\chi_{n}\right)_{p A, T}\right) F_{T s}^{-1} \chi_{A a}^{-1} \delta \Phi_{a B} \chi_{B r}^{-1} J d V  \tag{4.214}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{9}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} . \underbrace{\left[\boldsymbol{M}_{9}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.215}\\
& \underbrace{\left[\mathcal{M}_{9}^{e}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{d o f}^{\chi, e}}=-\int_{V} e_{n_{\text {dof }}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)}^{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}} \cdot \underbrace{\left[\boldsymbol{M}_{9}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{\chi, e}} J d V  \tag{4.216}\\
& \left(\delta \mathcal{H}_{1}^{h}\right)_{9}=\boldsymbol{A}_{e=1}^{n_{\mathrm{el}}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{M}_{9}^{e}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{\text {,.e }}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} \tag{4.217}
\end{align*}
$$

The tenth term:

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{10}=\int_{V} \eta_{m l, k} c_{k l m p r s} \delta\left(\Phi_{p A}\right) \chi_{A a}^{-1} \chi_{a B, T} \chi_{B r}^{-1} F_{T s}^{-1} J d V  \tag{4.218}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{10}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{10}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.219}\\
& \underbrace{\left[\mathcal{M}_{10}^{e}\right]}_{\begin{array}{c}
\chi, e \\
n_{d o f} \times n_{d o f}^{\chi, e}
\end{array}}=-\int_{V} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{10}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{\chi, e}} J d V  \tag{4.220}\\
& \left(\delta \mathcal{H}_{1}^{h}\right)_{10}={\underset{e}{n}}_{n_{\mathrm{el}}}^{\boldsymbol{A}_{=1}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{M}_{10}^{e}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{\text {dof }}^{\chi, e} \times 1} \tag{4.221}
\end{align*}
$$

The eleventh term:

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{11}=-\int_{V} \eta_{m l, k} c_{k l m p r s}\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A i}^{-1} \delta \Phi_{i L} \chi_{L a}^{-1} \chi_{a B, T} \chi_{B r}^{-1} F_{T s}^{-1} J d V  \tag{4.222}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{11}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi, e} \times\left(n_{s d} * n_{\text {sd }} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{11}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{\text {sd }} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.223}\\
& \underbrace{\left[\mathcal{M}_{11}^{e}\right]}_{\substack{n_{d o f}^{\chi, e} \times n_{d o f}^{\chi, e}}}=-\int_{V^{e}} \underbrace{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)}_{\begin{array}{c}
n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right) \\
{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}
\end{array}} \underbrace{\left[\boldsymbol{M}_{11}^{m}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} \cdot \boldsymbol{N}^{\chi, e}] \quad J d V  \tag{4.224}\\
& \left(\delta \mathcal{H}_{1}^{h}\right)_{11}={\underset{e}{n}}_{n_{\mathrm{el}}}^{\mathbf{A}_{=1}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{M}_{11}^{e}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{\text {dof }}^{x, e} \times 1} \tag{4.225}
\end{align*}
$$

The twelfth term:

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{12}=-\int_{V} \eta_{m l, k} c_{k l m p r s}\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \delta \Phi_{a B, T} \chi_{B r}^{-1} F_{T s}^{-1} J d V  \tag{4.226}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{12}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} . \underbrace{\left[\boldsymbol{M}_{12}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{\chi, e}\right)\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{\chi, e}} \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{\text {dof }}^{\chi, e} \times 1} J d V  \tag{4.227}\\
& \underbrace{\left[\mathcal{M}_{12}^{e}\right]}_{n_{d o f}^{\chi \times \chi_{d o f}, e}}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{\begin{array}{c}
n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)
\end{array}} . \underbrace{\left[\boldsymbol{M}_{12}^{m}\right]}_{\left.n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{G R} \boldsymbol{R} \boldsymbol{D}\left(\boldsymbol{N}^{\chi, e}\right)\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} J d V \tag{4.228}
\end{align*}
$$

The thirteenth term:

$$
\begin{equation*}
\left(\delta \mathcal{H}_{1}\right)_{13}=-\int_{V} \eta_{m l, k} c_{k l m p r s}\left(\chi_{p A}-\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \chi_{a B, T} \chi_{B i}^{-1} \delta \Phi_{i L} \chi_{L r}^{-1} F_{T s}^{-1} J d V \tag{4.230}
\end{equation*}
$$

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{13}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{13}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.231}\\
& \underbrace{\left[\mathcal{M}_{13}^{e}\right]}_{n_{d o f}^{\chi, e} \times n_{d o f}^{\chi, e}}=-\int_{V} e_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)}^{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}} \cdot \underbrace{\left[\boldsymbol{M}_{13}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} J d V  \tag{4.232}\\
& \left(\delta \mathcal{H}_{1}^{h}\right)_{13}=\boldsymbol{n}_{e=1}^{n_{\mathrm{el}}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{M}_{13}^{e}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{\text {dof }}^{\chi \times, e} \times 1} \tag{4.233}
\end{align*}
$$

The fourteenth term:

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{14}=-\int_{V} \eta_{m l, k} c_{k l m p r s}\left(\chi_{p A}\left(\chi_{n}\right)_{p A}\right) \chi_{A a}^{-1} \chi_{a B, T} \chi_{B r}^{-1} F_{T i}^{-1} \delta\left(u_{i, s}\right) J d V  \tag{4.234}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{14}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{14}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{g r a d} \boldsymbol{N}^{u, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.235}\\
& \underbrace{\left[\mathcal{M}_{14}^{e}\right]}_{\begin{array}{c}
n_{d o f}^{\chi, e} \times n_{d o f}^{u, e}
\end{array}}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{11}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d} \boldsymbol{N}^{u, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} J d V  \tag{4.236}\\
& \left(\delta \mathcal{H}_{1}^{h}\right)_{14}=\boldsymbol{n}_{e=1}^{n_{\text {el }}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{M}_{14}^{e}\right]}_{n_{d o f}^{\chi, e} \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{\text {uof }}^{u, e} \times 1} \tag{4.237}
\end{align*}
$$

the fifteenth term

$$
\begin{gather*}
\left(\delta \mathcal{H}_{1}\right)_{15}=-\int_{V} \eta_{m l, k}\left(F_{n}\right)_{i L} F_{L n}^{-1} \delta u_{n, k}\left(\gamma_{n}\right)_{i l m} J d V  \tag{4.238}\\
\left(\delta \mathcal{H}_{1}^{e, h}\right)_{15}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{\operatorname { g r a d }}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{15}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
\cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V \tag{4.239}
\end{gather*}
$$

$$
\begin{array}{r}
\underbrace{\left[\mathcal{M}_{15}^{e}\right]}_{\substack{n_{\text {dof }}^{\chi, e} \times n_{d o f}^{u, e}}}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left(\delta \mathcal{H}_{1}^{h}\right)_{15}=\mathbb{A}_{e=1}^{n_{\mathrm{el}}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{M}_{15}^{e}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1}}_{(n_{\left.s d^{*} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)}^{\left[\boldsymbol{M}_{15}^{m}\right]} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} J d V}
\end{array}
$$

The sixteenth term:

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{16}=-\int_{V} \eta_{m l, k}\left(\gamma_{n}\right)_{k l i}\left(F_{n}\right)_{i L} F_{L n}^{-1} \delta u_{n, m} J d V  \tag{4.242}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{16}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{16}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1}}_{\left(n_{\left.s d^{*} * n_{s d}\right) \times n_{d o f}^{u, e}}^{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right.}\right]} J d V  \tag{4.243}\\
& \underbrace{\left[\mathcal{M}_{16}^{e}\right]}_{\substack{\chi, e, n_{d o f} \times n_{d o f}^{u, e}}}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi, e} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{12}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V \tag{4.244}
\end{align*}
$$

The seventeenth term:

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{17}=-\int_{V} \eta_{m l, k}\left(\gamma_{n}\right)_{k i m}\left(\chi_{n}\right)_{i L} \chi_{L n}^{-1} \delta \Phi_{n T} \chi_{T l}^{-1} J d V  \tag{4.246}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{17}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\operatorname{grad}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{\text {dof }}^{\chi, e} \times\left(n_{s d} * n_{\text {sd }} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{M}_{17}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.247}\\
& \underbrace{\left[\mathcal{M}_{17}^{e}\right]}_{\substack{n_{d o f}^{\chi, e} \times n_{\text {dof }}^{\chi, e}}}=-\int_{V} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\boldsymbol{M}_{13}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} J d V  \tag{4.248}\\
& \left(\delta \mathcal{H}_{1}^{h}\right)_{17}=\boldsymbol{n}_{e=1}^{n_{\text {el }}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{M}_{17}^{e}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{\text {dof }}^{\chi \times,} \times 1} \tag{4.249}
\end{align*}
$$

The last term in equation (4.26)

$$
\begin{align*}
& \left(\delta \mathcal{H}_{1}\right)_{18}=-\int_{V} \eta_{m l, k} m_{k l m} \delta(J) d V  \tag{4.250}\\
& \left(\delta \mathcal{H}_{1}\right)_{18}=-\int_{V} \eta_{m l, k} m_{k l m} \delta\left(u_{n, n}\right) J d V  \tag{4.251}\\
& \left(\delta \mathcal{H}_{1}\right)_{18}=-\int_{V} \eta_{m l, k} m_{k l m} \delta u_{n, N} F_{N, n}^{-1} J d V  \tag{4.252}\\
& \left(\delta \mathcal{H}_{1}^{e, h}\right)_{18}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}^{\left.* n_{s d}\right)}\right.} \cdot \underbrace{\left[\boldsymbol{M}_{14}^{m}\right]}_{\left.n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.253}\\
& \underbrace{\left[\mathcal{M}_{18}^{e}\right]}_{n_{d o f}^{\chi} \times n_{d o f}^{u, e}}=-\int_{V^{V}} \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d} * n_{s d}\right)} . \underbrace{\left[\boldsymbol{M}_{14}^{m}\right]}_{\left(n_{s d} * n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{G R} \boldsymbol{R} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.254}\\
& \left(\delta \mathcal{H}_{1}^{h}\right)_{18}=\boldsymbol{n}_{e=1}^{n_{\mathrm{el}}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {lof }}^{n, e}} \cdot \underbrace{\left[\mathcal{M}_{18}^{e}\right]}_{n_{d o f}^{\chi, e} \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{\text {uof }}^{e, e} \times 1} \tag{4.255}
\end{align*}
$$

The other integral term in 4.23 is;

$$
\begin{equation*}
\delta \mathcal{H}_{2}=\int \eta_{m l} \delta\left(\sigma_{m l}-s_{m l}\right) J d V+\int \eta_{m l}\left(\sigma_{m l}-s_{m l}\right) \delta(J) d V \tag{4.256}
\end{equation*}
$$

The matrix form of $\delta(\boldsymbol{s}-\boldsymbol{\sigma})$ was given in equation (3.135) where its indicial notation can be expressed as :

$$
\begin{align*}
-\delta(s-\sigma)_{m l} & =\delta\left(\Delta t d_{i i}^{e}\right)\left(s_{m l}-\sigma_{m l}\right)_{n}-\delta\left(\Delta t \ell_{m i}^{e}\right)\left(s_{i l}-\sigma_{i l}\right)_{n} \\
& -\left(s_{m i}-\sigma_{m i}\right)_{n} \delta\left(\Delta t \ell_{l i}^{e}\right)-(\kappa-\sigma) \delta\left(\Delta t \varepsilon_{l m}^{e}\right) \\
& -(\nu-\sigma) \delta\left(\Delta t \varepsilon_{m l}^{e}\right)-\tau \delta\left(\Delta t d_{i i}^{e}\right) \delta_{m l}-2 \sigma \delta\left(\Delta t d_{m l}^{e}\right) \\
& -(\eta-\tau) \delta\left(\Delta t \varepsilon_{i i}^{e}\right) \delta_{m l}  \tag{4.257}\\
-\delta(s-\sigma)_{m l} & =\left(\left(F_{n}\right)_{i L} F_{L k}^{-1} \delta u_{k, i}\right)\left(s_{m l}-\sigma_{m l}\right)_{n}-\left(\left(F_{n}\right)_{m L} F_{L k}^{-1} \delta u_{k, i}\right)\left(s_{i l}-\sigma_{i l}\right)_{n} \\
& -\left(s_{m i}-\sigma_{m i}\right)_{n}\left(\left(F_{n}\right)_{l L} F_{L k}^{-1} \delta u_{k, i}\right) \\
& -(\kappa-\sigma)\left(\left(\chi_{n}\right)_{l T} \chi_{T p}^{-1} \delta\left(\Phi_{p K}\right) \chi_{K m}^{-1}+\left(F_{n}\right)_{m K} F_{K p}^{-1} \delta u_{p, l}\right) \\
& -(\nu-\sigma)\left(\left(\chi_{n}\right)_{m T} \chi_{T p}^{-1} \delta\left(\Phi_{p K}\right) \chi_{K l}^{-1}+\left(F_{n}\right)_{l K} F_{K p}^{-1} \delta u_{p, m}\right) \\
& -\tau\left(\left(F_{n}\right)_{i L} F_{L k}^{-1} \delta u_{k, i}\right) \delta_{m l} \\
& -2 \sigma \frac{1}{2}\left(\left(F_{n}\right)_{m L} F_{L k}^{-1} \delta u_{k, l}+\left(F_{n}\right)_{l L} F_{L k}^{-1} \delta u_{k, m}\right) \\
& -(\eta-\tau)\left(\left(\chi_{n}\right)_{i T} \chi_{T p}^{-1} \delta\left(\Phi_{p K}\right) \chi_{K i}^{-1}+\left(F_{n}\right)_{i K} F_{K p}^{-1} \delta u_{p, i}\right) \delta_{m l} \tag{4.258}
\end{align*}
$$

Then the first sub-integral is:

$$
\begin{equation*}
\left(\delta \mathcal{H}_{2}\right)_{1}=\int_{V} \eta_{m l} \delta\left(\sigma_{m l}-s_{m l}\right) J d V \tag{4.259}
\end{equation*}
$$

The first term in the variation of $-\delta\left(\sigma_{m l}-s_{m l}\right)$

$$
\begin{equation*}
\left(\delta \mathcal{H}_{2}\right)_{1}=\int_{V} \eta_{m l}\left(\left(F_{n}\right)_{i L} F_{L m}^{-1} \delta u_{m, i}\right)\left(s_{m l}-\sigma_{m l}\right)_{n} J d V \tag{4.260}
\end{equation*}
$$

Since the most of the matrices appearing in the $\mathcal{H}_{2}^{h}$ terms were found in chapter (4.6) or similar to them, they are not going to be given here in detail.

Starting with the first terms as:

$$
\begin{gather*}
\left(\delta \mathcal{H}_{2}\right)_{1}=\int_{V} \eta_{m l}\left(\left(F_{n}\right)_{i L} F_{L k}^{-1} \delta u_{k, i}\right)\left(s_{m l}-\sigma_{m l}\right)_{n} J d V  \tag{4.261}\\
\left(\delta \mathcal{H}_{2}^{e, h}\right)_{1}=\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{1}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V \tag{4.262}
\end{gather*}
$$

$$
\begin{align*}
& \underbrace{\left[\mathcal{R}^{e}{ }_{1}\right]}_{n_{d o f}^{\chi} \times n_{d o f}^{u, e}}=\int_{V^{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{1}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} . J d V  \tag{4.263}\\
& \left(\delta \mathcal{H}_{2}^{h}\right)_{1}=\boldsymbol{A}_{e=1}^{n_{\text {el }}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{R}^{e}{ }_{1}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{\text {dof }}^{u, e} \times 1} \tag{4.264}
\end{align*}
$$

The next term is :

$$
\begin{align*}
& \left(\delta \mathcal{H}_{2}\right)_{2}=-\int_{V} \eta_{m l}\left(\left(F_{n}\right)_{m L} F_{L k}^{-1} \delta u_{k, i}\right)\left(s_{i l}-\sigma_{i l}\right)_{n} J d V  \tag{4.265}\\
& \left(\delta \mathcal{H}_{2}^{e, h}\right)_{2}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{2}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f} \times 1} J d V  \tag{4.266}\\
& \underbrace{\left[\mathcal{R}_{2}^{e}\right]}_{n_{\text {dof }}^{\chi} \times n_{d o f}^{u, e}}=-\int_{V_{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{2}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} . J d V \tag{4.267}
\end{align*}
$$

The third term is :

$$
\begin{align*}
& \left(\delta \mathcal{H}_{2}\right)_{3}=-\int_{V} \eta_{m l}\left(s_{m i}-\sigma_{m i}\right)_{n}\left(\left(F_{n}\right)_{l L} F_{L k}^{-1} \delta u_{k, i}\right) J d V  \tag{4.269}\\
& \left(\delta \mathcal{H}_{2}^{e, h}\right)_{3}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{3}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.270}\\
& \underbrace{\left[\mathcal{R}^{e} e_{3}\right]}_{n_{d o f}^{\chi} \times n_{d o f}^{u, e}}=-\int_{V e} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{3}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} . J d V  \tag{4.271}\\
& \left(\delta \mathcal{H}_{2}^{h}\right)_{3}=\boldsymbol{n}_{e=1}^{n_{\mathrm{el}}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{R}^{e}{ }_{3}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{\text {dof }}^{u, e} \times 1} \tag{4.272}
\end{align*}
$$

The fourth term is :

$$
\begin{align*}
& \left(\delta \mathcal{H}_{2}\right)_{4}=-(\kappa-\sigma) \int_{V} \eta_{m l}\left(\chi_{n}\right)_{l T} \chi_{T p}^{-1} \delta\left(\Phi_{p K}\right) \chi_{K m}^{-1} J d V  \tag{4.273}\\
& \left(\delta \mathcal{H}_{2}^{e, h}\right)_{4}=-(\kappa-\sigma) \int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{1}^{\chi}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left\{\delta \phi^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V \tag{4.274}
\end{align*}
$$

$$
\begin{align*}
& \underbrace{\left[\mathcal{R}^{e}{ }_{4}\right]}_{n_{d o f}^{\chi} \times n_{\text {dof }}^{\chi, e}}=-(\kappa-\sigma) \int_{V^{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{1}^{\chi}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} J d V  \tag{4.275}\\
& \left(\delta \mathcal{H}_{2}^{h}\right)_{4}={\underset{e}{n}}_{n_{\mathrm{el}}}^{\mathbf{A}_{=1}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{R}^{e}{ }_{4}\right]}_{n_{d o f}^{\chi} \times n_{\text {dof }}^{\chi \times e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} \tag{4.276}
\end{align*}
$$

The fifth term is :

$$
\begin{align*}
& \left(\delta \mathcal{H}_{2}\right)_{5}=-(\kappa-\sigma) \int_{V} \eta_{m l}\left(F_{n}\right)_{m K} F_{K k}^{-1} \delta u_{k, l} J d V  \tag{4.277}\\
& \left(\delta \mathcal{H}_{2}^{e, h}\right)_{5}=-(\kappa-\sigma) \int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{4}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right.}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} . \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.278}\\
& \underbrace{\left[\mathcal{R}_{5}^{e}\right]}_{n_{\text {dof }}^{\chi} \times n_{d o f}^{u, e}}=-(\kappa-\sigma) \int_{V_{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{4}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} . J d V \tag{4.279}
\end{align*}
$$

The sixth term is :

$$
\begin{gather*}
\left(\delta \mathcal{H}_{2}\right)_{6}=-(\nu-\sigma) \int_{V} \eta_{m l}\left(\chi_{n}\right)_{m T} \chi_{T p}^{-1} \delta\left(\Phi_{p K}\right) \chi_{K l}^{-1} J d V  \tag{4.281}\\
\left(\delta \mathcal{H}_{2}^{e, h}\right)_{6}=-(\nu-\sigma) \int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{2}^{\chi]}\right.}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
\cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left\{\delta \phi^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.282}\\
\underbrace{\left[\mathcal{R}^{e} e_{6}\right]}_{n_{d o f}^{\chi} \times n_{d o f}^{\chi, e}}=-(\nu-\sigma) \int_{V^{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{2}^{\chi}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} J d V  \tag{4.283}\\
\left(\delta \mathcal{H}_{2}^{h}\right)_{6}=\underbrace{n_{\text {el }}}_{e=1} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left[\mathcal{R}^{e}{ }_{6}\right]}_{n_{d o f}^{\chi, e} \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left\{\delta \phi^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} \tag{4.284}
\end{gather*}
$$

The seventh term is:

$$
\begin{align*}
& \left(\delta \mathcal{H}_{2}\right)_{7}=-(\nu-\sigma) \int_{V} \eta_{m l}\left(F_{n}\right)_{l K} F_{K p}^{-1} \delta u_{p, m} J d V  \tag{4.285}\\
& \left(\delta \mathcal{H}_{2}^{e, h}\right)_{7}=-(\nu-\sigma) \int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{5}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{\operatorname { g r a d }}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.286}\\
& \underbrace{\left[\mathcal{R}^{e}{ }_{7}\right]}_{n_{\text {dof }}^{\chi} \times n_{\text {dof }}^{u, e}}=-(\nu-\sigma) \int_{V^{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{5}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.287}\\
& \left(\delta \mathcal{H}_{2}^{h}\right)_{7}=\boldsymbol{A}_{e=1}^{n_{\text {el }}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{R}^{e}{ }_{7}\right]}_{n_{\text {dof }}^{\chi} \times n_{\text {dof }}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.288}
\end{align*}
$$

The eighth term is:

$$
\begin{gather*}
\left(\delta \mathcal{H}_{2}\right)_{8}=-\tau \int_{V} \eta_{m l}\left(\left(F_{n}\right)_{i L} F_{L k}^{-1} \delta u_{k, i}\right) \delta_{m l} J d V  \tag{4.289}\\
\left(\delta \mathcal{H}_{2}^{e, h}\right)_{8}=-\tau \int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{6}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.290}\\
\underbrace{\left[\mathcal{R}^{e}{ }_{8}\right]}_{n_{d o f}^{\chi} \times n_{d o f}^{u, e}}=-\tau \int_{V e} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{6}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.291}\\
\left(\delta \mathcal{H}_{2}^{h}\right)_{8}=\underbrace{n_{\text {el }}}_{e=1} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left[\mathcal{R}^{e}\right.}_{n_{d o f}^{\chi, e} \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.292}
\end{gather*}
$$

The ninth term is:

$$
\begin{align*}
& \left(\delta \mathcal{H}_{2}\right)_{9}=-\sigma \int_{V} \eta_{m l}\left(\left(F_{n}\right)_{m L} F_{L k}^{-1} \delta u_{k, l}\right) J d V  \tag{4.293}\\
& \left(\delta \mathcal{H}_{2}^{e, h}\right)_{9}=-\sigma \int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{7}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.294}\\
& \underbrace{\left[\mathcal{R}_{9}^{e}\right]}_{n_{\text {dof }}^{\chi} \times n_{\text {dof }}^{u, e}}=-\sigma \int_{V_{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{7}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V \tag{4.295}
\end{align*}
$$

the tenth term is:

$$
\begin{align*}
& \left(\delta \mathcal{H}_{2}\right)_{10}=-\sigma \int_{V} \eta_{m l}\left(\left(F_{n}\right)_{l L} F_{L k}^{-1} \delta u_{k, m}\right) J d V  \tag{4.297}\\
& \left(\delta \mathcal{H}_{2}^{e, h}\right)_{10}=-\sigma \int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{8}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.298}\\
& \underbrace{\left[\mathcal{R}^{e}{ }_{10}\right]}_{n_{d o f}^{\chi} \times n_{\text {dof }}^{u, e}}=-\sigma \int_{V^{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{8}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.299}\\
& \left(\delta \mathcal{H}_{2}^{h}\right)_{10}={\underset{n}{\text { el }}}_{\boldsymbol{A}}^{e=1} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{R}^{e}{ }_{10}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{\text {dof }}^{u, e} \times 1} \tag{4.300}
\end{align*}
$$

The eleventh term is:

$$
\begin{align*}
& \left(\delta \mathcal{H}_{2}\right)_{11}=-(\eta-\tau) \int_{V} \eta_{m l}\left(\left(\chi_{n}\right)_{i T} \chi_{T p}^{-1} \delta\left(\Phi_{p K}\right) \chi_{K i}^{-1}\right) \delta_{m l} J d V  \tag{4.301}\\
& \left(\delta \mathcal{H}_{2}^{e, h}\right)_{11}=-(\eta-\tau) \int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{3}^{\chi}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{d o f}^{\chi, e} \times 1} J d V  \tag{4.302}\\
& \underbrace{\left[\mathcal{R}^{e}{ }_{11}\right]}_{n_{d o f}^{\chi} \times n_{\text {dof }}^{\chi, e}}=-(\eta-\tau) \int_{V^{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{3}^{\chi}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} J d V  \tag{4.303}\\
& \left(\delta \mathcal{H}_{2}^{h}\right)_{11}=\boldsymbol{n}_{e=1}^{n_{\mathrm{el}}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{R}^{e}{ }_{11}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{\text {dof }}^{\chi, e} \times 1} \tag{4.304}
\end{align*}
$$

the twelfth term is:

$$
\begin{gather*}
\left(\delta \mathcal{H}_{2}^{e, h}\right)_{12}=-(\eta-\tau) \int_{V} \eta_{m l}\left(F_{n}\right)_{i K} F_{K p}^{-1} \delta u_{p, i} \delta_{m l} J d V  \tag{4.305}\\
\left(\delta \mathcal{H}_{2}^{h}\right)_{12}=-(\eta-\tau) \int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{9}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
\cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V \tag{4.306}
\end{gather*}
$$

$$
\begin{align*}
\underbrace{\left[\mathcal{R}^{e}{ }_{12}\right]}_{n_{d o f}^{\chi} \times n_{d o f}^{u, e}}=-(\eta-\tau) \int_{V^{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}_{9}^{u}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{g r a d}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{u, e}} J d V  \tag{4.307}\\
\left(\delta \mathcal{H}_{2}^{h}\right)_{12}=\boldsymbol{A}_{e=1}^{n_{\text {el }}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi, e}} \cdot \underbrace{\underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}}_{\left.n_{d o f}^{\chi, e} \times n_{d o f}^{u, e}, \mathcal{R}^{e}{ }_{12}\right]} \tag{4.308}
\end{align*}
$$

The thirtheenth term is :

$$
\begin{align*}
& \left(\delta \mathcal{H}_{2}\right)_{13}=-\int_{V} \eta_{m l}\left(s_{m l}-\sigma_{m l}\right) \delta u_{n, n} J d V  \tag{4.309}\\
& \left(\delta \mathcal{H}_{2}\right)_{13}=-\int_{V} \eta_{m l}\left(s_{m l}-\sigma_{m l}\right) \delta u_{n, T} F_{T n}^{-1} J d V  \tag{4.310}\\
& \left(\delta \mathcal{H}_{2}\right)_{13}=-\int_{V} \eta_{m l}\left(s_{m l}-\sigma_{m l}\right) F_{T n}^{-1} \delta u_{n, T} J d V  \tag{4.311}\\
& \left(\delta \mathcal{H}_{2}^{e, h}\right)_{13}=-\int_{V^{e}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}^{s-\sigma}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \\
& \cdot \underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d *} * n_{s d}\right) \times n_{d o f}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} J d V  \tag{4.312}\\
& \underbrace{\left[\mathcal{R}^{e}{ }_{13}\right]}_{n_{d o f}^{\chi} \times n_{d o f}^{u, e}}=-\int_{V^{e}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}^{s-\sigma}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{u, e}} J d V  \tag{4.313}\\
& \left(\delta \mathcal{H}_{2}^{h}\right)_{13}={\underset{e}{n}}_{n_{\text {el }}}^{\boldsymbol{A}_{e=1}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n^{x, e}} \cdot \underbrace{\left[\mathcal{R}^{e}{ }_{13}\right]}_{n_{\text {dof }}^{x, e} \times n_{\text {dof }}^{u, e}} \cdot \underbrace{\left\{\delta \boldsymbol{d}^{e}\right\}}_{n_{d o f}^{u, e} \times 1} \tag{4.314}
\end{align*}
$$

The last integral term is:

$$
\begin{align*}
& \delta\left(\mathcal{H}_{3}\right)=\int_{V} \eta_{m l} \rho_{0} \Gamma_{l K} \delta\left(\Phi_{m K}\right) d V  \tag{4.315}\\
& \delta\left(\mathcal{H}_{3}^{e, h}\right)=\int_{V} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi}} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}^{\Gamma}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{\text {dof }}^{\chi, e} \times 1} d V  \tag{4.316}\\
& \underbrace{\left[\mathcal{R}^{e \Gamma, e}\right]}_{n_{d o f}^{\chi, e} \times n_{\text {dof }}^{, e, e}}=\int_{V e} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{\text {dof }}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{R}^{\Gamma}\right]}_{\left(n_{s d} * n_{s d}\right) \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]}_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}} d V  \tag{4.317}\\
& \delta\left(\mathcal{H}_{3}^{h}\right)={\underset{e}{n}}_{n_{\text {el }}}^{\mathbf{A}_{e=1}} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left[\mathcal{R}^{e \Gamma, e}\right]}_{n_{\text {dof }}^{\chi, e} \times n_{\text {dof }}^{\chi, e}} \cdot \underbrace{\left\{\delta \boldsymbol{\phi}^{e}\right\}}_{n_{\text {dof }}^{\chi, e} \times 1} \tag{4.318}
\end{align*}
$$

Variation of the force term :

$$
\begin{gather*}
\delta\left(\mathcal{H}_{e x t}\right)=\int_{S} \eta_{m l} \digamma_{l m} d A \\
\delta\left(\mathcal{H}_{e x t}^{e, h}\right)=\int_{S} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{d o f}^{\chi} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\{\digamma\}}_{\left(n_{s d} * n_{s d}\right) \times 1} d A \\
\underbrace{\left[\mathcal{N}^{e}\right]_{\text {ext }}}_{n_{\text {dof }}^{\chi} \times 1}=\int_{S} \underbrace{\left[\boldsymbol{N}^{\chi, e}\right]^{T}}_{n_{\text {dof }} \times\left(n_{s d} * n_{s d}\right)} \cdot \underbrace{\{\digamma\}}_{\left(n_{s d} * n_{s d}\right) \times 1} d A \\
\mathcal{H}_{e x t}^{h}=\underbrace{\boldsymbol{A}_{\text {el }}}_{e=1} \underbrace{\left\{\boldsymbol{\alpha}^{e}\right\}^{T}}_{1 \times n_{d o f}^{\chi}} \underbrace{\left[\mathcal{N}^{e}\right]_{\text {ext }}}_{n_{d o f}^{\chi} \times 1} \tag{4.319}
\end{gather*}
$$

### 4.8 Summary of the Finite Element Model in the Equation $\boldsymbol{K} \delta \boldsymbol{x}=-\boldsymbol{R}$

Since the $\boldsymbol{\alpha}$ and $\boldsymbol{c}$ are the arbitrary constants, the matrice equations will hold for all $\boldsymbol{\alpha}$ and $\boldsymbol{c}$. Therefore, they can be romoved from the quations and total system of the equations reduce to:

$$
\left[\begin{array}{cc}
\boldsymbol{K}_{d d} & \boldsymbol{K}_{d \phi}  \tag{4.320}\\
\boldsymbol{K}_{\phi d} & \boldsymbol{K}_{\phi \phi}
\end{array}\right] \cdot\left\{\begin{array}{c}
\delta \boldsymbol{d} \\
\delta \boldsymbol{\phi}
\end{array}\right\}=\left\{\begin{array}{c}
-\boldsymbol{R}_{d} \\
-\boldsymbol{R}_{\phi}
\end{array}\right\}
$$

where

$$
\begin{align*}
& \underbrace{\left[\boldsymbol{K}_{d d}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)}={\underset{e=1}{n_{\text {el }}}[\sum_{i=1, i \neq 7,9,11}^{i=14} \underbrace{\left[\mathcal{T}_{i}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{u, e}\right)}]}^{\boldsymbol{R}_{d o}}]  \tag{4.321}\\
& \underbrace{\left[\boldsymbol{K}_{d \phi}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{\chi, e}\right)}={\underset{e x}{n_{\text {el }}}}_{\mathbb{A}}^{e=1} \underbrace{\left[\mathcal{T}_{7}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{\chi, e}\right)}+\underbrace{\left[\mathcal{T}_{9}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{\chi, e}\right)}+\underbrace{\left[\mathcal{T}_{11}^{e}\right]}_{\left(n_{d o f}^{u, e}\right) \times\left(n_{d o f}^{\chi, e}\right)}] \tag{4.322}
\end{align*}
$$

$$
\begin{align*}
& +\sum_{i=1, i \neq 4,6,11}^{i=13} \underbrace{\left[\mathcal{R}_{i}^{e}\right]}_{\left(\begin{array}{l}
\left(n_{\text {dof }}^{\chi, e}\right) \times\left(n_{\text {dof }}^{\chi, e}\right)
\end{array}\right.}]  \tag{4.323}\\
& \underbrace{\left[\boldsymbol{K}_{\phi \phi}\right]}_{\left(\begin{array}{c}
\left(n_{d o f}^{\chi, e}\right) \times\left(n_{d o f}^{\chi, e}\right)
\end{array}\right.}=\boldsymbol{A}_{e=1}^{n_{\mathrm{el}}}[\sum_{i=1, i \neq 1,2,3,8,14,15,16}^{i=17} \underbrace{\left[\mathcal{M}_{i}^{e}\right]}_{\left(\begin{array}{c}
\chi, e \\
\left.n_{d o f}^{\chi, e}\right) \times\left(n_{d o f}^{\chi, e}\right)
\end{array}\right.} \\
& +\underbrace{\left[n_{d o f}^{\chi, e}\right) \times\left(n_{d o f}^{\chi, e}\right)}_{\left(\begin{array}{l}
\left(n_{d o f}^{\chi, e}\right) \times\left(n_{d o f}^{\chi, e}\right)
\end{array}\left[\mathcal{R}_{4}^{e}\right]\right.}[\begin{array}{c}
\left(\mathcal{R}_{6}^{e}\right]
\end{array} \underbrace{\left[\mathcal{R}_{11}^{e}\right]}_{\left(n_{d o f}^{\chi, e}\right) \times\left(n_{d o f}^{\chi, e}\right)}+\underbrace{\left[\mathcal{R}^{\Gamma, e}\right]}_{\left(n_{\text {dof }}^{\chi, e}\right) \times\left(n_{d o f}^{\chi, e}\right)}] \tag{4.324}
\end{align*}
$$

The right hand side is:

## Chapter 5

## Finite Element Formulation of Finite Strain Micromorphic Elasticity at Reference Configuration

### 5.1 Linearization of the Balance Equations at Reference Configuration

Previously in Chapter 4, we presented the weak forms of balance equations and their linearizations together with finite element equations at current configuration $\mathcal{B}$. This section presents the mapping of the balance equations to the reference configuration and their linearizations at reference configuration $\mathcal{B}_{0}$.

### 5.1.1 Linearization of Balance of Momenta at Reference Configuration

Applying the method of weighted residuals (Hughes, 1987) and integration by parts to the balance of linear momentum and balance of first moment of momentum give us the variational equations. We use the Piola transforms and volume transformation to map the balance of linear momentum to reference configuration. First, after integration by parts in the current configuration, we have

$$
\begin{equation*}
\int_{V} w_{k}\left[\sigma_{l k, l}+\rho\left(f_{k}-a_{k}\right)\right] d v=\int_{A} w_{k} \sigma_{l k} n_{l} d a-\int_{V}\left[w_{k, l} \sigma_{l k}+w_{k} \rho\left(f_{k}-a_{k}\right)\right] d v=0 \tag{5.1}
\end{equation*}
$$

If we also apply Piola transforms of the Cauchy stress tensor $P_{l L}=J \sigma_{l k} F_{L k}^{-1}, \sigma_{l k}=F_{l L} S_{L K} F_{k K} / J$, and Nanson's formula $n_{l} d a=J F_{K l}^{-1} N_{K} d A$ for area change, we obtain in the reference configuration

$$
\begin{equation*}
\int_{A} w_{k} P_{k K} N_{K} d A-\int_{V}\left[w_{k, l} F_{l L} S_{L K} F_{k K}+w_{k} \rho_{0}\left(f_{k}-a_{k}\right)\right] d V=0 \tag{5.2}
\end{equation*}
$$

where $P_{k K}$ is the first Piola-Kirchhoff stress tensor. If we define a traction $T_{k}=P_{k L} N_{L}$, equation (5.2) can be written as

$$
\begin{equation*}
\int_{A} w_{k} T_{k} d A-\int_{V}\left[w_{k, l} F_{l L} S_{L K} F_{k K}+w_{k} \rho_{0}\left(f_{k}-a_{k}\right)\right] d V=0 \tag{5.3}
\end{equation*}
$$

Application of the Newton-Raphson method requires linearization of the balance equations to construct a consistent tangent, where linearization of the balance of linear momentum may be expressed as

$$
\begin{align*}
& \int_{A} w_{k} T_{k} d A-\int_{V}\left[w_{k, l} F_{l L} S_{L K} F_{k K}+w_{k} \rho_{0}\left(f_{k}-a_{k}\right)\right] d V \\
& +\delta\left(\int_{A} w_{k} T_{k} d A-\int_{V}\left[w_{k, l} F_{l L} S_{L K} F_{k K}+w_{k} \rho_{0}\left(f_{k}-a_{k}\right)\right] d V\right)=0 \tag{5.4}
\end{align*}
$$

where $\delta(\bullet)$ is the increment operator within a linearization procedure. Ignoring the boundary term, the body force vector, and the acceleration vector, the equation above reduces to:

$$
\begin{equation*}
\int_{V} w_{k, l} F_{l L} S_{L K} F_{k K} d V+\delta\left(\int_{V} w_{k, l} F_{l L} S_{L K} F_{k K} d V\right)=0 \tag{5.5}
\end{equation*}
$$

Carrying the linearization operator over the terms gives:

$$
\begin{align*}
& \int_{V} \delta\left(w_{k, l}\right) F_{l L} S_{L K} F_{k K} d V+\int_{V} w_{k, l} \delta\left(F_{l L}\right) S_{L K} F_{k K} d V+\int_{V} w_{k, l} F_{l L} \delta\left(S_{L K}\right) F_{k K} d V \\
& +\int_{V} w_{k, l} F_{l L} S_{L K} \delta\left(F_{k K}\right) d V=-\int_{V} w_{k, l} F_{l L} S_{L K} F_{k K} d V \tag{5.6}
\end{align*}
$$

Similarly, we follow the same method for the balance of first moment of momentum. Multiplying the residual form of (2.60) with the weight function $\eta_{m l}$ and applying integration by parts together with Piola transforms and area change relations expressed above, we obtain in the reference configuration

$$
\begin{align*}
& \int_{V} \eta_{m l}\left[F_{m M} S_{M L} F_{l L}-F_{m M} \Sigma_{M L} F_{l L}+\rho_{0}\left(\lambda_{l m}-\omega_{l m}\right)\right] d V-\int_{V} \eta_{m l, k} F_{k K} F_{l L} M_{K L M} \chi_{m M} d V \\
& +\int_{A} \eta_{m l} \mathcal{M}_{l m} d A=0 \tag{5.7}
\end{align*}
$$

where $\mathcal{M}_{l m}$ is the traction couple tensor, defined as $\mathcal{M}_{l m}=J m_{k l m} F_{K k}^{-1} N_{K}$. Then, linearization of (5.7) is expressed as

$$
\begin{align*}
& \int_{V} \eta_{m l}\left[F_{m M} S_{M L} F_{l L}-F_{m M} \Sigma_{M L} F_{l L}+\rho_{0}\left(\lambda_{l m}-\omega_{l m}\right)\right] d V-\int_{V} \eta_{m l, k} F_{k K} F_{l L} M_{K L M} \chi_{m M} d V \\
& +\int_{A} \eta_{m l} \mathcal{M}_{l m} d A+\delta\left(\int_{V} \eta_{m l}\left[F_{m M} S_{M L} F_{l L}-F_{m M} \Sigma_{M L} F_{l L}+\rho_{0}\left(\lambda_{l m}-\omega_{l m}\right)\right] d V\right. \\
& \left.-\int_{V} \eta_{m l, k} F_{k K} F_{l L} M_{K L M} \chi_{m M} d V+\int_{A} \eta_{m l} \mathcal{M}_{l m} d A\right)=0 \tag{5.8}
\end{align*}
$$

Ignoring the boundary term, the body couple, and the micro-spin inertia tensors gives:

$$
\begin{align*}
& \int_{V} \eta_{m l} F_{m M} \Sigma_{M L} F_{l L}-F_{m M} S_{M L} F_{l L} d V+\int_{V} \eta_{m l, k} F_{k K} F_{l L} M_{K L M} \chi_{m M} d V \\
& +\delta\left(\int_{V} \eta_{m l}\left[F_{m M} \Sigma_{M L} F_{l L}-F_{m M} S_{M L} F_{l L}\right] d V+\int_{V} \eta_{m l, k} F_{k K} F_{l L} M_{K L M} \chi_{m M} d V\right)=0 \tag{5.9}
\end{align*}
$$

Similary, carrying the linearization operator over the terms gives:

$$
\begin{align*}
& \int_{V} \eta_{m l} \delta\left(F_{m M}\right)\left(\Sigma_{M L}-S_{M L}\right) F_{l L} d V+\int_{V} \eta_{m l} F_{m M} \delta\left(\Sigma_{M L}-S_{M L}\right) F_{l L} d V \\
& +\int_{V} \eta_{m l} F_{m M}\left(\Sigma_{M L}-S_{M L}\right) \delta\left(F_{l L}\right) d V+\int_{V} \delta\left(\eta_{m l, k}\right) F_{k K} F_{l L} M_{K L M} \chi_{m M} d V \\
& +\int_{V} \eta_{m l, k} \delta\left(F_{k K}\right) F_{l L} M_{K L M} \chi_{m M} d V+\int_{V} \eta_{m l, k} F_{k K} \delta\left(F_{l L}\right) M_{K L M} \chi_{m M} d V \\
& +\int_{V} \eta_{m l, k} F_{k K} F_{l L} \delta\left(M_{K L M}\right) \chi_{m M} d V+\int_{V} \eta_{m l, k} F_{k K} F_{l L} M_{K L M} \delta\left(\chi_{m M}\right) d V \\
& =-\int_{V} \eta_{m l} F_{m M}\left(\Sigma_{M L}-S_{M L}\right) F_{l L} d V-\int_{V} \eta_{m l, k} F_{k K} F_{l L} M_{K L M} \chi_{m M} d V \tag{5.10}
\end{align*}
$$

In the finite element implementation, the terms in the right hand side of (5.6) and (5.10) will yield the residual vectors $\boldsymbol{R}_{d}$ and $\boldsymbol{R}_{\phi}$ respectively. The terms involving $\delta \boldsymbol{u}$ and $\delta \boldsymbol{\Phi}$ in (5.6) result in the associated consistent tangent matrices $\boldsymbol{K}_{d d}$ and $\boldsymbol{K}_{d \phi}$, respectively. Similarly, in (5.10) the associated consistent tangent matrices are, respectively, $\boldsymbol{K}_{\phi d}$ and $\boldsymbol{K}_{\phi \phi}$. We have the following coupled finite element system of equations to solve for nodal displacement increments $\delta \boldsymbol{d}$ and nodal micro-displacement tensor increments $\delta \boldsymbol{\phi}$ at each iteration in a Newton-Raphson algorithm:

$$
\left[\begin{array}{cc}
\boldsymbol{K}_{d d} & \boldsymbol{K}_{d \phi}  \tag{5.11}\\
\boldsymbol{K}_{\phi d} & \boldsymbol{K}_{\phi \phi}
\end{array}\right]\left\{\begin{array}{c}
\delta \boldsymbol{d} \\
\delta \boldsymbol{\phi}
\end{array}\right\}=\left\{\begin{array}{c}
-\boldsymbol{R}_{d} \\
-\boldsymbol{R}_{\phi}
\end{array}\right\}
$$

The sub-matrices constructing the matrices $\boldsymbol{K}_{d d}, \boldsymbol{K}_{d \phi}, \boldsymbol{K}_{\phi d}$, and $\boldsymbol{K}_{\phi \phi}$ in a same way described in Section 4.8 are presented in the next section.

### 5.1.2 Submatrices in the Matrix Form of the Balance of Linear Momentum at Reference Configuration

This section provides the submatrices coming from the individual terms appearing in the linearization of the balance of linear momentum. Since the dimensionalizing and putting into Galerkin form were presented in detail in Chapter 4, we present only the final form of the submatrices in the linearized form balance equations in this section and hereafter. All the submatrices denoted by $\left(\mathcal{K}_{u u}^{e, h}\right)_{i}$, and $\left(\mathcal{K}_{u \phi}^{h}\right)_{i}$ are the contributions to consistent tangent coming from the linearized form of the balance of linear momentum.

The first term in the linearization of the balance of linear momentum:

$$
\begin{gather*}
\int_{\mathcal{B}_{0}} \delta\left(w_{k l}\right) F_{l L} S_{L K} F_{k K} d V=\int_{\mathcal{B}_{0}} w_{k, L} \delta\left(F_{L l}^{-1}\right) F_{l L} S_{L K} F_{k K} d V \\
=-\int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} S_{L K} F_{k K} \delta u_{l, L} d V  \tag{5.12}\\
\left(\mathcal{K}_{u u}^{e, h}\right)_{1}=\int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{11}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.13}\\
{\left[\boldsymbol{J}_{11}^{e}\right]=\int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{11}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.14}\\
\left(\mathcal{K}_{u u}^{h}\right)_{1}=\underset{e=1}{\boldsymbol{A}_{\mathrm{el}}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{11}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.15}
\end{gather*}
$$

The second term in the linearization of the balance of linear momentum:

$$
\begin{align*}
& \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} \delta\left(F_{l L}\right) S_{L K} F_{k K} d V=\int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} S_{L K} F_{k K} \delta u_{l, L} d V  \tag{5.16}\\
& \left(\mathcal{K}_{u u}^{e, h}\right)_{2}=\int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{12}\right] \cdot\left[\boldsymbol{G R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.17}\\
& {\left[\mathcal{J}_{12}^{e}\right]=\int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{12}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V} \tag{5.18}
\end{align*}
$$

The third term is the first term coming from the linearization the second Piola-Kirchhoff tensor $\delta S_{L K}$ :

$$
\begin{gather*}
(\lambda+\tau) \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} \delta\left(F_{i M}\right) F_{i M} \delta_{L K} F_{k K} d V=(\lambda+\tau) \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i M} \delta_{L K} F_{k K} \delta u_{i, M} d V  \tag{5.20}\\
\left(\mathcal{K}_{u u}^{e, h}\right)_{3}=(\lambda+\tau) \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{13}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.21}\\
{\left[\boldsymbol{J}_{13}^{e}\right]=(\lambda+\tau) \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{13}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.22}\\
\left(\mathcal{K}_{u u}^{h}\right)_{3}={\underset{e=1}{n_{\mathrm{el}}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{13}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\}}^{\text {(5.20 }} \tag{5.23}
\end{gather*}
$$

The fourth term is:

$$
\begin{gather*}
(\lambda+\tau) \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i M} \delta\left(F_{i M}\right) \delta_{L K} F_{k K} d V=(\lambda+\tau) \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i M} \delta_{L K} F_{k K} \delta u_{i, M} d V  \tag{5.24}\\
\left(\mathcal{K}_{u u}^{e, h}\right)_{4}=(\lambda+\tau) \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{4}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.25}\\
{\left[\boldsymbol{J}_{4}^{e}\right]=(\lambda+\tau) \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{14}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.26}\\
\left(\mathcal{K}_{u u}^{h}\right)_{4}={\underset{e=1}{\boldsymbol{A}_{\mathrm{el}}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{14}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\}}^{\text {(5.25) }} \tag{5.27}
\end{gather*}
$$

The fifth term is:

$$
\begin{gather*}
2(\mu+\sigma) \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} \delta\left(F_{i L}\right) F_{i K} F_{k K} d V=2(\mu+\sigma) \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i K} F_{k K} \delta u_{i, L} d V  \tag{5.28}\\
\left(\mathcal{K}_{u u}^{e, h}\right)_{5}=2(\mu+\sigma) \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{15}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.29}\\
{\left[\mathfrak{J}_{15}^{e}\right]=2(\mu+\sigma) \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{15}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.30}\\
\left(\mathcal{K}_{u u}^{h}\right)_{5}={\underset{e=1}{n_{\mathrm{el}}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{15}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\}}^{\text {en }} \tag{5.31}
\end{gather*}
$$

The sixth term is:

$$
\begin{equation*}
2(\mu+\sigma) \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i L} \delta\left(F_{i K}\right) F_{k K} d V=2(\mu+\sigma) \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i L} F_{k K} \delta u_{i, K} d V \tag{5.32}
\end{equation*}
$$

$$
\begin{align*}
& \left(\mathcal{K}_{u u}^{e, h}\right)_{6}=2(\mu+\sigma) \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{16}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.33}\\
& {\left[\mathcal{J}_{16}^{e}\right]=2(\mu+\sigma) \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G R} \boldsymbol{R} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{16}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.34}\\
& \left(\mathcal{K}_{u u}^{h}\right)_{6}=\boldsymbol{A}_{e=1}^{n_{\text {el }}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{16}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.35}
\end{align*}
$$

The seventh term is:

$$
\begin{gather*}
\eta \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} \delta\left(F_{i M}\right) \chi_{i M} \delta_{L K} F_{k K} d V=\eta \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} \chi_{i M} \delta_{L K} F_{k K} \delta u_{i, M} d V  \tag{5.36}\\
\left(\mathcal{K}_{u u}^{e, h}\right)_{7}=\eta \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{17}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.37}\\
{\left[\boldsymbol{J}_{17}^{e}\right]=\eta \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{17}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.38}\\
\left(\mathcal{K}_{u u}^{h}\right)_{7}=\underset{e=1}{\boldsymbol{n}_{\text {el }}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{17}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.39}
\end{gather*}
$$

The eighth term is:

$$
\begin{align*}
& \eta \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i M} \delta\left(\chi_{i M}\right) \delta_{L K} F_{k K} d V=\eta \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i M} \delta_{L K} F_{k K} \delta \Phi_{i M} d V  \tag{5.40}\\
& \left(\mathcal{K}_{u \phi}^{e, h}\right)_{1}=\eta \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{21}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} d V  \tag{5.41}\\
& {\left[\boldsymbol{J}_{21}^{e}\right]=\eta \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G R} \boldsymbol{R} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{21}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] d V}  \tag{5.42}\\
& \left(\mathcal{K}_{u \phi}^{h}\right)_{1}={\left.\underset{e=1}{n_{\text {el }}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\mathfrak{J}_{21}^{e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\},{ }^{e}\right\}} \tag{5.43}
\end{align*}
$$

The ninth term is:

$$
\begin{gather*}
\kappa \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} \delta\left(F_{i K}\right) \chi_{i L} F_{k K} d V=\kappa \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} \chi_{i L} F_{k K} \delta u_{i, K} d V  \tag{5.44}\\
\left(\mathcal{K}_{u u}^{e, h}\right)_{8}=\kappa \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{18}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.45}\\
{\left[\mathcal{J}_{18}^{e}\right]=\kappa \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{18}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V}  \tag{5.46}\\
\left(\mathcal{K}_{u u}^{h}\right)_{8}={\underset{e x=1}{n_{e l}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{18}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\}}^{l} \tag{5.47}
\end{gather*}
$$

The tenth term is:

$$
\begin{gather*}
\kappa \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i K} \delta\left(\chi_{i L}\right) F_{k K} d V=\kappa \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i K} F_{k K} \delta \Phi_{i L} d V  \tag{5.48}\\
\left(\mathcal{K}_{u \phi}^{e, h}\right)_{2}=\kappa \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{22}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} d V  \tag{5.49}\\
{\left[\boldsymbol{J}_{22}^{e}\right]=\kappa \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{22}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] d V}  \tag{5.50}\\
\left(\mathcal{K}_{u \phi}^{h}\right)_{2}={\underset{e x=1}{n e l}}_{\mathbf{A}_{\mathrm{el}}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{22}^{e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} \tag{5.51}
\end{gather*}
$$

The eleventh term is:

$$
\begin{gather*}
\nu \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} \delta\left(F_{i L}\right) \chi_{i K} F_{k K} d V=\nu \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} \chi_{i K} F_{k K} \delta u_{i, L} d V  \tag{5.52}\\
\left(\mathcal{K}_{u u}^{e, h}\right)_{9}=\nu \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{19}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.53}\\
{\left[\boldsymbol{J}_{19}^{e}\right]=\nu \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{19}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V}  \tag{5.54}\\
\left(\mathcal{K}_{u u}^{h}\right)_{9}={\underset{\mathrm{A}}{e=1}}_{n_{\text {el }}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{19}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.55}
\end{gather*}
$$

The twelfth term is:

$$
\begin{gather*}
\nu \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i L} \delta\left(\chi_{i K}\right) F_{k K} d V=\nu \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i L} F_{k K} \delta \Phi_{i K} d V  \tag{5.56}\\
\left(\mathcal{K}_{u \phi}^{e, h}\right)_{4}=\nu \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{24}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} d V  \tag{5.57}\\
{\left[\boldsymbol{J}_{24}^{e}\right]=\nu \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G R} \boldsymbol{R} \boldsymbol{A}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{24}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] d V}  \tag{5.58}\\
\left(\mathcal{K}_{u \phi}^{h}\right)_{4}=\widehat{A}_{e=1}^{n_{\mathrm{el}}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{24}^{e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} \tag{5.59}
\end{gather*}
$$

The thirteenth term is:

$$
\begin{align*}
& \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} S_{L K} \delta\left(F_{k K}\right) d V=\int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} S_{L K} \delta u_{k, K} d V  \tag{5.60}\\
& \left(\mathcal{K}_{u u}^{e, h}\right)_{10}=\int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{1 / 10}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.61}\\
& {\left[\boldsymbol{J}_{1 / 10}^{e}\right]=\int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G R} \boldsymbol{R} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{1 / 10}\right] \cdot\left[\boldsymbol{G R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V} \tag{5.62}
\end{align*}
$$

### 5.1.3 Submatrices in the Matrix Form of the Balance of First Moment of Momentum at Reference Configuration

Similar to previous section, $\left(\mathcal{K}_{\phi u}^{h}\right)_{i},\left(\mathcal{K}_{\phi \phi}^{h}\right)_{i},\left(\mathcal{K M}_{\phi u}\right)_{i}$, and $\left(\mathcal{K M}_{\phi \phi}^{h}\right)_{i}$ are the contributions to the consistent tangent coming from the linearized form of the balance of first moment of momentum. The first term is:

$$
\begin{gather*}
\int_{\mathcal{B}_{0}} \eta_{l m} \delta\left(F_{l M}\right)\left(\Sigma_{L M}-S_{L M}\right) F_{m M} d V=\int_{\mathcal{B}_{0}} \eta_{l m}\left(\Sigma_{L M}-S_{L M}\right) F_{m M} \delta u_{l, M} d V  \tag{5.64}\\
\left(\mathcal{K}_{\phi u}^{e, h}\right)_{1}=\int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{11}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.65}\\
{\left[\mathcal{J}_{11}^{e}\right]=\int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{11}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.66}\\
\left(\mathcal{K}_{\phi u}^{h}\right)_{1}={\underset{e=1}{n_{\mathrm{el}}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\mathcal{J}_{11}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\}}^{\text {then }} \tag{5.67}
\end{gather*}
$$

The second term which is the first term of $\left(\Sigma_{L M}-S_{L M}\right)$ is:

$$
\begin{gather*}
\tau \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} \delta\left(F_{i K}\right) F_{i K} \delta_{L M} F_{m M} d V=\tau \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i K} \delta_{L M} F_{m M} \delta u_{i, K} d V  \tag{5.68}\\
\left(\mathcal{K}_{\phi u}^{e, h}\right)_{2}=\tau \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{12}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.69}\\
{\left[\boldsymbol{J}_{12}^{e}\right]=\tau \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{12}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.70}\\
\left(\mathcal{K}_{\phi u}^{h}\right)_{2}=\underset{e=1}{n_{e l}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{12}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.71}
\end{gather*}
$$

The third term is:

$$
\begin{gather*}
\tau \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i K} \delta\left(F_{i K}\right) \delta_{L M} F_{m M} d V=\tau \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i K} \delta_{L M} F_{m M} \delta u_{i, K} d V  \tag{5.72}\\
\left(\mathcal{K}_{\phi u}^{e, h}\right)_{3}=\tau \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{13}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.73}\\
{\left[\boldsymbol{J}_{13}^{e}\right]=\tau \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{13}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.74}\\
\left(\mathcal{K}_{\phi u}^{h}\right)_{3}=\underset{e=1}{n_{\mathrm{el}}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{13}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.75}
\end{gather*}
$$

The fourth term is:

$$
\begin{gather*}
2 \sigma \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} \delta\left(F_{i L}\right) F_{i M} F_{m M} d V=2 \sigma \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i M} F_{m M} \delta u_{i, L} d V  \tag{5.76}\\
\left(\mathcal{K}_{\phi u}^{e, h}\right)_{4}=2 \sigma \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{14}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.77}\\
{\left[\mathcal{J}_{14}^{e}\right]=2 \sigma \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{14}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.78}\\
\left(\mathcal{K}_{\phi u}^{h}\right)_{4}=\underset{e=1}{n_{\text {el }}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{14}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.79}
\end{gather*}
$$

The fifth term is:

$$
\begin{gather*}
2 \sigma \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i L} \delta\left(F_{i M}\right) F_{m M} d V=2 \sigma \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i L} F_{m M} \delta u_{i, M} d V  \tag{5.80}\\
\left(\mathcal{K}_{\phi u}^{e, h}\right)_{5}=2 \sigma \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{15}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.81}\\
{\left[\mathcal{J}_{15}^{e}\right]=2 \sigma \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{15}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.82}\\
\left(\mathcal{K}_{\phi u}^{h}\right)_{5}=\underset{e=1}{n_{\text {el }}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{15}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.83}
\end{gather*}
$$

The sixth term is:

$$
\begin{gather*}
(\eta-\tau) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} \delta\left(F_{i K}\right) \chi_{i K} \delta_{L M} F_{m M} d V=(\eta-\tau) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} \chi_{i K} \delta_{L M} F_{m M} \delta u_{i, K} d V  \tag{5.84}\\
\left(\mathcal{K}_{\phi u}^{e, h}\right)_{6}=(\eta-\tau) \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{16}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.85}\\
{\left[\boldsymbol{J}_{16}^{e}\right]=(\eta-\tau) \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{16}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.86}\\
\left(\mathcal{K}_{\phi u}^{h}\right)_{6}={\underset{e x}{ }}_{\boldsymbol{A}_{e=1}}^{n^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{16}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.87}
\end{gather*}
$$

The seventh term is:

$$
\begin{equation*}
(\eta-\tau) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i K} \delta\left(\chi_{i K}\right) \delta_{L M} F_{m M} d V=(\eta-\tau) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i K} \delta_{L M} F_{m M} \delta \Phi_{i K} d V \tag{5.88}
\end{equation*}
$$

$$
\begin{gather*}
\left(\mathcal{K}_{\phi \phi}^{e, h}\right)_{1}=(\eta-\tau) \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{21}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} d V  \tag{5.89}\\
{\left[\boldsymbol{J}_{21}^{e}\right]=(\eta-\tau) \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{21}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] d V}  \tag{5.90}\\
\left(\mathcal{K}_{\phi \phi}^{h}\right)_{1}={\underset{e x=1}{n}}_{n_{e l}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{21}^{e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} \tag{5.91}
\end{gather*}
$$

The eight term is:

$$
\begin{gather*}
(\nu-\sigma) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} \delta\left(F_{i L}\right) \chi_{i M} F_{m M} d V=(\nu-\sigma) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} \chi_{i M} F_{m M} \delta u_{i, L} d V  \tag{5.92}\\
\left(\mathcal{K}_{\phi u}^{e, h}\right)_{7}=(\nu-\sigma) \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{17}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.93}\\
{\left[\boldsymbol{J}_{17}^{e}\right]=(\nu-\sigma) \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{17}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.94}\\
\left(\mathcal{K}_{\phi u}^{h}\right)_{7}=\widehat{A}_{e=1}^{n_{\text {el }}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{17}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.95}
\end{gather*}
$$

The ninth term is:

$$
\begin{gather*}
(\nu-\sigma) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i L}\left(\chi_{i M}\right) F_{m M} d V=(\nu-\sigma) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i L} F_{m M} \delta \Phi_{i M} d V  \tag{5.96}\\
\left(\mathcal{K}_{\phi \phi}^{e, h}\right)_{2}=(\nu-\sigma) \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{22}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} d V  \tag{5.97}\\
{\left[\mathcal{J}_{22}^{e}\right]=(\nu-\sigma) \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{22}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] d V}  \tag{5.98}\\
\left(\mathcal{K}_{\phi \phi}^{h}\right)_{2}=\widehat{n e l l}_{n_{\text {el }}}^{A}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{22}^{e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} \tag{5.99}
\end{gather*}
$$

The tenth term is:

$$
\begin{align*}
& (\kappa-\sigma) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} \delta\left(F_{i M}\right) \chi_{i L} F_{m M} d V=(\kappa-\sigma) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} \chi_{i L} F_{m M} \delta u_{i, M} d V  \tag{5.100}\\
& \left(\mathcal{K}_{\phi u}^{e, h}\right)_{8}=(\kappa-\sigma) \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{18}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.101}\\
& {\left[\boldsymbol{J}_{18}^{e}\right]=(\kappa-\sigma) \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{18}\right] \cdot\left[\boldsymbol{G R A D}\left(\boldsymbol{N}^{u, e}\right)\right] d V} \tag{5.102}
\end{align*}
$$

The eleventh term is:

$$
\begin{gather*}
(\kappa-\sigma) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i M}\left(\chi_{i L}\right) F_{m M} d V=(\kappa-\sigma) \int_{\mathcal{B}_{0}} \eta_{l m} F_{l M} F_{i M} F_{m M} \delta \Phi_{i L} d V  \tag{5.104}\\
\left(\mathcal{K}_{\phi \phi}^{e, h}\right)_{3}=(\kappa-\sigma) \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{23}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} d V  \tag{5.105}\\
{\left[\boldsymbol{J}_{23}^{e}\right]=(\kappa-\sigma) \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{23}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] d V}  \tag{5.106}\\
\left(\mathcal{K}_{\phi \phi}^{h}\right)_{3}={\underset{\sim}{e=1}}_{n_{\text {el }}}^{\mathbf{A}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\mathcal{J}_{23}^{e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} \tag{5.107}
\end{gather*}
$$

The twelfth term is:

$$
\begin{gather*}
\int_{\mathcal{B}_{0}} \eta_{l m} F_{l L}\left(\Sigma_{L M}-S_{L M}\right) \delta\left(F_{m M}\right) d V=\int_{\mathcal{B}_{0}} \eta_{l m} F_{l L}\left(\Sigma_{L M}-S_{L M}\right) \delta u_{m, M} d V  \tag{5.108}\\
\left(\mathcal{K}_{\phi u}^{e, h}\right)_{9}=\int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{19}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.109}\\
{\left[\boldsymbol{J}_{19}^{e}\right]=\int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{N}^{\chi, e}\right]^{T} \cdot\left[\boldsymbol{J}_{19}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.110}\\
\left(\mathcal{K}_{\phi u}^{h}\right)_{9}={\underset{\mathrm{A}}{e=1}}_{n_{\text {el }}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{J}_{19}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.111}
\end{gather*}
$$

The thirteenth term is:

$$
\begin{align*}
& \int_{\mathcal{B}_{0}} \eta_{l m, k} F_{k K} \delta\left(F_{l L}\right) M_{K L M} \chi_{m M} d V=\int_{\mathcal{B}_{0}} \eta_{l m, A} F_{A k}^{-1} F_{k K} \delta\left(F_{l L}\right) M_{K L M} \chi_{m M} d V \\
& =\int_{\mathcal{B}_{0}} \eta_{l m, K} \delta\left(F_{l L}\right) M_{K L M} \chi_{m M} d V=\int_{\mathcal{B}_{0}} \eta_{l m, K} M_{K L M} \chi_{m M} \delta u_{l, L} d V  \tag{5.112}\\
& \left(\mathcal{K}_{\mathcal{M}_{\phi u}}^{e}\right)_{1}=\int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{G R A} \boldsymbol{D}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T} \cdot\left[\boldsymbol{M}_{1}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.113}\\
& {\left[\mathcal{M}_{1}^{e}\right]=\int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G R A D}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T} \cdot\left[\boldsymbol{M}_{1}\right] \cdot\left[\boldsymbol{G R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V} \tag{5.114}
\end{align*}
$$

The examples given in the next chapters uses only one parameter $\tau_{7}$ in the definition of higher order couple stress tensor. Hence, we present the linearization of only one term related to
$\tau_{7}$. Then, the fourteenth term is:

$$
\begin{align*}
& \int_{\mathcal{B}_{0}} \eta_{l m, K} F_{l L} \delta\left(M_{K L M}\right) \chi_{m M} d V=\int_{\mathcal{B}_{0}} \eta_{l m, K} F_{l L} \delta\left(M_{K L M}\right) \chi_{m M} d V \\
& =\tau_{7} \int_{\mathcal{B}_{0}} \eta_{l m, K} F_{l L} \delta\left(F_{i K}\right) \chi_{i L, M} \chi_{m M} d V=\tau_{7} \int_{\mathcal{B}_{0}} \eta_{l m, K} F_{l L} \chi_{i L, M} \chi_{m M} \delta u_{i, K} d V  \tag{5.116}\\
& \left(\mathcal{K}_{\mathcal{N}_{\phi u}^{e}}^{e}\right)_{2}=\tau_{7} \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T} \cdot\left[\boldsymbol{M}_{2}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{5.117}\\
& {\left[\mathcal{M}_{2}^{e}\right]=\tau_{7} \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G R A D}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T} \cdot\left[\boldsymbol{M}_{2}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V}  \tag{5.118}\\
& \left(\mathcal{K M}_{\phi u}^{h}\right)_{2}=\boldsymbol{A}_{e=1}^{n_{\mathrm{el}}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\mathcal{M}_{2}^{e}\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} \tag{5.119}
\end{align*}
$$

The fifteenth term is:

$$
\begin{gather*}
\tau_{7} \int_{\mathcal{B}_{0}} \eta_{l m, K} F_{l L} F_{i K} \delta\left(\chi_{i L, M}\right) \chi_{m M} d V=\tau_{7} \int_{\mathcal{B}_{0}} \eta_{l m, K} F_{l L} F_{i K} \chi_{m M} \delta \Phi_{i L, M} d V  \tag{5.120}\\
\left(\mathcal{K}_{\phi \phi}^{e}\right)_{1}=\tau_{7} \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T} \cdot\left[\boldsymbol{M}_{3}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{\chi, e}\right)\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} d V  \tag{5.121}\\
{\left[\mathcal{M}_{3}^{e}\right]=\tau_{7} \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T} \cdot\left[\boldsymbol{M}_{3}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{\chi, e}\right)\right] d V}  \tag{5.122}\\
\left(\mathcal{K M}_{\phi \phi}^{h}\right)_{1}=\underset{e=1}{n_{\mathrm{el}}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\mathcal{M}_{3}^{e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} \tag{5.123}
\end{gather*}
$$

The sixteenth term is:

$$
\begin{gather*}
\int_{\mathcal{B}_{0}} \eta_{l m, K} F_{l L} M_{K L M} \delta\left(\chi_{m M}\right) d V=\int_{\mathcal{B}_{0}} \eta_{l m, K} F_{l L} M_{K L M} \delta \Phi_{m M} d V  \tag{5.124}\\
\left(\mathcal{K}_{\phi \phi}^{e}\right)_{2}^{e}=\int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T} \cdot\left[\boldsymbol{M}_{4}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} d V  \tag{5.125}\\
{\left[\mathcal{M}_{4}^{e}\right]=\int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G R A D}\left(\boldsymbol{N}^{\chi, e}\right)\right]^{T} \cdot\left[\boldsymbol{M}_{4}\right] \cdot\left[\boldsymbol{N}^{\chi, e}\right] d V}  \tag{5.126}\\
\left(\mathcal{K \mathcal { M }}_{\phi \phi}^{h}\right)_{2}=\underset{e=1}{n_{\mathrm{el}}}\left\{\boldsymbol{\alpha}^{e}\right\}^{T} \cdot\left[\mathcal{M}_{4}^{e}\right] \cdot\left\{\delta \boldsymbol{\phi}^{e}\right\} \tag{5.127}
\end{gather*}
$$

These matrices determined above are constructing the global consistent tangent, in a same way presented in the section 4.8 , to be used in the Newton-Raphson algorithm. To avoid repeating it, we omit those details here. The next chapter demonstrates the convenience of use of reference configuration in the implementation, together with examples.

## Chapter 6

## Finite Element Implementation and Numerical Examples of Finite Strain Micromorphic Elasticity

Previous Chapters 4 and 5 presented the finite element formulation together with the linearizations of the balance equations at current configuration and reference configuration respectively. In numerical examples, firstly, we provide a three dimensional finite strain micromorphic materially linear isotropic elastic model formulated in two ways for finite element implementation (Isbuga and Regueiro (2011), Regueiro and Isbuga (2011)): (i) direct finite strain elasticity, and (ii) rate form with semi-implicit time integration. The model is based upon the finite strain isotropic micromorphic elasticity model proposed by Eringen and Suhubi (1964); Suhubi and Eringen (1964). For (i), the direct formulation, the constitutive equations are calculated in the reference configuration, and the resulting stresses are mapped to the current configuration as shown in Chapter 5. For (ii), the rate formulation, the constitutive equations are integrated in time in the current configuration using the Truesdell objective stress rates as presented in Chapter 4. The comparison of two implementation shows the computational effectiveness of direct implementation and the following numerical examples present the applications of the formulation.

Three dimensional numerical examples are analyzed to compare the two formulations (i) and (ii) for standard finite strain isotropic elasticity, and the formulation (i) is used to demonstrate the elastic length scale effects that come through the higher order couple stress in the micromorphic theory (Regueiro and Isbuga (2011), Isbuga and Regueiro (2011)). The
following examples also provide the boundary condition effects as well as insights about three dimensional micromorphic continuum.

### 6.0.4 Element Used in Finite Element Implementation

We use a mixed 27 node hexahedral element for finite element implementation (Fig.6.1): 27 nodes for $\boldsymbol{u}^{h}$ and 8 vertex nodes for $\boldsymbol{\Phi}^{h}$ (Q27P8), where $h$ is the discretization parameter. For the rate form (ii) of the model, (4.4) and (4.23) are written in Galerkin form (Hughes, 1987), and the time-integrated stress equations (3.134), (3.136), and (4.37) are used. The mixed formulation is employed in recognition that $\Phi^{h}$ is a micro-displacement tensor (no gradient is calculated on a micro-displacement $\boldsymbol{u}^{h}$, but $\boldsymbol{\Phi}^{h}$ is analogous to $\partial \boldsymbol{u}^{h} / \partial \boldsymbol{X}$ when comparing $\boldsymbol{F}^{h}$ and $\boldsymbol{\chi}^{h}$ ), where the gradient of a quadratic interpolation is linear, such that $\boldsymbol{\nabla} \boldsymbol{u}^{h}$ and $\boldsymbol{\Phi}^{h}$ would be of approximate same order interpolation. Such mixed methods are shown to be convergent (Hughes, 1987) for the small strain case, but no formal proof of convergence is presented here; i.e., we do not show in a proof that $\boldsymbol{u}=\lim _{h \rightarrow 0} \boldsymbol{u}^{h}$ and $\boldsymbol{\Phi}=$ $\lim _{h \rightarrow 0} \Phi^{h}$. One of the numerical examples (Section 6.2.4) will provide a mesh refinement study to demonstrate the convergence of the mixed FE solution. The global nodal displacement vector is $\boldsymbol{d}$ and the nodal micro-displacement tensor in vector form is $\boldsymbol{\phi}$. Displacement vector $u_{k}^{h}$ is interpolated at each node shown by solid dots, and the micro-displacement tensor $\Phi_{k K}^{h}$ is interpolated only at the vertices shown by open circles in Fig.6.1, such that

$$
\begin{equation*}
u_{k}^{h^{e}}(\boldsymbol{\xi})=\sum_{a=1}^{n_{e n}^{u}} N_{a}^{u}(\boldsymbol{\xi}) d_{k(a)}^{e}, \Phi_{k K}^{h^{e}}(\boldsymbol{\xi})=\sum_{b=1}^{n_{e n}^{\phi}} N_{b}^{\Phi}(\boldsymbol{\xi}) \phi_{k K(b)}^{e} \tag{6.1}
\end{equation*}
$$

where $\boldsymbol{\xi}=[\xi \eta \zeta]$ are the natural coordinates, $N_{a}^{u}(\boldsymbol{\xi})$ the tri-quadratic interpolation functions, $N_{b}^{\Phi}(\boldsymbol{\xi})$ the tri-linear interpolation functions, $d_{k(a)}^{e}$ the displacement vector at node $a$ of element $e$, and $\phi_{k K(b)}^{e}$ the micro-displacement tensor at node $b$ in element $e$.

$$
\text { node } 27 \text { at } \xi=\eta=\zeta=0
$$

$$
\begin{aligned}
& \\
& 7 \\
& \\
& \\
& 6 \\
& 6
\end{aligned}
$$

Figure 6.1: Mixed 27 node hexahedral element: quadratic in displacement and linear in microdisplacement tensor interpolations. Node numbering and geometry shown in the natural coordinate space (Hughes, 1987). The number of element nodes for displacement and micro-displacement tensor, respectively, are $n_{e n}^{u}=27$ and $n_{e n}^{\phi}=8$.

### 6.1 One-dimensional (1D) micromorphic uniaxial strain in compression

 formulation and FE implementation for 'verification' of 3D micromorphic FE modelAs a form of verification for our three-dimensional finite strain coupled micromorphic finite element implementation in an opensource $\mathrm{C}++$ code Tahoe, we formulate and imple-
ment a simpler one-dimensional uniaxial strain compression problem. It entails an assumed displacement only in the $X_{3}$ direction, and likewise only a component of $\Phi$ in the $X_{3}$ direction. The resulting kinematics are as follows:

$$
\boldsymbol{u}=\left[\begin{array}{l}
0  \tag{6.2}\\
0 \\
u
\end{array}\right], \quad \boldsymbol{\Phi}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \Phi
\end{array}\right]
$$

where $u_{3}=u\left(X_{3}\right)$ and $\Phi_{33}=\Phi\left(X_{3}\right)$. The resulting deformation measures are as follows:

$$
\begin{align*}
& \boldsymbol{F}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1+\frac{\partial u}{\partial X_{3}}
\end{array}\right], \quad \boldsymbol{\chi}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1+\Phi
\end{array}\right]  \tag{6.3}\\
& \boldsymbol{E}=(\boldsymbol{C}-\mathbf{1}) / 2=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \frac{1}{2} \frac{\partial u}{\partial X_{3}}\left(2+\frac{\partial u}{\partial X_{3}}\right)
\end{array}\right]  \tag{6.4}\\
& \boldsymbol{\mathcal { E }}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & \Phi+\frac{\partial u}{\partial X_{3}}+\Phi \frac{\partial u}{\partial X_{3}}
\end{array}\right]  \tag{6.5}\\
& \Gamma_{333}=\frac{\partial \Phi}{\partial X_{3}}\left(1+\frac{\partial u}{\partial X_{3}}\right) \tag{6.6}
\end{align*}
$$

When substituting these deformation measures in (6.4)-(6.6) into the constitutive equations (2.113)-(2.115), and in turn the linearized variational equations in (4.4) and (4.23), a onedimensional coupled finite element formulation results. We use a mixed element formulation similar to the 3D hexahedral element in Fig.6.1, where axial displacement $u^{h}\left(X_{3}\right)$ is interpolated quadratically and axial micro-displacement tensor component $\Phi^{h}\left(X_{3}\right)$ is interpolated linearly. This is the same as the column compression problem in Section 6.2.4, where the two models (3D and 1D) are compared in Section 6.2.3.

### 6.2 Numerical examples

### 6.2.1 Choice of elastic parameters

In the Cauchy continuum, the constitutive equations involve two Lamé parameters for linear isotropic elasticity, which we call here $\lambda^{*}$ and $\mu^{*}$, to distinguish from the micromorphic elastic parameters $\lambda$ and $\mu$. The isotropic micromorphic elasticity approach introduces seven elastic moduli ( $\lambda, \mu, \eta, \tau, \kappa, \nu, \sigma)$ in the unsymmetric Cauchy stress tensor $\boldsymbol{\sigma}$ and the symmetric microstress tensor $\boldsymbol{s}$, and eleven elastic constants $\left(\tau_{1}, \ldots, \tau_{11}\right)$ in the higher order couple stress tensor $\boldsymbol{m}$, for a total of eighteen micromorphic linear isotropic elastic parameters. For the form of our constitutive equations in (2.113)-(2.115), (Smith, 1968) proposed restrictions among the elastic parameters in the form of inequalities to achieve the positive definiteness of a quadratic strain energy function in Section 2.5. Only the results are provided here. The numerical values may be chosen by a set of relations between Lamé parameters, $\lambda^{*}$ and $\mu^{*}$, and the micromorphic elastic parameters given below. The set of relations in (6.7) and (6.8) satisfy the positive definiteness of strain energy for numerical values of Lamé parameters $\lambda^{*}=6400 \mathrm{MPa}$ and $\mu^{*}=6400 \mathrm{MPa}$ for Nuozhadu granite (Zhou et al., 2010), and will be used in the numerical examples.

$$
\begin{align*}
\tau_{1} & \approx 0.15 \lambda^{*} \ell_{1}^{2} & \tau_{7} & \approx 1.15 \mu^{*} \ell_{7}^{2} \\
\tau_{2}=\tau_{3} & \approx 0.25 \lambda^{*} \ell_{2}^{2} & \tau_{8}=\tau_{9} & \approx 0.85 \mu^{*} \ell_{8}^{2} \\
\tau_{4} & \approx 0.275 \lambda^{*} \ell_{4}^{2} & \tau_{10} & \approx 0.70 \mu^{*} \ell_{10}^{2}  \tag{6.7}\\
\tau_{5} & \approx 0.135 \lambda^{*} \ell_{5}^{2} & \tau_{11} & \approx 0.85 \mu^{*} \ell_{11}^{2} \\
\tau_{6} & \approx 0.345 \lambda^{*} \ell_{6}^{2} & &
\end{align*}
$$

and

$$
\begin{align*}
\eta & \approx 2 \lambda^{*} & \kappa & \approx 1.4 \mu^{*} \\
\tau & \approx 0.33 \lambda^{*} & \nu & \approx 1.15 \mu^{*}  \tag{6.8}\\
\lambda & \approx 0.67 \lambda^{*} & \sigma & \approx 0.70 \mu^{*} \\
\mu & \approx 0.7 \mu^{*} & &
\end{align*}
$$

where $\ell_{i}(i=1, \ldots, 11)$ are elastic length scale parameters. Numerical values for the elastic parameters were calculated by relations given in (6.7) and (6.8) and are reported in Tables 6.1 and 6.2. In this paper, we do not attempt to relate the micromorphic elastic parameters to microstructural elastic parameters used in the analysis of a representative volume element (RVE) of the material, as in (Neff and Forest, 2007) for a metallic foam. Instead, we choose micromorphic elastic parameters that satisfy positive definiteness of the strain energy, as determined by (Smith, 1968) for the linearized form of our constitutive equations in (2.113)(2.115).

Table 6.1: Isotropic micromorphic elastic parameters. Stress in MPa and length in micrometers ( $\mu m$ ).

| $\lambda$ | $\mu$ | $\eta$ | $\nu$ | $\kappa$ | $\tau$ | $\sigma$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4267 | 4480 | 12800 | 7360 | 8960 | 2133 | 1920 |

Table 6.2: Isotropic micromorphic elastic parameters for $\boldsymbol{m}$. Stress $\tilde{\tau}_{i}$ in MPa and length $\ell_{i}$ in $\mu \mathrm{m}$, where $\tau_{i}=\tilde{\tau}_{i} \ell_{i}^{2}$.

| $\tilde{\tau}_{1}$ | $\tilde{\tau}_{2}$ | $\tilde{\tau}_{3}$ | $\tilde{\tau}_{4}$ | $\tilde{\tau}_{5}$ | $\tilde{\tau}_{6}$ | $\tilde{\tau}_{7}$ | $\tilde{\tau}_{8}$ | $\tilde{\tau}_{9}$ | $\tilde{\tau}_{10}$ | $\tilde{\tau}_{11}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1600 | 1600 | 1600 | 1760 | 864 | 2208 | 7360 | 5440 | 5440 | 4480 | 5440 |
| $\ell_{1}$ | $\ell_{2}$ | $\ell_{3}$ | $\ell_{4}$ | $\ell_{5}$ | $\ell_{6}$ | $\ell_{7}$ | $\ell_{8}$ | $\ell_{9}$ | $\ell_{10}$ | $\ell_{11}$ |
| 0 | 0 | 0 | 0 | 0 | 0 | $0.1,1,10$ | 0 | 0 | 0 | 0 |

In Table 6.2, we assume that the micromorphic elastic parameters $\tilde{\tau}_{i}$ may have different length scales than each other. It maybe also assumed that they all have the same length scales as in the future examples.


Figure 6.2: (a) Plane strain compression with prescribed boundary displacements for non-rotating case. Front and back faces have zero normal displacements to generate a plane strain condition using a hexahedral element. (b) Plane strain compression with prescribed boundary displacements for rotating case through angle $\theta=0-90^{\circ}$.

### 6.2.2 Small strain compression with large rotation

The first example provides a comparison of the (i) direct and (ii) incremental rate formulations of standard (not micromorphic) finite strain materially linear isotropic elasticity for a small strain compression, large rotation problem. The purpose of this example is to compare how the two formulations and FE implementations perform for a large rotation example, for future finite strain elasto-plastic micromorphic constitutive model implementation. We already know that the materially linear elasticity assumption is valid only for small elastic strains, where we expect large plastic strains to develop for the problems of interest to us (e.g., coupling to particulate mechanics models in a multiscale framework). A single $1 \times 1 \times 1 \mathrm{~m}$ cube tri-quadratic hexahedral element is used in the simulation, with a plane strain condition imposed three-dimensionally (out-of-plane), and large rotation prescribed to the boundary displacements, as shown in Fig.6.2. The Lamé parameters used in the analysis are $\lambda^{*}=29 \mathrm{MPa}$ and $\mu^{*}=7 \mathrm{MPa}$ (for a geomaterial), and the applied displacement is $d=0.002 \mathrm{~m}$.

Because of the semi-implicit time integration in (3.134), (3.136), and (4.37), it is ob-


Figure 6.3: For large rotation example in Fig.6.2(b), the plots provide a comparison of the third principal Cauchy stress $\sigma_{3}$ versus the third principal Almansi strain $e_{3}$ obtained by (i) direct finite strain elasticity (FSE), and (ii) semi-implicit incremental FSE formulation, with different number of time steps, n. It shows that as the time steps are refined, the incremental formulation (ii) result approaches the direct formulation (i) result.
served in Fig.6.3 that during the large rotation example, we need many more time steps (i.e., smaller time increments) to achieve a proper level of accuracy for the incremental rate formulation of the model than compared to the direct formulation. In Fig.6.4, the minor principal stress-strain curve shows a good comparison between direct and incremental rate formulations of the standard elasticity model for same number of time steps for no rotation, and also a comparison with the rotation example to show that the principal stress values are the same. The advantage to using the incremental rate formulation (ii) for micromorphic elasto-plasticity (Regueiro, 2009) is when it is implemented within an explicit solution method, whether quasi-static or dynamic. For these solution methods, small time steps are used to ensure stability, and thus a semi-implicit time integration of a rate formulation of
micromorphic elasto-plasticity would be more computationally efficient than the direct formulation. For implicit solution methods (Regueiro and Ebrahimi, 2010), however, the direct formulation is better suited because time steps can be larger.


Figure 6.4: Comparison of the third principal Cauchy stress $\sigma_{3}$ vs. Almansi strain plots for small strain $e_{3}$ with large rotation, and small strain without rotation cases obtained by both (i) direct FSE, and (ii) semi-implicit incremental FSE formulations.

### 6.2.3 1D 'verification' example

We compare our 1D finite element model presented in Section 6.1 to the 3D model results in Section 6.2.4. We assume same elastic parameters, and an eight element mesh in the $X_{3}$ direction, with $u_{3}=-1 \mu m$ at $X_{3}=100 \mu m$. We consider three cases: (1) $\Phi_{33}^{h}$ free along $X_{3} ;(2) \Phi_{33}^{h}=0$ at $X_{3}=0$, with $\ell_{7}=0 ;(3) \Phi_{33}^{h}=0$ at $X_{3}=0$, with $\ell_{7}=10 \mu \mathrm{~m}$. The results are reported in Figs.6.5-6.7. We see nearly exact agreement between our onedimensional micromorphic FE results and the 3D results. Thus, our 3D micromorphic FE
results are verified against a separate 1D micromorphic FE formulation and implementation.


Figure 6.5: (1) For $\Phi_{33}^{h}$ free along $X_{3}$ : (a) Comparison of $\|\operatorname{dev} \boldsymbol{S}\|$ for 3D and 1D column compression. (b) Comparison of $\|\operatorname{dev}(\boldsymbol{\Sigma}-\boldsymbol{S})\|$ for 3D and 1D column compression.


Figure 6.6: (2) For $\Phi_{33}^{h}=0$ at $X_{3}=0$ and $\ell_{7}=0$ : (a) Comparison of $\|\operatorname{dev} \boldsymbol{S}\|$ for 3D and 1D column compression. (b) Comparison of $\|\operatorname{dev}(\boldsymbol{\Sigma}-\boldsymbol{S})\|$ for 3D and 1D column compression.


Figure 6.7: (3) For $\Phi_{33}^{h}=0$ at $X_{3}=0$ and $\ell_{7}=10 \mu m$ : (a) Comparison of $\|\operatorname{dev} \boldsymbol{S}\|$ for 3D and 1D column compression. (b) Comparison of $\|\operatorname{dev}(\boldsymbol{\Sigma}-\boldsymbol{S})\|$ for 3D and 1D column compression. (c) Comparison of $\|\operatorname{dev} \boldsymbol{M}\|$ for 3D and 1D column compression.

### 6.2.4 Finite strain column compression with length scale effects



Figure 6.8: A $100 \mu \mathrm{~m}$ long column with a $156.25(\mu m)^{2}$ cross sectional area compressed with a displacement loading $u_{3}=-10 \mu m$ assuming different length scales $\ell_{7}$.

Figure 6.8 shows a column compression example, with coarsest eight Q27P8 element mesh, which will demonstrate the length scale effect in the higher order stress term, and also be used for a mesh refinement study. This example is like a one-dimensional version of the cubical microindentation test in Section 6.2.6. The displacement boundary condition $u_{3}=-10 \mu \mathrm{~m}$ is applied to the top surface at $X_{3}=100 \mu \mathrm{~m}$. The displacement boundary conditions were chosen to provide a uniaxial strain compression problem: $u_{1}=0$ on $\pm X_{1}$ faces, $u_{2}=0$ on $\pm X_{2}$ faces, and $u_{3}=0$ on $-X_{3}$ face. All the microdisplacement tensor components $\Phi_{i I}$ are set $=0$ except the micro-displacement tensor component $\Phi_{33}$ in the $X_{3}$ direction, where $\Phi_{33}=0$ at $X_{3}=0$.

Figure 6.9, for a 32 element column mesh, shows the variation over quasi-static loading time of the deviatoric stress norms $\|\operatorname{dev} \boldsymbol{\sigma}\|,\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$, and $\|\operatorname{dev} \boldsymbol{m}\|$ and traces $\operatorname{tr} \boldsymbol{\sigma}$ and $\operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$, and norm of trace $\|\operatorname{tr} \boldsymbol{m}\|$ for the unsymmetric Cauchy stress tensor $\boldsymbol{\sigma}$, the relative stress tensor $(\boldsymbol{s}-\boldsymbol{\sigma})$, and the higher order couple stress tensor $\boldsymbol{m}$, respectively, at $X_{3}=2.773 \mu \mathrm{~m}$ where we have a gradient in $\Phi_{33}^{h}$ values which generates higher order stress tensor components due to the definition $\boldsymbol{M}=\tau_{7} \boldsymbol{\Gamma}$. Figure 6.9 also provides a comparison of these invariants for the three choices of length scale $\ell_{7}$ in Table 6.2. Figures 6.10, 6.11, and 6.12 provide comparisons of the stress invariants with
different number of elements along the column length in $X_{3}$ at different heights from the bottom surface in Fig.6.8. Definitions of these stress invariant measures are

$$
\begin{align*}
\|\operatorname{dev} \boldsymbol{\sigma}\| & =\sqrt{\left(\operatorname{dev} \sigma_{i j}\right)\left(\operatorname{dev} \sigma_{i j}\right)} \\
\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\| & =\sqrt{\left[\operatorname{dev}\left(s_{i j}-\sigma_{i j}\right)\right]\left[\operatorname{dev}\left(s_{i j}-\sigma_{i j}\right)\right]} \\
\|\operatorname{dev} \boldsymbol{m}\| & =\sqrt{\left(\operatorname{dev} m_{i j k}\right)\left(\operatorname{dev} m_{i j k}\right)}  \tag{6.9}\\
\operatorname{tr} \boldsymbol{\sigma} & =\sigma_{k k} \\
\operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma}) & =\left(s_{k k}-\sigma_{k k}\right) \\
\|\operatorname{tr} \boldsymbol{m}\| & =\sqrt{m_{a a k} m_{b b k}}
\end{align*}
$$

where

$$
\begin{align*}
\operatorname{dev} \sigma_{i j} & =\sigma_{i j}-\left(\frac{1}{3} \sigma_{k k}\right) \delta_{i j} \\
\operatorname{dev}\left(s_{i j}-\sigma_{i j}\right) & =\left(s_{i j}-\sigma_{i j}\right)-\left(\frac{1}{3}\left(s_{k k}-\sigma_{k k}\right)\right) \delta_{i j} \\
\operatorname{dev} m_{i j k} & =m_{i j k}-\frac{1}{3} \delta_{i j} m_{a a k} \tag{6.10}
\end{align*}
$$

Note that based on its definition, $\operatorname{dev} m_{i j k}$ is traceless:

$$
\begin{equation*}
\operatorname{trace}\left(\operatorname{dev} m_{i j k}\right)=\operatorname{dev} m_{i i k}=m_{i i k}-\frac{1}{3}(3) m_{a a k}=0 \tag{6.11}
\end{equation*}
$$

Recall the definition of the higher order stress $m_{i j k}$ (Eringen, 1999), equation (2.1.5):

$$
\begin{equation*}
m_{i j k} n_{i} d a \stackrel{\text { def }}{=} \int_{d a} \sigma_{i j}^{\prime} \xi_{k} n_{i}^{\prime} d a^{\prime} \tag{6.12}
\end{equation*}
$$

where $n_{i}$ is the unit normal vector to macro-element differential area $d a$ in the current configuration $\mathcal{B}, \sigma_{i j}^{\prime}$ is the micro-element symmetric Cauchy stress, $\xi_{k}$ is the relative position vector of the micro-element centroid with respect to the macro-element centroid, $n_{i}^{\prime}$ is the unit normal vector to micro-element differential area $d a^{\prime}$ in the current configuration $\mathcal{B}$. Based on the definition of $m_{i j k}$ through (6.12), since we plan to implement a pressuresensitive micromorphic elasto-plasticity model (Regueiro, 2009), we need a "higher order
mean-couple-stress" and "deviatoric stress" definition. Equation (6.10), based on (6.12), satisfies this definition, where we see the micro-element mean Cauchy stress is $p^{\prime}=\sigma_{a a}^{\prime} / 3$, such that the higher order mean-couple-stress is $p_{k}=m_{a a k} / 3$.

In Fig.6.9, for all the invariants, the effect of increasing length scale $\ell_{7}$ is what we expect for all plots except Fig.6.9(a): as the length scale increases, the stress response is higher, which is consistent with a larger value of $\tau_{7}=\tilde{\tau}_{7} \ell_{7}^{2}$. This is a compression problem with shear, where only $\Phi_{33}^{h} \neq 0$, but we will see for the cubical microindentation test next that when three-dimensional stress effects are enabled, the trends are not as simple to interpret.


Figure 6.9: For 32 element column compression example and different length scale values of $\ell_{7}$, a comparison of deviatoric stress invariants (a) $\|\operatorname{dev} \boldsymbol{\sigma}\|$, (b) $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$, and (c) $\|\operatorname{dev} \boldsymbol{m}\|$, and also the first stress invariants (d) $\operatorname{tr} \boldsymbol{\sigma}$, (e) $\operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$, and (f) $\|\operatorname{tr} \boldsymbol{m}\|$ at $X_{3}=2.773 \mu m$.


Figure 6.10: Comparison of stress invariants at $X_{3}=0$ with different number of elements in the $X_{3}$ direction for $\ell_{7}=1 \mu \mathrm{~m}$.


Figure 6.11: Comparison of stress invariants at $X_{3}=3.125 \mu \mathrm{~m}$ with different number of elements in the $X_{3}$ direction for $\ell_{7}=1 \mu \mathrm{~m}$.


Figure 6.12: Comparison of stress invariants at $X_{3}=6.25 \mu \mathrm{~m}$ with different number of elements in the $X_{3}$ direction for $\ell_{7}=1 \mu \mathrm{~m}$.


Figure 6.13: Comparison of $u_{3}^{h}$ and $\Phi_{33}^{h}$ profiles versus $X_{3}$, for different number of elements in the $X_{3}$ direction for $\ell_{7}=1 \mu \mathrm{~m}$.

As evident in Figs.6.10-6.12, as the column mesh in Fig.6.8 is refined in the $X_{3}$ direction, the results converge to a unique solution. In Fig.6.10(c) and (f), the convergence is not so obvious because these higher order stress $\boldsymbol{m}$ invariants are plotted at the boundary node at $X_{3}=0$ where the gradient $\boldsymbol{\nabla} \boldsymbol{\Phi}^{h}$ is highest. In Fig.6.13, the convergence trend is more clear. Figure 6.13 shows comparisons of $u_{3}^{h}$ and $\Phi_{33}^{h}$ profiles with different number of elements together with one additional boundary condition for $\Phi_{33}^{h}$ which is fixed at $X_{3}=100 \mu \mathrm{~m}$. It is clear that, for 8 elements and 16 elements meshes, there are oscillations at the proximity of the boundary where we have high gradients in $\Phi_{33}^{h}$. Although this behavior seems to be related to a coarse mesh, this influence of the boundary is seen when $\ell_{7}=1 \mu \mathrm{~m}$. Figure 6.14 (a) shows that the oscillations disappear with a higher length scale $\ell_{7}=10 \mu \mathrm{~m}$.


Figure 6.14: Comparison of $\Phi_{33}^{h}$ profile: different number of elements with $\ell_{7}=10 \mu \mathrm{~m}$.

### 6.2.5 Comparison of full and quarter microindentation to evaluate boundary

 conditions on $\Phi^{h}$Before conducting the microindentation simulations in Section 6.2.6, we investigate the boundary condition on $\boldsymbol{\Phi}^{h}$. For a coarse mesh indentation considering the full $4(\mu \mathrm{~m})^{2}$ indentation area in Fig.6.15(a) and one quarter area $1(\mu \mathrm{~m})^{2}$ of the indentation area in Fig.6.15(b), we compare the results in Table 6.3 for the node at the center of the punch area indicated in Fig.6.15. We see that displacement $\boldsymbol{u}^{h}$ boundary conditions between full and quarter indent areas match (i.e., zero in $X_{1}$ and $X_{2}$ directions at the center node), whereas the BCs for micro-displacement tensor $\Phi^{h}$ do not match (i.e., $\Phi_{11}^{h}=\Phi_{22}^{h}=0$ for quarter indent area, and $\Phi_{11}^{h}=\Phi_{22}^{h}=0.72956$ for full indent area). Thus the microindentation simulations in Section 6.2.6 are what we will call corner indentation simulations rather than assuming quarter symmetry, which does not hold for the BCs we choose in Fig.6.16 for $\Phi^{h}$.


Figure 6.15: (a) Whole domain is considered with a $4(\mu \mathrm{~m})^{2}$ square indent area with a magnitude of $u_{3}=-0.5 \mu \mathrm{~m}$ at the middle of the top surface of the cube domain with dimensions of $4 \times 4 \times 2 \mu \mathrm{~m}$, (b) quarter model of the whole domain is considered with a $1(\mu \mathrm{~m})^{2}$ square indent area with the same magnitude on the corner of the top surface of the cube domain with dimensions of $2 \times 2 \times 2 \mu \mathrm{~m}$. Results are reported in Table 6.3 at the nodes marked by black squares, respectively, at the center of the indent area of the whole domain and at the corner of the indent area of the quarter domain.

Table 6.3: Comparison of values at nodes indicated by black squares in Fig.6.15 for full and quarter indent areas. Quarter symmetry holds for $\boldsymbol{u}^{h}$ but not for $\Phi^{h}$.

|  | quarter indent area | full indent area |
| :---: | :---: | :---: |
| $\Phi_{11}^{h}$ | 0 | 0.72956 |
| $\Phi_{22}^{h}$ | 0 | 0.72956 |
| $\Phi_{33}^{h}$ | 0.37 | 0.35649 |
| $u_{1}^{h}$ | 0 | 0 |
| $u_{2}^{h}$ | 0 | 0 |
| $u_{3}^{h}$ | $-0.5 \mu m$ | $-0.5 \mu m$ |

### 6.2.6 Finite strain cubical corner microindentation with length scale effects

This example is a three dimensional corner square microindentation problem to demonstrate the three dimensionality of the finite element implementation as well as the elastic length scale effects through the higher order stress tensor $\boldsymbol{m}$ when three-dimensional stress effects are enabled. It is a $100 \mu \mathrm{~m}$ cube with $25 \mu \mathrm{~m}$ square area loaded with downward prescribed displacement $u_{3}=-10 \mu \mathrm{~m}$ (see Fig.6.16). Note that all simulations were run to finite strains ( $\approx 10 \%$ ) where the assumption that elastic strains are small in equations (2.113)


Figure 6.16: Cubical microindentation example geometry and loading configuration.
and (2.114) (but rotations can still be large) would be invalid. But this implementation will eventually be used as a precursor to a finite strain elasto-plastic micromorphic model implementation, where plastic strains can be large for such materials like soil, rock, concrete, metals, etc., where elastic strains are typically small. We assumed that only three micro-displacement tensor components $\Phi_{11}^{h}, \Phi_{22}^{h}$, and $\Phi_{33}^{h}$ are free, and all the shear terms $\Phi_{i I}^{h}=0(i \neq I)$. The boundary conditions on micro-displacement tensor are chosen as: $\Phi_{11}^{h}=0$ at $X_{1}=0$ and $100 \mu m, \Phi_{22}^{h}=0$ at $X_{2}=0$ and $100 \mu m$, and $\Phi_{33}^{h}=0$ at $X_{3}=0$. Micromorphic elastic parameters given in Tables 6.1 and 6.2 were used in the analysis. An $8 * 8 * 8=512$ Q27P8 element mesh is used.

Figure 6.17 shows the variation over quasi-static loading time and comparison for various length scale values $\ell_{7}$ of the deviatoric stress invariant measures $\|\operatorname{dev} \boldsymbol{\sigma}\|,\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$, and $\|\operatorname{dev} \boldsymbol{m}\|$, and first stress invariant measures $\operatorname{tr} \boldsymbol{\sigma}, \operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$, and $\|\operatorname{tr} \boldsymbol{m}\|$ at the Gauss point near node A underneath the indent area.


Figure 6.17: For corner punch problem and different length scale values of $\ell_{7}$, a comparison of the deviatoric stress invariants (a) $\|\operatorname{dev} \boldsymbol{\sigma}\|$, (b) $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$, and (c) $\|\operatorname{dev} \boldsymbol{m}\|$, also the first stress invariants (d) $\operatorname{tr} \boldsymbol{\sigma}$, (e) $\operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$, and (f) $\|\operatorname{tr} \boldsymbol{m}\|$ at Gauss point near node A under the indent area.


Figure 6.18: For the corner punch problem with $\Phi_{33}^{h}=0$ under the punch area, and different length scale values of $\ell_{7}$, a comparison of the deviatoric stress invariants (a) $\|\operatorname{dev} \boldsymbol{\sigma}\|$, (b) $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$, and (c) $\|\operatorname{dev} \boldsymbol{m}\|$, also the first stress invariants (d) $\operatorname{tr} \boldsymbol{\sigma}$, (e) $\operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$, and (f) $\|\operatorname{tr} \boldsymbol{m}\|$ at Gauss point near node A under the indent area.

Figure 6.17, which is plotted for the Gauss point nearest node A under the corner of the square indent area, shows that the highest values for the deviatoric stress invariant $\|\operatorname{dev} \boldsymbol{\sigma}\|$ is for the smallest length scale value $\ell_{7}=0.1 \mu \mathrm{~m}$, whereas the next highest is $\ell_{7}=1 \mu \mathrm{~m}$, and the lowest values for $\ell_{7}=10 \mu \mathrm{~m}$. Because the variation over loading time is not as smooth as for the column compression result in Fig.6.9(a) (there is an apparent oscillation), the fact that the $\ell_{7}=0.1 \mu \mathrm{~m}$ result is more higher than with $\ell_{7}=1 \mu \mathrm{~m}$ and $\ell_{7}=10 \mu \mathrm{~m}$ can be attributed to the three-dimensionality of the simulation, development of shear at the indent area, and possibly the resolution of the mesh. Conversely, in Fig.6.17(d), the first stress invariant $\operatorname{tr} \boldsymbol{\sigma}$ shows a consistently higher stress values in compression result with increasing length scale $\ell_{7}$. In Figs.6.17(b) and (e), for the relative stress $\boldsymbol{s}-\boldsymbol{\sigma}$, the invariants show trends with varying length scale $\ell_{7}$ that are consistent: higher stress values with increasing length scale $\ell_{7}$. Again, this can be attributed to the three-dimensionality of the problem, an effect that is oftentimes missed in many strain-gradient elasticity models formulated only for 1D and 2D problems. This effect comes in naturally through the 3D micromorphic FE model. The question then becomes how to fit these elastic parameters (and in the future, plastic parameters) to experimental data to have physically meaningful results. We envision using multiscale techniques, whereby an underlying grain-scale model (like the discrete element method (Cundall and Strack, 1979)) is used to upscale to the micromorphic continuum model through an overlapping region (Regueiro and Yan, 2011). In Figs.6.17(c) and (f), for the higher order couple stress $\boldsymbol{m}$, the invariant trends follow a higher stress values with increasing length scale, a result that is likely due to the decoupling of $\boldsymbol{m}$ from $\boldsymbol{\sigma}$ and $\boldsymbol{s}-\boldsymbol{\sigma}$ through the constitutive equations (2.113)-(2.115); note that the stresses are still coupled through the balance of linear momentum and balance of first moment of momentum. The stress state and deformation is three dimensional, so unlike the previous simpler example of column compression, the combination of deformation and micromorphic elastic parameters can lead to unexpected trends in stress.

In Fig.6.18, the trends for increasing length scale $\ell_{7}$ are similar as in Fig.6.17, except
in Fig.6.18(b), which shows an opposite trend: smallest $\ell_{7}$ leads to the highest values of $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$ result. Because the results in Figs.6.18 and 6.17 are plotted at a Gauss point beneath the punch area, the boundary condition $\Phi_{33}^{h}=0$ under the punch area influences the results reported in Fig.6.18 at this Gauss point more significantly than at a Gauss point further from the punch area.

These results signify the importance of the selection of elastic micromorphic length scale parameters $\ell_{i}$ in addition to micro-displacement tensor $\Phi^{h}$ boundary conditions.

The stress invariant measures $\|\operatorname{dev} \boldsymbol{\sigma}\|,\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|,\|\operatorname{dev} \boldsymbol{m}\|, \operatorname{tr} \boldsymbol{\sigma}, \operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$, and $\|\operatorname{tr} \boldsymbol{m}\|$ used in this work will provide a basis for a future implementation of the three dimensional micromorphic finite strain elasto-plastic pressure sensitive model in which three yield functions are defined for macro-scale, micro-scale, and micro-scale gradient plasticity concept (Regueiro, 2009, 2010).

### 6.2.7 Boundary condition effect on uniaxial cube compression

This example is a one element 2 m cube uniaxial stress in compression analysis, allowing one free micro-displacement tensor degree of freedom $\Phi_{33}^{h}$ with various combinations of micromorphic isotropic elastic material parameters. As mentioned in Section 6.2.1, the numerical values may be chosen by a set of relations between Lamé parameters $\lambda^{*}$ and $\mu^{*}$ and the other micromorphic elastic parameters. The following set of relations satisfy the positive definiteness of strain energy for specific values of $\lambda^{*}=39 \mathrm{MPa}$ and $\mu^{*}=12 \mathrm{MPa}$ for a geomaterial as:

$$
\begin{align*}
& \tau_{1} \approx 0.111 \lambda^{*} L_{c}^{2} \quad \tau_{7} \approx 0.670 \mu^{*} L_{c}^{2} \quad \lambda \quad \approx 0.7435 \lambda^{*} \quad \mu \approx 0.583 \mu^{*} \\
& \tau_{2}=\tau_{3} \quad \approx 0.185 \lambda^{*} L_{c}^{2} \quad \tau_{8}=\tau_{9} \quad \approx 0.495 \mu^{*} L_{c}^{2} \quad \tau \quad \approx 0.256 \lambda^{*} \quad \nu \quad \approx 0.667 \mu^{*} \\
& \tau_{4} \approx 0.204 \lambda^{*} L_{c}^{2} \quad \tau_{10} \quad \approx 0.408 \mu^{*} L_{c}^{2} \quad \eta \quad \approx 1.53 \lambda^{*} \quad \sigma \quad \approx 0.4167 \mu^{*}  \tag{6.13}\\
& \tau_{5} \approx 0.1 \lambda^{*} L_{c}^{2} \quad \tau_{11} \approx 0.495 \mu^{*} L_{c}^{2} \quad \kappa \approx 0.833 \mu^{*} \\
& \tau_{6} \quad \approx 0.256 \lambda^{*} L_{c}^{2}
\end{align*}
$$

As mentioned before, we assume in this example and the next following two examples that only one length scale $L_{c}\left(\operatorname{not} \ell_{7}\right)$ exists that is associated with the elastic parameter $\tau_{7}$.


Figure 6.19: (a) $2 \times 2 \times 2 \mathrm{~m}$ cube compression example with a one element mesh. (b) Comparison of Cauchy stress tensor component $\sigma_{33}$ obtained by standard finite strain elasticity (FSE) and finite strain micromorphic elasticity with various combinations of micromorphic elastic material parameters as well as different BCs.

Numerical values for the micromorphic elastic material parameters are then calculated as

$$
\begin{align*}
\lambda=29.10^{3} \mathrm{kPa} \quad \mu=7.10^{3} \mathrm{kPa} \quad \eta=60.10^{3} \mathrm{kPa} \\
\nu=8.10^{3} \mathrm{kPa} \quad \kappa=10.10^{3} \mathrm{kPa} \quad \tau=10.10^{3} \mathrm{kPa} \quad \sigma=5.10^{3} \mathrm{kPa} \tag{6.14}
\end{align*}
$$

Note that to simplify the computations from the set of relations which satisfy the positive definiteness of strain energy expressed in (6.13), we take

$$
\begin{equation*}
\tau_{1}=\tau_{2}=\tau_{3}=\tau_{4}=\tau_{5}=\tau_{6}=\tau_{8}=\tau_{9}=\tau_{10}=\tau_{11}=0, \tau_{7}=8.10^{3} \mathrm{kPa} . \mathrm{m}^{2} \tag{6.15}
\end{equation*}
$$

where the characteristic length is assumed to be $L_{c}=1 \mathrm{~m}$.
Figure 6.19(a) shows the compression example 1 element mesh. The displacement boundary condition $u_{3}=-0.5 \mathrm{~m}$ is applied to the top surface in the negative $X_{3}$ direction. The displacement boundary conditions were chosen to constrain the rigid body motions as: $u_{1}=0$ on $-X_{1}$ face, $u_{2}=0$ on $-X_{2}$ face, and $u_{3}=0$ on $-X_{3}$ face. We considered two different sets of boundary conditions for $\Phi^{h}$ : (1) all the micro-displacement tensor components $\Phi_{i I}^{h}$ are set $=0$ except the component $\Phi_{33}^{h}$ in the $X_{3}$ direction as boundary condition type $1(\mathrm{BC} 1)$; (2) $\Phi_{33}^{h}$ is free on the top surface of the cube $\left(X_{3}=2 \mathrm{~m}\right)$, and $\Phi_{33}^{h}=0$ at $X_{3}=0$ for boundary condition type $2(\mathrm{BC} 2)$. The different BCs will show the effect of the gradient of $\Phi_{33}^{h}$ in the $X_{3}$ direction. Another example in Fig. 6.20 illustrates a boundary layer effect.

Figure 6.19 (b) is the comparison of Cauchy stress tensor component $\sigma_{33}$ obtained by standard finite strain elasticity (FSE) with the same stress component in micromorphic finite strain elasticity calculated by equations (2.87) and (2.113). Figure 6.19(b) shows that the micromorphic approach may result in lower stress for BC 1 as compared to BC 2 . In Fig.6.19(b), for BC 1 , all the $\Phi_{33}^{h}$ are the same which, in turn, gives zero gradient of microdisplacement tensor $\boldsymbol{\nabla \Phi}=\mathbf{0}$ between the top and the bottom surfaces of the cube. For BC 2 , there is a gradient of $\Phi_{33}^{h}$ between the top and bottom surfaces of the cube element that generates a non-zero higher order stress tensor $\boldsymbol{m}$ which results in different relative
stress $\boldsymbol{s}-\boldsymbol{\sigma}$, and different Cauchy stress $\boldsymbol{\sigma}$ in the first moment of momentum balance due to the coupling between the two balance equations. Figure 6.19(b) shows an increase in $\sigma_{33}$ by including additional parameters $\eta, \kappa, \nu, \tau$, and $\sigma$ where for BC 1 , no contribution from the parameter $\tau_{7}$ is expected due to zero gradient of $\boldsymbol{\Phi}$.

### 6.2.8 Boundary condition effect on finite strain column compression

In this example, we consider a similar geometry and boundary conditions with that of the previous column example but with different dimensions and parameters. The effect of boundary conditions on the micro-displacement tensor $\boldsymbol{\Phi}$ may be presented more clearly in this example in which a 10 m column with a $1 \times 1 \mathrm{~m}^{2}$ cross section is loaded on the $+X_{3}$ surface (top surface) with a prescribed displacement, $u_{3}=-1 \mathrm{~m}$. Similar boundary conditions to the one element cube example ( BC 1 and BC 2 ) are employed, except displacements in $X_{1}$ and $X_{2}$ directions are zero. Figure 6.20 (a) shows the boundary effect on micro-displacement tensor where we have slightly lower values of $\Phi_{33}^{h}$ near the bottom surface that is causing a gradient in micro-displacement tensor which results in different values of the higher order stress tensor $\boldsymbol{m}$ at different heights of the column as shown in Figs.6.20 (c) and (d). We see higher values for invariants of the higher order stress tensor at locations where we have a higher gradient of $\Phi_{33}^{h}$ near $X_{3}=0$ (see Fig.6.20(b)) which is expected because of the definition of the higher order stress tensor in the reference configuration, for this specific example, $\boldsymbol{M}=\tau_{7} \boldsymbol{\Gamma}$ where $\boldsymbol{\Gamma}=\boldsymbol{F}^{T} \boldsymbol{\nabla} \boldsymbol{\chi}$. We do not see a similar behavior for BC1 in which $\boldsymbol{\nabla} \boldsymbol{\Phi}=\mathbf{0}$, that makes the higher order stress tensor zero; therefore, for BC 1 , stress invariants given in Figs.6.20 (c), (d), (e), and (f) are the same at different heights along the column (i.e., the stress is uniform along the height of the column for BC 1 ).

### 6.2.9 Boundary condition effect on square corner punch problem

The third example is a three dimensional square corner punch problem to demonstrate the three dimensionality of the finite element implementation. This example also considers a similar geometry and the same boundary conditions with that of the previous corner punch example; however, it uses different parameters as well as dimensions. It is a 10 m cube with different $l_{i} \times l_{i} \mathrm{~m}^{2}$ square areas loaded with downward prescribed displacement $u_{3}=-1 \mathrm{~m}$ (see Fig.6.21). We assumed that only three micro-displacement tensor components $\Phi_{11}^{h}, \Phi_{22}^{h}$, and


Figure 6.20: (a) Variation of norm of micro-displacement tensor, $\|\boldsymbol{\Phi}\|$, through the column height that shows the boundary effect on $\boldsymbol{\Phi}$, (b) norm of gradient of micro-displacement tensor, $\|\boldsymbol{\nabla} \boldsymbol{\Phi}\|$, that generates non-zero $\boldsymbol{m}$, (c) norm of deviatoric higher order stress $\|\operatorname{dev}(\boldsymbol{m})\|$, which is largest where the highest gradient is observed, (d) norm of trace of $\boldsymbol{m},\|\operatorname{tr}(\boldsymbol{m})\|$, (e) norm of deviatoric Cauchy stress, $\|\operatorname{dev}(\boldsymbol{\sigma})\|$, (f) norm of deviatoric relative stress, $\|\operatorname{dev}(s-\boldsymbol{\sigma})\|$.
$\Phi_{33}^{h}$ are free, and all the other shear components $\Phi_{i I}^{h}=0(i \neq I)$. The boundary conditions on micro-displacement tensor are chosen as: $\Phi_{11}^{h}=0$ on $\pm X_{1}$ faces, $\Phi_{22}^{h}=0$ on $\pm X_{2}$ faces, and $\Phi_{33}^{h}=0$ on $-X_{3}$ face according to Fig.6.21. Elastic parameters given in (6.14) and (6.15) were used in the analysis.


| $\frac{\text { Punch area label }\left(s_{i}\right)}{}$ | Punch area $\left(l_{i} \times l_{i}\right.$ in $\left.m^{2}\right)$ <br> $s_{1}$ |
| :---: | :---: |
| $s_{2}$ | $3 \times 3$ |
| $s_{3}$ | $2.5 \times 2.5$ |
| $s_{4}$ | $2 \times 2$ |
| $s_{5}$ | $1.5 \times 1.5$ |
| Iteration number | $1 \times 1$ |
| $1^{\text {st }}$ | $\underline{\text { Relative error }}$ |
| $2^{\text {nd }}$ | $5.293805 \times 10^{-02}$ |
| $3^{\text {rd }}$ | $9.935305 \times 10^{-04}$ |
| $4^{\text {th }}$ | $3.401397 \times 10^{-09}$ |
| $5^{\text {th }}$ | $1.186506 \times 10^{-11}$ |

Figure 6.21: (left) $10 \times 10 \times 10 \mathrm{~m}$ cube with various square punch areas, $s_{i}$ (top right), showing Gauss point as X near nodal point A where stresses are plotted in Fig.6.22. Convergence profile obtained by Newton-Raphson algorithm at the first time step for the largest punch area (bottom right). The time step is $\Delta t=0.025$ and total time $=1$. There are $10 * 10 * 10=1000$ mixed Q27P8 hexahedral elements in the mesh.

Figure 6.22 shows the variation over loading of the norms of deviatoric stress $\|\operatorname{dev} \boldsymbol{\sigma}\|$, $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$, and $\|\operatorname{dev} \boldsymbol{m}\|$ and traces $\operatorname{tr} \boldsymbol{\sigma}, \operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$, and $\|\operatorname{tr} \boldsymbol{m}\|$ for the unsymmetric Cauchy stress tensor $\boldsymbol{\sigma}$, the relative stress tensor $(\boldsymbol{s}-\boldsymbol{\sigma})$, and the higher order couple stress tensor $\boldsymbol{m}$, respectively, at the Gauss point near the node A underneath the punch area.

Figures 6.22(a) and (b) show the deviatoric stress norms for various combinations of elastic parameters $\lambda, \mu, \eta, \kappa, \nu, \tau, \sigma, \tau_{7}$. Upon including terms with $\tau$ and $\sigma,\|\operatorname{dev} \boldsymbol{\sigma}\|$ and $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$ decrease until the end of loading, when they increase. The stress state and deformation is three dimensional, so unlike the previous simple examples of uniaxial compression, the combination of deformation and micromorphic elastic parameters can lead to unexpected trends in stress. Upon introducing $\tau_{7}$ to include the effect of higher order stress tensor $\boldsymbol{m}$, the relative deviatoric stress norm $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$ tends to decrease, whereas $\|\operatorname{dev} \boldsymbol{\sigma}\|$


Figure 6.22: Deviatoric stress norms (a) $\|\operatorname{dev} \boldsymbol{\sigma}\|$, (b) $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$, and (c) $\|\operatorname{dev} \boldsymbol{m}\|$, and traces (d) $\operatorname{tr} \boldsymbol{\sigma}$, (e) $\operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$, and norm of trace of $\boldsymbol{m}(\mathrm{f})\|\operatorname{tr} \boldsymbol{m}\|$ at the Gauss point closest to the node A under the punch area. Plots (c) and (f) show the results under five different punch areas.
increases. For $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$, this behavior is also observed in the column compression example: $\|\operatorname{dev}(\boldsymbol{s} \boldsymbol{- \sigma})\|$ is smaller where higher gradient of $\Phi_{33}^{h}$ is seen that causes higher values of higher order stress tensor. Figures 6.22 (c) and (f) agree with results shown in Figs6.20 (c) and (d) regarding the effect of the gradient of micro-displacement tensor $\boldsymbol{\nabla} \boldsymbol{\Phi}$ which leads to an increase in magnitude of higher order stress tensor $\boldsymbol{m}$ that in turn induces a change in relative and Cauchy stress tensors, $\boldsymbol{s} \boldsymbol{-} \boldsymbol{\sigma}$ and $\boldsymbol{\sigma}$, respectively. Figures $6.22(\mathrm{~d}-\mathrm{f})$ show the first invariants of $\boldsymbol{\sigma},(\boldsymbol{s} \boldsymbol{-} \boldsymbol{\sigma})$, and $\boldsymbol{m}$. Figure $6.22(\mathrm{~d})$ shows decreased first invari-
ant (increasing compressive stress, which is negative) for $\operatorname{tr} \boldsymbol{\sigma}$, while $\operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$ in Fig.6.22(e) goes into tension when $\tau$ and $\sigma$ are introduced. Because of the definition $\|\operatorname{tr} \boldsymbol{m}\|$, it is always positive, a measure that must be changed to reflect the sign of trm (tension or compression) when used in a pressure-sensitive plasticity model (Regueiro, 2009). Recall that only $\tau_{7}$ is nonzero in (6.15), so that the higher order stress is $m_{k l m}=\tau_{7} F_{k K} F_{l L} \Gamma_{L M K} \chi_{m M} / J$, $\Gamma_{L M K}=F_{i L} \chi_{i M, K}$. The stress measures $\|\operatorname{dev} \boldsymbol{\sigma}\|,\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|,\|\operatorname{dev} \boldsymbol{m}\|, \operatorname{tr} \boldsymbol{\sigma}, \operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$, and $\|\operatorname{tr} \boldsymbol{m}\|$ used in this work will provide a basis for a future implementation of the three dimensional micromorphic finite strain elasto-plastic pressure sensitive model in which three yield functions are defined for macro-scale, micro-scale, and micro-scale gradient plasticity concept (Regueiro, 2009, 2010). Figures 6.22 (a) and (d) also include the comparison of $\|\operatorname{dev} \boldsymbol{\sigma}\|$ and $\operatorname{tr} \boldsymbol{\sigma}$ for the standard finite strain symmetric Cauchy stress tensor with those of micromorphic finite strain unsymmetric Cauchy stress tensor with the various combinations of micromorphic isotropic elastic parameters. The micromorphic results, depending on the deformation history, show either higher values or lower values of stresses than standard elasticity. These results signify the importance of the selection of micromorphic elastic parameters in addition to micro-displacement tensor $\boldsymbol{\Phi}^{h}$ boundary conditions. The table in Fig.6.21 illustrates the global convergence profile at time the first time step for the large deformation punch problem, with parameters $\lambda, \mu, \eta, \kappa, \nu, \tau, \sigma$ and $\tau_{7}$.

### 6.3 Conclusions from micromorphic finite strain elasticity FE implementation

We have implemented a three dimensional finite element model for finite deformation micromorphic materially linear isotropic elasticity into an open source finite element code Tahoe via two formulations: (i) direct finite elasticity, and (ii) rate form with semi-implicit time integration (ignoring the micromorphic contribution). This chapter compared the two implementations for standard elasticity (no micromorphic terms) for a small strain compression, large rotation example. The incremental rate form required many more time steps to
be accurate enough to handle the large rotation, whereas the direct implementation converged quickly and was accurate with relatively few time steps. The advantage to using the incremental rate formulation in the future will become apparent when implementing a micromorphic elasto-plasticity model (Regueiro, 2009) within an explicit time solution method, whether quasi-static or dynamic. For these solution methods, small time steps are used to ensure stability, and thus a semi-implicit time integration of a rate formulation of micromorphic elasto-plasticity would be more computationally efficient than a direct formulation. For implicit solution methods (Regueiro and Ebrahimi, 2010), however, the direct formulation is warranted and will give accurate results for larger time steps.

In the numerical examples, the effect of one of the elastic length scale parameters $\ell_{7}$ is not so transparent. For some cases, increasing $\ell_{7}$ leads to higher values of stresses, whereas in other cases increasing $\ell_{7}$ can lead to lower values of stresses. Further study on using multiscale techniques to up-scale underlying grain-scale simulation results to the micromorphic continuum finite element implementation will likely help to interpret how the elastic micromorphic parameters are calibrated. Currently, these elastic parameters are chosen to satisfy positive definiteness of elastic strain energy following Smith1968.

With regard to nanomechanics, we envision relating the micromorphic elastic parameters of our 3D FE model to an underlying microstructural representative volume element (RVE) of a material (composed of grains and/or platelets) subjected to nanoindentation, such as nacre (Barthelat et al., 2006) or porous nanocomposite cementitious materials (Bobko and Ulm, 2008; Bobko et al., 2009).

This chapter also presented preliminary results of the model applied to three 3 dimensional examples. These results motivate further study of the meaning of certain micromorphic isotropic elastic parameters and boundary conditions on micro-displacement tensor $\boldsymbol{\Phi}$, as well as their influence on the simulations. In the numerical examples, micromorphic elastic parameters have been chosen to satisfy the positive definiteness of strain energy that obey the inequalities proposed by Smith (1968). Numerical values have been chosen in a similiar
way followed by Neff and Forest (2007) and Zervos et al. (2009). The boundary conditions on $\Phi$ may not be explicitly anticipated from the physical problem as discussed by Eringen (1968a). In addition, we noticed from several analyses that $\Phi$ boundary conditions together with the associated micromorphic elastic parameters play an important role in convergence of the nonlinear Newton-Raphson solution algorithm. Even for the comparatively simple example of uniaxial compression, specification of the boundary conditions on $\Phi$ and the choice of micromorphic elastic parameters may affect the numerical results. A square corner punch problem demonstrated the full three dimensionality of the finite element implementation and some interesting trends in stress response at a Gauss point beneath the punch with various combinations of micromorphic elastic parameters, and the length scale effect for various punch areas.

## Chapter 7

## Extension of Finite Element Formulation and Implementation to Drucker-Prager Plasticity

This section shows the extension of finite strain micromorphic isotropic elasticity to Drucker-Prager plasticity formulated in the intermediate configuration $\overline{\mathcal{B}}$ (Fig. 1.6), assuming a multiplicative decomposition of deformation gradient $\boldsymbol{F}$ and micro-deformation tensor $\chi$.

Kinematics, governing equations, and mapping of the balance of momenta equations, and thermodynamic equations into intermediate configuration, and outline of the theory to extend to plasticity were presented in Chapter 4. This section presents detailed formulation, developed and implemented, for Drucker-Prager plasticity with some numerical examples. Different than anticipated formulation given in Chapter 4, we also introduce another approach for yield function and plastic potential function formulations which involve combination of the stress tensors together with cohesion, friction angle, dilation angle, microscale cohesion, micro-scale friction angle, and micro-scale dilation angle. This will be called "combined plasticity" formulation to distinguish from the three-scale plasticity formulation in Chapter 4. We first present the three-scale plasticity formulation and implementation which was previously mentioned in Chapter 4 . Then, we show combined plasticity formulation and implementation.

The three different scale yield functions presented in Chapter 4 express that plasticity may govern at these scales separately and/or at the same time. The first case may include the
plasticity in macro-scale which is already different than classical plasticity due to additional terms appearing in classical stress tensor. Here, we call it "macro-plasticity" which aims to express the micro-continuum effects considered, but plasticity governs at macro-scale which in turns mean only macro-scale plasticity function yielded. Similarly, if only the micro-scale plasticity function yields, it will be called "micro-plasticity". It may be the case that these two scales may yield at the same time which will require to solve for two different plastic multipliers solved in a coupled way that will be called "coupled plasticity".

### 7.0.1 Solving for macro-plastic multiplier locally for three scale approach

To solve for macro-scale plastic multiplier $\Delta \bar{\gamma}$, we solve the yield function at current time step $t_{n+1}$

$$
\begin{align*}
& \bar{F}_{n+1}\left(\Delta \bar{\gamma}_{n+1}\right)=0, \Delta \bar{\gamma}_{n+1}^{\chi}=0  \tag{7.1}\\
& \bar{F}^{k}+\left(\frac{\partial \bar{F}}{\partial \Delta \bar{\gamma}}\right)^{k} \delta(\Delta \bar{\gamma})^{k}=0, \delta(\Delta \bar{\gamma})=-\frac{\bar{F}^{k}}{\left(\frac{\partial \bar{F}}{\partial \Delta \bar{\gamma}}\right)^{k}}  \tag{7.2}\\
& \Delta \bar{\gamma}^{k+1}=\Delta \bar{\gamma}^{k}+\delta(\Delta \bar{\gamma})^{k} \tag{7.3}
\end{align*}
$$

which from the discrete Kuhn-Tucker conditions, $\bar{F}_{n+1} \Delta \bar{\gamma}_{n+1}=0 \Rightarrow \bar{F}_{n+1}=0, \Delta \bar{\gamma}_{n+1}>0$ for plasticity loading, where $(\bullet)^{k}$ denotes the previous iteration values and $(\bullet)^{k+1}$ denotes updated value. The subscript $(\bullet)_{n+1}$ is dropped for these terms assumed to be at the current time step $t_{n+1}$. To determine the local consistent tangent $\partial \bar{F} / \partial \Delta \bar{\gamma}$ where yield and plastic potential functions were defined in Section 3.4, we start to derive the derivative of each term with respect to $\Delta \bar{\gamma}$ as:

$$
\begin{align*}
& \frac{\partial \overline{\boldsymbol{S}}}{\partial \Delta \bar{\gamma}}=(\lambda+\tau) \operatorname{tr}\left(\frac{\partial \overline{\boldsymbol{E}}^{e}}{\partial \Delta \bar{\gamma}}\right) \mathbf{1}+2(\mu+\sigma)\left(\frac{\partial \overline{\boldsymbol{E}}^{e}}{\partial \Delta \bar{\gamma}}\right)+\eta \operatorname{tr}\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}}\right) \mathbf{1} \\
& +\kappa\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}}\right)+\nu\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}}\right)^{T}  \tag{7.4}\\
& \left(\frac{\partial \overline{\boldsymbol{E}}^{e}}{\partial \Delta \bar{\gamma}}\right)=\frac{1}{2}\left(\left(\frac{\partial \boldsymbol{F}^{e}}{\partial \Delta \bar{\gamma}}\right)^{T} \boldsymbol{F}^{e}+\boldsymbol{F}^{e T} \frac{\partial \boldsymbol{F}^{e}}{\partial \Delta \bar{\gamma}}\right)  \tag{7.5}\\
& \left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}}\right)=\left(\frac{\partial \boldsymbol{F}^{e}}{\partial \Delta \bar{\gamma}}\right)^{T} \chi^{e}+\boldsymbol{F}^{e T}\left(\frac{\partial \boldsymbol{\chi}^{e}}{\partial \Delta \bar{\gamma}}\right)  \tag{7.6}\\
& \left(\frac{\partial \boldsymbol{F}^{e}}{\partial \Delta \bar{\gamma}}\right)=-\boldsymbol{F}^{e}\left(\frac{\partial \boldsymbol{F}^{p}}{\partial \Delta \bar{\gamma}}\right) \boldsymbol{F}^{p-1} \tag{7.7}
\end{align*}
$$

where

$$
\begin{equation*}
\left(\frac{\partial \boldsymbol{F}^{p}}{\partial \Delta \bar{\gamma}}\right)=\overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \tag{7.8}
\end{equation*}
$$

and $\boldsymbol{F}^{p}$ is defined in Section 7.0.7. Here, we have only macro-scale plasticity; hence, $\partial \boldsymbol{\chi}^{p} / \partial \Delta \bar{\gamma}=\mathbf{0}$ and $\partial \boldsymbol{\chi}^{e} / \partial \Delta \bar{\gamma}=\mathbf{0}$. When we have micro-scale plasticity in combined plasticity approach, this condition will change. Furthermore, we have the derivatives

$$
\begin{align*}
& \frac{\partial\|\operatorname{dev} \overline{\boldsymbol{S}}\|}{\partial \Delta \bar{\gamma}}=\frac{\partial \operatorname{dev} \overline{\boldsymbol{S}}}{\partial \Delta \bar{\gamma}}: \frac{\operatorname{dev} \boldsymbol{S}}{\|\operatorname{dev} \overline{\boldsymbol{S}}\|}  \tag{7.9}\\
& \frac{\partial \operatorname{dev} \overline{\boldsymbol{S}}}{\partial \Delta \bar{\gamma}}=\frac{\partial \overline{\boldsymbol{S}}}{\partial \Delta \bar{\gamma}}-\frac{\partial \bar{p}}{\partial \Delta \bar{\gamma}} \mathbf{1}  \tag{7.10}\\
& \frac{\partial \bar{p}}{\partial \Delta \bar{\gamma}}=\frac{1}{3}\left(\mathbf{1}: \frac{\partial \overline{\boldsymbol{S}}}{\partial \Delta \bar{\gamma}}\right)  \tag{7.11}\\
& \left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}=\left(\frac{\operatorname{dev} \overline{\boldsymbol{S}}}{\|\operatorname{dev} \overline{\boldsymbol{S}}\|}\right)_{n}+\frac{1}{3} B^{\psi} \mathbf{1}  \tag{7.12}\\
& \left(\frac{\partial \bar{c}}{\partial \Delta \bar{\gamma}}\right)=H^{c} h_{n}^{c} \tag{7.13}
\end{align*}
$$

where

$$
\begin{equation*}
h_{n}^{c}=-\left(\frac{\partial \bar{G}}{\partial \bar{c}}\right)_{n}=A^{\psi} \tag{7.14}
\end{equation*}
$$

Then, the local consistent tangent can be found as:

$$
\begin{equation*}
\frac{\partial \bar{F}}{\partial \Delta \bar{\gamma}}=\frac{\partial\|\operatorname{dev} \overline{\boldsymbol{S}}\|}{\partial \Delta \bar{\gamma}}-\left(A^{\phi} \frac{\partial \bar{c}}{\partial \Delta \bar{\gamma}}-B^{\phi} \frac{\partial \bar{p}}{\partial \Delta \bar{\gamma}}\right) \tag{7.15}
\end{equation*}
$$

where all the terms in equation 7.15 were determined above.

### 7.0.2 Solving for micro-plastic multiplier locally for three scale approach

Similar to the previous section, we form the local consistent tangent $\partial \bar{F}^{\chi} / \partial \Delta \bar{\gamma}^{\chi}$ for micro-scale plasticity as

$$
\begin{align*}
& \bar{F}_{n+1}^{\chi}\left(\Delta \bar{\gamma}_{n+1}^{\chi}\right)=0, \Delta \bar{\gamma}_{n+1}=0  \tag{7.16}\\
& \frac{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}^{\chi}}=(\eta-\tau) \operatorname{tr}\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}^{\chi}}\right) \mathbf{1}+(\nu-\sigma)\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}^{\chi}}\right)+(\kappa-\sigma)\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}^{\chi}}\right) \tag{7.17}
\end{align*}
$$

If we have only micro-scale plasticity, we have $\partial \boldsymbol{F}^{e} / \partial \Delta \bar{\gamma}=\mathbf{0}$, and for separate scale plasticity $\partial \boldsymbol{F}^{e} / \partial \Delta \bar{\gamma}^{\chi}=\mathbf{0}$. Then,

$$
\begin{equation*}
\frac{\partial \bar{\varepsilon}^{e}}{\partial \Delta \bar{\gamma}^{\chi}}=\boldsymbol{F}^{e T}\left(\frac{\partial \boldsymbol{\chi}^{e}}{\partial \Delta \bar{\gamma}^{\chi}}\right) \tag{7.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial \boldsymbol{\chi}^{e}}{\partial \Delta \bar{\gamma}^{\chi}}=-\chi^{e}\left(\frac{\partial \boldsymbol{\chi}^{p}}{\partial \Delta \bar{\gamma}^{\chi}}\right) \chi^{p-1} \tag{7.19}
\end{equation*}
$$

and

$$
\begin{align*}
& \frac{\partial \boldsymbol{\chi}^{p}}{\partial \Delta \bar{\gamma}^{\chi}}=-\boldsymbol{F}^{e T} \boldsymbol{\chi}^{e} \overline{\boldsymbol{\Psi}}_{n}^{e-1}\left(\frac{\partial \bar{G}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}\right)_{n}^{T} \overline{\boldsymbol{\Psi}}_{n}^{e-T} \overline{\boldsymbol{C}}_{n}^{\chi, e} \boldsymbol{\chi}_{n}^{p} \boldsymbol{\chi}^{p-1}  \tag{7.20}\\
& \frac{\partial\|\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})\|}{\partial \Delta \bar{\gamma}^{\chi}}=\frac{\partial \operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}^{\chi}}: \frac{\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\|\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})\|}  \tag{7.21}\\
& \frac{\partial \operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}^{\chi}}=\frac{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}^{\chi}}-\frac{\partial \bar{p}^{\chi}}{\partial \Delta \bar{\gamma}^{\chi}} \mathbf{1}  \tag{7.22}\\
& \frac{\partial \bar{p}^{\chi}}{\partial \Delta \bar{\gamma}^{\chi}}=\frac{1}{3}\left(\mathbf{1}: \frac{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\left.\partial \Delta \bar{\gamma}^{\chi}\right)}\right.  \tag{7.23}\\
& \left(\frac{\partial \bar{G}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}\right)_{n}=\frac{\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\|\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})\|}+\frac{1}{3} B^{\psi, \chi} \mathbf{1}  \tag{7.24}\\
& \frac{\partial \bar{c}^{\chi}}{\partial \Delta \bar{\gamma}^{\chi}}=H^{c, \chi} h_{n}^{c, \chi} \tag{7.25}
\end{align*}
$$

where

$$
\begin{equation*}
h_{n}^{c, \chi}=-\left(\frac{\partial \bar{G}}{\partial \bar{c}}\right)_{n}=A^{\psi, \chi} \tag{7.26}
\end{equation*}
$$

Then, the local consistent tangent for the micro scale can be found as:

$$
\begin{equation*}
\frac{\partial \bar{F}^{\chi}}{\partial \Delta \bar{\gamma}^{\chi}}=\frac{\partial\|\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})\|}{\partial \Delta \bar{\gamma}^{\chi}}-\left(A^{\phi, \chi} \frac{\partial \bar{c}^{\chi}}{\partial \Delta \bar{\gamma}^{\chi}}-B^{\phi, \chi} \frac{\partial \bar{p}^{\chi}}{\partial \Delta \bar{\gamma}^{\chi}}\right) \tag{7.27}
\end{equation*}
$$

### 7.0.3 Solving for plastic multipliers locally for coupled plasticity for three scale approach

The last two sections presented the formulation to solve for plastic multipliers when macro-scale and micro-scale plasticity exist separately. This section considers to solve for plastic multipliers in case of these two scales are coupled which means that plastic multipliers will be obtained in a coupled way as follows,

$$
\begin{align*}
& \bar{F}_{n+1}\left(\Delta \bar{\gamma}_{n+1}, \Delta \bar{\gamma}_{n+1}^{\chi}\right)=0, \Delta \bar{\gamma}_{n+1}>0  \tag{7.28}\\
& \bar{F}_{n+1}^{\chi}\left(\Delta \bar{\gamma}_{n+1}, \Delta \bar{\gamma}_{n+1}^{\chi}\right)=0, \Delta \bar{\gamma}_{n+1}^{\chi}>0  \tag{7.29}\\
& \bar{F}^{k}+\left(\frac{\partial \bar{F}}{\partial \Delta \bar{\gamma}}\right)^{k} \delta(\Delta \bar{\gamma})^{k}+\left(\frac{\partial \bar{F}}{\partial \Delta \bar{\gamma}^{\chi}}\right)^{k} \delta\left(\Delta \bar{\gamma}^{\chi}\right)^{k}=0  \tag{7.30}\\
& \bar{F}^{\chi k}+\left(\frac{\partial \bar{F}^{\chi}}{\partial \Delta \bar{\gamma}}\right)^{k} \delta(\Delta \bar{\gamma})^{k}+\left(\frac{\partial \bar{F}^{\chi}}{\partial \Delta \bar{\gamma}^{\chi}}\right)^{k} \delta\left(\Delta \bar{\gamma}^{\chi}\right)^{k}=0 \tag{7.31}
\end{align*}
$$

To solve for $\delta(\Delta \bar{\gamma})$ and $\delta\left(\Delta \bar{\gamma}^{\chi}\right)$, we create the local consistent tangent as:

$$
\left[\begin{array}{cc}
\frac{\partial \bar{F}}{\partial \Delta \bar{\gamma}} & \frac{\partial \bar{F}}{\partial \Delta \bar{\gamma}^{\chi}}  \tag{7.32}\\
\frac{\partial \bar{F} x}{\partial \Delta \bar{\gamma}} & \frac{\partial \bar{F}^{\chi}}{\partial \Delta \bar{\gamma}^{\chi}}
\end{array}\right]^{k}\left\{\begin{array}{c}
\delta(\Delta \bar{\gamma}) \\
\delta\left(\Delta \bar{\gamma}^{\chi}\right)
\end{array}\right\}^{k}=\left\{\begin{array}{c}
-\bar{F} \\
-\bar{F}^{\chi}
\end{array}\right\}^{k}
$$

Definitions of $\frac{\partial \bar{F}}{\partial \Delta \bar{\gamma}}$ and $\frac{\partial \bar{F} \chi}{\partial \Delta \bar{\gamma}^{\chi}}$ were already given in equations 7.15 and 7.27 , where the off diagonal terms can be found as:

$$
\begin{equation*}
\frac{\partial \overline{\boldsymbol{S}}}{\partial \Delta \bar{\gamma}^{\chi}}=\eta \operatorname{tr}\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}^{\chi}}\right) \boldsymbol{1}+\kappa\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}^{\chi}}\right)+\nu\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}^{\chi}}\right)^{T} \tag{7.33}
\end{equation*}
$$

where

$$
\begin{align*}
& \frac{\partial\|\operatorname{dev} \overline{\boldsymbol{S}}\|}{\partial \Delta \bar{\gamma}^{\chi}}=\frac{\partial \operatorname{dev} \overline{\boldsymbol{S}}}{\partial \Delta \bar{\gamma}^{\chi}}: \frac{\operatorname{dev} \boldsymbol{S}}{\|\operatorname{dev} \overline{\boldsymbol{S}}\|}  \tag{7.34}\\
& \frac{\partial \operatorname{dev} \overline{\boldsymbol{S}}}{\partial \Delta \bar{\gamma}^{\chi}}=\frac{\partial \overline{\boldsymbol{S}}}{\partial \Delta \bar{\gamma}^{\chi}}-\frac{\partial \bar{p}}{\partial \Delta \bar{\gamma}^{\chi}} \mathbf{1}  \tag{7.35}\\
& \frac{\partial \bar{p}}{\partial \Delta \bar{\gamma}^{\chi}}=\frac{1}{3}\left(\mathbf{1}: \frac{\partial \overline{\boldsymbol{S}}}{\partial \Delta \bar{\gamma}^{\chi}}\right)  \tag{7.36}\\
& \left(\frac{\partial \bar{c}}{\partial \Delta \bar{\gamma}^{\chi}}\right)=0 \tag{7.37}
\end{align*}
$$

then, we get

$$
\begin{equation*}
\frac{\partial \bar{F}}{\partial \Delta \bar{\gamma}^{\chi}}=\frac{\partial\|\operatorname{dev} \overline{\boldsymbol{S}}\|}{\partial \Delta \bar{\gamma}^{\chi}}+B^{\phi} \frac{\partial \bar{p}}{\partial \Delta \bar{\gamma}^{\chi}} \tag{7.38}
\end{equation*}
$$

also

$$
\begin{align*}
& \frac{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}}=\tau \operatorname{tr}\left(\frac{\partial \overline{\boldsymbol{E}}^{e}}{\partial \Delta \bar{\gamma}}\right) \mathbf{1}+2 \sigma\left(\frac{\partial \overline{\boldsymbol{E}}^{e}}{\partial \Delta \bar{\gamma}}\right)+(\eta-\tau) \operatorname{tr}\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}}\right) \mathbf{1} \\
& +(\nu-\sigma)\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}}\right)+(\kappa-\sigma)\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}}\right)^{T} \tag{7.39}
\end{align*}
$$

and

$$
\begin{align*}
& \frac{\partial\|\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})\|}{\partial \Delta \bar{\gamma}}=\frac{\partial \operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}}: \frac{\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\|\operatorname{dev} \overline{\boldsymbol{S}}\|}  \tag{7.40}\\
& \frac{\partial \operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}}=\frac{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}}-\frac{\partial \bar{p}^{\chi}}{\partial \Delta \bar{\gamma}} \mathbf{1}  \tag{7.41}\\
& \frac{\partial \bar{p}^{\chi}}{\partial \Delta \bar{\gamma}}=\frac{1}{3}\left(\mathbf{1}: \frac{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}}\right)  \tag{7.42}\\
& \left(\frac{\partial \bar{c}^{\chi}}{\partial \Delta \bar{\gamma}}\right)=0 \tag{7.43}
\end{align*}
$$

which gives

$$
\begin{equation*}
\frac{\partial \bar{F}^{\chi}}{\partial \Delta \bar{\gamma}}=\frac{\partial\|\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})\|}{\partial \Delta \bar{\gamma}}+B^{\phi, \chi} \frac{\partial \bar{p}^{\chi}}{\partial \Delta \bar{\gamma}} \tag{7.44}
\end{equation*}
$$

### 7.0.4 Solving for plastic multipliers globally for separate plasticity

In this section, we present the formulation to construct the global consistent tangent. We show how to obtain the global $\delta(\Delta \bar{\gamma})$ and $\delta\left(\Delta \bar{\gamma}^{\chi}\right)$ in terms of $\delta \boldsymbol{u}$ and $\delta \Phi$ by applying a
variational approach in the context of a linearization of the weak form of the coupled balance of linear momentum and balance of first moment of momentum.

For macro-scale plasticity:

$$
\begin{equation*}
\delta \bar{F}(\overline{\boldsymbol{S}}, \bar{c})=\frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \delta \overline{\boldsymbol{S}}+\frac{\partial \bar{F}}{\partial \bar{c}} \delta \bar{c}=0 \tag{7.45}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta \overline{\boldsymbol{S}}=(\lambda+\tau) \operatorname{tr}\left(\delta \overline{\boldsymbol{E}}^{e}\right) \mathbf{1}+2(\mu+\sigma) \delta \overline{\boldsymbol{E}}^{e}+\eta \operatorname{tr}\left(\delta \overline{\boldsymbol{\varepsilon}}^{e}\right) \mathbf{1}+\kappa \delta \overline{\boldsymbol{\mathcal { E }}}^{e}+\nu \delta \overline{\boldsymbol{\mathcal { E }}}^{e T} \tag{7.46}
\end{equation*}
$$

where

$$
\begin{align*}
\delta \overline{\boldsymbol{E}}^{e} & =\frac{1}{2}\left[\boldsymbol{B}^{T}-\boldsymbol{A}^{T} \delta(\Delta \bar{\gamma})+\boldsymbol{B}-\boldsymbol{A} \delta(\Delta \bar{\gamma})\right]  \tag{7.47}\\
\delta \overline{\boldsymbol{\varepsilon}}^{e} & =\boldsymbol{M}^{T}-\boldsymbol{N} \delta(\Delta \bar{\gamma})+\boldsymbol{P}-\boldsymbol{D} \delta\left(\Delta \bar{\gamma}^{\chi}\right)  \tag{7.48}\\
\boldsymbol{A} & =\boldsymbol{F}^{e T} \boldsymbol{F}^{e} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \boldsymbol{F}^{p-1}  \tag{7.49}\\
\boldsymbol{B} & =\boldsymbol{F}^{e T} \boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}(\delta \boldsymbol{u}) \boldsymbol{F}^{p-1}  \tag{7.50}\\
\boldsymbol{M} & =\boldsymbol{\chi}^{e T} \boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}(\delta \boldsymbol{u}) \boldsymbol{F}^{p-1}  \tag{7.51}\\
\boldsymbol{N} & =\boldsymbol{\chi}^{e T} \boldsymbol{F}^{e} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \boldsymbol{F}^{p-1}  \tag{7.52}\\
\boldsymbol{P} & =\boldsymbol{F}^{e T} \delta \boldsymbol{\Phi} \boldsymbol{\chi}^{p-1}  \tag{7.53}\\
\boldsymbol{D} & =\boldsymbol{F}^{e T} \boldsymbol{\chi}^{e} \overline{\mathbf{\Psi}}_{n}^{e-1}\left(\frac{\partial \bar{G}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}\right)_{n}^{T} \overline{\mathbf{\Psi}}_{n}^{e-T} \overline{\boldsymbol{C}}_{n}^{\chi, e} \boldsymbol{\chi}_{n}^{p} \boldsymbol{\chi}^{p-1} \tag{7.54}
\end{align*}
$$

If we insert equations 7.47 and 7.48 into 7.46 , we get

$$
\begin{align*}
& \delta \overline{\boldsymbol{S}}=(\lambda+\tau) \operatorname{tr}(\boldsymbol{B}) \mathbf{1}-(\lambda+\tau) \operatorname{tr}\left(\boldsymbol{A}^{T}\right) \mathbf{1} \delta(\Delta \bar{\gamma}) \\
& +(\mu+\sigma)\left(\boldsymbol{B}^{T}+\boldsymbol{B}\right)-(\mu+\sigma)\left(\boldsymbol{A}^{T}+\boldsymbol{A}\right) \delta(\Delta \bar{\gamma}) \\
& +\eta \operatorname{tr}\left(\boldsymbol{M}^{T}\right) \mathbf{1}-\eta \operatorname{tr}\left(\boldsymbol{N}^{T}\right) \mathbf{1} \delta(\Delta \bar{\gamma}) \\
& +\eta \operatorname{tr}(\boldsymbol{P}) \mathbf{1}-\eta \operatorname{tr}(\boldsymbol{D}) \mathbf{1} \delta\left(\Delta \bar{\gamma}^{\chi}\right) \\
& +\kappa \boldsymbol{M}^{T}-\kappa \boldsymbol{N}^{T} \delta(\Delta \bar{\gamma})+\kappa \boldsymbol{P}-\kappa \boldsymbol{D} \delta\left(\Delta \bar{\gamma}^{\chi}\right) \\
& +\nu \boldsymbol{M}-\nu \boldsymbol{N} \delta(\Delta \bar{\gamma})+\nu \boldsymbol{P}^{T}-\nu \boldsymbol{D}^{T} \delta\left(\Delta \bar{\gamma}^{\chi}\right) \tag{7.55}
\end{align*}
$$

and

$$
\begin{align*}
& \delta \bar{c}=H^{c} h_{n}^{c} \delta(\Delta \bar{\gamma})  \tag{7.56}\\
& \frac{\partial \bar{F}}{\partial \bar{c}}=-A^{\phi} \tag{7.57}
\end{align*}
$$

where $h_{n}^{c}=-A^{\psi}$. If equations $7.56,7.57$, and 7.55 are inserted in equation 7.45 and collect the terms $\delta(\Delta \bar{\gamma})$ and $\delta\left(\Delta \bar{\gamma}^{\chi}\right)$ on one side, we get:

$$
\begin{equation*}
\mathfrak{C}_{1} \delta(\Delta \bar{\gamma})+\mathfrak{C}_{2} \delta\left(\Delta \bar{\gamma}^{\chi}\right)=\mathcal{F}_{1}(\delta \boldsymbol{u}, \delta \Phi) \tag{7.58}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{F}_{1}(\delta \boldsymbol{u}, \delta \boldsymbol{\Phi})=(\lambda+\tau)\left(\frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \mathbf{1}\right) \operatorname{tr}\left(\boldsymbol{B}^{T}\right)+(\mu+\sigma) \frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}:\left(\boldsymbol{B}^{T}+\boldsymbol{B}^{T}\right)+\eta\left(\frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \mathbf{1}\right) \operatorname{tr}\left(\boldsymbol{M}^{T}\right) \\
& +\eta\left(\frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \mathbf{1}\right) \operatorname{tr}(\boldsymbol{P})+\kappa \frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \boldsymbol{M}^{T}+\kappa \frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \boldsymbol{P}+\nu \frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \boldsymbol{M}+\nu \frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \boldsymbol{P}^{T}  \tag{7.59}\\
& \mathcal{C}_{1}=\left[(\lambda+\tau)\left(\frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}\right) \operatorname{tr}\left(\boldsymbol{A}^{T}\right)+(\mu+\sigma) \frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}:\left(\boldsymbol{A}^{T}+\boldsymbol{A}\right)+\eta\left(\frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \mathbf{1}\right) \operatorname{tr}\left(\boldsymbol{N}^{T}\right)\right. \\
& \left.+\kappa \frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \boldsymbol{N}^{T}+\nu \frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \boldsymbol{N}-\frac{\partial \bar{F}}{\partial \bar{c}} H^{c} h_{n}^{c}\right]  \tag{7.60}\\
& \mathcal{C}_{2}=\left[\eta\left(\frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \mathbf{1}\right) \operatorname{tr}(\boldsymbol{D})+\kappa \frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \boldsymbol{D}+\nu \frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \boldsymbol{D}^{T}\right] \tag{7.61}
\end{align*}
$$

For micro-scale plasticity:

$$
\begin{equation*}
\bar{F}^{\chi}\left((\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}), \bar{c}^{\chi}\right)=\frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \delta(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})+\frac{\partial \bar{F}^{\chi}}{\partial \bar{c}^{\chi}} \delta \bar{c}^{\chi}=0 \tag{7.62}
\end{equation*}
$$

where

$$
\begin{align*}
& \delta(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})=\tau \operatorname{tr}\left(\boldsymbol{B}^{T}\right) \mathbf{1}-\tau \operatorname{tr}\left(\boldsymbol{A}^{T}\right) \mathbf{1} \delta(\Delta \bar{\gamma})+\sigma\left(\boldsymbol{B}^{T}+\boldsymbol{B}\right)-\sigma\left(\boldsymbol{A}^{T}+\boldsymbol{A}^{T}\right) \delta(\Delta \bar{\gamma}) \\
& +(\eta-\tau) \operatorname{tr}\left(\boldsymbol{M}^{T}\right) \mathbf{1}-(\eta-\tau) \operatorname{tr}(\boldsymbol{N}) \mathbf{1} \delta(\Delta \bar{\gamma})+(\eta-\tau) \operatorname{tr}(\boldsymbol{P}) \mathbf{1}-(\eta-\tau) \operatorname{tr}(\boldsymbol{D}) \mathbf{1} \delta\left(\Delta \bar{\gamma}^{\chi}\right) \\
& +(\nu-\sigma) \boldsymbol{M}^{T}-(\nu-\sigma) \boldsymbol{N}^{T} \delta(\Delta \bar{\gamma})+(\nu-\sigma) \boldsymbol{P}-(\nu-\sigma) \boldsymbol{D} \delta\left(\Delta \bar{\gamma}^{\chi}\right) \\
& +(\kappa-\sigma) \boldsymbol{M}-(\kappa-\sigma) \boldsymbol{N} \delta(\Delta \bar{\gamma})+(\kappa-\sigma) \boldsymbol{P}^{T}-(\kappa-\sigma) \boldsymbol{D}^{T} \delta\left(\Delta \bar{\gamma}^{\chi}\right) \tag{7.63}
\end{align*}
$$

and

$$
\begin{align*}
& \delta \bar{c}^{\chi}=H^{c, \chi} h_{n}^{c, \chi} \delta\left(\Delta \bar{\gamma}^{\chi}\right)  \tag{7.64}\\
& \frac{\partial \bar{F}^{\chi}}{\partial \bar{c}^{\chi}}=-A^{\phi, \chi} \tag{7.65}
\end{align*}
$$

where $h_{n}^{c, \chi}=-A^{\psi, \chi}$. Again, if we insert 7.64, 7.65, and 7.63 into equation 7.62 and collect the terms multiplied by $\delta(\Delta \bar{\gamma})$ and $\delta\left(\Delta \bar{\gamma}^{\chi}\right)$ on one side, we get:

$$
\begin{equation*}
\mathcal{C}_{3} \delta(\Delta \bar{\gamma})+\mathcal{C}_{4} \delta\left(\Delta \bar{\gamma}^{\chi}\right)=\mathcal{F}_{2}(\delta \boldsymbol{u}, \delta \boldsymbol{\Phi}) \tag{7.66}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{F}_{2}(\delta \boldsymbol{u}, \delta \boldsymbol{\Phi})=\tau\left(\frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \mathbf{1}\right) \operatorname{tr}(\boldsymbol{B})+\sigma \frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}:\left(\boldsymbol{B}^{T}+\boldsymbol{B}\right) \\
& +(\eta-\tau)\left(\frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \mathbf{1}\right) \operatorname{tr}\left(\boldsymbol{M}^{T}\right)+(\eta-\tau)\left(\frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \mathbf{1}\right) \operatorname{tr}(\boldsymbol{P}) \\
& +(\nu-\sigma) \frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \boldsymbol{M}^{T}+(\nu-\sigma) \frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \boldsymbol{P} \\
& +(\kappa-\sigma) \frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \boldsymbol{M}+(\kappa-\sigma) \frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \boldsymbol{P}^{T}  \tag{7.67}\\
& \mathcal{C}_{3}=\left[\tau\left(\frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \mathbf{1}\right) \operatorname{tr}\left(\boldsymbol{A}^{T}\right)+\sigma \frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}:\left(\boldsymbol{A}^{T}+\boldsymbol{A}\right)\right. \\
& +(\eta-\tau)\left(\frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \mathbf{1}\right) \operatorname{tr}\left(\boldsymbol{N}^{T}\right)+(\nu-\sigma) \frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \boldsymbol{N}^{T} \\
& \left.+(\kappa-\sigma) \frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \boldsymbol{N}\right]  \tag{7.68}\\
& \mathcal{C}_{4}=\left[(\eta-\tau)\left(\frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \mathbf{1}\right) \operatorname{tr}(\boldsymbol{D})+(\nu-\sigma) \frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \boldsymbol{D}\right. \\
& \left.+(\kappa-\sigma) \frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \boldsymbol{D}^{T}-\frac{\partial \bar{F}^{\chi}}{\partial \bar{c}^{\chi}} H^{c, \chi} h_{n}^{c, \chi}\right] \tag{7.69}
\end{align*}
$$

Here, we consider three different cases. When we have only macro-scale plasticity, micro-scale plasticity, and coupled plasticity. When we have only macro-scale plasticity $\delta\left(\Delta \bar{\gamma}^{\chi}\right)=0$, then from 7.58 we find:

$$
\begin{align*}
& \mathfrak{C}_{1} \delta(\Delta \bar{\gamma})+\mathfrak{C}_{2} \delta\left(\Delta \bar{\gamma}^{\chi}\right)=\mathcal{F}_{1}(\delta \boldsymbol{u}, \delta \Phi) \\
& \delta(\Delta \bar{\gamma})=\frac{1}{\mathfrak{C}_{1}} \mathcal{F}_{1}(\delta \boldsymbol{u}, \delta \Phi) \tag{7.70}
\end{align*}
$$

Similarly, when we have only micro-scale plasticity $\delta(\Delta \bar{\gamma})=0$.

$$
\begin{align*}
& \mathfrak{C}_{3} \delta(\Delta \bar{\gamma})+\mathfrak{C}_{4} \delta\left(\Delta \bar{\gamma}^{\chi}\right)=\mathcal{F}_{2}(\delta \boldsymbol{u}, \delta \Phi) \\
& \delta\left(\Delta \bar{\gamma}^{\chi}\right)=\frac{1}{\mathfrak{C}_{4}} \mathcal{F}_{2}(\delta \boldsymbol{u}, \delta \Phi) \tag{7.71}
\end{align*}
$$

When we have coupled plasticity, we get:

$$
\left[\begin{array}{ll}
\mathcal{C}_{1} & \mathcal{C}_{2}  \tag{7.72}\\
\mathcal{C}_{3} & \mathcal{C}_{4}
\end{array}\right]\left\{\begin{array}{c}
\delta(\Delta \bar{\gamma}) \\
\delta\left(\Delta \bar{\gamma}^{\chi}\right)
\end{array}\right\}=\left\{\begin{array}{l}
\mathcal{F}_{1}(\delta \boldsymbol{u}, \delta \Phi) \\
\mathcal{F}_{2}(\delta \boldsymbol{u}, \delta \Phi)
\end{array}\right\}
$$

Then,

$$
\begin{align*}
& \delta(\Delta \bar{\gamma})=\mathcal{A}_{1} \mathcal{F}_{1}(\delta \boldsymbol{u}, \delta \boldsymbol{\Phi})+\mathcal{A}_{2} \mathcal{F}_{2}(\delta \boldsymbol{u}, \delta \boldsymbol{\Phi})  \tag{7.73}\\
& \delta\left(\Delta \bar{\gamma}^{\chi}\right)=\mathcal{A}_{3} \mathcal{F}_{1}(\delta \boldsymbol{u}, \delta \Phi)+\mathcal{A}_{4} \mathcal{F}_{2}(\delta \boldsymbol{u}, \delta \Phi) \tag{7.74}
\end{align*}
$$

where

$$
\begin{array}{ll}
\mathcal{A}_{1}=\frac{\mathfrak{C}_{4}}{\mathfrak{C}_{1} \mathfrak{C}_{4}-\mathcal{C}_{2} \mathfrak{C}_{3}}, & \mathcal{A}_{2}=-\frac{\mathcal{C}_{2}}{\mathcal{C}_{1} \mathfrak{C}_{4}-\mathcal{C}_{2} \mathfrak{C}_{3}}, \\
\mathcal{A}_{3}=-\frac{\mathcal{C}_{3}}{\mathfrak{C}_{1} \mathfrak{C}_{4}-\mathfrak{C}_{2} \mathfrak{C}_{3}}, & \mathcal{A}_{4}=\frac{\mathcal{C}_{1}}{\mathfrak{C}_{1} \mathfrak{C}_{4}-\mathfrak{C}_{2} \mathfrak{C}_{3}}, \tag{7.75}
\end{array}
$$

Even though we proposed a yield function for the micro-scale gradient plasticity in previous chapters, we will assume that micro-scale gradient will stay elastic in this work, for now. The formulation for its contribution to plasticity as well as global consistent tangent will be given in the next sections.

### 7.0.5 Solving for plastic multiplier locally for combined plasticity

In combined plasticity, we have one yield function including the terms shown in separate scale plasticity. Having one plastic multiplier for $\boldsymbol{F}^{p}$ and $\chi^{p}$ actually dictates that they plastify at the same time; they evolve plastically the same and there is only one intermediate
configuration at which these two variables evolve. The combined yield function can be expressed as:

$$
\begin{align*}
\bar{F}\left(\overline{\boldsymbol{S}}, \bar{c},(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}), \bar{c}^{\chi}\right) & \stackrel{\text { def }}{=}[\operatorname{dev} \overline{\boldsymbol{S}}: \operatorname{dev} \overline{\boldsymbol{S}}+\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}): \operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})]^{\frac{1}{2}} \\
& -\left(A^{\phi} \bar{c}-B^{\phi} \bar{p}+A^{\chi, \phi} \bar{c}^{\chi}-B^{\chi, \phi} \bar{p}^{\chi}\right) \leq 0 \tag{7.76}
\end{align*}
$$

and combined plastic potential function

$$
\begin{align*}
\bar{G}\left(\overline{\boldsymbol{S}}, \bar{c},(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}), \bar{c}^{\chi}\right) & \stackrel{\text { def }}{=}[\operatorname{dev} \overline{\boldsymbol{S}}: \operatorname{dev} \overline{\boldsymbol{S}}+\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}): \operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})]^{\frac{1}{2}} \\
& -\left(A^{\psi} \bar{c}-B^{\psi} \bar{p}+A^{\chi, \psi} \bar{c}^{\chi}-B^{\chi, \psi} \bar{p}^{\chi}\right) \tag{7.77}
\end{align*}
$$

To obtain local consistent tangent $\partial \bar{F} / \partial(\Delta \bar{\gamma})$, we first determine the relations given below. Different than the definitions given in previous sections, we define some derivatives as:

Let's call

$$
\begin{equation*}
\|\boldsymbol{N}\|=[\operatorname{dev} \overline{\boldsymbol{S}}: \operatorname{dev} \overline{\boldsymbol{S}}+\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}): \operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})]^{\frac{1}{2}} \tag{7.78}
\end{equation*}
$$

Then,

$$
\begin{gather*}
\frac{\partial\|\boldsymbol{N}\|}{\partial \Delta \bar{\gamma}}=\frac{1}{\|\boldsymbol{N}\|}\left(\operatorname{dev} \overline{\boldsymbol{S}}: \frac{\partial \operatorname{dev} \overline{\boldsymbol{S}}}{\partial \Delta \bar{\gamma}}+\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}): \frac{\partial \operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}}\right)  \tag{7.79}\\
\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}}\right)=\left(\frac{\partial \boldsymbol{F}^{e}}{\partial \Delta \bar{\gamma}}\right)^{T} \boldsymbol{\chi}^{e}+\boldsymbol{F}^{e T}\left(\frac{\partial \boldsymbol{\chi}^{e}}{\partial \Delta \bar{\gamma}}\right)  \tag{7.80}\\
\left(\frac{\partial \boldsymbol{\chi}^{e}}{\partial \Delta \bar{\gamma}}\right)=-\boldsymbol{\chi}^{e}\left(\frac{\partial \boldsymbol{\chi}^{p}}{\partial \Delta \bar{\gamma}}\right) \boldsymbol{\chi}^{p-1}  \tag{7.81}\\
\frac{\partial \boldsymbol{\chi}^{p}}{\partial \Delta \bar{\gamma}}=-\boldsymbol{F}^{e T} \boldsymbol{\chi}^{e} \overline{\boldsymbol{\Psi}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}\right)_{n}^{T} \overline{\boldsymbol{\Psi}}_{n}^{e-T} \overline{\boldsymbol{C}}_{n}^{\chi, e} \boldsymbol{\chi}_{n}^{p} \boldsymbol{\chi}^{p-1} \tag{7.82}
\end{gather*}
$$

where $\partial \operatorname{dev} \overline{\boldsymbol{S}} / \partial \Delta \bar{\gamma}$ was defined before in equation (7.10) and $\partial \operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}) / \partial \Delta \bar{\gamma}$ can be
expressed as:

$$
\begin{align*}
& \frac{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}}=\tau \operatorname{tr}\left(\frac{\partial \overline{\boldsymbol{E}}^{e}}{\partial \Delta \bar{\gamma}}\right) \mathbf{1}+2 \sigma\left(\frac{\partial \overline{\boldsymbol{E}}^{e}}{\partial \Delta \bar{\gamma}}\right)+(\eta-\tau) \operatorname{tr}\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}}\right) \mathbf{1}+(\nu-\sigma)\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}}\right) \\
& +(\kappa-\sigma)\left(\frac{\partial \overline{\boldsymbol{\varepsilon}}^{e}}{\partial \Delta \bar{\gamma}}\right)  \tag{7.83}\\
& \frac{\partial \operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}}=\frac{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}}-\frac{\partial \bar{p}^{\chi}}{\partial \Delta \bar{\gamma}} \mathbf{1}  \tag{7.84}\\
& \frac{\partial \bar{p}^{\chi}}{\partial \Delta \bar{\gamma}}=\frac{1}{3} \frac{\partial \operatorname{tr}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\partial \Delta \bar{\gamma}}  \tag{7.85}\\
& \frac{\partial \bar{c}^{\chi}}{\partial \Delta \bar{\gamma}}=H^{c, \chi} A^{\psi, \chi} \tag{7.86}
\end{align*}
$$

The other derivatives $\partial \bar{p} / \partial \Delta \bar{\gamma}$ and $\partial \bar{c} / \partial \Delta \bar{\gamma}$ were defined previously in equations (7.11) and (7.13).

### 7.0.6 Solving for plastic multiplier globally for combined plasticity

We presented the plasticity contribution into the global consistent tangent in separate plasticity assumption. Now, we follow a similar approach to determine $\delta(\Delta \bar{\gamma})$ in combined plasticity formulation. We start with

$$
\begin{equation*}
\delta \bar{F}=\frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}: \delta \overline{\boldsymbol{S}}+\frac{\partial \bar{F}}{\partial \bar{c}} \delta \bar{c}+\frac{\partial \bar{F}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}: \delta(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})+\frac{\partial \bar{F}^{\chi}}{\partial \bar{c}^{\chi}} \delta \bar{c}^{\chi}=0 \tag{7.87}
\end{equation*}
$$

with updated definitions for

$$
\begin{align*}
& \frac{\partial \bar{F}}{\partial \overline{\boldsymbol{S}}}=\frac{\operatorname{dev} \overline{\boldsymbol{S}}}{\|\boldsymbol{N}\|}+\frac{1}{3} B^{\phi} \mathbf{1}  \tag{7.88}\\
& \frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}=\frac{\operatorname{dev} \overline{\boldsymbol{S}}}{\|\boldsymbol{N}\|}+\frac{1}{3} B^{\psi} \mathbf{1}  \tag{7.89}\\
& \frac{\partial \bar{F}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}=\frac{\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\|\boldsymbol{N}\|}+\frac{1}{3} B^{\phi, \chi} \mathbf{1}  \tag{7.90}\\
& \frac{\partial \bar{G}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}=\frac{\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{\|\boldsymbol{N}\|}+\frac{1}{3} B^{\psi, \chi} \mathbf{1} \tag{7.91}
\end{align*}
$$

If we carry out the calculations similar to the separate plasticity, we can see that we can use the same expressions defined for separate scale plasticity approach. In this case $\bar{F}=\bar{F}^{\chi}$,
$\delta(\Delta \bar{\gamma})=\delta(\Delta \bar{\gamma})^{\chi}$, and $\mathcal{C}_{1}, \mathcal{C}_{2}, \mathcal{C}_{3}$, and $\mathcal{C}_{4}$ are already defined in equations (7.60), (7.61), (7.68), and (7.69).

$$
\begin{equation*}
\delta(\Delta \bar{\gamma})=\delta(\Delta \bar{\gamma})^{\chi}=\frac{\mathcal{F}_{1}+\mathcal{F}_{2}}{\mathfrak{C}_{1}+\mathfrak{C}_{2}+\mathfrak{C}_{3}+\mathfrak{C}_{4}} \tag{7.92}
\end{equation*}
$$

### 7.0.7 Forming global consistent tangent for different plasticity assumptions

In this part, we like to present the contribution to global consistent tangent for different scale plasticity and combined plasticity assumptions due to linearization of the balance of momenta equations. Based on the previous chapters, we have the linearization of the balance equations already presented, in addition to that, we just show the effect of the $\delta(\Delta \bar{\gamma})$ and $\delta\left(\Delta \bar{\gamma}^{\chi}\right)$ for separate scale plasticity and just $\delta(\Delta \bar{\gamma})=\delta\left(\Delta \bar{\gamma}^{\chi}\right)$ for the combined plasticity. We follow the semi-implicit numerical integration algorithm outlined in (Regueiro, 2010) as:

Given: $\boldsymbol{F}_{n+1}, \boldsymbol{\chi}_{n+1}, \overline{\boldsymbol{C}}_{n}^{e}, \overline{\mathbf{\Psi}}_{n}^{e}, \boldsymbol{F}_{n}^{p}, \boldsymbol{\chi}_{n}^{e}, \bar{Z}_{n}, \bar{Z}_{n}^{\chi}, \bar{c}_{n}, \bar{c}_{n}^{\chi},(\partial \bar{G} / \partial \overline{\boldsymbol{S}})_{n},\left(\partial \bar{G}^{\chi} / \partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})\right)_{n}$
(1) Calculate trial values and yield functions

$$
\begin{aligned}
& \boldsymbol{F}^{e t r}=\boldsymbol{F}_{n+1} \boldsymbol{F}_{n}^{p-1} \\
& \overline{\boldsymbol{C}}^{e t r}=\boldsymbol{F}^{e t r T} \boldsymbol{F}^{e t r} \\
& \overline{\boldsymbol{E}}^{e t r}=\left(\overline{\boldsymbol{C}}^{e t r}-\mathbf{1}\right) \\
& \boldsymbol{\chi}^{e t r}=\boldsymbol{\chi}_{n+1} \boldsymbol{\chi}_{n}^{p-1} \\
& \boldsymbol{\Psi}^{e t r}=\boldsymbol{F}^{e t r T} \boldsymbol{\chi}^{e t r} \\
& \boldsymbol{E}^{e t r}=\boldsymbol{\Psi}^{e t r}-\mathbf{1} \\
& \text { Calculate } \quad \overline{\boldsymbol{S}}^{t r},\left(\overline{\boldsymbol{\Sigma}}^{t r}-\overline{\boldsymbol{S}}^{t r}\right)
\end{aligned}
$$

For separate plasticity:

$$
\begin{aligned}
& \bar{F}^{t r}=\bar{F}\left(\overline{\boldsymbol{S}}^{t r}, \overline{\boldsymbol{E}}^{e t r}, \overline{\boldsymbol{\varepsilon}}^{e t r}, \bar{c}_{n}\right) \\
& \bar{F}^{\chi, t r}=\bar{F}^{\chi}\left(\left(\overline{\boldsymbol{\Sigma}}^{t r}-\overline{\boldsymbol{S}}^{t r}\right), \overline{\boldsymbol{E}}^{e t r}, \overline{\boldsymbol{\varepsilon}}^{e t r}, \bar{c}_{n}^{\chi}\right)
\end{aligned}
$$

For combined plasticity:

$$
\bar{F}^{t r}=\bar{F}\left(\overline{\boldsymbol{S}}^{t r},\left(\overline{\boldsymbol{\Sigma}}^{t r}-\overline{\boldsymbol{S}}^{t r}\right), \overline{\boldsymbol{E}}^{e t r}, \overline{\boldsymbol{\mathcal { E }}}^{e t r}, \bar{c}_{n}, \bar{c}_{n}^{\chi}\right)
$$

(2) Integrate plastic part of deformation gradient $\boldsymbol{F}_{n+1}^{p}$ and micro deformation tensor $\chi_{n+1}^{p}:$

$$
\begin{gather*}
\overline{\boldsymbol{C}}_{n}^{e} \dot{\boldsymbol{F}}_{n+1}^{p} \boldsymbol{F}_{n}^{p-1}=\dot{\bar{\gamma}}_{n+1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}^{t r}}\right)_{n}^{T}  \tag{7.93}\\
\boldsymbol{F}_{n+1}^{p}=\left[\boldsymbol{F}_{n}^{p}+\Delta \bar{\gamma} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}^{t r}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p}\right]  \tag{7.94}\\
\overline{\boldsymbol{\Psi}}_{n}^{e} \dot{\boldsymbol{\chi}}_{n+1}^{p} \boldsymbol{\chi}_{n}^{p-1} \overline{\boldsymbol{C}}_{n}^{\chi, e} \overline{\boldsymbol{\Psi}}_{n}^{e T}=\dot{\bar{\gamma}}_{n+1}^{\chi}\left(\frac{\partial \bar{G}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}\right)_{n}^{T}  \tag{7.95}\\
\boldsymbol{\chi}_{n+1}^{p}=\left[\boldsymbol{\chi}_{n}^{p}+\Delta \bar{\gamma}^{\chi} \overline{\mathbf{\Psi}}_{n}^{e-1}\left(\frac{\partial \bar{G}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}\right)_{n}^{T} \overline{\boldsymbol{\Psi}}_{n}^{e-T} \overline{\boldsymbol{C}}_{n}^{\chi, e} \boldsymbol{\chi}_{n}^{p}\right] \tag{7.96}
\end{gather*}
$$

(3) Update elastic deformation:

$$
\begin{align*}
& \boldsymbol{F}_{n+1}^{e}=\boldsymbol{F}_{n+1} \boldsymbol{F}_{n+1}^{p-1}, \quad \overline{\boldsymbol{C}}_{n+1}^{e}=\boldsymbol{F}_{n+1}^{e T} \boldsymbol{F}_{n+1}^{e}, \quad \overline{\boldsymbol{E}}_{n+1}^{e}=\left(\overline{\boldsymbol{C}}_{n+1}^{e}-\overline{\mathbf{1}}\right) / 2  \tag{7.97}\\
& \boldsymbol{\chi}_{n+1}^{e}=\boldsymbol{\chi}_{n+1} \boldsymbol{\chi}_{n+1}^{p-1}, \quad \overline{\mathbf{\Psi}}_{n+1}^{e}=\boldsymbol{F}_{n+1}^{e T} \boldsymbol{\chi}_{n+1}^{e}, \quad \overline{\boldsymbol{\varepsilon}}_{n+1}^{e}=\overline{\boldsymbol{\Psi}}_{n+1}^{e}-\overline{\mathbf{1}} \tag{7.98}
\end{align*}
$$

(4) Update stresses:

$$
\begin{equation*}
\overline{\boldsymbol{S}}_{n+1}=\overline{\boldsymbol{S}}\left(\overline{\boldsymbol{E}}_{n+1}^{e}, \overline{\boldsymbol{\mathcal { E }}}_{n+1}^{e}\right), \quad(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})_{n+1}=(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})\left(\overline{\boldsymbol{E}}_{n+1}^{e}, \overline{\mathcal{E}}_{n+1}^{e}\right) \tag{7.99}
\end{equation*}
$$

(5) Integrate strain-like ISVs, then update stress-like ISVs $\bar{c}$ and $\bar{c}^{\chi}$ : For separate plasticity:

$$
\begin{gather*}
\bar{c}_{n+1}=\bar{c}_{n}+(\Delta \bar{\gamma}) H^{c} h_{n}^{c}  \tag{7.100}\\
\bar{c}_{n+1}^{\chi}=\bar{c}_{n}^{\chi}+(\Delta \bar{\gamma})^{\chi} H^{c, \chi} h_{n}^{c, \chi} \tag{7.101}
\end{gather*}
$$

For combined plasticity:

$$
\begin{gather*}
\bar{c}_{n+1}=\bar{c}_{n}+(\Delta \bar{\gamma}) H^{c} h_{n}^{c}  \tag{7.102}\\
\bar{c}_{n+1}^{\chi}=\bar{c}_{n}^{\chi}+(\Delta \bar{\gamma}) H^{c, \chi} h_{n}^{c, \chi} \tag{7.103}
\end{gather*}
$$

As expressed previously, in intermediate configuration assumption, we have $\boldsymbol{F}=\boldsymbol{F}^{e} \boldsymbol{F}^{p}$ and $\boldsymbol{\chi}=\boldsymbol{\chi}^{e} \boldsymbol{\chi}^{p}$.

For separate plasticity assumption, if we linearize these expressions, we get:

$$
\begin{align*}
\boldsymbol{F}^{e} & =\boldsymbol{F} \boldsymbol{F}^{p-1}  \tag{7.104}\\
\delta \boldsymbol{F}^{e} & =\delta \boldsymbol{F} \boldsymbol{F}^{p-1}+\boldsymbol{F} \delta\left(\boldsymbol{F}^{p-1}\right)  \tag{7.105}\\
& =\delta \boldsymbol{F} \boldsymbol{F}^{p-1}-\boldsymbol{F} \boldsymbol{F}^{p-1} \delta\left(\boldsymbol{F}^{p}\right) \boldsymbol{F}^{p-1} \tag{7.106}
\end{align*}
$$

where

$$
\begin{equation*}
\delta \boldsymbol{F}^{p}=\overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \delta(\Delta \bar{\gamma}) \tag{7.107}
\end{equation*}
$$

then,

$$
\begin{equation*}
\delta \boldsymbol{F}^{e}=\frac{\partial \delta \boldsymbol{u}}{\partial \boldsymbol{X}} \boldsymbol{F}^{p-1}-\boldsymbol{F}^{e} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \boldsymbol{F}^{p-1} \delta(\Delta \bar{\gamma}) \tag{7.108}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
\chi^{e} & =\chi \boldsymbol{\chi}^{p-1}  \tag{7.109}\\
\delta \boldsymbol{\chi}^{e} & =\delta \boldsymbol{\chi} \boldsymbol{\chi}^{p-1}+\boldsymbol{\chi} \delta\left(\chi^{p-1}\right)  \tag{7.110}\\
& =\delta \boldsymbol{\chi} \boldsymbol{\chi}^{p-1}-\chi \boldsymbol{\chi}^{p-1} \delta\left(\boldsymbol{\chi}^{p}\right) \chi^{p-1} \tag{7.111}
\end{align*}
$$

where

$$
\begin{equation*}
\delta \boldsymbol{\chi}^{p}=\overline{\boldsymbol{\Psi}}_{n}^{e-1}\left(\frac{\partial \bar{G}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}\right)_{n}^{T} \overline{\boldsymbol{\Psi}}_{n}^{e-T} \overline{\boldsymbol{C}}_{n}^{\chi, e} \boldsymbol{\chi}_{n}^{p} \delta\left(\Delta \bar{\gamma}^{\chi}\right) \tag{7.112}
\end{equation*}
$$

then,

$$
\begin{equation*}
\delta \boldsymbol{\chi}^{e}=\delta \boldsymbol{\Phi} \boldsymbol{\chi}^{p-1}-\boldsymbol{\chi}^{e} \overline{\boldsymbol{\Psi}}_{n}^{e-1}\left(\frac{\partial \bar{G}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}\right)_{n}^{T} \overline{\boldsymbol{\Psi}}_{n}^{e-T} \overline{\boldsymbol{C}}_{n}^{\chi, e} \boldsymbol{\chi}_{n}^{p} \boldsymbol{\chi}^{p-1} \delta\left(\Delta \bar{\gamma}^{\chi}\right) \tag{7.113}
\end{equation*}
$$

### 7.0.8 Contribution to global consistent tangent from plasticity

In addition to the terms which were previously determined in the global consistent tangent, we just give the additional terms which will contribute to the global consistent tangent when plasticity is introduced. Hence, the additional terms will be from the terms including $\delta(\Delta \bar{\gamma})$ and/or $\delta\left(\Delta \bar{\gamma}^{\chi}\right)$. Starting with the balance of linear momentum, if we write the constitutive equation in intermediate configuration and apply linearization process with respect to reference configuration, and also if we ignore the boundary term, the body force vector, and the acceleration vector, we get:

$$
\begin{align*}
& \int_{\mathcal{B}_{0}} J^{p} \boldsymbol{\nabla} \boldsymbol{w}:\left(\boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}\right) d V+\delta\left(\int_{\mathcal{B}_{0}} J^{p} \boldsymbol{\nabla} \boldsymbol{w}:\left(\boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}\right) d V\right) \\
& =\int_{\mathcal{B}_{0}} J^{p} \nabla \boldsymbol{w}:\left(\boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}\right) d V \\
& +\int_{\mathcal{B}_{0}} J^{p}\left(\delta(\boldsymbol{\nabla} \boldsymbol{w}):\left(\boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}\right)+\delta\left(J^{p}\right) \boldsymbol{\nabla} \boldsymbol{w}:\left(\boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}\right)+J^{p} \boldsymbol{\nabla} \boldsymbol{w}:\left(\delta\left(\boldsymbol{F}^{e}\right) \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}\right)\right. \\
& \left.+J^{p} \boldsymbol{\nabla} \boldsymbol{w}:\left(\boldsymbol{F}^{e} \delta(\overline{\boldsymbol{S}}) \boldsymbol{F}^{e T}\right)+J^{p} \boldsymbol{\nabla} \boldsymbol{w}:\left(\boldsymbol{F}^{e} \overline{\boldsymbol{S}} \delta\left(\boldsymbol{F}^{e T}\right)\right)\right) d V=0 \tag{7.114}
\end{align*}
$$

where

$$
\begin{align*}
\delta(\boldsymbol{\nabla} \boldsymbol{w}) & =\left(\boldsymbol{\nabla}_{0} \boldsymbol{w}\right) \delta \boldsymbol{F}^{-1}=-\left(\boldsymbol{\nabla}_{0} \boldsymbol{w}\right) \boldsymbol{F}^{-1} \delta \boldsymbol{F} \boldsymbol{F}^{-1}  \tag{7.115}\\
\delta\left(\operatorname{det} \boldsymbol{F}^{p}\right) & =\operatorname{det} \boldsymbol{F}^{p} \operatorname{tr}\left(\boldsymbol{F}^{p-1} \delta \boldsymbol{F}^{p}\right)=J^{p} \operatorname{tr}\left(\boldsymbol{F}^{p-1} \delta \boldsymbol{F}^{p}\right) \tag{7.116}
\end{align*}
$$

where $\boldsymbol{\nabla}_{0}(\bullet)=\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}(\bullet)=\left[(\bullet)_{, K}\right]$ and we used the Piola transform as:

$$
\begin{equation*}
\boldsymbol{\sigma}=\frac{1}{J^{e}} \boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}, d v=J^{e} d \bar{V} \tag{7.117}
\end{equation*}
$$

Then, we employ equations $7.107,7.108$, and 7.113 also insert them into equation 7.114 as:

$$
\begin{align*}
& \int_{\mathcal{B}_{0}}\left[\left(\boldsymbol{\nabla}_{0} \boldsymbol{w}\right) \boldsymbol{F}^{-1}\right]: J^{p} \boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T} d V+\int_{\mathcal{B}_{0}}\left(-\left[\left(\boldsymbol{\nabla}_{0} \boldsymbol{w}\right) \boldsymbol{F}^{-1}\left(\frac{\partial \delta \boldsymbol{u}}{\partial \boldsymbol{X}}\right) \boldsymbol{F}^{-1}\right]:\left(J^{p} \boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}\right)\right. \\
& +\left[\left(\boldsymbol{\nabla}_{0} \boldsymbol{w}\right) \boldsymbol{F}^{-1}\right]:\left(J^{p} \operatorname{tr}\left(\boldsymbol{F}^{p-1} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p}\right) \boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T} \delta(\Delta \bar{\gamma})\right) \\
& +\left[\left(\boldsymbol{\nabla}_{0} \boldsymbol{w}\right) \boldsymbol{F}^{-1}\right]:\left(J^{p}\left(\frac{\partial \delta \boldsymbol{u}}{\partial \boldsymbol{X}} \boldsymbol{F}^{p-1}-\boldsymbol{F}^{e} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \boldsymbol{F}^{p-1}\right) \overline{\boldsymbol{S}} \boldsymbol{F}^{e T} \delta(\Delta \bar{\gamma})\right) \\
& +\left[\left(\boldsymbol{\nabla}_{0} \boldsymbol{w}\right) \boldsymbol{F}^{-1}\right]:\left(J^{p} \boldsymbol{F}^{e} \delta(\overline{\boldsymbol{S}}) \boldsymbol{F}^{e T}\right) \\
& \left.+\left[\left(\boldsymbol{\nabla}_{0} \boldsymbol{w}\right) \boldsymbol{F}^{-1}\right]:\left(J^{p} \boldsymbol{F}^{e} \overline{\boldsymbol{S}}\left(\frac{\partial \delta \boldsymbol{u}}{\partial \boldsymbol{X}} \boldsymbol{F}^{p-1}-\boldsymbol{F}^{e} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \boldsymbol{F}^{p-1}\right)^{T} \delta(\Delta \bar{\gamma})\right)\right) d V=0 \tag{7.118}
\end{align*}
$$

where $\delta \overline{\boldsymbol{S}}$ was defined in equation 7.55 . Similarly, for the balance of first moment of momentum if we ignore the boundary term, the body couple, and the micro-spin inertia tensors, we have:

$$
\begin{align*}
& \int_{\mathcal{B}_{0}} \boldsymbol{\eta}:\left(\boldsymbol{F}^{e} \overline{\boldsymbol{\Sigma}} \boldsymbol{F}^{e T}-\boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}\right) J^{p} d V+\int_{\mathcal{B}_{0}}(\boldsymbol{\nabla} \boldsymbol{\eta}) \vdots\left(\boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right) J^{p}\right) d V \\
& +\delta\left(\int_{\mathcal{B}_{0}} \boldsymbol{\eta}:\left[\boldsymbol{F}^{e} \overline{\boldsymbol{\Sigma}} \boldsymbol{F}^{e T}-\boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}\right] J^{p} d V+\int_{\mathcal{B}_{0}}(\boldsymbol{\nabla} \boldsymbol{\eta}) \vdots\left(\boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right) J^{p}\right) d V\right)=0 \tag{7.119}
\end{align*}
$$

carrying over the calculations gives:

$$
\begin{align*}
& \int_{\mathcal{B}_{0}} \boldsymbol{\eta}:\left(\boldsymbol{F}^{e} \overline{\boldsymbol{\Sigma}} \boldsymbol{F}^{e T}-\boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}\right) J^{p} d V+\int_{\mathcal{B}_{0}}(\boldsymbol{\nabla} \boldsymbol{\eta}) \vdots\left(\boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right) J^{p}\right) d V \\
& \int_{\mathcal{B}_{0}}\left(\boldsymbol{\eta}:\left(\delta \boldsymbol{F}^{e}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}) \boldsymbol{F}^{e T} J^{p}\right)+\boldsymbol{\eta}:\left(\boldsymbol{F}^{e} \delta(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}) \boldsymbol{F}^{e T} J^{p}\right)+\boldsymbol{\eta}:\left(\boldsymbol{F}^{e}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}) \delta \boldsymbol{F}^{e T} J^{p}\right)\right. \\
& \left.+\boldsymbol{\eta}:\left(\boldsymbol{F}^{e}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}) \boldsymbol{F}^{e T}\right) \delta\left(J^{p}\right)\right) d V+\int_{\mathcal{B}_{0}}\left(\delta(\boldsymbol{\nabla} \boldsymbol{\eta}) \vdots\left(\boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right)\right) J^{p}\right. \\
& +(\boldsymbol{\nabla} \boldsymbol{\eta}) \vdots\left(\delta \boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right)\right) J^{p}+(\boldsymbol{\nabla} \boldsymbol{\eta}) \vdots\left(\boldsymbol{F}^{e}\left(\delta \boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right)\right) J^{p} \\
& +(\boldsymbol{\nabla} \boldsymbol{\eta}) \vdots\left(\boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \delta \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right)\right) J^{p}+(\boldsymbol{\nabla} \boldsymbol{\eta}) \vdots\left(\boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}} \delta \boldsymbol{\chi}^{e T}\right)\right) J^{p} \\
& \left.+(\boldsymbol{\nabla} \boldsymbol{\eta}) \vdots\left(\boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right)\right) \delta J^{p}\right) d V=0 \tag{7.120}
\end{align*}
$$

Again, if we apply equations $7.108,7.113$, and 7.107 in equation 7.120 , we get:

$$
\begin{align*}
& \int_{\mathcal{B}_{0}} \boldsymbol{\eta}:\left(\boldsymbol{F}^{e} \overline{\boldsymbol{\Sigma}} \boldsymbol{F}^{e T}-\boldsymbol{F}^{e} \overline{\boldsymbol{S}} \boldsymbol{F}^{e T}\right) J^{p} d V+\int_{\mathcal{B}_{0}}(\boldsymbol{\nabla} \boldsymbol{\eta}) \vdots\left(\boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right)\right) J^{p} d V \\
& +\int_{\mathcal{B}_{0}}\left(\boldsymbol{\eta}:\left(\left(\frac{\partial \delta \boldsymbol{u}}{\partial \boldsymbol{X}} \boldsymbol{F}^{p-1}-\boldsymbol{F}^{e} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \boldsymbol{F}^{p-1}\right)(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}) \boldsymbol{F}^{e T}\right) J^{p} \delta(\Delta \bar{\gamma})\right. \\
& +\boldsymbol{\eta}:\left(\boldsymbol{F}^{e} \delta(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}) \boldsymbol{F}^{e T}\right) J^{p} \\
& +\boldsymbol{\eta}:\left(\boldsymbol{F}^{e}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})\left(\frac{\partial \delta \boldsymbol{u}}{\partial \boldsymbol{X}} \boldsymbol{F}^{p-1}-\boldsymbol{F}^{e} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \boldsymbol{F}^{p-1}\right)^{T}\right) J^{p} \delta(\Delta \bar{\gamma}) \\
& \left.+\boldsymbol{\eta}:\left(\boldsymbol{F}^{e}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}) \boldsymbol{F}^{e T} J^{p} \operatorname{tr}\left(\boldsymbol{F}^{p-1} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p}\right)\right) \delta(\Delta \bar{\gamma})\right) d V \\
& +\int_{\mathcal{B}_{0}}\left(-\left(\left(\boldsymbol{\nabla}_{0} \boldsymbol{\eta}\right) \boldsymbol{F}^{-1} \frac{\partial \delta \boldsymbol{u}}{\partial \boldsymbol{X}} \boldsymbol{F}^{-1}\right) \vdots\left(\boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}}_{\boldsymbol{\chi}}^{e T}\right)\right) J^{p}\right. \\
& +\left(\left(\boldsymbol{\nabla}_{0} \boldsymbol{\eta}\right) \boldsymbol{F}^{-1}\right) \vdots\left(\left(\frac{\partial \delta \boldsymbol{u}}{\partial \boldsymbol{X}} \boldsymbol{F}^{p-1}-\boldsymbol{F}^{e} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \boldsymbol{F}^{p-1}\right)\left(\boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right)\right) J^{p} \delta(\Delta \bar{\gamma}) \\
& +\left(\left(\boldsymbol{\nabla}_{0} \boldsymbol{\eta}\right) \boldsymbol{F}^{-1}\right) \vdots\left(\boldsymbol{F}^{e}\left(\left(\frac{\partial \delta \boldsymbol{u}}{\partial \boldsymbol{X}} \boldsymbol{F}^{p-1}-\boldsymbol{F}^{e} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}^{T}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \boldsymbol{F}^{p-1}\right) \odot \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right)\right) J^{p} \delta(\Delta \bar{\gamma}) \\
& +\left(\left(\boldsymbol{\nabla}_{0} \boldsymbol{\eta}\right) \boldsymbol{F}^{-1}\right) \vdots\left(\boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \delta \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right)\right) J^{p} \\
& +\left(\left(\boldsymbol{\nabla}_{0} \boldsymbol{\eta}\right) \boldsymbol{F}^{-1}\right) \vdots\left(\boldsymbol { F } ^ { e } \left(\boldsymbol { F } ^ { e } \odot \overline { \boldsymbol { M } } \left(\delta \boldsymbol{\Phi} \boldsymbol{\chi}^{p-1}-\chi^{e} \overline{\boldsymbol{\Psi}}_{n}^{e-1}\left(\frac{\partial \bar{G}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}\right)_{n}^{T}\right.\right.\right. \\
& \left.\left.\left.\overline{\boldsymbol{\Psi}}_{n}^{e-T} \overline{\boldsymbol{C}}_{n}^{\chi, e} \boldsymbol{\chi}_{n}^{p} \boldsymbol{\chi}^{p-1}\right)^{T}\right)\right) J^{p} \delta\left(\Delta \bar{\gamma}^{\chi}\right) \\
& \left.+\left(\left(\boldsymbol{\nabla}_{0} \boldsymbol{\eta}\right) \boldsymbol{F}^{-1}\right) \vdots\left(\boldsymbol{F}^{e}\left(\boldsymbol{F}^{e} \odot \overline{\boldsymbol{M}} \boldsymbol{\chi}^{e T}\right)\right) J^{p} t r\left(\boldsymbol{F}^{p-1} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p}\right) \delta(\Delta \bar{\gamma})\right) d V=0 \tag{7.121}
\end{align*}
$$

where $\delta(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})$ was defined in equation 7.63. Definition of $\delta \overline{\boldsymbol{M}}$ requires to determine $\delta\left(\bar{\nabla} \chi^{e}\right)$ which can be found as:

$$
\begin{equation*}
\chi_{i \bar{A}, \bar{L}}^{e}=\chi_{i K, L} F_{L \bar{L}}^{p-1} \chi_{K \bar{A}}^{p-1}-\chi_{i \bar{R}}^{e} \chi_{\bar{R} B, L}^{p} F_{L \bar{L}}^{p-1} \chi_{B \bar{A}}^{p-1} \tag{7.122}
\end{equation*}
$$

The constitutive assumption which considers the gradient of the micro-deformation tensor $\nabla_{0} \chi^{p}$ as a separate variable results in very complicated linearization process; therefore, we
will assume that $\boldsymbol{\nabla}_{0} \boldsymbol{\chi}^{p}=\mathbf{0}$ and derive the relations based on this assumption. Then, the equation above reduces to:

$$
\begin{align*}
\overline{\boldsymbol{\nabla}} \boldsymbol{\chi}^{e} & =\boldsymbol{\nabla}_{0} \boldsymbol{\chi} \boldsymbol{F}^{p-1} \boldsymbol{\chi}^{p-1} \\
\delta\left(\overline{\boldsymbol{\nabla}} \boldsymbol{\chi}^{e}\right) & =\boldsymbol{\nabla}_{0} \delta \boldsymbol{\Phi} \boldsymbol{F}^{p-1} \boldsymbol{\chi}^{p-1}-\left(\boldsymbol{\nabla}_{0} \boldsymbol{\chi}\right) \boldsymbol{F}^{p-1} \overline{\boldsymbol{C}}_{n}^{e-1}\left(\frac{\partial \bar{G}}{\partial \overline{\boldsymbol{S}}}\right)_{n}^{T} \boldsymbol{F}_{n}^{p} \boldsymbol{F}^{p-1} \boldsymbol{\chi}^{p-1} \delta(\Delta \bar{\gamma}) \\
& -\left(\boldsymbol{\nabla}_{0} \boldsymbol{\chi}\right) \boldsymbol{F}^{p-1} \boldsymbol{\chi}^{p-1} \overline{\mathbf{\Psi}}_{n}^{e-1}\left(\frac{\partial \bar{G}^{\chi}}{\partial(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}\right)_{n}^{T} \overline{\boldsymbol{\Psi}}_{n}^{e-T} \overline{\boldsymbol{C}}_{n}^{\chi, e} \boldsymbol{\chi}_{n}^{p} \chi^{p-1} \delta\left(\Delta \bar{\gamma}^{\chi}\right) \tag{7.123}
\end{align*}
$$

This gives us the simplified definition of $\delta \overline{\boldsymbol{M}}$ as:

$$
\begin{equation*}
\delta \overline{\boldsymbol{M}}=\tau_{7} \delta \boldsymbol{F}^{e T} \overline{\boldsymbol{\nabla}} \boldsymbol{\chi}^{e}+\tau_{7} \boldsymbol{F}^{e T} \delta\left(\overline{\boldsymbol{\nabla}} \boldsymbol{\chi}^{e}\right) \tag{7.124}
\end{equation*}
$$

where $\delta \boldsymbol{F}^{e}$ and $\delta\left(\overline{\boldsymbol{\nabla}} \boldsymbol{\chi}^{e}\right)$ were defined in equations 7.108 and 7.123 respectively.
As mentioned above, additional contribution to the global consistent tangent will come from the terms which include $\delta(\Delta \bar{\gamma})$ and/or $\delta\left(\Delta \bar{\gamma}^{\chi}\right)$. The definitions $\delta(\Delta \bar{\gamma})$ and $\delta\left(\Delta \bar{\gamma}^{\chi}\right)$ depend on which plasticity approach we use. If we use separate scale plasticity, these definitions will be obtained as described in Section 7.0.4, and if we use combined plasticity we obtain those definitions as described in Section 7.0.6.

### 7.1 Numerical Examples

In this section, we present some examples to demonstrate the micromorphic DruckerPrager plasticity and Drucker-Prager-like plasticity. We chose different yield functions as well as plastic potential functions accordingly to account for the behavior of geomaterials. As mentioned in detail above, we assumed three different yield criteria: (1) Standard DruckerPrager (DP) yield function which involves no micromorphic terms ( $\Phi^{h}=\mathbf{0}$ in governing equations, and balance of first moment of momentum is not solved); (2) Macro-scale DP yield function (MDP) which has the same form of DP yield criterion but involves the second PiolaKirchhoff stress tensor $\overline{\boldsymbol{S}}$ including additional micromorphic elastic terms; (3) Combined DP like yield function (CDP) that involves the combination of the second Piola-Kirchhoff stress
tensor $\overline{\boldsymbol{S}}$ and the relative stress tensor $(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})$ measures, along with micromorphic elastic terms.

### 7.2 Finite Strain Column Compression with Different Yield Criteria

We start with a one dimensional column example: uniaxial strain in compression. The column geometry considered in this section was previously described in detail in Section 6.2.4 shown in Fig 6.8. We use a similar geometry with the boundary conditions and present a comparison of the results obtained by using different yield functions on this one dimensional example and also investigate the effect of elastic length scale on this geometry as well as the influence of micromorphic boundary conditions on the simulations. The elastic parameters used in this column example are chosen as

$$
\begin{array}{rll}
\lambda & =29.10^{3} \mathrm{kPa} \quad \mu=7.10^{3} \mathrm{kPa} \quad \eta=40.10^{3} \mathrm{kPa} \\
\nu=8.10^{3} \mathrm{kPa} \quad \kappa=10.10^{3} \mathrm{kPa} \quad \tau=10.10^{3} \mathrm{kPa} \quad \sigma=5.10^{3} \mathrm{kPa} \tag{7.125}
\end{array}
$$

Discussion of the results regarding this example is given in Section 7.2.4.

### 7.2.1 Case 1

In the first case, the column has a height of 10 m and a cross section of $1.25 \times 1.25 \mathrm{~m}^{2}$. A displacement boundary condition $u_{3}=-1 \mathrm{~m}$ is applied to the top surface at $X_{3}=10 \mathrm{~m}$. The displacement boundary conditions were chosen to provide a uniaxial strain compression problem: $u_{1}=0$ on $\pm X_{1}$ faces, $u_{2}=0$ on $\pm X_{2}$ faces, and $u_{3}=0$ on $-X_{3}$ face. All the micro-displacement tensor components $\Phi_{i I}^{h}$ are set $=0$ except the micro-displacement tensor component $\Phi_{33}^{h}$ in the $X_{3}$ direction. In figures $7.2,7.5$, and 7.8 , we show the stress paths which were obtained by the different yield function assumptions. We demonstrate the initial yield surface with $F_{0}$ and final yield surface with $F$. We plot using the stress measures $S_{c}$,
$S_{m}$, and $S_{s}$ versus pressure terms $\bar{p}_{c}, \bar{p}_{m}$, and $\bar{p}$ respectively. These terms are defined as:

$$
\begin{align*}
S_{c} & =(\operatorname{dev} \overline{\boldsymbol{S}}: \operatorname{dev} \overline{\boldsymbol{S}}+\operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}): \operatorname{dev}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}}))^{\frac{1}{2}}  \tag{7.126}\\
S_{m} & =S_{s}=\|\operatorname{dev} \overline{\boldsymbol{S}}\|  \tag{7.127}\\
\bar{p}_{c} & =B^{\phi} \bar{p}+B^{\phi, \chi} \bar{p}^{\chi}  \tag{7.128}\\
\bar{p}^{\chi} & =\frac{\operatorname{tr}(\overline{\boldsymbol{\Sigma}}-\overline{\boldsymbol{S}})}{3}  \tag{7.129}\\
\bar{p}_{m} & =\bar{p}=\frac{\operatorname{tr} \overline{\boldsymbol{S}}}{3} \tag{7.130}
\end{align*}
$$



Figure 7.1: Case 1: Contour plots of (a) $\|\operatorname{dev} \boldsymbol{\sigma}\|(\mathrm{Pa})$ and (b) cohesion $c(\mathrm{~Pa})$ distribution along the column height. Gauss point values extrapolated to nodes were obtained by using CDP yield criterion.
and other yield and plastic potential function parameters were chosen in Table 7.1.

Table 7.1: Parameters used in yield and plastic potential functions for column example.

| $\phi$ (rad.) | $\psi$ (rad.) | $H^{c}(\mathrm{~Pa})$ | $c(\mathrm{~Pa})$ | $\phi^{\chi}$ (rad.) | $\psi^{\chi}(\mathrm{rad})$. | $H^{c, \chi}(\mathrm{~Pa})$ | $c^{\chi}(\mathrm{Pa})$ | $\tau_{7}\left(\mathrm{~Pa} . m^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.15 | 0.1 | $1 \times 10^{3}$ | $1 \times 10^{4}$ | 0.0 | 0.0 | 10 | $1 \times 10^{2}$ | $1 \times 10^{7}$ |



Figure 7.2: Case 1: Comparison of (a) stress paths obtained by using different yield criteria, (b) the initial parts of the stress paths that shows the different behaviors with different yield function assumptions.


Figure 7.3: Case 1: Comparison of (a) the norm of the deviatoric part of unsymmetric Cauchy stress tensor $\|\operatorname{dev} \boldsymbol{\sigma}\|$ in current configuration, (b) the first invariant of the unsymmetric Cauchy stress tensor $\operatorname{tr} \boldsymbol{\sigma},(\mathrm{c})$ the deviatoric part of relative stress tensor measure \| $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$ in current configuration, (d) the first invariant of the relative stress tensor $\operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$.

### 7.2.2 Case 2

In the second case, we consider the case where $\Phi_{33}^{h}=0$ at $X_{3}=0$ that creates a gradient in micro-displacement tensor $\Phi_{33}^{h}$ values as shown in Figure 7.4 (a); however, $\tau_{7}=0$ so that the higher order couple stress tensor will disappear due to one term approach that is explained already in Chapter 6.


Figure 7.4: Case 2: Contour plot of (a) $\left\|\boldsymbol{\Phi}^{h}\right\|$ and (b) $\left\|\nabla \boldsymbol{\Phi}^{h}\right\|$ values at nodes obtained by using CDP yield criterion.


Figure 7.5: Case 2: Comparison of (a) stress paths obtained by using different yield criteria, (b) the initial parts of the stress paths that shows the different behaviors with different yield function assumptions at $X_{3}=0.14 \mathrm{~m}$, (c) the initial parts of the stress at $X_{3}=1.10 \mathrm{~m}$.


Figure 7.6: Case 2: Comparison of (a) the deviatoric part of unsymmetric Cauchy stress tensor measure $\|\operatorname{dev} \boldsymbol{\sigma}\|$ in current configuration, (b) the first invariant of the unsymmetric Cauchy stress tensor $\operatorname{tr} \boldsymbol{\sigma}$, (c) the deviatoric part of relative stress tensor norm $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$ in current configuration, (d) the first invariant of the relative stress tensor $\operatorname{tr}(s-\sigma)$ at $X_{3}=0.14 \mathrm{~m}$.

### 7.2.3 Case 3

In the last case, we consider the same boundary condition used above but we also include the elastic length scale parameter $\ell_{c}=1 \mathrm{~m}$ which is introduced by $\tau_{7}$. Note that, as in previous examples, we used one parameter approach for the higher order stress tensor as $\boldsymbol{M}=\tau_{7} \boldsymbol{\Gamma}$. We employed the Preconditioned Conjugate Gradient method explained in A.2.2.


Figure 7.7: Case 3: Contour plot of (a) $\|\operatorname{tr} \boldsymbol{m}\|$ in Pa and (b) $\operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$ in Pa values at nodes obtained by using CDP yield criterion.


Figure 7.8: Case 3: Comparison of (a) stress paths obtained by using different yield criteria, (b) the initial parts of the stress paths that shows the different behaviors with different yield function assumptions at $X_{3}=0.14 \mathrm{~m}$, (c) the initial parts of the stress at $X_{3}=1.10 \mathrm{~m}$.


Figure 7.9: Case 3: Comparison of (a) the deviatoric part of unsymmetric Cauchy stress tensor norm $\|\operatorname{dev} \boldsymbol{\sigma}\|$ in current configuration, (b) the first invariant of the unsymmetric Cauchy stress tensor $\operatorname{tr} \boldsymbol{\sigma},(\mathrm{c})$ the deviatoric part of relative stress tensor measure \| $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$ in current configuration, (d) the first invariant of the relative stress tensor $\operatorname{tr}(s-\sigma)$ at $X_{3}=0.14 \mathrm{~m}$.

### 7.2.4 Discussion of the results

Figure 7.1 shows that when additional micromorphic degree of freedom $\Phi_{33}^{h}$ is involved and there is no boundary effect, we have the homogeneous distribution of the norm of unsymmetric Cauchy stress tensor $\|\operatorname{dev} \boldsymbol{\sigma}\|$ and cohesion $c$ as expected in the standard DP model.

Figure 7.4 shows the boundary effect for Case 2. Since we do not have $\tau_{7}$ for this case, the gradient in $\Phi_{33}^{h}$ values will not generate any value for the higher order couple stress tensor $\boldsymbol{m}$. One may think that for the region in which $\Phi_{33}^{h}$ is close to zero, the model should reduce to standard DP model. However, micromorphic models should present different results due to the additional micromorphic elastic moduli appearing in the constitutive equations. Note that even if there is no $\Phi_{33}^{h}$ involved, the micro-deformation tensor $\boldsymbol{\chi}^{e}=1$. Since $\mathcal{E}^{e}=\boldsymbol{F}^{e T} \boldsymbol{\chi}^{e}$ and $\boldsymbol{F}^{e} \neq \mathbf{0}$, then $\mathcal{E}^{e} \neq \mathbf{0}$. This shows that due to coupling in strain tensors even if we set all the additional degrees of freedom to zero but involve the additional micromorphic elastic moduli, we will have different results from the standard plasticity approach as long as we have non zero $\boldsymbol{F}^{e}$.

Figures 7.2(a), 7.5(a), and 7.8(a) show the total stress paths comparison of all the models. A closer look at the initial parts of these paths in sections (b) and (c) of the same figures will give more insights. Figures $7.5(\mathrm{~b})$ and $7.8(\mathrm{~b})$ show that in the vicinity of the bottom surface boundary $X_{3}=0.14 \mathrm{~m}$, the difference between CDP model and DP model vanish. However, this is valid for the stress path plots which does not necessarily indicate that models present the same behavior. Note that we plot the stress paths with $S_{c}, S_{m}$, and $S_{s}$ vs. their associated pressure values, respectively, $\bar{p}_{c}, \bar{p}_{m}$, and $\bar{p}$ where the definitions were given in equations (7.128) and (7.130). If we look at the unsymmetric deviatoric Cauchy stress tensor norm $\|\operatorname{dev} \boldsymbol{\sigma}\|$ as well as the relative stress tensor norm $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$, respectively, in Figures 7.10 and 7.11 in the same region, we see a noticeable difference in the behaviors. Stress path comparison in Figures 7.2(b), 7.5(c), and 7.8(c) show that at $X_{3}=1.10 \mathrm{~m}$
as we go further from the boundary where $\Phi_{33}^{h}=0$, micromorphic contribution in MDP and CDP models causes different stress path compared to DP model. The difference between MDP and CDP models is because of the evolution of $\boldsymbol{\chi}^{p}$ which is assumed to evolve with same plastic multiplier $\Delta \bar{\gamma}$ with $\boldsymbol{F}^{p}$ in CDP model. Note that MDP model does not include the evolution of $\boldsymbol{\chi}^{p}$ but only $\boldsymbol{F}^{p}$. Figure 7.7 shows the opposite trend of the contour plots of the stress measures $\|\operatorname{tr}(\boldsymbol{m})\|$ and $\operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$ throughout the column length such that $\operatorname{tr}(\boldsymbol{s}-\boldsymbol{\sigma})$ value is higher where $\|\operatorname{tr}(\boldsymbol{m})\|$ is lower for Case 3. Note that these two stress tensors $(s-\sigma)$ and $\nabla \boldsymbol{m}$ appear in the balance of first moment of momentum that they should balance each other.

## Comparison of the three cases

Figures 7.10 and 7.11 show the difference in stresses, and Figure 7.12 shows different stress paths that are obtained by CDP criterion for the three different cases mentioned above: (1) no boundary effect (homogeneous distribution of $\Phi_{33}^{h}$ value throughout the column height), (2) boundary effect (gradient in micro displacement $\nabla \Phi_{33}^{h}$ but without the higher order couple stress tensor), and (3) boundary effect together with the length scale effect which is introduced by the higher order couple stress tensor. Although the deviatoric stress norms $|\mid \operatorname{dev} \boldsymbol{\sigma} \|$ and $| \mid \operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma}) \|$ in Figures 7.3, 7.6, and 7.9 obtained by same models show similar behaviours to each other for all the cases, closer comparisons provided in Figures 7.10 and 7.11 (obtained by CDP model) show that they differ in values. For the Figures 7.10 and 7.11, we may say that introducing $\tau_{7}$ causes higher values of the deviatoric stress norms $\|\operatorname{dev} \boldsymbol{\sigma}\|$ and $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$ obtained by CDP model in the vicinity of the boundary, and different stress paths as shown in Figure 7.12. In Section 6.2.8, we saw a trend for the stress norms, that is, higher the gradient of $\Phi^{h}$, lower the values of these stress norms. Here, neither the deviatoric relative stress tensor norm $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$, nor unsymmetric deviatoric Cauchy stress norm $\|\operatorname{dev} \boldsymbol{\sigma}\|$ present similar trend in the vicinity of the bottom boundary. In the absence of $\tau_{7}$, the unsymmetric Cauchy stress tensor has lower values of $\|\operatorname{dev} \boldsymbol{\sigma}\|$, likewise
for the relative stress tensor measure $\|\operatorname{dev}(\boldsymbol{s}-\boldsymbol{\sigma})\|$. However, this effect is reversed when $\tau_{7}$ is introduced.

(a)

(b)

Figure 7.10: Comparison of the deviatoric stress norms $\|\operatorname{dev} \boldsymbol{\sigma}\|$ obtained by CDP model at (a) $X_{3}=0.14 \mathrm{~m}$, (b) $X_{3}=1.10 \mathrm{~m}$ for all the cases in column example.


Figure 7.11: Comparison of the deviatoric relative stress norms \| $\mid$ dev $(\boldsymbol{s}-\boldsymbol{\sigma}) \|$ obtained by CDP model at (a) $X_{3}=0.14 \mathrm{~m}$, (b) $X_{3}=1.10 \mathrm{~m}$ for all the cases in column example.


Figure 7.12: Comparison of the stress paths at (a) $X_{3}=0.14 \mathrm{~m}$, and (b) $X_{3}=1.10 \mathrm{~m}$ for all the cases in column example.

### 7.3 Plane Strain Example

In this section, we consider a 3D geometry under plain strain condition with different number of additional degrees of freedom through $\boldsymbol{\Phi}^{h}$. The height of the sample is chosen as 0.08 m and the width is 0.04 m ( the geometry is given in Figure 7.13). Confining pressures of $\sigma_{c}=0.1 \mathrm{MPa}$ and $\sigma_{c}=0.2 \mathrm{MPa}$ are applied on the side surfaces for the different examples, and displacement boundary condition is applied on the top surface. The parameters chosen in this analysis are given in Tables 7.2 and 7.3. We consider four different cases: (i) only two additional degrees of freedom are chosen which are in plane dilation/stretch degrees of freedom $\Phi_{22}^{h}, \Phi_{33}^{h}$; (ii) three additional degrees of freedom which are one out of plane degree of freedom $\Phi_{11}^{h}$, and two in plane degrees of freedom $\Phi_{22}^{h}, \Phi_{33}^{h}$; (iii) we turn on the in plane degrees of freedom in $Z-Y$ plane as well to see the effect of those degrees of freedom, and the total degrees of freedom are four that are: $\Phi_{22}^{h}, \Phi_{33}^{h}, \Phi_{23}^{h}, \Phi_{32}^{h}$; (iv) we consider the most general case and have nine additional degrees of freedom, whole microdisplacement tensor $\Phi^{h}$ involved to investigate the contribution of all degrees of freedom introduced by micromorphic theory. For this example, we initially applied $10 \%$ of initial height which is 0.08 m as a displacement boundary condition $u=0.008 \mathrm{~m}$, but some analysis and standard plasticity could not complete the entire analysis because of Newton-Raphson algorithm convergence problems. Since we use semi implicit time integration method, using smaller time steps may solve the problem. However, we constrain our attention to the effect of micromorphic theory and postpone the convergence problems which are due to computational power limitations to a future time.

In Figure 7.14, we show the stages of the applied loads. The first stage, the region between the points "a" and "b", shows the application of the confining pressure. The confining pressure is chosen to be small enough not to cause yielding at this initial stage to better observe the differences in the stress paths. The lateral confining pressure is applied incrementally till point " b " where it reaches its maximum, and kept constant till the end


Figure 7.13: plane strain example.
of the analyses. The second stage, the region between two points marked by "b" and "c", demonstrates the beginning of the application of displacement boundary condition on the top surface. It initially causes a decreases in deviatoric stress norms; however, due to plane strain conditions together with increasing applied displacement on top surface, the stress norms increase and touch the yield surface at the point "d". The last state shows that stress paths touch the yield surface and stay on the yield surface as expected. Similar patterns can be seen in the plots $7.16,7.17$, and 7.18 which include the stress norms as well.

From Figures 7.14, 7.15, and 7.16, we see that micromorphic plasticity results present different behavior compared to standard plasticity as expected; however, we may say that there is no noticeable difference between cases with different numbers of degrees of freedom. We can easily say that the shear degrees of freedom are found to have no significant effect on the simulations; therefore, for the future examples these degrees of freedom can be neglected to gain more computational power in plane strain examples. In Figure 7.15, we see that the effect of micromorphic degrees of freedom is that micromorphic continuum tends to provide
a less stiff behavior at a Gauss point in an element at the top surface. Note that we have the coupled strain tensor $\overline{\mathcal{E}}^{e}$ which is defined as $\overline{\mathcal{E}}^{e}=\boldsymbol{F}^{e T} \boldsymbol{\chi}^{e}-\mathbf{1}$ that means the effect of the micro-structure is coupled with the macro-structure, and it does not represent the micro-structural response purely. This coupled micro strain tensor effect is amplified when multiplied by higher values of micromorphic elastic moduli $\eta, \kappa$, and $\nu$. Here, we again express the importance of the choice of micromorphic elastic material moduli that will be the most significant point to model the material response. Since we have not considered a real physical material, this behavior can be more meaningful when a homogenization procedure is applied to determine the micromorphic elastic parameters in a completely overlapped coupled region with an underlying microstructural model like the discrete element for granular materials.

To investigate further the additional degrees of freedom with the plane strain conditions, we increase the confining pressure to $\sigma_{c}=0.2 \mathrm{MPa}$ (and elastic parameters are given for this case in Table 7.4) so that we may activate the out of plane degree of freedom $\Phi_{11}^{h}$ more under a higher pressure. We choose only the cases which include only the micro dilation/ stretch degrees of freedom. For the case (i) we consider only $\Phi_{22}^{h}, \Phi_{33}^{h}$ and for case (ii) we have only $\Phi_{11}^{h}, \Phi_{22}^{h}, \Phi_{33}^{h}$.

Figures 7.17 , and 7.18 show that increasing confining pressure changes the response, and now a clear difference between these two cases is seen compared to the previous example which was under less confining pressure. From these figures, we may conclude that the out of plane degree of freedom $\Phi_{11}^{h}$ actually does have an effect on the results, and it caused a different stress path as in Figure 7.17 as well as mostly lower values of $\|\operatorname{dev} \overline{\boldsymbol{S}}\|$ at initial part of Figure 7.18.

Table 7.2: Micromorphic elastic parameters used in plane strain problem with confining pressure $\sigma_{c}=0.1 \mathrm{MPa}$.

| $\lambda(\mathrm{MPa})$ | $\mu(\mathrm{MPa})$ | $\eta(\mathrm{MPa})$ | $\nu(\mathrm{MPa})$ | $\kappa(\mathrm{MPa})$ | $\tau(\mathrm{MPa})$ | $\sigma(\mathrm{MPa})$ | $\tau_{7}\left(\mathrm{Pa}. m^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 19 | 5 | 40 | 8 | 10 | 10 | 2 | $1 \times 10^{2}$ |

Table 7.3: Parameters used in plane strain example.

| $\phi$ (rad.) | $\psi$ (rad.) | $H^{c}(\mathrm{~Pa})$ | $c(\mathrm{~Pa})$ | $\phi^{\chi}$ (rad.) | $\psi^{\chi}$ (rad.) | $H^{c, \chi}(\mathrm{~Pa})$ | $c^{\chi}(\mathrm{Pa})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.15 | 0.1 | 0.0 | $1 \times 10^{4}$ | 0.0 | 0.0 | 0.0 | 10 |

Table 7.4: Micromorphic elastic parameters used in plane strain problem with confining pressure $\sigma_{c}=0.2 \mathrm{MPa}$.

| $\lambda(\mathrm{MPa})$ | $\mu(\mathrm{MPa})$ | $\eta(\mathrm{MPa})$ | $\nu(\mathrm{MPa})$ | $\kappa(\mathrm{MPa})$ | $\tau(\mathrm{MPa})$ | $\sigma(\mathrm{MPa})$ | $\tau_{7}\left(\mathrm{~Pa} \cdot m^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 29 | 7 | 40 | 8 | 10 | 10 | 5 | $1 \times 10^{2}$ |



Figure 7.14: Comparison of stress paths of the different cases for plane strain example for confining pressure $\sigma_{c}=0.1 \mathrm{MPa}$.


Figure 7.15: Comparison of stress strain plots for different cases with standard Drucker-Prager (DP) plasticity result for plane strain example for confining pressure $\sigma_{c}=0.1 \mathrm{MPa}$.


Figure 7.16: Comparison of deviatoric stress norms $\|\operatorname{dev} \overline{\boldsymbol{S}}\|$ for different cases for plane strain example for confining pressure $\sigma_{c}=0.1 \mathrm{MPa}$.


Figure 7.17: Comparison of stress paths of the two different cases for plane strain example for confining pressure $\sigma_{c}=0.2 \mathrm{MPa}$.


Figure 7.18: Comparison of deviatoric stress norms of $\|\operatorname{dev} \overline{\boldsymbol{S}}\|$ for two different cases for plane strain example for confining pressure $\sigma_{c}=0.2 \mathrm{MPa}$.

In this study, we developed and implemented a model for nonlinear finite element analysis for finite strain micromorphic elastoplastic geomaterials to be used in a multiscale approach explained in the beginning of this work. These numerical examples conclude this study. More exciting problems such as strain softening, localizations, etc. as well as overlap coupling micro-structural model can be investigated by using micromorphic theory. The results, challenges, findings, targets in conjunction with the suggestions for a future study are summarized in the next Chapter.

## Chapter 8

## Conclusions and Future work

We investigated the various aspects of the micromorphic continuum within the context of finite strain isotropic elasticity and elastoplasticity. Results indicate that the micromorphic contribution causes different behaviors depending on number of additional degrees of freedom $\Phi^{h}$, length scale, and boundary conditions on micro-displacement tensor. Three dimensional stress state with the combination of deformation and additional micromorphic elastic parameters, together with the different plasticity criteria, and plasticity parameters lead to different trends. Influences of micro-displacement tensor $\Phi^{h}$ boundary conditions and length scale on results were found to be very significant factors on convergence and results of the simulations as well. It is possible to have convergence issues if proper $\boldsymbol{\Phi}^{h}$ boundary conditions together with micromorphic elastic moduli are not chosen. We proved that symmetry conditions are not applicable on $\boldsymbol{\Phi}^{h}$ in this approach that requires considering whole domain that means additional computational work.

Based on the findings and results obtained by the analyses, extending micromorphic FE implementation to current configuration, and including inertia terms will possibly eliminate the convergence issues with regard to plasticity since we will plan to use an explicit formulation and implementation. The constitutive assumption which has been made to consider the plastic part of the gradient of micro-deformation tensor $\boldsymbol{\nabla} \chi^{p}$ as a separate internal variable rather than taking the derivative of the plastic part of the micro-deformation tensor $\chi^{p}$ is found to be one point to be improved and to be changed to make it dependent to
the plastic part of the micro-deformation tensor $\boldsymbol{\chi}^{p}$ due to the convergence difficulties. It is because when the gradient of the plastic part of the micro-deformation tensor $\boldsymbol{\nabla} \boldsymbol{\chi}^{p}$ is treated as a separate internal variable, and assuming micro-scale gradient plasticity did not occur (micro-scale gradient stayed elastic $\boldsymbol{\nabla} \boldsymbol{\chi}^{p}=\mathbf{0}$ ), but when we have plasticity in micro-scale which indicates $\boldsymbol{\chi}=\boldsymbol{\chi}^{e} \boldsymbol{\chi}^{p}$,then, for this case $\boldsymbol{\chi}^{p}$ will exist, and the gradient of the plastic part of the micro-deformation tensor $\boldsymbol{\nabla} \boldsymbol{\chi}^{p}$ may not be zero as it was assumed. Therefore, assuming $\nabla \chi^{p}=\mathbf{0}$ will cause non compatible values of the gradient of the elastic part of the micro-deformation $\nabla \chi^{e}$, hence, $\nabla \chi^{e}=\nabla\left(\chi \chi^{p-1}\right)$ that affects the global consistent tangent. One way to add this property is to introduce the gradient of the plastic part of micro-deformation tensor $\boldsymbol{\nabla} \boldsymbol{\chi}^{p}$ as additional degrees of freedom at the nodes of elements such as micro-displacement tensor $\boldsymbol{\Phi}^{h}$. This approach will bring more computational cost compared to the current approach; however, it will possibly increase the effectiveness of the implementation and help to further analyze the length scale related problems such as strain localization problems. The additional convergence problems resulting from the use of semi-implicit time integration algorithm and introducing additional $\boldsymbol{\Phi}^{h}$ degrees of freedom will need to be further investigated. To resolve the problem caused by semi implicit time integration, it may be possible to use very small time steps. The additional computational power can be addressed by parallel processing which can be a useful tool to overcome the necessity of more computational power. Although we had some convergence issues with the rigid punch example given in Chapter 6 when we turned on all additional degrees of freedom $\Phi^{h}$, a mesh refinement study shown in the same chapter showed that the element used in finite element analysis is convergent. The reason that caused non-convergent results with respect to Newton-Raphson solver (not spatial discretization) may be caused by the additional shear degrees of freedom in the shear dominated region. To better involve the micromorphic additional degrees of freedom, one can use a finer mesh in the shear dominated region. Note that, we were able to involve all the additional degrees of freedom in the example considered in Section 7.3. Coupling of lower length scale region modeled by DEM (or FEM for
bound particulate materials) with the micromophic continuum region modeled by FEM as a multi-scale approach will be the ultimate aim of the future work of this study to address the artificial influence of boundaries of the lower length scale on the simulations.

In coupling of these two scales, the influence of the boundary conditions on microdisplacement tensor $\Phi^{h}$ may be important. In this work, we only considered one type of essential boundary condition on the micro-displacement tensor which is $\Phi_{33}^{h}=0$. However, the motion of the underlying particles in the region where FE mesh is extended in the DE region may be supplied by DEM, and it will be introduced by the micro-displacement tensor $\Phi^{h}$ that may require to apply prescribed values dictated by DEM to the micro-displacement tensor $\boldsymbol{\Phi}^{h}$. To capture the inherent behavior of micro-structure, it may be the best to turn on all the micro-displacement degrees of freedom in a three dimensional problem so that overall response of the micro-field such as microdilation/stretch, microrotations, and microshear can be represented by the micromorphic theory. The spatial variation of the values of $\Phi^{h}$ will always create a gradient in the field in which the length scale effect will be taken into account by the higher order couple stress tensor $\boldsymbol{m}$ that will be an interesting problem to investigate in this multiscale approach between DEM and FEM. Currently, the couple traction boundary condition is not implemented, and that will also have an influence on the boundary conditions. Further investigation of essential boundary conditions through $\boldsymbol{\Phi}^{h}$, and natural boundary conditions through the couple traction are required, with coupling between DEM and FEM helping to interpret the physical meaning of these boundary conditions.
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## Appendix A

## Variations of Representative Terms Appearing in the Balance Equations

Variation of some terms which are used in linearization of balance equations are given below.
(1) Variation of $J$ :

$$
\begin{equation*}
\delta(J)=J \operatorname{div}(\delta \boldsymbol{u}) \tag{A.1}
\end{equation*}
$$

(2) Variation of $\boldsymbol{F}:$ In matrix form :

$$
\begin{equation*}
\delta(\boldsymbol{F})=\boldsymbol{g r a d}(\delta \boldsymbol{u}) \boldsymbol{F} \tag{A.2}
\end{equation*}
$$

In indicial form :

$$
\begin{aligned}
x_{i} & =X_{i}+u_{i} \\
\frac{\partial x_{i}}{\partial X_{I}} & =\frac{\partial X_{i}}{\partial X_{I}}+\frac{\partial u_{i}}{\partial X_{I}} \\
F_{i I} & =\delta_{i I}+u_{i, I} \\
\delta\left(F_{i I}\right) & =\delta\left(\frac{\partial u_{i}}{\partial X_{I}}\right)=\frac{\partial \delta u_{i}}{\partial X_{I}} \\
\delta\left(F_{i I}\right) & =\delta\left(u_{i, j}\right) F_{j I}
\end{aligned}
$$

(3) Variation of $\boldsymbol{F}^{-1}$ :

$$
\begin{equation*}
\delta\left(\boldsymbol{F}^{-1}\right)=-\boldsymbol{F}^{-1} \delta(\boldsymbol{F}) \boldsymbol{F}^{-1}=-\boldsymbol{F}^{-1} \boldsymbol{g r a d}(\delta \boldsymbol{u}) \tag{A.3}
\end{equation*}
$$

(4) Variation of $\boldsymbol{\nabla} \boldsymbol{w}$ :

$$
\begin{align*}
\boldsymbol{\nabla} \boldsymbol{w} & =\frac{\partial \boldsymbol{w}}{\partial \boldsymbol{x}}=\frac{\partial \boldsymbol{w}}{\partial \boldsymbol{X}} \frac{\partial \boldsymbol{X}}{\partial \boldsymbol{x}}=\frac{\partial \boldsymbol{w}}{\partial \boldsymbol{X}} \boldsymbol{F}^{-1} \\
\Rightarrow \delta \boldsymbol{\nabla} \boldsymbol{w} & =\delta\left(\frac{\partial \boldsymbol{w}}{\partial \boldsymbol{X}} \boldsymbol{F}^{-1}\right) \\
& =\delta\left(\frac{\partial \boldsymbol{w}}{\partial \boldsymbol{X}}\right) \boldsymbol{F}^{-1}+\frac{\partial \boldsymbol{w}}{\partial \boldsymbol{X}} \delta\left(\boldsymbol{F}^{-1}\right) \\
\delta \boldsymbol{\nabla} \boldsymbol{w} & =\delta\left(\frac{\partial \boldsymbol{w}}{\partial \boldsymbol{X}}\right) \boldsymbol{F}^{-1}-\frac{\partial \boldsymbol{w}}{\partial \boldsymbol{X}} \boldsymbol{F}^{-1} \boldsymbol{\operatorname { g r a d }}(\delta \boldsymbol{u}) \tag{A.4}
\end{align*}
$$

(5) Variation of $\Delta t \ell_{n+1}$ :

$$
\begin{align*}
\boldsymbol{\ell}_{n+1} & =\dot{\boldsymbol{F}}_{n+1} \boldsymbol{F}_{n+1}^{-1} \\
\Delta t \boldsymbol{\ell}_{n+1} & =\Delta t \dot{\boldsymbol{F}}_{n+1} \boldsymbol{F}_{n+1}^{-1} \\
\Delta t \boldsymbol{\ell}_{n+1} & =\left(\boldsymbol{F}_{n+1}-\boldsymbol{F}_{n}\right) \boldsymbol{F}_{n+1}^{-1} \\
\delta\left(\Delta t \boldsymbol{\ell}_{n+1}\right) & =\boldsymbol{F}_{n} \boldsymbol{F}^{-1} \boldsymbol{g r a d}(\delta \boldsymbol{u}) \tag{A.5}
\end{align*}
$$

(6) Variation of $\Delta t \boldsymbol{d}_{n+1}$ :

$$
\begin{align*}
\delta\left(\Delta t \boldsymbol{d}_{n+1}\right) & =\frac{1}{2} \delta\left(\Delta t \ell_{n+1}^{e}+\Delta t \ell_{n+1}^{e T}\right) \\
\delta\left(\Delta t \boldsymbol{d}_{n+1}\right) & =\frac{1}{2}\left(\boldsymbol{F}_{n} \boldsymbol{F}^{-1} \boldsymbol{g r a d}(\delta \boldsymbol{u})+\left(\boldsymbol{F}_{n} \boldsymbol{F}^{-1} \boldsymbol{g r a d}(\delta \boldsymbol{u})\right)^{T}\right) \tag{A.6}
\end{align*}
$$

(7) Variation of $\operatorname{tr}\left(\Delta t \boldsymbol{d}_{n+1}\right)$ :

$$
\begin{align*}
& \operatorname{tr}\left(\delta\left(\Delta t \boldsymbol{d}_{n+1}\right)\right)=\operatorname{tr}\left(\delta\left(\Delta t \boldsymbol{\ell}_{n+1}\right)\right) \\
& \operatorname{tr}\left(\delta\left(\Delta t \boldsymbol{d}_{n+1}\right)\right)=\operatorname{tr}\left(\boldsymbol{F}_{n} \boldsymbol{F}^{-1} \boldsymbol{g r a d}(\delta \boldsymbol{u})\right) \tag{A.7}
\end{align*}
$$

(8) Variation of the micro deformation tensor $\chi$ for micro motion:

$$
\begin{align*}
\boldsymbol{\chi} & =\mathbf{1}+\mathbf{\Phi} \\
\Rightarrow \delta(\boldsymbol{\chi}) & =\delta(\mathbf{1})+\delta(\mathbf{\Phi}) \\
\delta(\boldsymbol{\chi}) & =\delta(\mathbf{\Phi}) \tag{A.8}
\end{align*}
$$

(9) Variation of the inverse of the micro deformation tensor $\boldsymbol{\chi}$ for micro motion:

$$
\begin{align*}
& \delta\left(\chi^{-1}\right)=\chi^{-1}(\delta \chi) \chi^{-1}  \tag{A.9}\\
& \delta\left(\chi^{-1}\right)=\chi^{-1}(\delta \Phi) \chi^{-1} \tag{A.10}
\end{align*}
$$

(10) Variation of $\boldsymbol{\nabla} \boldsymbol{\chi}$ :

$$
\begin{align*}
& \boldsymbol{\nabla} \boldsymbol{\chi}_{n+1}=\frac{\partial \boldsymbol{\chi}}{\partial \boldsymbol{x}}=\frac{\partial \boldsymbol{\chi}}{\partial \boldsymbol{X}} \frac{\partial \boldsymbol{X}}{\partial \boldsymbol{x}}=\frac{\partial \boldsymbol{\chi}}{\partial \boldsymbol{X}} \boldsymbol{F}^{-1} \\
& \delta(\boldsymbol{\nabla} \boldsymbol{\chi})=\frac{\partial \delta(\boldsymbol{\chi})}{\partial \boldsymbol{X}} \boldsymbol{F}^{-1}+\frac{\partial \boldsymbol{\chi}}{\partial \boldsymbol{X}} \delta\left(\boldsymbol{F}^{-1}\right) \\
& \delta(\boldsymbol{\nabla} \boldsymbol{\chi})=\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}(\delta \boldsymbol{\Phi}) \boldsymbol{F}^{-1}-\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}(\boldsymbol{\chi}) \boldsymbol{F}^{-1} \boldsymbol{g r a d}(\delta \boldsymbol{u}) \tag{A.11}
\end{align*}
$$

(11) Variation of $\Delta t \boldsymbol{\nu}_{n+1}^{e}$ :

$$
\begin{gather*}
\Delta t \varepsilon_{n+1}^{e}=\Delta t \boldsymbol{\nu}_{n+1}^{e}+\left(\Delta t \ell_{n+1}^{e}\right)^{T} \\
\Delta t \boldsymbol{\nu}_{n+1}^{e}=\Delta t \boldsymbol{\nu}_{n+1}-\Delta t \boldsymbol{\nu}_{n+1}^{p} \\
\Delta t \boldsymbol{\nu}_{n+1}^{p}=0 \quad \text { for elastic case } \\
\Delta t \boldsymbol{\nu}_{n+1}=\left(\Delta \boldsymbol{\chi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1}=\left(\boldsymbol{\chi}_{n+1}-\boldsymbol{\chi}_{n}\right) \boldsymbol{\chi}_{n+1}^{-1} \\
\delta\left(\Delta t \boldsymbol{\nu}_{n+1}\right)=\delta\left(\boldsymbol{\chi}_{n+1}-\boldsymbol{\chi}_{n}\right) \boldsymbol{\chi}_{n+1}^{-1}+\left(\boldsymbol{\chi}_{n+1}-\boldsymbol{\chi}_{n}\right) \delta\left(\boldsymbol{\chi}_{n+1}^{-1}\right) \\
\delta\left(\Delta t \boldsymbol{\nu}_{n+1}\right)=\delta\left(\boldsymbol{\chi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1}+\left(\boldsymbol{\chi}_{n+1}-\boldsymbol{\chi}_{n}\right) \delta\left(\boldsymbol{\chi}_{n+1}^{-1}\right) \\
\delta\left(\Delta t \boldsymbol{\nu}_{n+1}\right)=\delta\left(\mathbf{\Phi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1}-\left(\boldsymbol{\chi}_{n+1}-\boldsymbol{\chi}_{n}\right) \boldsymbol{\chi}_{n+1}^{-1} \delta\left(\mathbf{\Phi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1} \\
\delta\left(\Delta t \boldsymbol{\nu}_{n+1}\right)=\delta\left(\mathbf{\Phi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1}-\left(\boldsymbol{\chi}_{n+1}-\boldsymbol{\chi}_{n}\right) \boldsymbol{\chi}_{n+1}^{-1} \delta\left(\mathbf{\Phi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1} \\
\delta\left(\Delta t \boldsymbol{\nu}_{n+1}\right)=\delta\left(\mathbf{\Phi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1}-\overbrace{\boldsymbol{\chi}_{n+1} \boldsymbol{\chi}_{n+1}^{-1}} \delta\left(\mathbf{\Phi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1}+\boldsymbol{\chi}_{n} \boldsymbol{\chi}_{n+1}^{-1} \delta\left(\mathbf{\Phi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1} \\
\delta\left(\Delta t \boldsymbol{\nu}_{n+1}\right)=\boldsymbol{\chi}_{n} \boldsymbol{\chi}_{n+1}^{-1} \delta\left(\mathbf{\Phi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1} \tag{A.12}
\end{gather*}
$$

(12) Variation of $\Delta t \varepsilon_{n+1}^{e}$ :

$$
\begin{gather*}
\Delta t \boldsymbol{\varepsilon}_{n+1}^{e}=\Delta t \boldsymbol{\nu}_{n+1}^{e}+\Delta t \boldsymbol{\ell}_{n+1}^{e T} \\
\delta\left(\Delta t \varepsilon_{n+1}^{e}\right)=\boldsymbol{\chi}_{n} \boldsymbol{\chi}_{n+1}^{-1} \delta\left(\boldsymbol{\Phi}_{n+1}\right) \boldsymbol{\chi}_{n+1}^{-1}+\left(\boldsymbol{F}_{n} \boldsymbol{F}_{n+1}^{-1} \boldsymbol{g r a d}\left(\delta \boldsymbol{u}_{n+1}\right)\right)^{T}  \tag{A.13}\\
\delta\left(\Delta t \varepsilon_{n+1}^{e}\right)=\boldsymbol{\chi}_{n} \boldsymbol{\chi}^{-1} \delta(\boldsymbol{\Phi}) \boldsymbol{\chi}^{-1}+\left(\boldsymbol{F}_{n} \boldsymbol{F}^{-1} \boldsymbol{g r a d}(\delta \boldsymbol{u})\right)^{T} \tag{A.14}
\end{gather*}
$$

(13) The indicial notation of some of these expressions can be given as:

$$
\begin{gathered}
\Delta t \ell_{l k}^{e}=\delta_{l k}-\left(F_{n}\right)_{l K} F_{K k}^{-1} \\
\left(\Delta t d_{l k}\right)=\frac{1}{2}\left(\Delta t \ell_{l k}+\Delta t \ell_{k l}\right) \\
\Delta t d_{l k}^{e}=\frac{1}{2}\left(\delta_{l k}-\left(F_{n}\right)_{l K} F_{K k}^{-1}+\delta_{k l}-\left(F_{n}\right)_{k K} F_{K l}^{-1}\right) \\
\Delta t \nu_{l k}^{e}=\Delta t \nu_{l k}-\Delta t \nu_{l k}^{p} \\
\Delta t \nu_{l k}=\left(\Delta \chi_{l L}\right) \chi_{L k}^{-1}=\left(\chi_{l L}-\left(\chi_{n}\right)_{l L}\right) \chi_{L k}^{-1} \\
\Delta t \varepsilon_{l k}^{e}=\Delta t \nu_{l k}^{e}+\Delta t \ell_{k l}^{e} \\
\Delta t \varepsilon_{l k}^{e}=\left(\chi_{l L}-\left(\chi_{n}\right)_{l L}\right) \chi_{L k}^{-1}+\delta_{l k}-\left(F_{n}\right)_{l K} F_{K k}^{-1}
\end{gathered}
$$

## A. 1 Algorithm to form element stiffness matrix for each term

Linearization procedure of individual terms and determining the element stiffness matrix contribution to form global consistent tangent matrix can be very time consuming and maybe impossible to implement for the most of the terms presented in this work. This small algorithm given below, as an example, for the specific term shows how to form the element stiffness matrix for that term. Let's consider the term given in equations 5.28-5.30

$$
\begin{gather*}
2(\mu+\sigma) \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} \delta\left(F_{i L}\right) F_{i K} F_{k K} d V=2(\mu+\sigma) \int_{\mathcal{B}_{0}} w_{k, L} F_{L l}^{-1} F_{l L} F_{i K} F_{k K} \delta u_{i, L} d V  \tag{A.15}\\
\left(\mathcal{K}_{u u}^{e, h}\right)_{5}=2(\mu+\sigma) \int_{\mathcal{B}_{0}^{e}}\left\{\boldsymbol{c}^{e}\right\}^{T} \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{15}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] \cdot\left\{\delta \boldsymbol{d}^{e}\right\} d V  \tag{A.16}\\
{\left[\mathcal{J}_{15}^{e}\right]=2(\mu+\sigma) \int_{\mathcal{B}_{0}^{e}}\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T} \cdot\left[\boldsymbol{I}_{15}\right] \cdot\left[\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}\left(\boldsymbol{N}^{u, e}\right)\right] d V} \tag{A.17}
\end{gather*}
$$

To calculate the matrix $\left(\mathcal{K}_{u u}^{e, h}\right)_{5}$ at a Gauss point for each element, we use this portion of the code
fTemp_matrix_nudof_x_nudof.MultATBC(fShapeDisplGrad, I1_5, fShapeDisplGad) ;
scale $=$ scale_const $*\left(f M a t e r i a l \_\right.$Params $[\mathrm{kMu}]+\mathrm{fMaterial} \_$Params [kSigma_const]);
fTemp_matrix_nudof_x_nudof $*=$ scale;
fKu_5 += fTemp_matrix_nudof_x_nudof;
and $\left[\boldsymbol{I}_{15}\right]$ is obtained by the algorithm used in the given function below.
void FSMicromorphic3DT:: Form_I1_5()
\{

```
int row;
int col=0;
I1_5 = 0.0;
for(int K=0;K<3;K++)
{
        for(int i = 0;i<3;i++)
        {
        row }=\textrm{K}*3\mathrm{ ;
        for(int l=0;l<3;l++)
        {
            for(int L=0;L<3;L++)
            {
            I1_5 (row, col)+=fDeformation_Gradient (l, L)
                        *fDeformation_Gradient(i, L );
            }
            row++;
        }
        col++;
        }
}
```


## A. 2 Finite element matrices

## A.2.1 Notations in Chapter 4

It is a very time consuming to show all the matrices in open form with their components. Here we present some of them, other matrices can be obtained in a similar way. Note that
some of these matrices may have a different order in components in Chapter 5.

$$
\begin{gather*}
\{\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}(\boldsymbol{w})\}^{T}=\left\{\begin{array}{lllllllll}
w_{1,1} & w_{1,2} & w_{1,3} & w_{2,1} & w_{2,2} & w_{2,3} & w_{3,1} & w_{3,2} & w_{3,3}
\end{array}\right\}  \tag{A.18}\\
\{\boldsymbol{G} \boldsymbol{R} \boldsymbol{A} \boldsymbol{D}(\delta \boldsymbol{u})\}^{T}=\left\{\begin{array}{llllllll}
\delta u_{1,1} & \delta u_{2,1} & \delta u_{3,1} & \delta u_{1,2} & \delta u_{2,2} & \delta u_{3,2} & \delta u_{3,1} & \delta u_{3,2} \\
\delta u_{3,3}
\end{array}\right\} \tag{A.19}
\end{gather*}
$$

$$
\left[\boldsymbol{N}^{u, e}\right]^{T}=\left[\begin{array}{ccc}
N_{1}^{u}(\boldsymbol{\xi}) & 0 & 0  \tag{A.20}\\
0 & N_{1}^{u}(\boldsymbol{\xi}) & 0 \\
0 & 0 & N_{1}^{u}(\boldsymbol{\xi}) \\
N_{2}^{u}(\boldsymbol{\xi}) & 0 & 0 \\
0 & N_{2}^{u}(\boldsymbol{\xi}) & 0 \\
0 & 0 & N_{2}^{u}(\boldsymbol{\xi}) \\
\vdots & \vdots & \vdots \\
N_{n_{e n}^{u}}^{u}(\boldsymbol{\xi}) & 0 & 0 \\
0 & N_{n_{e n}^{u}}^{u}(\boldsymbol{\xi}) & 0 \\
0 & 0 & N_{n_{e n}^{u}}^{u}(\boldsymbol{\xi})
\end{array}\right]_{n_{n_{d o f}^{u, e} \times n_{s d}}^{u,}}
$$

$\left[\boldsymbol{G R A D}\left(\boldsymbol{N}^{u, e}\right)\right]^{T}=$

| $N_{1,1}^{u}(\boldsymbol{\xi})$ | 0 | 0 | $N_{1,2}^{u}(\boldsymbol{\xi})$ | 0 | 0 | $N_{1,3}^{u}(\boldsymbol{\xi})$ | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $N_{1,1}^{u}(\boldsymbol{\xi})$ | 0 | 0 | $N_{1,2}^{u}(\boldsymbol{\xi})$ | 0 | 0 | $N_{1,3}^{u}(\xi)$ | 0 |
| 0 | 0 | $N_{1,1}^{u}(\boldsymbol{\xi})$ | 0 | 0 | $N_{1,2}^{u}(\boldsymbol{\xi})$ | 0 | 0 | $N_{1,3}^{u}(\xi)$ |
| ! |  | $\vdots$ | $\vdots$ | $\vdots$ | : | : | . | : |
| $N_{n_{e n}^{u}, 1}^{u}(\boldsymbol{\xi})$ | 0 | 0 | $N_{n_{e n}{ }^{u}, 2}^{u}(\xi)$ | 0 | 0 | $N_{n_{e n}^{u},}^{u}(\boldsymbol{\xi})$ | 0 | 0 |
| 0 | $N_{n_{e n}^{u}, 1}^{u}(\boldsymbol{\xi})$ | 0 | 0 | $N_{n_{e n}^{\prime}, 2}^{u}(\boldsymbol{\xi})$ | 0 | 0 | $N_{n_{e_{u n}, 3}^{u}}^{u}(\boldsymbol{\xi})$ | 0 |
| 0 | 0 | $N_{n_{e n}{ }^{u}, 1}^{u}(\boldsymbol{\xi})$ | 0 | 0 | $N_{n_{e n}}^{u}{ }^{u}(\boldsymbol{\xi})$ | 0 | 0 |  |

$\left[\boldsymbol{G R A D}\left(\boldsymbol{N}^{\chi, e}\right)\right]=$
$\left[\begin{array}{ccccccccc}N_{1,1}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & N_{2,1}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & N_{n_{e n}^{\chi}, 1}^{\chi}(\boldsymbol{\xi}) & 0 \ldots & \ldots \\ N_{1,2}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & N_{2,2}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & N_{n_{e n, 2}^{\chi}}^{\chi}(\boldsymbol{\xi}) & 0 \ldots & \ldots \\ N_{1,3}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & N_{2,3}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & N_{n_{e n, 3}^{\chi}}^{\chi}(\boldsymbol{\xi}) & 0 \ldots & \ldots \\ \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & N_{1,1}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & \ldots & 0 \ldots & N_{n}^{\chi} \\ 0 & 0 & \ldots & N_{1,2}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & \ldots & 0 \ldots & N_{n_{e n}^{\chi}, 1}^{\chi}(\boldsymbol{\xi}) \\ 0 & 0 & \ldots & N_{1,3}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & \ldots & 0 \ldots & N_{n_{e n}^{\chi}, 1}^{\chi}(\boldsymbol{\xi})\end{array}\right]_{\left(n_{\left.s d * n_{s d} * n_{s d}\right) \times n_{\text {dof }}^{\chi, e}}\right.}$

$$
\left[\boldsymbol{N}^{\chi, e}\right]=\left[\begin{array}{ccccccccc}
N_{1}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & N_{2}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & N_{8}^{\chi}(\boldsymbol{\xi}) & 0 \ldots & 0  \tag{A.23}\\
0 & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & N_{1}^{\chi}(\boldsymbol{\xi}) & 0 & \ldots & \ldots & 0 \ldots & N_{8}^{\chi}(\boldsymbol{\xi})
\end{array}\right]_{\left(n_{s d} * n_{s d}\right) \times n_{d o f}^{\chi, e}}
$$

## A.2.2 Preconditioned Conjugate Gradients

Shewchuk (1994) gives a very brief summary of preconditioned conjugate gradient method which is used in Section 7.2.3.

$$
\begin{aligned}
& i \Leftarrow 0 \\
& r \Leftarrow b-A x \\
& d \Leftarrow M^{-1} r \\
& \delta_{\text {new }} \Leftarrow r^{T} d \\
& \delta_{0} \Leftarrow \delta_{\text {new }}
\end{aligned}
$$

While $i<i_{\text {max }}$ and $\delta_{\text {new }}>\epsilon^{2} \delta_{0}$

$$
q \Leftarrow A d
$$

$$
\alpha \Leftarrow \frac{\delta_{\text {new }}}{d^{T} q}
$$

$$
x \Leftarrow x+\alpha d
$$

If $i$ is divisible by 50

$$
r \Leftarrow b-A x
$$

else

$$
\begin{align*}
& \quad r \Leftarrow r-\alpha q \\
& s \Leftarrow M^{-1} r \\
& \delta_{\text {old }} \Leftarrow \delta_{\text {new }} \\
& \delta_{\text {new }} \Leftarrow r^{T} s \\
& \beta \Leftarrow \frac{\delta_{\text {new }}}{\delta_{\text {old }}} \\
& d \Leftarrow s+\beta d \\
& i \Leftarrow i+1 \tag{A.24}
\end{align*}
$$

where $A, b$ are inputs, $M$ is preconditioner, and $x$ is a starting value. Shewchuk (1994) states that the perfect preconditioner is $M=A$.

