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SUMMARY

Data centers are computing infrastructure facilities that house arrays of electronic
racks containing high power dissipation data processing and storage equipment whose
temperature must be maintained within allowable limits. The heat generated by the
electronic equipment and the costs of powering the cooling systems in data centers are
increasing continually. This requires the typical air cooling system in data centers to be
designed more intelligently or augmented by other techniques. Having concluded that
typical designs of air-cooling systems are not efficient and even adequate anymore for
current and upcoming data centers, a research question is raised to identify and satisfy the
needed design specifications and framework of new energy efficient thermal solutions,

considering the design environment of the next generation data centers.

In this research, the sustainable and reliable operations of the electronic
equipment in data centers are shown to be possible through the Open Engineering
Systems paradigm. After the open design requirements of current air cooling and future
multi-scale cooling systems in data centers are identified, a design approach is developed
to bring adaptability and robustness, two main features of open systems, in multi-scale
convective systems such as data centers. The presented approach is centered on the
integration of three constructs: a) a Proper Orthogonal Decomposition (POD) based
multi-scale modeling approach, b) compromise Decision Support Problem (¢cDSP), and c)
robust design to overcome the challenges in thermal-fluid modeling, having multiple

objectives, and inherent variability management, respectively. The method is verified to

Xix



achieve an adaptable, robust, and energy efficient thermal design of an air-cooled data
center cell with an annual increase in the power consumption for the next 10 years. The
results show a 12-46% reduction in the energy consumption of the center in addition to
being adjustable to the newer IT equipment and higher heat loads compared with a
traditional design. Compared with an optimal solution, a robust solution can reduce the
variability in the thermal response by 73.8% with only 7.8% increase in the center energy

consumption.

Also, a design approach based on POD based modeling and power profiling of IT
equipment is presented and used to bring adaptability and concurrency for coordinated
minimization of cooling and IT power consumption in future open data centers. The
results for a test case show the design approach results in 12-70% saving in the total
energy consumption of the data center cell in different scenarios, compared with

traditional design of data centers.

Two new POD based reduced order thermal modeling methods are presented to
simulate multi-parameter dependent temperature field in multi-scale thermal/fluid
systems such as data centers. The methods are discussed and compared with each other
through application to similar data center cells. The method results in average error norm
of ~ 6% for different sets of design parameters, while it can be up to ~250 times faster
than CFD/HT simulation in an iterative optimization technique. Also, a simpler reduced
order modeling approach centered on POD technique with modal coefficient interpolation

is validated against experimental measurements in an operational data center facility. It is

XX



found that the average error in POD re-construction is 0.68 °C or 3.2%, compared with

the experimentally measured data for two different values of CRAC flow rates.

XX



CHAPTER 1

INTRODUCTION

The principal goal in this dissertation is to:

Principal Research Objective: Identify and satisfy required design specifications of new

energy efficient thermal management solutions for next generation data centers.

The hypothesis in achieving this objective is centered on design of an energy

efficient “open” cooling system using multi-scale nature of data centers:

First Research Hypothesis: The sustainable and reliable operation of the future data
centers are possible through design of an energy efficient “open” cooling system using

multi-scale nature of data centers.

Satisfying the design requirements of an energy efficient open cooling system in
today’s and future air-cooled data centers is challenged by thermal modeling, inherent
variability management, and having multiple objectives. These challenges are solved
through a Proper Orthogonal Decomposition (POD) based reduced order thermal
modeling, robust design principles, and the compromise Decision Support Problem

(cDSP) construct:

Second Research Hypothesis: Open design of air-cooled data centers can be done
through a POD based reduced order thermal model, robust design principles, and cDSP to

achieve significant gains in energy efficiency.
1




In this chapter an introduction to the work undertaken in this dissertation is
presented. In Section 1.1 the background and motivation for the work presented in this
dissertation is derived and explained. Then, in Section 1.2 a review of the dissertation

organization is presented.

1.1 Background and Motivation

1.1.1 Data Centers and Thermal Management

Data centers, as shown in Figure 1.1, are Information Technology (IT)
infrastructure facilities that house arrays of electronic racks containing high power
dissipation data processing and storage equipment whose temperature must be maintained
within allowable limits. These equipment are utilized by a broad range of end-users
including internet service providers, banks, stock exchanges, corporations, educational
institutions, government installations, and research laboratories. Data centers have a
multi-scale nature spanning several length scales from the chip level to the room level as
shown in Figure 1.1. Proper operation of computing equipment imposes unique thermal
management requirements. The typical approach currently used for thermal management
of data centers consists of computer room air conditioning (CRAC or AC) units that
deliver cold air to the racks arranged in alternate cold/hot aisles through perforated tiles
placed over an under-floor plenum, see Figure 1.2. The chip level determines the rate of
the heat generation in the data center, while the CRAC units at the room level are
responsible to provide the cooling solution to keep the chip temperatures in a safe range.
Several researchers have simulated this configuration [1-13]. Optimization [14-16] and

design [17-21] of the different parameters involved in these systems have also been

2



performed. Several alternate air-delivery and return configurations are employed,
particularly when a raised floor arrangement is un-available. Some of these are seen in

Figure 1.3 [22].

Rack Server Chip

Figure 1.1. Data center and its multi-scale nature
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Figure 1.2. Typical air cooling system in data centers
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Figure 1.3. Different air-delivery and return configurations in data centers [22]
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1.1.2 Data Center Energy Usage Trends

The power consumption of data center facilities is in the range of tens of MW,
with an additional 30% or more needed for powering the cooling systems. Data center
energy consumption is an increasingly important concern. In 2006 data centers in the
United States consumed about 61 billion kWh, or 1.5 % of total U.S. electricity
consumption, for a total electricity cost of about $4.5 billion [8]. This estimated level of
electricity consumption is equivalent to the amount of electricity consumed by
approximately 5.8 million average U.S. households and is estimated to be more than
double the electricity that was consumed for this purpose in 2000. Such sharp rise in
energy consumption by data centers have prompted a directive by the United States
Congress, and a coordinated response by the various stake-holders, as detailed in [8].
Recent benchmarking studies by Lawrence Berkeley National Laboratories [10] show an
increase in data center floor heat loads per unit area over the past few years, as seen in
Figure 1.4. This is consistent with the projected trend towards denser computing
architectures, such as blade servers. The American Society of Heating Refrigeration and
Air-conditioning (ASHRAE) projects significant increase in rack level powers [23], as
seen in Figure 1.5. Due to the relatively frequent upgrades in the computing equipment,
both existing and new facilities are being subjected to these sharp increases in floor heat

loading.
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1.1.3 Challenges in Data Center Thermal Management

A significant fraction of the energy costs associated with the operation of a typical
data center can be ascribed to the cooling hardware. As seen in Figure 1.6, the ratio of
the total power input to data center, to the power to the information technology (IT)
equipment has dropped from 1.95 to 1.63 during 2003-2005, for a number of
benchmarked facilities [24]. Despite this, energy usage by the cooling equipment
continues to be a major concern. In the recent benchmarking study of eleven existing
facilities by the Lawrence Berkeley Laboratories [10] the power consumption by the
heating, ventilating and air-conditioning systems ranged from 22% to 54% of the overall
supply. Energy-efficient design of the cooling systems is essential for containing
operating costs, and promoting sustainability. Through better design and preventing over-

provisioning, it should be possible to reduce energy consumption by the cooling systems.

3.5

2003 Benchmarks
Avg. ~1.95

3.0 i

2005 Benchmarks
Avg. ~1.63
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Total data center energy/ IT energy
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Figure 1.6. Ratio of total data center power input to the power input into the
information technology (IT) equipment for benchmarked facilities [24]



In addition to the energy efficiency challenges, today air-cooled systems have
practical limitations on effectively cooling the electronic equipment in data centers.
Because of the low thermal capacity of air, high flow rates are needed to satisfy the
cooling needs of the high power density racks. These large flow rates and their
accompanied high noise make the data center environment unpleasant for the people
working there. Also, the flow rate provided by the CRAC units has an upper practical
limit. Typical data centers with air-cooling systems have an average design cooling
capacity of 3 kW per rack, with a maximum of 10-15 kW per rack while the typical
practical air flow supplied by the CRAC units to a single rack is approximately 0.094-
0.24 m’/s (200-500 CFM), with 0.47 m’/s (1,000 CFM) being an absolute upper bound

[25], based on constraints such as blower acoustic noise.

In the future, increase in the computational performance will lead electronic racks
to house high performance chips with heat fluxes approaching 100 W/cm®. This is likely
to result in increased heat loads at both the rack and the facility levels, which will require
higher flow rates of chilled air than the typical data center air-cooling systems of today
can provide. As shown in Figure 1.5 and indicated in [23], the heat load of a compute
server rack in 2002 was just around 13 KW while it is now around 28 KW. For instance,
IBM [26] has recently developed its eServer™ BladeCentert® compact server
infrastructure for installation in an industry-standard rack. The power density of such
rack would be 30 kW. The effective cooling of this rack requires 0.38-0.71 m®/s (800-
1,500 CEM) of chilled air which is more than the upper limit of the typical CRAC units

[25]. Inadequate air flow may cause mixing of the hot air with the chilled air before



entering the racks (recirculation), which develops hot spots and consequently may cause

chips to overheat and degrade the computing performance.

With continuing increase in rack heat loads, as seen in Figure 1.5, traditional
design of direct air cooling will need to be optimized and augmented by other techniques,
such as single phase, or phase change liquid cooling, or refrigeration. Recent attention
has also been focused on the reduction of energy usage through the utilization of ambient
outside air for cooling. Depending upon geographical location and season, it may be
possible to either bring in outside air directly into the data center (air economizers), or
utilize an air-to-liquid heat exchanger for pre-cooling the CRAC coolant (fluid
economizers). With the air economizers, there are concerns about introducing particulate
or gaseous contamination into the facility. With both techniques, the return on investment
is a key issue. Experimental measurements of these effects have been made [27], which
suggest that it may be possible to mitigate these concerns. For the facilities studied, ~5%

of energy used for the cooling equipment could be saved annually.

Also, the industry has suggested several solutions to resolve this problem [26, 28-
31]. Most of these solutions consist of using macro heat exchangers with water or
refrigerant as a working fluid at the rack or facility level. Also several approaches for the
integration of liquid cooling, specifically using water as the working fluid, have been
proposed in the literature [32-35]. These solutions should be optimized to handle the
increased power densities and heat loads being projected by the manufacturers of

datacom equipment [36, 37].



1.2 Research Objectives and Overview

Having concluded that the current designs of air-cooling systems are neither
efficient nor sometimes adequate for current and upcoming data centers, a research
question is raised to identify the needed design specifications and framework of new
energy efficient thermal solutions, considering the design environment of the next

generation data centers.

First Research Question: What should the design specifications of new energy efficient

thermal solutions be in the next generation data centers?

In order to successfully address this research question, the requirements of the
future thermal solutions must be identified and various design specifications of next
generation data centers must be explored. In Chapter 2, these requirements based on
vision of an ideal future design environment are identified through examining existing
state-of-the-art. Then, utilizing the Open Engineering Systems concept [38], it is
demonstrated that the key to the success of the future commercial data centers lies in the
development and sustainment of an energy efficient open cooling system using multi-

scale nature of data centers. So, the associated research hypothesis is:

First Research Hypothesis: The sustainable and reliable operation of the future data
centers are possible through design of an energy efficient “open” cooling system using

multi-scale nature of data centers.




The first research hypothesis is validated in Chapter 2 through comparison
between an open multi-scale solution and a typical air cooling system in a data center

example with different scenarios.

With the necessity of having an open cooling system in data centers, the next
obvious question to answer is: how can an energy efficient open design be realized in air-

cooled data centers?

Second Research Question: How can an energy efficient open air cooling system be

designed and realized in data centers?

In Figure 1.7, the requirements, challenges, and tools for having an open design
process and product for multi-scale convective systems such as air-cooled data centers
are summarized. In Chapter 3, the challenges in developing a design method to achieve
an open air cooling systems in data centers are explained and classified into three
categories: multi-scale thermal modeling, inherent variability management, and presence
of multiple objectives. In this research, the integration of Proper Orthogonal
Decomposition (POD) based reduced order thermal modeling, robust design principles,
and the compromise Decision Support Problem (cDSP) construct are proposed as a
practical design method to achieve energy efficient open air cooling systems, as

demonstrated in Figure 1.7:

Second Research Hypothesis: Open design of air-cooled data centers can be done through
a POD based reduced order thermal model, robust design principles, and cDSP to achieve

significant gains in energy efficiency.
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In Chapter 3, robust design principles and compromise Decision Support Problem
(cDSP) are described as the two tools used in this research to solve the challenges in
inherent variability management and presence of multiple objectives. Also, the recent
studies in modeling and design of data centers with the available promising tools in the
literature are reviewed. It is concluded in Chapter 3 that a new reduced order thermal

modeling approach is required to answer the second research question.

System. l Open Multiscale Convective Systems (Chapter Z) |
Components: [ Design Process [ Product ]
[ Increase Knowledge ] [ Maintain Freedom ]
Reguirements: Ad ol
[ Increase Efficiency ] aptabIuty
{ Thermal Modeling (Chapter 3) ] [ Design Framework (Chapter 3) ]
Challenges:

[ Robustness / Uncertainty Management (Chapter 3) ]

Tools: POD based Multi-scale Modeling cDSP Robust Design
' (Chapter 4) {Chapter 3) (Chapter 3)

S -
—

Design Method for Open Multi-scale Convective systems (Chapter 3,
gn Y g

Method:

Figure 1.7. Requirements, challenges, and tools to design open multi-scale convective
systems
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In Chapter 4, a multi-parameter Proper Orthogonal Decomposition (POD) based
reduced order thermal modeling approach is developed to resolve the challenges in
accurate and computationally efficient thermal modeling of multi-scale thermal-fluid
systems as shown in Figure 1.7. The method is validated through application for an air-

cooled data center example and the results are presented and discussed.

In Chapter 5, the design approach based on the integration of the three constructs
is presented to bring adaptability and robustness, two main features of an open system, to
multi-scale convective systems. As shown in Figure 1.7, the design method is centered on
the POD based reduced order thermal modeling, robust design principles, and the cDSP
construct. The method and the second research hypothesis are validated through
application for an adaptable robust thermal design of an energy efficient air-cooled data
center cell with an annual increase in the power consumption for the next 10 years. The

results are presented and discussed.

To answer the second research question completely, the realization of the
presented design method in operational data centers must be considered. The realization
requirements of the open design method for operational data centers have been shown in
Figure 1.8. Concurrency with IT designers, and modification and validation of the POD
method are required for realization the open design method in operational data centers.

These requirements are addressed in Chapters 6, 7, and 8, respectively.

In Chapter 6, the concurrency and exchanging design knowledge among the
thermal and IT management are studied. As mentioned in Chapter 2, this concurrency is

required to realize an energy efficient open cooling system in operational data centers. In

12



Chapter 6, the design approach is modified to bring adaptability and concurrency for
coordinated minimization of cooling and IT power consumption in data centers. The
modified approach is centered on the POD based thermal modeling and power profiling
of the IT equipment. The method is validated through application for a data center cell

with different rack and server architectures. The results are presented and discussed.

Concurrency with IT Designers for
> Operational Data Centers (Chapter 6)

Data Centers (Chapter 7)

A 4

L Realization Requirements ofthe Open Design W

POD Method Modification for Operational
Method in Operational Data Centers | g

—

POD Method Validation for
Operational Data Centers (Chapter §)

Figure 1.8. Realization requirements of the open design method in operational data
centers

In Chapter 7, another POD based reduced order thermal modeling approach is
presented to predict the effect of the involved parameters on the temperature field in data
centers. Compared with the method developed in Chapter 4, this method is much simpler
and its application is easier for reduced order thermal modeling of operational data
centers, where the observation data are gathered experimentally and thermal sensors are
deployed at the inlet/outlet of the servers. The effectiveness of the presented approach is
studied and validated through application to an air-cooled data center cell and the results

are discussed.
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Although the experimental validation of the developed POD based methods in
operational data centers was not possible due to the experimental limitations, the
effectiveness of a simpler POD based reduced order thermal modeling for operational
data centers is studied in Chapter 8. An operational data center of 102.2 m* (1,100 square
feet) with a hot and cold aisle arrangement of racks cooled by one CRAC unit is
considered. The POD based method, which utilizes selected sets of observed thermal
sensor data inside the data center, is applied to predict the data center temperature field as

a function of the air flow rate of the CRAC unit. The results are presented and discussed.

Finally, the dissertation is concluded in Chapter 9 and some extensions of the

current work for future investigations are suggested.
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CHAPTER 2

OPEN CONCEPTUAL DESIGN OF DATA CENTERS

In this chapter, the first research question is answered to identify the required
design specifications for new energy efficient thermal solutions in data centers. For this
purpose, the requirements of the future thermal solutions are identified and various
design specifications of an ideally open thermal solution for a next generation data center
are explored. In Section 2.1, these requirements based on an ideal vision of the future
design environment are identified throug