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ABSTRACT 

Network security has always been an area of priority and extensive research. Recent years 

have seen a considerable growth in experimentation with biologically inspired techniques. This is 

a consequence of our increased understanding of living systems and the application of that 

understanding to machines and software. The mounting complexity of telecommunications 

networks and the need for increasing levels of security have been the driving factor. The human 

body can act as a great role model for its unique abilities in protecting itself from external, foreign 

entities. Many abnormalities in the human body are similar to that of the attacks in wireless sensor 

networks (WSN). This paper presents basic ideas drawn from human immune system analogies 

that can help modelling a system to counter the attacks on a WSN by monitoring parameters such 

as energy, frequency of data transfer, data sent and received. This is implemented by exploiting 

two immune concepts, namely danger theory and negative selection. Danger theory aggregates the 

anomalies based on the weights of the anomalous parameters. The objective is to design a 

cooperative intrusion detection system (IDS) based on danger theory. Negative selection 

differentiates between normal and anomalous strings and counters the impact of malicious nodes 

faster than danger theory. We also explore other human immune system concepts and their 

adaptability to Wireless Sensor Network Security.
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CHAPTER 1: INTRODUCTION 

1.1 Motivation and Background 

The Wireless Sensor Networks (WSN’s) are a network of low-cost, low-energy devices 

that are designed and programmed to work in harsh environments with little or no infrastructure 

[1]. Devices, or nodes, are densely distributed across areas ranging from those associated with a 

local area network to a network spanning different continents. These devices or nodes are provided 

with an ability to sense, store, transmit and receive data over various channels. To achieve these 

provisions, these devices are equipped with different modules such as a microcontroller, storage 

unit, transceiver, antenna, and power supply [2]. These networks are largely deployed in military, 

environmental and health monitoring. These sensor nodes are generally deployed over extended 

periods, sensing and transmitting data to a server. The nodes communicate and transmit the data 

among themselves enroute to a sink node. The sink node collects the data from its subsidiary nodes 

and has the capabilities to perform calculations, if required; aggregate data; and act as a gateway 

to the Internet. These networks can either be homogenous or heterogenous depending on the sensed 

data [3]. Although most sensor networks are homogenous, heterogenous networks are not 

uncommon. These nodes need not have a definite position. They can be deployed in a random 

manner and the topology does neither have to be pre-defined, nor constant in time. Such networks 

require a self-organizing capability among the nodes as the network changes its topology.
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Wireless Sensor Networks have seen an explosive growth both in their volume of usage 

and research conducted over the past few years, and this rate is anticipated to accelerate at a 

considerable pace. This, coupled with their necessity in mission critical applications, makes data 

security a significant area of concern. Due to their limited resources [4] and the harsh environments 

in which they are sometimes deployed, it is a challenging task to secure them from attack.  Hence, 

a parallel trail of research is being performed on securing these networks. Apart from the 

conventional techniques employed to secure a network, there has been an emergence of an 

alternate field of security mechanisms using bio- or immune-inspirations as a source.  

Successful behavioral and communication stratagems of a biological network can serve as 

an inspiration to model and manage a wireless network. This can be due to the fact that the 

sophistication provided by a biological network is very intriguing and intuitive. Also, the 

robustness provided by a biological network is noteworthy and truly unique. This coupled with the 

need for lower power dissipation and suboptimal energies in a wireless sensor network make the 

human body a great source of inspiration. The large volume of research in bio-inspired Intrusion 

Detection Systems (IDS) is also due to the inadequacy of successful conventional techniques. 

Providing security to a wireless network has always been a difficult task. Although various levels 

of security have been provided to a system or a node, adversaries tend to find a way to break 

through these layers. The affected node can divulge some information or sometimes turn into an 

attacker. The operational strategies of a WSN, and, in particular, the multihop approach to data 

movement from source to sink, also considerably weakens the security measures of the system [5]. 

Due to such numerous challenging aspects of designing a security system, a self-adaptive, self-

healing model is essential. Due to the complex nature of human body and its ability to protect itself 
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from external pathogens, it is considered a perfect role-model. Many successful techniques have 

been put forward over the years related to the security of wireless networks.  

Security to be provided to WSNs falls into different levels. While the first level deals with 

evading intrusions, the second deals with detecting an intrusion. The third level provides an 

intrusion response which can be of varied approaches. Cryptography and firewalls are the most 

preferred forms of securing a WSN from an attack. Intrusion detection is obligatory when an 

adversary manages to penetrate the firewall and causes complications with the privacy, 

confidentiality, and authenticity of the information in the network.  

1.2 Contributions 

 This work attempts to build an analogy between the human immune system (HIS) and 

intrusion detection system (IDS) methods for wireless sensor networks. This is achieved by 

studying the various immune theories proposed for the HIS and determining which of these appear 

to be applicable to WSNs. We review three distinct features or theories of the HIS that help to 

protect itself from external pathogens, namely danger theory, negative selection, and clonal 

selection and assess their adaptability to WSN IDS design. The subsequent section of this work 

tries to replicate segments of the HIS in a WSN and then later, attempts to derive an IDS scheme. 

This is done using the properties of danger theory and negative selection. 

 As mentioned earlier, WSN’s pose some restrictions in terms of memory and energy 

consumption. This dissertation proposes a multi-level IDS based on danger theory, which cannot 

only detect an attack but can also adapt to those attacks, while taking all the mentioned factors into 

consideration. While most IDS’s are confined to detecting a single attack, this model can detect a 

wide variety of attacks. This is made possible by operating with a variable called the aggregator 

output. Another important feature of this algorithm is that it can detect and adapt to unknown 
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attacks. Although there have been attempts to use danger theory for WSN design in the past, they 

lack features such as adaptability, detecting a variety of attacks, which the current model possesses. 

It should also be mentioned that to our knowledge danger theory has never been used as a model 

for IDS design in networks using low power routing protocols such as RPL. The model presented 

here, however, supports the RPL protocol and low power protocols similar to it. While working 

with danger theory, the WSN is treated as a HIS and parallels are drawn between the nodes and 

the immune cells, and certain tasks are assigned to the nodes. Danger theory is applied as an 

adaptive immune response which is a combination of anomaly-based and signature-based 

techniques. None of the IDS designs in the literature based on danger theory had combined both 

anomaly-based and signature-based techniques. The concentrations of some features, such as 

energy dissipated, number of packets sent and received, frequency of data transfer are matched 

with their respective weights and a variable called the aggregator output is generated.  

 In the sequel, negative selection is used is lieu of danger theory to model an IDS for WSN’s 

and the results are presented. Negative selection is generally not preferred in designing IDS’s for 

WSN’s, especially for RPL protocol, due to the number of detectors it generates. However, this 

work uses features such as time duration, time interval between transfers, data sent and received, 

number of hops, type of connection, etc. to create a minimal length string which is used to 

determine self- and non-self-patterns. The whole length of the string need not be used during the 

detection process. This makes the model more effective in different situations. Non-self-strings 

are stored for detection while discarding the self-patterns or strings. This process is done by 

measuring the Euclidean distance between the strings. These non-self-patterns are later used to 

detect the malicious patterns in the network using an immune matching technique called r-bit 

contiguous matching. By using this technique, this model was able to detect the attacks using the 
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least number of features, thereby saving memory and energy. In conclusion, this model developed 

in this work optimizes the use of features and energy to permit a more efficient use of the negative 

selection algorithm than other contemporary IDS designs found in the literature.  Advantages and 

limitations of both IDS models are also studied and presented. 

 In addition to this, the nodes in a WSN are tested with a novel set of attacks called 

schizophrenic attacks which are modelled on a node which switches its state between normal and 

malicious using uniform distribution. These attacks are not mentioned in the literature and are 

designed exclusively for this dissertation. The performance of the HIS inspired algorithm on these 

schizophrenic nodes is tested and the results are presented and compared to other IDS’s. 

In summary, the contributions of this dissertation are:  

1) Investigation of different immune theories such as danger theory, negative selection, clonal 

selection etc. and assessment of their applicability to WSN security. 

2) Model an IDS based on danger theory. Some unique contributions and features of this model, 

which differentiates it from other IDS’s include  

• Can detect and learn  known as well as unknown attacks. 

• Can detect a wide variety of attacks. 

• Multi-Level, with both anomaly and signature-based techniques. 

• Ideal for low power routing protocols. 

• Conserves memory and energy. 

3) A comparison of the proposed danger theory-based IDS with some of the contemporary 

detection techniques for WSN’s. 

4) Model an IDS based on Negative Selection. Some unique contributions and features of this 

model, which differentiates it from other IDS’s are 
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• Minimal string lengths, memory and energy. 

• Ability to choose the number of features to be used. 

• Faster detection times.   

5) Formulation of new attacks called schizophrenic attacks and use of the new IDS models and 

conventional IDS designs to test network integrity under these attacks and draw comparisons. 

1.3 Dissertation Roadmap 

The remainder of this work is organized as follows.  

Chapter 2 provides a brief literature survey on the work done on Intrusion Detection 

Systems based on Bio and Immune inspired techniques.  

Chapter 3 gives information about the security specifications and the vulnerabilities in a 

WSN along with a section describing the WSN’s layers of defense which includes a basic 

classification of the IDS’s in WSN’s. 

Chapter 4 provides a brief overview of the Human Immune System (HIS) and the theories 

put forward, which aid the functioning of the Immune System. It also gives an idea of how to 

create an Artificial Immune system (AIS) for a WSN based on the afore mentioned theories. 

Chapter 5 describes the manner in which an analogy is derived and puts forward the 

functional mechanism of the IDS, which is inspired from immune techniques such as danger theory 

and negative selection. 

Chapter 6 presents the modelling of the attacks, parameters used, simulations and 

discussions on the results obtained. 

 Finally, Chapter 7 concludes this work and presents topics for future research.
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CHAPTER 2: LITERATURE SURVEY 

2.1 Bio Inspired WSN Security 

Several IDS have been designed based on biological models [6.7] and Artificial Immune 

Systems (AIS) [8] is one such model. Neural networks [9], Swarm intelligence [10] and ant colony 

optimization algorithms (ACA) [11] are some of the most common biologically inspired 

algorithms for network security apart from immune theories. While neural networks derive an 

inspiration form the human nervous system, Ant clustering algorithm is inspired by the movements 

of a number of artificial ants which is used to form clusters. This algorithm makes use of the 

behavior of the ants when they are subjected to threats. More specifically, the nature of the ants to 

form a cluster as a defense mechanism and go back to their normal states when the threat is subdued 

is adapted to wireless sensor networks.  

Hao et al. proposed a defense mechanism called AraTRM, which makes use of Ant Colony 

Optimization [12]. It assigns scores to each node in the transmission path from the destination to 

source as the data is passed through it and identifies the malicious node.  

Kulkarni et al derived an intrusion detection system which has low storage and low 

computational times based on neural networks [13]. This scheme detects denial of service (DOS) 

attacks based on collision rates and the arrival rates of the data packets. Although this scheme uses 

minimal energy, it tends to produce a sizeable number of false positives.
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Bitam et al [14] proposed a security mechanism based on swarm intelligence, which allows 

the network to adapt to the attacks. This model has a light weight approach designed and enables 

efficient task monitoring and allocation of the resources along with detecting a wide variety of 

attacks such as Sybil or DoS.  

Fulp et al [15] proposed a genetic algorithm based on the configurations of the system. The 

configurations are simplified as chromosomes and a fitness level is accorded to the system. The 

existing configurations or chromosomes are used to derive a new set of chromosomes. The system 

security is proportional to the fitness of new configurations, enabling it to detect a variety of attacks. 

2.2 Immune Inspired WSN Security 

As mentioned earlier, AIS is inspired by human immune system and has capability to 

differentiate normal and abnormal states. HIS-based IDS designs are mostly centered around two 

theories, Negative Selection (NSA) [16] and Danger Theory [17]. While Negative Selection deals 

with identifying self and non-self-entities, Danger Theory revolves around danger signals which 

are emitted by the Dendritic cells when an intrusion or an anomaly is detected.  Clonal Selection 

[18] is also used to devise an Artificial immune system; however, Clonal Selection is primarily 

used in conjunction with Negative Selection. Positive Selection [19] is another theory which also 

identifies the self and non-self entities; however, the censoring is done from a randomly generated 

data set by eliminating the non-self entities as opposed to negative selection, which bases itself on 

recognizing the self entities and editing them out. The remainder of the data set is stored as a 

detector set. NSA is bound to produce a large number of detector sets and is generally not suitable 

for dense environments. Danger Theory does not necessarily generate a large dataset and has fewer 

false positives than the NSA and Clonal Selection.  More details of these techniques and its 

adaptability to wireless sensor networks is studied in the later parts of this work. 
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Hosseinpour, et.al. [20] introduced a detection mechanism based on innate immune 

properties using an unsupervised machine learning approach. In this work, an AIS is designed to 

detect and adapt to unknown attacks and zero-day attacks. This algorithm is based on identifying 

self and non-self-patterns, which is the core of negative selection. Their algorithm has a false 

positive rate of 0.008 and a true negative rate of 0.991 with an accuracy of 0.771. The authors also 

showed a recall rate of 0.589 and an anomaly precision of 0.987. 

Greensmith et al. used danger theory to build an artificial immune system to help detect 

intrusions in computer networks [21]. This algorithm produced a set of safe and danger signals 

based on the phases of dendritic cells. The state of the entire system is switched from safe to danger 

and from danger to safe when the attack passes. The accuracy of detection is claimed to be 0.99. 

Kim et al used negative selection along with a clonal selection operator. The normal 

activities of the system are classified as self and the abnormal activities are classified non-self [22]. 

The network protocols such as TCP, UDP and TCMP are clustered after assigning a gene value 

and a set of detector genotypes are derived and are matched to the normal genes which are derived 

from the network profile. A fitness level is determined based on the match count. The authors 

showed a true positive rate of 96.52, 95.55 and a false positive rate of 10 and 7.13 for different 

datasets.  

Forrest et al is one of the early attempts at an AIS to computer networks. It uses negative 

selection algorithm to discriminate between self and non-self of the network [23]. However, the 

authors encountered problems with the computational ability of the system. The authors showed a 

failure probability of 0.27. The detection probabilities were 0.38 and 0.76 for 50 and 100 detectors 

respectively. This algorithm used a contiguous matching technique to match the antigens and the 

detectors. 
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Vidal et al derived an AIS to counter DoS attacks. This algorithm can detect and adapt to 

unknown attacks [24]. Their algorithm has true positive rates of 98.66, 100 and 99.03 and a false 

positive rate of 1.42 for different entropies. The authors also backed their algorithm with a 

mitigation technique for DoS attacks. While their first stage of detection has an accuracy of 81.4%, 

the second stage was able to detect a DoS attack with a 95.4% accuracy.
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CHAPTER 3: SECURITY IN WIRELESS SENSOR NETWORKS 

 

3.1 Security Specifications of WSN’s 

The basic specifications for any Wireless Network, including a WSN, adhere to some 

general requirements. Owing to the unique nature of WSN’s, additional security features such as 

data freshness, localization, and self-organization are required. The complete set of requirements 

for a WSN may be found in [25], [26], [27], [28], [29], [30] and is discussed below. 

1)  Data Confidentiality: Both the sensed data and the routing information is critical to a WSN. 

Ensuring that the adversaries or any other unauthorized users do not gain access to the network is 

extremely crucial, especially for mission critical applications such as military surveillance. This is 

usually achieved by encrypting the data by using a set of keys. 

2)  Data Integrity: The high node density in a wireless sensor network has every chance to make 

the system redundant and thereby compromise the accuracy and consistency of the data. 

Compromise in the integrity of data typically occurs due to faulty communication signals or due 

to an attacker’s intention to masquerade or tamper with the data transmitted. The networks base 

station or sink generally detects these types of anomalies when the data is aggregated. 

 

 

1Parts of this chapter were published in IEEE Access, 6, pp.47364- 47373,2018. Permission is 

included in Appendix A. 
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3)  Self-Organization and Secure Localization: Nodes that are closer to each other are friendlier 

and complement each other through the hierarchy of service. That is, the nodes closer to each other 

possess more trust towards each other. A localization algorithm is supposed to take these factors 

into consideration. These nodes must be efficient enough to identify and verify their own position 

in a network and their range in the network. Due to the distributed nature of Wireless Sensor 

Networks, a self-organization protocol is put in place. All the nodes in a sensor network are 

independent of each other and are supposed to be spontaneous and efficient in their organization. 

4)  Data Authentication: Due to the distributed nature of the Wireless sensor nodes, authentication 

is required at both the user end and at the sensing node. A Wireless Sensor network expects 

multiple concurrent and secure data sessions during its lifespan and thereby needs multiple 

authentication requests and a protocol to enable it. 

5)  Data Freshness: Nodes in the sensor network tend to cache the data locally and transmit it to 

its data aggregator. The sensed data in a WSN environment is very frequent and recurring. It is 

imperative that this data implies the current state of the sensed environment. 

6)   Data Availability: Availability is the statistical measure of the probability of the network being 

serviced at a given instant of time. As most Wireless Sensor networks are resource and data 

demanding at regular intervals of time, it is crucial that the availability factor is at an optimal level. 
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3.2 Attacks on WSN’s 

WSN’s are largely employed in hostile environments with little or no supervision. This 

factor along with the acute power and memory constraints make them more susceptible to external 

attacks. These attacks can be either targeted on the hardware associated [30] or the data transmitted 

on the network [8]. These data centric attacks are further classified into passive and active based 

on their inclination to interrupt the network [31] Most of the attacks on WSN primarily focus on 

imposing three effects which subsets of, or are the causes for, several more anomalies in the system 

including 

• data confiscation and alteration 

• packets and noise injection 

• increase in redundancy and Latency 

Below are a range of firmware and software related attacks which are currently effecting 

WSN’s. Table 3.1 provides an overview of the attacks discussed below, emphasizing the 

parameters associated with each attack. 

1) Sybil [32]: The attacker node attempts to forge its identity to its peers and decoys the other 

nodes to pass information through it or transmits fake data packets into the network. This is 

achieved by replacing the MAC address or IP address of a node in the network. These types of 

attacks are highly critical and are a threat to the data integrity and confidentiality of the network. 

2) Eavesdropping [33]: Eavesdropping is a form of passive attack. Passive attacks are linked to the 

privacy of the networks and does not alter or steal any data. The attacker either tries to grasp the 

data from the effected node or through the link between the nodes. The adversary tries to monitor 

the network traffic and control the node and make it malicious. 



 

 14 

3) Wormhole [34]: The attacker tends to capture the data packets from one cluster or a specific 

location and send it to a distant node in a different cluster and then transmit the data locally. 

Wormhole attacks are a serious threat to the routing and Localization of the networks. 

4) Blackhole [35]: Blackhole attack, which is also called as packet drop attack gets the intermediate 

node to drop the packets before it reaches its destination. The intermediate node may be the 

attacker or just an affected node. Loss of links or exhausting the nodes resources may also be the 

cause for a blackhole attack. 

5) Spoofing [36]: The situation in which an adversary pretends as a node in the network and starts 

sending fake route information and error messages. This attack reroutes the data by altering the 

routing information and creating fake paths to the destination. 

6) Flooding [37]: The adversary attempts to send multiple route requests in a loop to a non-existent 

node and makes sure all the node resources are depleted. This, in turn affects other nodes in the 

system by attributing them, some serious resource constraints. 

7) Selective Forwarding [38]: As the name suggests, the nodes forward the data selectively. The 

malicious nodes discard some data packets and send some data packets based on either time or 

nature of the packets. 

8) Traffic Analysis [39]: This attack is based on the Eavesdropped information. It decodes the 

communication patterns of the network and tries to gather the information about the topology of 

the network. This attack can be achieved using Rate monitoring, Time correlation and ID analysis. 

9) Camouflage attack [40]: Camouflage attacks are used for privacy analysis. A malicious, hidden 

node is inserted in the network which performs network analysis. 
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10) Misdirection [41]: The attacker switches the packets to a different node rather than the intended 

node resulting in the increase of latency. If the data does not find an alternative path, it will be 

ultimately discarded. 

11) Jamming [42]: Jamming is achieved by transmitting high power consumption radio signal 

frequencies like those used in the network, resulting in draining huge amounts of power 

consumption and also preventing the intended data to reach its destination. That is, the system jams 

the authentic data through the extensive amounts of malicious data. 

12) Collision [43]: When two neighboring nodes disavow the MAC protocol and starts transmitting 

at the same time and same frequency, packets get corrupted and resources constrained. 

13) Path based DOS Attacks [44]: An overwhelming amount of resource usage is the target of a 

Denial of Service attack. Flooding one or multiple routes of transmission with faulty or redundant 

packets can prove to be catastrophic for a resource constrained network such as WSN’s. 

14) Node Replication Attack [45]: Although this attack is similar to the Sybil attack, it can be 

easily identified compared to the Sybil attack. While Sybil attacks focuses on forge a single node, 

node replication attack focuses on introducing multiple nodes with similar identities.  

15) Homing [46]: The adversaries perform traffic analysis for a limited period to decode the 

location of the nodes and then try to shut the nodes off or physically disable them. 

16) Looping [47]: An intermediate node acts as an attacker and helps its neighbor believe that it is 

the intended recipient of the data and resulting in an infinite loop. 

17) Overwhelm [48]: Overwhelm is an attack on the network’s sensing component. An 

overwhelming amount of stimuli is given to the sensors which results in high energy consumption 

and a degradation of network performance. 
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18) Hello Floods [49]: The adversary attempts to send multiple HELLO messages in a loop to 

either a non-existent node or a neighboring node and makes sure all the node resources are 

depleted. This, in turn affects other nodes in the system by attributing them, some serious resource 

constraints. 

19) Physical Attacks [50]: Since these networks are mostly unguarded and accessible, they are 

prone to physical damage. The attacks on the firmware of the network such as tampering the nodes 

and node capture are easily noticed. 

3.3 Layers of Defense 

The layers of defense in a WSN include Intrusion Prevention Systems (IPS), Intrusion 

Detection Systems (IDS) and Intrusion Mitigation Systems (IMS). While IPS provides the first 

line of defense by protecting the network from external threats, IDS help to detect the attacks, 

which cannot be countered by the IPS. IMS has the necessary countermeasures to mitigate and 

eliminate the threat. Most WSN’s cannot afford to have a mitigation mechanism in place owing to 

its limited memory and capabilities.  

3.3.1 Intrusion Prevention Systems 

Systems such as firewalls and techniques such as Cryptography are the primary 

components of an IPS. Design of inexpensive cryptographic techniques has been the crux of most 

of those solutions. However, these mechanisms should be light weight and minimal energy 

consuming. Abdelkarim et al gives an illustration of such techniques [51]. These systems should be 

able to have a low false positive rate since there is possibility of obstructing the normal network 

traffic. Most of the systems which employ IDS does not necessarily have an IPS since both of them 

working in tandem can increase the overhead of the resources. IPS generally do not have an IP 

address associated with it. 
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Table 3.1 Attacks in Wireless Sensor Networks

Attack Type of Attack Parameters Effected Specifics 

Sybil  Active Latency, Power 
consumption & 
Throughput 

Replaces MAC or IP 
address of a node. 

Wormhole Active Latency, Power 
consumption  

Reroutes the data. 

Black hole Active Throughput Drops Packets 
Spoofing Active Overhead Masquerades as 

another node. 
Flooding Active Power consumption, 

Throughput 
Floods the network 
with RREQ's. 

Eavesdropping passive  NA Sniffs the Network. 
Selective Forwarding Active Throughput Filters a few packets 

which are essential 
to the network. 

Traffic Analysis Passive NA Deduces the traffic 
pattern 

Camouflage  Passive NA Hidden nodes 
Misdirection Active Latency Misdirects the 

packets to an 
unintended node. 

Jamming Active Power consumption Transmitting radio 
signals of same 
frequencies. 

Collision Active Throughput Disavow the MAC 
protocol. 

DOS attacks  Bandwidth, Power 
consumption, Latency 

Flooding the 
bandwidth &other 
resources. 

Homing Active & Passive Firmware Disabling the nodes 
physically. 

Node replication Active Latency, Power 
consumption & 
Throughput 

Replicating multiple 
nodes 

Looping Active Latency Creates an infinite 
loop. 

overwhelm Active firmware Overwhelming 
amounts of stimulus 
given to the sensor 
node. 

Hello flood Active Power consumption, 
Throughput 

Floods the network 
with Hello packets. 

Physical attacks NA Firmware Causing Physical 
Damage 
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3.3.2 Intrusion Detection Systems 

A brief classification of intrusion detection systems based on the methods of detection [52] 

is given in Fig. 3.1. The detection method used in this work is a hybrid of anomaly and signature-

based detection methods. Anomaly-based detection involves generating a network profile.  These 

methods include statistical modelling which builds statistical models of the features that the normal 

network possesses as a reference and comparing them to the actual parameters generated by the 

network under test [53], [54]. The extent of anomaly is calculated, and an attack is flagged when 

the anomaly reaches beyond a threshold.  

Knowledge-based detection draws a profile based on the previous knowledge of the 

network under different test cases and uses it to detect intrusions.  

 The third type of anomaly detection is based on machine learning. This method generally 

uses the previous states of the network to define the current state and compare it with the actual 

state of the network.  Fuzzy learning, Neural Networks, Bayesian Networks and Markov models 

are a few examples of machine learning techniques. Supervised learning, unsupervised learning, 

semi-supervised learning and reinforcement learning are the types of machine learning techniques 

employed. Signature based detection has a predetermined set of anomalous profiles which will be 

used to compare with the network under test. This method is known to produce a very limited 

number of false positives and can detect any known attack which is previously fed to the detector. 

Specification based intrusion detection is based on a set of rules or specifications developed by a 

user. These subsets of IDS design are able to identify known and a variety of unknown attacks. 
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Figure 3.1 Classification of the Intrusion Detection Systems 

 

3.3.3 Intrusion Mitigation Systems 

 IMS are the third layer of defense. As mentioned earlier, most WSN’s do not have an IMS. 

Regulating the resources of the malicious node is the most common mitigation technique employed 

in a WSN. Isolating the node can be done in case of a persistent and high resource consuming 

attacks. Limiting the rate of resource flow in the network is also an effective technique used. 

Mishra et al provides a study of intrusion tolerance and mitigation techniques. A fault tolerance 

mechanism can also be employed to mitigate intrusions [55].
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CHAPTER 4: IMMUNE BASED INTRUSION DETECTION SYSTEMS 

4.1 Human Immune System 

 The human Immune System (HIS) is a multi-layered detection, prevention and mitigation 

structure that provides immunity against a wide range of external pathogens [56]. It is a 

combination of multiple cells, tissues and organs that are essential for the functioning of the 

immune system.  

 

Figure 4.1 Classification of Immune System 

 

2Parts of this chapter are to be published in Elsevier Procedia Computer Science, December 

2019. Permission in included in Appendix A. 
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 Fig 4.1 describes the types of protective mechanisms from the physical, such as skin, to the 

adaptive system, which is a subsystem of the overall immune system that is composed of highly 

specialized, systemic cells and processes that eliminate pathogens or prevent their growth. 

Immunity in the HIS is basically structured around white blood cells and is divided into three 

categories [57]. Physical immunity provides the immunity at the skin level and at other physical 

barriers. The next set of immune strategies is called the Innate immune system, which are non-

specific and quick to act. Responses such as inflammation are due to these Innate Immune systems. 

Basophils, which are a part of white blood cells, tend to create these inflammatory responses using 

a nitrogenous compound called histamine. Adaptive immune systems are more specific and may 

take more time than the innate immune systems; however, they are more effective and try to 

identify the antigens specific to the cause. The adaptive immune system is activated by the 

dendritic cells which present the antigens to the antibodies or t-cells in some instances. This system 

can keep track of the attacks and is able to allocate some memory to identify the attacks. The 

adaptive immune system is further classified into humoral and cell mediated immunity. B-cells/B-

lymphocytes are the key components of humoral immunity, which is an antibody specific 

immunity, since the B-cells are antibody producing cells which produce specific antibodies suited 

for specific antigens. When the dendritic cells present the antigens to the adaptive immune system, 

they produce a specific antibody which engulfs the antigen and present it to the T-cell or kill them 

by themselves. T-cells form the cell mediated immune strategy which tries to preempt the infected 

cells. While, B-cells kill the antigen from outside the cell, T-cells can enter the cell and kill the 

cells infected. B and T cells are further classified as killer cells and memory cells based on their 

properties such as memory and elimination. Both the T-cells and B-cells have the ability to 

distinguish between the external pathogens and the body’s own cells through a principle called 
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’self and non-self’. As the name suggests, pathogens are classified as self and the body’s cells are 

nonself. This differentiation allows the T and B cells to act against the non-self entities. The 

lymphatic system, which consists of organs, such as the spleen, lymph nodes, thymus and bone 

marrow, helps in producing and nurturing these immune specific cells. 

As mentioned earlier, each leucocyte has a different role. For instance, basophil and 

eosinophils are the cells responsible for innate response. B and T cells are the important cogs of 

the adaptive Immune system as mentioned above. Dendritic Cells act as a link between innate and 

adaptive immune systems and present the antigens to the antibodies secreted by B cells. A detailed 

classification of Leucocytes is given in Fig. 4.2 The work in this dissertation, is mostly centered 

around Dendritic, B and T cells. 

 

Figure 4.2 Classification of White Blood Cells 
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Table 4.1 Components of AIS 

Entities Description 

Antigens External stimuli that can excite the 
immune system 

Antibodies Protein, generated in response to an 
antigen. 

B-cells helps antibodies to counter antigens 

T-cells Kills or controls infected cells. 

Bone-marrow Produces immune cells. 

Spleen Stores immune cells. 

Thymus Maturation phase of T-cells. 

Dendritic cell Presents the antigens to antibodies. 

 

4.2 Immune Theory Based IDS’s 

4.2.1 Danger Theory 

 The Danger model states that the tissues and cells are responsible for immune response 

when they are subjected to stress or abnormal cell death [58]. These tissues generate different kinds 

of danger or alarm signals after they identify an antigen presence. The signals generated generally 

include Damage-associated molecular patterns (DAMP) and pathogen associated molecular 
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pattern (PAMP). Safe signals are also introduced to make sure there are no major false positives 

that might disrupt the functioning of the network. Although this model has both its merits and 

demerits when compared to the classical self and non-self model, Danger theory is generally more 

preferable to serve as a model for an Artificial Immune System for WSNs owing to its centralized 

organization and the low number of false positives. 

4.2.2 Negative Selection 

 The Negative Selection Algorithm (NSA) is the most popular immune theory. It involves 

a random generation of detectors based on self and non-self models [16]. These generated detectors 

are then used to detect a non-self entity or an antibody. Biologically, a T-cell regulates a self- cell, 

if it finds one in the thymus and performs immune support during the maturation phase. 

4.2.3 Positive Selection  

 Positive selection [19], as the name suggests, is strictly a reversal of the negative selection 

algorithm and is also not as popular as the NSA. The censoring is done to eliminate the non-self 

entities and the self-entities are used as the detector set. The ratio of the self and non-self strings 

determines which method to use among the negative and positive selection methods. 

4.2.4 Clonal Selection  

 During the maturation phase of a B-cell by turning into a plasma cell, it undergoes mitosis 

and tends to divide and produce clones. This proliferation takes place only when the B-cell binds 

to the external pathogen or antigen and can identify it [59]. These clones are not entirely identical 

due to hyper mutation. This process is done in two stages. The first stage ensures the antigen 

binding antibodies convert into B-cells and the second stage is the cloning phase. This helps to 

nullify the non-self space. 
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4.2.5 Hybrid  

 Although immune principles such as negative selection and clonal selection go hand-in-

hand, these theories can also be used in conjunction with other existing anomaly detection 

methods. That is, a hybrid model is a combination of the conventional intrusion detection systems 

and the immune inspired detectors. NETRIIAD [60], a hybrid intrusion detection mechanism tries 

to combine the danger theory inspired immune techniques to the conventional signature analysis 

techniques. The alerts produced by using a misuse-based detector are passed on as danger signals 

into the network and the corresponding weights and concentrations are calculated. The output 

calculated defines whether there is any intrusion in the network. The author comments that this 

technique is more effective than the conventional misuse-based techniques. 

4.2.6 Network Based Models  

 As the name suggests, a network of nodes analogous to the B-cells, T-cells or a cluster of 

different types of immune cells form a wireless network [61]. The properties of these nodes are 

defined by the properties of their corresponding immune cells. Each node is assigned a specific 

task similar to its counterpart in the human immune system. For example, AINE [62], [63] uses an 

artificial recognition ball (ARB) to create an AIS through a network of B-cells using the clonal 

selection principle. The initial set is cloned to get a second set of population. A network affinity 

threshold (NAT) is used to create the links in the network. Recognition ball is the region which is 

supposed to aid the antibodies to detect antigens. Methods such as IBM’s virus detector are some 

of the early works based on network-based models. 

4.2.7 Others 

1) CARDINAL: Cooperative Automated Worm Response and Detection Immune Algorithm, 

which is abbreviated as ’CARDINAL’ [64] is inspired by the immune properties of the T-cells; 
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more specifically, the differentiation states of T-cells. A strict duplication of the T cell maturation 

process is used in a network to detect and respond to external threats. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.3 Flowchart of CARDINAL 
 

2) Machine Learning: In this model, machine learning is used to classify whether the data is 

anomalous or not [65]. After this classification, a set of virtual antibodies are being generated by 

the cluster heads (Aggregator and control node for a cluster of WSN’s) and passed on to the sensor 

nodes in the network. These antibodies, based on the trust rating generated by the networks sink 

node, disable the nodes with any fraudulent activity. 

3) Co-FAIS: Co-FAIS [66] or Cooperative fuzzy artificial immune system for detecting intrusion 

in wireless sensor networks introduces a parameter called context antigen value to monitor the 
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fuzzy Q-learning module by updating the fuzzy activation threshold. The outcome from the misuse 

detector module, in turn prompts the cooperation decision making module. This module 

determines which detection module to use based on an analysis of the attack and the source of 

attack. A response module is triggered after the detection. Table 4.2 summarizes the Danger theory, 

Clonal Selection, Negative selection and Positive Selection mechanisms and highlights a few 

similarities and differences. 

 

Figure 4.4 Immune Based Intrusion Detection Systems 
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 An Intrusion Detection system designed based on danger theory need not focus on 
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and loss of resources as mentioned in chapter 1. Anomalies in resource allocation, resource transfer 

and any noticeable or abnormal changes in the network functioning can be termed a danger signal. 

Examples of these signals are: 

• Too high or too low memory usage 

• Too high or too low energy consumption 

• Unexpected frequency of data transfer 

• Abnormal termination of a node 

• Non-repudiation  

 The Intrusion detection process can be activated and deactivated at any instant of time, 

enabling the sensor network to save more resources. Fig.4.5 shows a danger signal generated when 

an anomaly is detected. The source wants to send the data to its destination; however, it receives 

no acknowledgement from node ’D’.  

 

 

 

 

 

 

Figure 4.5 Transmitting a Danger Signal 
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 Hence, it sends a danger signal along the path traveled to reach its destination via node 1 

and node 2. Here, node 2 is the affected node which drops the packets. A danger signal is delivered 

after an anomaly is detected. All the signals generated are collected, weighed and the impact is 

calculated. Due to this nature of the detection algorithm, a low number of false positives are an 

added advantage. 

1) Dendritic Cell Algorithm: Dendritic cells are subjected to a volume of signals which classify 

them as mature or semi mature. This classification helps in determining the safe or unsafe state of 

a network. Greensmith et al. [68] categorized DC input signals into four groups PAMPs (signals 

known to be pathogenic), Safe Signals (signals known to be normal), anger Signals (signals that 

may indicate changes in behavior) and Inflammatory Cytokines (signals that amplify the effects of 

other signals). Cytokine signals further try to organize the T cells into helper and killer T cells. 

The weights of these signals are calculated, and an anomaly is detected. Kim et al. [69] used a 

sensor network attack called Interest Cache Poisoning and generated six types of signals. As 

mentioned earlier, danger signals are generated to alert the system of any changes in resources, 

such as packet insertion rate and cache entry expiration. A safe signal is generated showing that 

the network is in normal state at that instant. A pathogenic signal shows a failure or an anomaly. 

𝑂𝑢𝑡𝑝𝑢𝑡	𝐶𝑦𝑡𝑜𝑘𝑖𝑛𝑒 = 𝐶[012,1425,267] =
9:;∗0;=>(:@∗0@)>(:B∗0B)

C:;C>|:@|>|:B|
∗ E>FG

H
				       (4.1) 

2) Using Virtual Thymus: This method of Intrusion detection uses the antigens observed along 

with the danger signals [70]; therefore, it forms two layers of detection without the need for a 

preliminary learning mechanism. Memory detectors are used to achieve the two-layered approach 

by providing a swift secondary response. Virtual Thymus is the AIS used to detect an anomaly. It 

acts as the central processing unit and correlates the danger signal to the observed antigens. 
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4.3.2 Negative Selection Applicability 

 As mentioned above, negative selection is based on the concept of self and non-self. The 

censoring part of the NSA tries to generate a number of random binary strings and then compare 

these with self-strings. The strings that get matched as self are discarded and the rest are labeled 

as a detector set. This detector set is used to match the strings in the network during the detection 

phase and are labeled as an anomaly or non-self, if there is a match. Unlike danger theory, negative 

selection is bound to have a considerable number of false negatives due to the fact that it does not 

possess a centralized risk weighing mechanism and has a comparatively inconsistent memory 

detector mechanism. Also, negative selection is not suitable for a densely populated environment 

or a network with heavy traffic. As the traffic increases, the number of detector sets increases. 

Since the detector set is randomly generated, it increases the latency and becomes computationally 

inefficient. The two stages of the negative selection algorithm are shown in Fig.4.6 and 4.7 [71].  

1) LISYS: LISYS [72] is designed as a light weight detection system to be operated in a local area 

network using r-contiguous bit matching. The self and non-self parameters are determined by the 

traffic flow between the nodes. The information is compressed in set of 49 bit strings. A set of 

detectors are also derived using the same 49 bit string format [73]. A negative selection algorithm 

is implemented by using a set of detectors derived from r-contiguous bit matching [74]. This rule 

states that two strings need not be identical in all the locations of a string. They can be matched if 

they are similar in at least ’r’ contiguous locations. 

2) Immuno Fuzzy: The Immuno Fuzzy technique uses the negative selection algorithm with a set 

of fuzzy detector rules. This work is characterized by the use of hyper rectangles to represent the 

data in the network. Gomez et al [75] used fuzzy rules to a non- self space as detection rules and 
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determined if the data is self or non-self. The authors claim that the usage of a fuzzy detector set 

brings accuracy and dependability to the system. 

 

 

 

 

 

                                                                    

                                                                     

                                                                                                                                                                       

 

 

Figure 4.6 Censoring 
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4.3.3 Clonal Selection Applicability 

 Clonal selection is usually employed in conjunction with a negative selection operator or 

an affinity calculator, which is used to calculate the affinity between the antibody and the antigen. 

The detector set formed from the negative selection algorithm is cloned and a set of identical clones 

are generated. These clones, however, are not entirely identical. Hyper mutation ensures that the 

clones generated are of varied forms of the parent clone but are of the same string size. This has 

the effect of making the detector set larger and more comprehensive. 

 

   

 

 

 

 

 

 

 

 

 

                                 

Figure 4.8. Clonal Selection 
 

1) Dynamic Clonal Selection:’DynamiCS’ [76] introduces some new parameters to the detection 

system. 

• ‘Toleration period’ to specify a necessity of a new antigen set.  

• ‘Life span’ to detect and delete the matured detectors after a pre-defined life span. 

• ‘Activation threshold’ to generate a memory detector. 

Random Generators 

Affinity calculator 

Cloning 

Mutation 



 

 33 

Table 4.2 Comparison of Immune Based IDS 
 

 

 

 

Danger Theory Clonal Selection Negative Selection Positive Selection 

Suitable for dense 
Environments 
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environments 
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environments 

Not suitable for dense 
environments 

Low false positives High False Positives High False Negatives High False positives 
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change of network 
dynamics. 

Cannot cope up with 
changing dynamics. 

Cannot cope up with 
changing dynamics 
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respect to time. 

Cannot cope up with 
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memory detectors 

Memory Detectors Memory Detectors Has Memory 
Detectors 

Constant response 
time. 

Faster response time, 
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Centralized  Distributed Distributed Distributed 
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CHAPTER 5: ENGINEERING AN ARTIFICIAL IMMUNE SYSTEM 

5.1 Danger Theory Based AIS 

 The IDS developed will be studied in three phases. While the first phase includes drawing 

an analogy using different leucocytes, assigning node functionalities and giving an overview of 

the system, the second and third phases include establishing the innate and adaptive response 

systems, respectively. While Fig. 5.1 demonstrates the second and third phases of the system 

through a flow chart, Fig. 5 .2 gives an illustration of the first phase, which adapts the immune cell 

properties into a wireless sensor Network.  Each corresponding node adapts the designated 

immune properties of these cells. For instance, a Dendritic cell is mapped to a detection node which 

has a higher priority than the other nodes. Similarly, we have a B-cell and a T-cell mapped to 

certain nodes in a WSN which are the part of the detection process and are designated to be the 

detection nodes. 

5.1.1 Drawing an Analogy and Modeling the IDS 

 The IDS proposed is built around an immune model called Danger Theory. Dendritic cells 

act as a bridge between innate and adaptive immune systems and act as the immune cell responsible 

for activating immune response by sending alerts. 

 

3Parts of this chapter were published in IEEE Access, 6, pp.47364- 47373,2018. Permission is 

included in Appendix A. 
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These alerts, in the form of danger signals and PAMP signals are exploited by correlating 

them with a handful of WSN features which are vital for the functioning of the network. Features 

such as energy, packets transmitted, and time duration are obtained, and a statistical change is 

noted for anomaly detection through the alerts. A few nodes mimicking specific immune cells are 

strategically placed in a cluster and certain tasks are assigned to each of those specialized nodes 

along with providing some computational abilities. These nodes, which are ideally placed close to 

root or sink nodes, include Dendritic, B, T and a Basophil cells.  These nodes combine to create a 

private network in order to communicate among each other. Fig. 5.3 gives an illustration of this 

network which is the mainstay of the proposed AIS.  As a part of the preliminary detection process 

or the innate immunity process, the network profile is synthesized as artificial peptides and fed to 

the B-cell, which tries to match them to the PAMP’s generated as a part of the Adaptive immunity 

system discussed in the sequel. This phase is called PAMP Analysis, as seen in Fig. 5.1 and it 

helps in reducing the energy consumption of the IDS and also the time required to detect an attack. 

If an attack is not detected during this stage, it is turned over to the dendritic cell for further 

analysis. This stage is the Adaptive immunity phase, which generates the Danger signals and 

calculates the aggregator output to determine an Anomaly and is shown in Fig.5.1. The dendritic 

cell possesses the computational abilities to determine an anomaly and alert the network by 

sending danger and PAMP signals along with cytokine signals. The quantified signals are matched 

with their respective weights and an aggregator output is obtained. It should be noted that this 

aggregator output does not necessarily specify the extent of anomaly.  
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Figure 5.1 Flowchart of the IDS 



 

 37 

 

 

 Figure 5.2 Deriving an Analogy from HIS to WSN 
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The aggregator output determines whether the node under test is sent to the basophil or the 

T node/cell. If the aggregator output is greater than the threshold ( ), an anomaly is noted. If the 

aggregator output is below the predefined threshold ( ), the node under test will be sent to the 

basophil which initiates and performs intrusion response. These response techniques can be 

generic or focused towards a particular type of attack. They can include limiting the data sent from 

the anomalous node, discarding redundant packets from the affected node, restricting the rate of 

transmission, use of various error correction techniques and barring connection requests from the 

malicious node. Basophil implementation is not studied in this work. If the aggregator output is 

greater than the threshold ( ), the node under test will be sent to the T node/cell, which shuts 

down or isolates the anomalous node and caches the information regarding the node in its own 

reserved memory which can be used for future analysis. B cell has its own reserved memory which 

contains the PAMPs that is, the anomalous signatures which are used for PAMP analysis using bit 

matching. 

                

Figure 5.3 Block Diagram of AIS 
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A total of nine alert signals are generated out of which two of them are danger signals, 

three are PAMP signals, one is a safe signal, and the other three are cytokine signals. DS1 is the 

first danger signal and is based on probabilistic energy comparisons. Another danger signal (DS2) 

is generated when there is statistical anomaly in the data sent and received. PS1 is attained by 

monitoring the frequency of the data transfer from a particular node to the sink. PS2 is produced 

by looking at the duration of the connection each node has with its sink or the cluster head. PS3 is 

based on the time of transfer, rather the time interval between the transfers. Cytokine signals, IC1, 

IC2 and IC3 are derived based on the node status, number of hops and the type of connection 

respectively.  

Type of connection (local/remote) is determined by monitoring whether the node is 

transmitting in the same cluster. Node status and type of connection are binary value 

representations during the detection process. A Safe Signal (SS) is also incorporated to make sure 

the network wouldn’t start responding for intrusion even when there is no intrusion. A safe signal 

is sent when the sink receives all the data it is supposed to, in a timely fashion. If a safe signal is 

received after the basophil initiates intrusion response, it triggers immunosuppression, which 

means that the response mechanism is driven down. It should be noted that there can be more than 

one signal at any given instant of time. A cumulative output is determined by assigning weights to 

these signals resulting in the aggregator output. The weights of the signals are determined based 

on their impact on the network behavior and their likeliness to predict an intrusion. A graphical 

representation of these weights in a descending order is given in Fig.  5.4. Aggregator output, 

calculated based on the signals generated is given by equation 5.1. 

             (5.1)                               Aggregator  Output =  
ps1

ps3

∑ Wp*Cp( )  +  
ds1

ds3

∑ Wd*Cd( )  +
ic1

ic3

∑Cic
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                    (5.2)  

Here, Wp, Wd and Wic represent the weights of the parameters used. Cp, Cd, Cic are the 

concentrations of PAMP, danger and the cytokine signals respectively. The weights the system 

assumes are arbitrary. They can be varied and reconfigured during the execution. The rationale 

behind using the proposed weighing scheme is the impact of those features over the network 

performance and the number of false positives these parameters generate when they are used as a 

part of an IDS. So, effectively, the parameters with higher influence on the network’s performance 

such as energy and data transmitted have higher weights. As mentioned earlier, these weights can 

be varied depending on the user requirements and the type of attack the system is typically prone 

to. Cp, Cd, Cic are calculated based on the statistical analysis of the various danger and PAMP 

signals. Cytokine concentrations assume binary values as mentioned above and only appear in the 

integer part. A cytokine signal confirms an anomaly. When there are no cytokine signals, the 

fraction part will be the measure of anomalous activity. Concentrations, Cp and Cd are assigned 

values in the range of 0.1 to 1 with a step increase of 0.1. The signal outputs obtained will be 

sampled into multiple range of values and each range is represented with multiples of 0.1. 

 

Figure 5.4 Weights of the Parameters from High to Low 

Wds1 +Wds2 +Wps1 +Wps2 +Wps3 = 1
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5.1.2 Generation of Peptides and PAMP Analysis 

A set of peptides are derived from each node on different time intervals. These peptides 

are then fed to the B-cells to perform PAMP analysis. PAMP’s are the attack signatures that are 

derived previously and are stored in the B-memory. B-cell compares these artificial peptides to the 

PAMP’s using a bit matching algorithm and certifies an intrusion when a match is found. The 

peptides derived based on network profile are in the form of binary strings and have a length of 

121 bits. The order of the string would be source address, destination address, duration, time 

interval, bytes received, bytes sent, Hop Count, protocol type, Connection type and node status. A 

typical peptide would look like (e,1, 6, c,7, a, c, e, 1, 6, c, 7, a, 1, 2, 0, 0, 0, 7, 6, 5, 7, 0, 0, 0, 2, 4, 

5, 6, 0, 0, 8, 9, 0, 1, 2, 1, 5, 7, 1, 1). The string contains the information that the source address 

225.108.122.12 is sending and receiving 2456 and 7657 bytes respectively to and from 

225.108.122.12 for a duration of 86 seconds with a hop count of 5. The last couple of binary 

representations mean that the node is transmitting locally and to an active node. If a match is found 

for this peptide, in the B-memory, then it signals an anomaly. The Algorithm 5.1 below gives an 

overview of a version of PAMP analysis and the subsequent detection process. 

 

 

Figure 5.5 An Immune Mediated Wireless Cluster 



 

 42 

Algorithm 5.1 PAMP Analysis & Consequent Steps 

     

1: Input:  Artificial Peptides,  

2: Output: Aggregator Output   

3: Result: Intrusion detection. 

4:  while Sourcepe = Sourcepa && Destinationpe =  Destinationpa do 

5: if PSpe=PSpa || ICpe= ICpa, then 

5: confirm Intrusion 

6: else compute Aggregator Outputs 

7: while (AO > ) do 

8: Confirm Anomaly 

9: if (AO < ) then 

10: Send to Basophil for response 

11:  else Send to T-cell 

12: end if 

13: end while 

14: end if 

15: end while 

 

 

 

δ1

δ 2
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5.1.3 Generating Danger and PAMP Signals 

Anomalies in energy consumed are obtained based on the difference between the predicted 

and the residual energies. Probabilities of state transitions between sensing, calculating, sending, 

receiving and sleep modes are determined by using Chapman-Kolmogorov equations [77] based 

on Markov chain modelling [78].  Fig 5.5 gives a state transition diagram of the system. The system 

assumes a Markovian process, when the probability of transitioning from one state ‘i’ to the next 

state ‘j’ is not dependent on any other states, which are in operation prior to the preceding state ‘i’. 

When a sequence of random variables, {  …….}, which denote the state of the 

network satisfy the Markovian process, along with assuming the properties and   

they are said to adopt a Markovian chain. Chapman-Kolmogorov equations can be realized when 

the network or a system which satisfies the Markovian property and follow a finite discrete time 

process. These equations can help determine the probability of the system to move from one state 

to another in ’n’ time steps. Using these equations, the probability of state transitions from i to j in 

‘t’ time slots is given in equation (5.3), 

 = 0 < r < t )                                       (5.3)                                    

 

 

 

 

 

x1,x2 ,x3,x4 ,x5,

Pij= 0 
j=0

∞

∑Pij = 1

Pij
t    

k=0

t

∑Pkir Pkjt−r( )          (
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Figure 5.6 State Diagram of a WSN 

where i is the initial state of the sensor node and j is the state of the node after ‘t’ time slots. By 

determining the initial state of the node under test, we can effectively deduce the node’s current 

state in its succeeding iterations. Before predicting the energy dissipated, the time slots the node 

remains in state j will be determined using the expression, 

Tj =                            (5.4)                                  

If we consider that the energy consumed at each time step as Et, the energy predicted, Ep 

can be calculated by using 

)*                   (5.5)   

The concentration of  DS1 is obtained by calculating the difference between the energy 

predicted and the actual energy consumed, i.e.,  

 (Ei - Er) 

  
t=1

T

∑Pijt

Ep =
j=1

5

∑(
t=1

T

∑Pijt Et

Ea =

Sense 

Sleep 

Calculate 

Receive Transmit 
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*n                            (5.6)                        

Here, Ei is the initial energy Ea is the actual energy and Er is the residual energy of the node 

under test. 

For DS2, data sent and received are predicted based on (5.3) and by determining the 

probabilities for state transitions to both sending and receiving states. The number of time slots the 

node will remain in receive and transmitting state is calculated using the following expressions: 

Tpr =                              (5.7)  

Tps =                                     (5.8)    

 Here, ir and is are the changes of states to receive and send phases respectively. The sent 

and received packets are predicted using the formulas below. SPp and RPp are the predicted sent 

and received packets. SPt and RPt are the packets transmitted for each time slot. 

)*                            (5.9)                 

)*               (5.10) 

Concentrations of DS2 are determined by using the next expression, which is  a result of 

comparison with the actual packets transmitted and the packets predicted to be transmitted. 

*n                           (5.11)    

PS1 is determined by calculating the difference in the frequency of data transfers in ‘t’ time 

slots. 

Cds1 =
(Ei − Ep − Er )

Ep

t=1

T

∑Pirt

t=1

T

∑Pist

SPp =
j=1

3

∑(
t=1

T

∑Pist SPt

RPp =
j=1

3

∑(
t=1

T

∑Pirt RPt

Cds2 =
(SPp −SPa
(RPp − RPa
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*n           (5.12)    

Cps1 can be calculated either by comparing the frequency of data transfer against a  threshold 

or by comparing it with the frequency of transmission at earlier timeslots usually through statistical 

average. Cps2 and Cps3 can also be calculated in a similar way. It should be noted that the danger 

signals are not calculated at each collection point to avoid excess energy consumption. 

5.2 Negative Selection 

5.2.1 Modeling the IDS  

As opposed to the IDS inspired from danger theory, the negative selection-based IDS need 

a training set of data prior to the actual functioning of the IDS. That is, the system is trained with 

the self and non-self-behaviors beforehand. Also, the detection process in danger theory-based IDS 

focused mostly on the system resources, the negative selection-based IDS only uses the features 

of the network such as time duration, time interval etc. In this system, the probable attack profile 

is fed to the detector nodes. These patterns are similar to the antibodies in an immune system. The 

process of modelling a negative selection-based IDS involves four stages.  

During the first stage, the self-space or the normal patterns of the network are obtained 

through Contiki simulations which are discussed in the later parts of the paper. During the second 

stage, a set of random detectors are generated. All these profiles are converted to bit strings through 

the process similar to the one employed for danger theory-based IDS. The Euclidean distance 

between the strings of the self-region is determined and whenever there is a string match, that is 

an Euclidean distance of zero, the string is eliminated. This process helps in the elimination of 

redundant patterns. The maximum value obtained in this process is noted as Smax and is determined 

by the equation below. 

 

Cps1 =
ftt − ftth
ftT
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∈1  . = sqrt (∑ ((	𝑠5 − 𝑠5>E)H + (𝑠5 − 𝑠5>H)H +	(𝑠5 − 𝑠5>N)H +⋯……(𝑠5 − 𝑠Q)HQ
5RE )                 (5.13) 

 The next step would be to determine the Euclidean distance from the self-strings to the 

detector set. The strings in the detector set which are closer to the self-set are eliminated and the 

rest of the strings are subject to further classification. The minimum value, dmin obtained for each 

detector is used to determine the antibodies. If the minimum Euclidean distance from a detector to 

the self-set, dmin is greater than a*Smax, the detector is promoted as an antibody. a is a arbitrary 

parameter, which can be varied from 0 to 1.This process is continued in a loop until an ideal 

number of antibodies are generated. The distance calculated between the self and non-self-patterns 

(detector set) is given by the equation below.  

∈S,1	= T		(	(𝑑E − 𝑠E)H + (𝑑H − 𝑠H)H + (𝑑N − 𝑠N)H + (𝑑V − 𝑠V)H ……… . . (𝑑Q − 𝑠Q)H)         (5.14) 

 During the final stage, the attack patterns from the danger theory-based IDS can also be 

added to the detector set as antibodies. This requires a redundancy check, again. The antibodies 

which are stored as a detector set are used to compare and evaluate the network traffic for antigens, 

that is attack induced patterns. This process can be done using a bit matching technique or by 

employing the same Euclidean distance method used while training. Some IDS’s for computer 

networks also use a scheme called V-detector [79]. Since we are using WSN’s to build an IDS, we 

choose to go with an r-bit contiguous matching technique [8]. In addition, Euclidean distance can 

also be employed in conjunction with bit matching when the necessity for detection is high and 

the network overhead is not significant. The training is done such that it can adapt to both the 

techniques while the antibodies try to detect the antigens. IDS’s which are based on negative 

selection, normally use a function called fitness value or detector fitness to promote a detector as 

an antibody [81]. If the fitness of the antibodies is greater than the threshold, those detectors are 

restored as antibodies. In this work however, fitness level is calculated based on the efficiency of 
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the antibody in detecting an attack during the testing process. The antibodies with low fitness value 

are termed as self-set and is discarded. 

 The detectors are derived based on network profile are in the form of binary strings and 

have a length of 92 bits. The order of the string would be source address, destination address, 

duration, time interval, bytes received, bytes sent, hop count and protocol type. These features are 

similar to the ones used in danger theory-based IDS. However, the string used here is binary as 

opposed to the real value representation in danger theory-based IDS. Although there are a few 

more features that can be taken into consideration while designing an IDS for WSN’s using 

negative selection, this research is confined only to a certain set of features to bring out a consistent 

comparison between the danger theory-based IDS and the negative selection-based IDS. This 

scaling down of features also helps in reducing the computation power and memory requirements.  

Also, more antibodies can be produced if the system undergoes mutation of the acquired antibodies 

through clonal selection. However, the limited memory of a WSN node limits the number of 

antibodies that can be generated. At the same time, clonal selection is a very handy technique when 

an intrusion detection system is built for a computer network or a MANET. 
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Algorithm 2 Generating Antibodies 

 

1: Input:  Self Set, Detector Set  

2: Output: Antibodies  . 

3:  Generate a self-set 

4: Calculate Euclidean distance of Self-set 

5: if (∈s = 0) then  

6: discard  

7: else compute Smax 

8: end if 

9: Generate detector set 

10: Calculate Euclidean distance of detector-set to self-set 

11: if ((∈d = 0) then 

12: discard 

13:  else compute dmin 

14:  end if 

14: if (dmin <   a*smax) 

15: Store as Antibody 

16: else discard 

17: end if 
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5.3 Schizophrenic Nodes 

 A novel version of the attacks we discussed earlier is presented below and the performance 

of the IDS on these attacks is tested. The attacks are made time varying, that is the node turns 

malicious in random intervals and gains back its normal state during the next time slot. These 

nodes with time varying malicious capabilities are named schizophrenic nodes. The time slots 

follow uniform distribution [82] and the nodes turn back and forth from malicious to normal during 

each time step. Uniform distribution or rectangular distribution assigns equal probability to all the 

values in its range. The attacks which affect the schizophrenic nodes are blackhole, selective 

forwarding, flooding and wormhole. 

Ni = {T1, T3, T5, T7, T9, T11, T13, T15……………} 

Mi = {T2, T4, T6, T8, T10, T12, T14, T16…………...} 

 

 

Figure 5.7 Probability Density Function 
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Figure 5.8 Cumulative Distributive Function 

 

f(x) = X					
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F(x) = X
0																								𝑥 < 𝑎
1																								𝑥 > 𝑏

				c`6
_`6

														𝑎 ≤ 𝑥 ≤ 𝑏			
 

 Here, Ni is the time slots when the node is under its normal operation. Mi is the set of time 

slots when the node turns malicious. P(x) and D(x) are the probability density function and 

cumulative distributive functions on the interval [a, b] respectively. As mentioned earlier, each 

time step is random and determined by subjecting them to uniform distribution. This makes the 

detection process more difficult and increases the latency. We employ such nodes in a WSN with 

RPL routing protocol and also test the effectiveness and the robustness of the danger theory-based 

IDS against these kinds of attacks. The time periods in the time slots are assigned a range of 1 to 

30 seconds. Hence the probability density function of the distribution, in this case is 1/29.
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CHAPTER 6: MODELING THE ATTACKS AND ANALYZING THE RESULTS 
 

6.1 Modeling the Attacks 

The effects and the nature of attacks are dealt with in chapter 3. Here, the discussion is 

about how four of those attacks are implemented and used in this dissertation. The attacks 

employed during this simulation are Blackhole, Selective forwarding, DDoS, and wormhole. 

These attacks are further categorized and implemented in various ways as shown below. 

6.1.1 Selective Forwarding  

 Two types of Selective Forwarding attacks implemented in this work are packet delay 

based and packet loss-based attacks. While one attack buffers the packet at the anomalous node 

for a given period of time and transmits them after some time, resulting in a compromise in the 

freshness of the data, the other type of Selective forwarding attack implemented, discards packets 

at regular intervals.  

6.1.2 Wormhole  

 A couple of different versions of Wormhole attacks are implemented based on the tunnel 

formed by the adversary. One of them creates a tunnel to a distant node in the same cluster, whereas 

the second variant creates a tunnel to a different cluster. 

 

 

4Parts of this chapter were published in IEEE Access, 6, pp.47364- 47373,2018. Permission is 

included in Appendix A. 
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6.1.3 Flooding 

 DDoS attacks are implemented as control packet flooding and data packet flooding, both 

of them tend to overwhelm the network with excess and unwarranted information.  

6.1.4 Blackhole  

 Three different Blackhole attacks are implemented by altering the placement of the 

malicious node in different ranks. 

6.2 Routing Protocol for Low-Power and Lossy Networks 

6.2.1 Routing Mechanism 

 RPL [83] works by making use of a set of Destination Oriented Directed Acyclic Graphs 

(DODAG’s). All the nodes are assigned ranks based on their proximity to the sink node or the 

root. The nodes in the lower rank send information to the sink via the nodes in the upper rank 

otherwise called as parent nodes. As the name suggests, this protocol is suitable for low power and 

lossy networks such as wireless sensor networks. 

 

 

 

 

 

 

 

 

 

Figure 6.1 RPL Tree 
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The above figure gives an illustration of an RPL protocol. The nodes with rank 3 send data to the 

nodes in a higher rank, that is rank 2. The nodes in rank 2 in turn sends it to the nodes in rank 1, 

which is closest to the sink. The sink gets all its data from the nodes in rank 1. 

All these nodes communicate through control messages, which are studied in the next 

section.  

6.2.2 Control Packets in RPL 

RPL has four control messages namely, DODAG Information Solicitation (DIS), DODAG 

Information Object (DIO), DODAG advertisement Object (DAO) and an Acknowledgement 

(ACK) to the DAO. DIO is multi casted to lower ranks by a specific node allowing those nodes to 

sniff the information regarding the multicasting node. DIO helps the lower ranked nodes in 

determining if they want to join the DODAG. DIS is sent when a node does not notice any DIO. 

DIS is broadcasted to see if any DODAG is available for the node to join. After the node finds a 

suitable DODAG either through acknowledging a DIO or sending a DIS, it makes a request to join the 

DODAG by sending a DAO. ACK is sent as an acknowledgement to DAO. 

6.3 Simulation Setup 

Simulations are done using a simulator called Cooja [84] in a Contiki environment using a 

protocol called RPL. 6LowPAN [85] and IPv6 are the protocols used at the network layer. RPL is 

a protocol to assist routing in low power and noisy networks.  

 During this simulation, the number of nodes deployed is varied from 20 to 30 to 40. The 

nodes are placed in a 100 m*100 m area with a range of 50 m. Simulations and calculations are 

performed to calculate the Aggregator output, detection rate, packet overhead and energy overhead 

for a danger theory-based IDS. The detection rates of the IDS are determined for the negative 

selection-based IDS. During the initial training phase, cytokine values under normal conditions 

are determined.  
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6.4 Analyzing the Results 

6.4.1 Danger Theory 

Table 6.1 gives an overview of the attacks implemented and the resultant anomalies 

quantified and expressed through danger and PAMP signals along with the Aggregator output. 

Fig.6.2 presents the Aggregator outputs of the attacks mentioned above, each of them individually 

simulated for a simulation time of 600 seconds. A preprocessed version of Fig. 6.2 with the alarm 

signals is given in Table 6.1. Both Table 6.1 and Fig. 6.2 are the resultants of an attacker in a 30-

node network, the attack starting at 120 seconds. All the danger signals and PAMP signals 

calculated are presented in the form of percentiles during four time periods, T1=240s, T2=360s, 

T3=480s and T4=600s for all the attacks mentioned earlier. Blackhole attacks generate four 

different alarm signals, which are DS1, DS2, PS1 and PS3. Anomalies are found in energy, number 

of packets received or sent, time interval between transfers and the frequency of transfer. Since the 

three different Blackhole attacks are only a change in the location and RPL rank of the attacker 

node in the network and all the nodes are transmitting data at a uniform rate, the aggregator outputs 

do not show any significant variation from one another. There is a proportional increase in PS1 

indicating that there exists an anomaly in the number of packets transmitted due to the aggregation 

of discarded packets as the time progresses. From Fig. 6.2, we see that the Blackhole curve has the 

highest output, when seen as a statistical mean of the aggregator outputs at different time slots, 

thereby it is easier to detect.  

Wormhole1 generates DS1, IC2 and IC3. DS1 signal is due to the excessive energy used 

to forward a packet to a distant node which is exponentially larger than the energy used to send 

the packet to a neighboring node. IC2 is generated because of the change in the number of hops to 

the sink. IC3 is due to the connection being remote, that is the node is transmitting to a different 
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cluster. Wormhole2 has similar signals compared to Wormhole1 except the cytokine signal IC3 

since it is transmitting locally however with a change in the number of hops. The aggregator output 

for both Wormhole1 and Wormhole2 has an integer part unlike the rest of the attacks indicating a 

cytokine presence. As mentioned earlier, a cytokine presence concludes a definite intrusion. DDoS 

produces the highest final aggregator output.  

Both the DDoS attacks witness a substantial anomaly in the energy consumed by the 

anomalous node. This is due to the flooding of the network and thereby depleting the already 

constrained resources. DDoS1 floods the network by repeatedly sending DIO’s resulting in 

redundancy. Hence DDoS1 generates only DS1 and PS3. DDoS2 yields DS2 as opposed to DDos1 

since it floods the network with UDP packets. Here, the anomalies are found in energy, packets 

transmitted, duration of the established connection and the time interval (DS1, DS2, PS2 and PS3). 

The aggregator output of DDoS from Fig. 6.2 moves past Blackhole at time T4, showing that it is 

easier to detect DDoS attacks than Blackhole as the simulation time passes a certain threshold. 

Figures 6.3, 6.4, 6.5 and 6.6 show the aggregator outputs for blackhole, flooding, wormhole and 

selective forwarding attacks respectively. A more detailed comparisons of detection probabilities 

is given in Fig. 6.7.  

Selective forwarding produces the lowest aggregator output value. This renders it harder 

to detect. This is due to the not very substantial change in the energy consumed. On the other hand, 

this may also be due to the low weights assigned to DS2. More reasons for this behavior are 

mentioned in the later parts of this work. Calibrating the weights can result in a better detection 

probability for Selective Forwarding attacks. However, this leads to an increase in the number of 

false positives to a considerable extent along with a change in the detection probabilities of other 

attacks. This is not a desirable trade-off. Both the variants of Selective forwarding attacks have the 
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same signals associated with them (DS1 and DS2) and are comparatively difficult to detect using 

this detection method. It should be noted that even when some packet delay is associated with one 

of the attacks, there are no PAMP signals generated.  

If we consider  as 0.1 and  as 0.3, the intrusion is detected for all the attacks except 

Selective Forwarding at the first detection point (T1) and is sent to the basophil for 

countermeasures. However, this is not the case with Selective forwarding. The attack is not 

detected until the third detection point(T3) before it is sent to the basophil. Only the nodes with 

DDoS and Blackhole after T3 is sent to the T-cell. By varying the threshold, we can determine and 

set an intrusion tolerance level to all the nodes in the network. Fig.  6.8 and Fig. 6.9 provides the 

packet and energy overhead caused by the IDS respectively for 20,30 and 40 nodes, both of which 

are vital to the network functioning due to the constraints a WSN possesses. Probability of 

detection for each attack is derived against the simulated time. Detection rate is measured by 

varying the seed, placement strategies, number of attackers and as mentioned earlier, number of 

nodes. From Fig.  6.7, it can be inferred that Selective forwarding has the least detection probability 

from this approach. Along with the factors mentioned above, this is also due to the fact that 

quantum of the packets dropped is not as significant as Blackhole, which discards all the packets 

traversing through the malicious node and also relatively less energy deviations from the predicted 

results. Although the detection probability climbs up at a later time due to the aggregation in 

packets dropped, nevertheless it is lower than the other attacks.  

DDoS has the highest detection probability and is one of the easiest attacks to detect using 

this model, since a noticeable change can be seen in the energy consumed and also since DS1 has 

the maximum weight among all the signals. Blackhole is another easily detectable intrusion and 

has one of the highest detection rates due to the number of packets it discards. However, the 

δ1 δ 2
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detection is not probability is not near perfect for a Blackhole attack because of the nodes which 

are located at a remote location and do not act as intermediate nodes or do not join the DODAG. 

Detecting an intrusion in these nodes is problematic. A Cytokine presence is typically traced for a 

Wormhole attack. However, even when there isn’t a cytokine occurrence, Wormhole has a decent 

detection probability as evident from Fig. 6.2 and Fig. 6.7. The same scenario with the same attack 

is implemented twice to check the effectiveness of the B-cell. Iteration1 gives the results of the 

first experiment. 

 

Figure 6.2 Aggregator Outputs 

Iteration 2 gives the result of the second experiment, where the B-cell matches the 

anomalous peptides obtained from Iteration 1 and need not forward it to the Dendritic cell for 

further analysis, thereby conserving energy and memory. This is evident from Fig. 6.7 and Fig. 

6.8. We can see a difference of Packet overhead when Iteration1 and Iteration 2 are compared.  
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Figure 6.3 Aggregator Outputs for Blackhole Attack 

 
Figure 6.4 Aggregator Outputs for Flooding Attack 
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Figure 6.5 Aggregator Outputs for Wormhole Attack 

 

Figure 6.6 Aggregator Outputs for Selective Forwarding Attack. 
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Figure 6.7 Probability of Detection of Each Attack. 

This shows that the attack is detected early and the dendritic cell is not triggered. Fig. 6.8 

shows that there is at least a 7% difference in the memory consumed by the IDS during Iteration1 

and Iteration2. The total memory used by the IDS during iteration1 ranges from 9.2k,13.7k and 

18.3k for nodes 20,30 and 40 respectively, which is significantly lower than the 48k ROM 

allocated in a sensor node. Since the B-memory stores strings of length 121 bits, a total of 3250 

detector strings can be stored before the memory depletes. From Fig. 6.9, we can notice that there 

is a 14% increase in the energy dissipated when an IDS is in function for a 20-node network. This 

gets decreased to 8.3% during iteration2, indicating a difference of 5.7%. Similarly, the difference 

in energies from iteration1 and iteration2, for when the number of nodes is 30 and 40 are 7.5% and 

7.7% respectively. This evidently proves that the difference in the energy dissipated is significant 

and the innate detection phase is efficient thereby saving a considerable amount of energy. 
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Figure 6.8 Packet Overhead Caused by the IDS 

 

Figure 6.9 Energy Overhead Caused by the IDS 
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Table 6.1 Danger and PAMP Statistics 
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Below are a few comparisons for different attacks for danger theory-based algorithm. 

 

Figure 6.10 Comparisons of Different Algorithms for Blackhole Attack 

 

 

Figure 6.11 Comparisons of Different Algorithms for Flooding Attack 
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Figure 6.12 Comparisons of Different Algorithms for Wormhole Attack 

 

 

Figure 6.13 Comparisons of Different Algorithms for Selective Forwarding Attack 
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Figure 6.14 Comparisons of Different Algorithms for Energy Consumption 

 Fig 6.10 compares the performance of the proposed algorithm under a blackhole attack to 

the IDS in [86], [87], [88] and [54]. It should be noted that most IDS confine themselves to 

detecting a single attack. Hence, this work uses different works to compare for different attacks. 

The proposed system outperforms the mentioned algorithms by at least 0.6%.  

 Fig 6.11 compares the performance of the proposed algorithm under a flooding attack to 

the IDS in [89], [90] and [77]. Although most of the algorithms compared perform better than the 

proposed algorithm, our algorithm makes up for it during the second iteration. 

 Fig 6.12 compares the performance of the proposed algorithm under a wormhole attack to 

the IDS in [91], [90] and [92]. Only, Maleh et al has a slightly better detection rate than the 

proposed algorithm.  

 Fig 6.13 compares the performance of the proposed algorithm under a selective forwarding 

attack to the IDS in [93] and [91]. We can see that our IDS has a better detection rates than the rest 
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of the works. For a more consistent comparison, it should be noted that [54], [92] and [93] use 

cooja as a simulator. Most of the other IDS’s use NSL-KDD dataset. 

 Although this algorithm can detect a wide range of attacks with a very optimal energy and 

memory consumptions, the speed of detection is not quite optimal. However, a change can be 

noticed as the traffic density increases due to the aggregating nature of the proposed algorithm. 

6.4.1.1 Schizophrenic Attacks 

 

Figure 6.15 Probability of Detection of Schizophrenic Attacks 
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Figure 6.16 Comparisons of Different Algorithms for Schizophrenic Attacks. 

 Fig. 6.15 shows the resultant of an attacker in a 30-node network, the attack starting at 120 

seconds. The attacks are time varying and follow a uniform distribution as mentioned in chapter 

5. The aggregator output is calculated, and the detection is done at T1=240s, T2=360s, T3=480s 

and T4=600s for all the attacks mentioned earlier. The detection results follow a similar pattern to 

that of the network with malicious nodes, which has no time varying capabilities. However, there 

is a noticeable decrease in the rate of detection, when schizophrenic nodes are employed. This is 

due to the fact that the malicious nodes do not render enough malicious data to be aggregated as 

opposed to the non-time varying nodes, because the attacks do not occur for the entire functional 

time of the network. If the attack persists for a longer period, there will be a higher chance of 

detecting the attack. 
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 Fig 6.16 gives a comparison of the IDS with other IDS’s and it shows a considerable edge 

for the proposed IDS over the other two IDS’s. Due to the limited amount of research done on 

IDS’s for RPL protocol, this work is restricted to only two IDS’s and two attacks to compare the 

proposed IDS against. 

6.4.1.2 Classifying the Attacks 

 Table 6.2 gives a set of classification rules for the danger theory-based IDS. Although the 

proposed IDS can detect the attacks, it does not possess the ability to classify them. The set of 

rules presented in the table presents the necessary conditions which help to classify the attacks 

such as blackhole, flooding, wormhole and selective forwarding by using the concentrations of the 

danger and PAMP signals. 

Table 6.2 Classification Rules 
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6.4.2 Negative Selection 

 Fig 6.17 shows the detection rate and false positive rates of the algorithm when r = 69, 87 

and 92 bits are contiguously matched and when the system is under a blackhole attack. r=69 

indicates that only the first two features are used in the detection process. r=87 has another two 

features added to it. r=92 is the string with all the features embedded in it. As we can infer from 

the figure, the system has detection rates of 78.4, 86.2,86.2 and false positive rates of 7.8,5.8,5.8 

for r= 69, 87 and 92 respectively. For better performance and based on the attacks, the order of the 

bit string can be changed to attain better detection rates for lower string values. The lesser the value 

of ‘r’ is, the lesser the number of features used in the detection process.  

 

Figure 6.17 Detection and False Positive Rates of Blackhole Attack. 
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This translates to ‘the lesser the value of ‘r’ is, lower are the computational requirements and 

consequently, the energy required to process the IDS. However, the tradeoff is the number of true 

positives and false positives.  

 Fig 6.18 shows the detection rate and false positive rates of the algorithm when r = 69, 87 

and 92 bits are contiguously matched and when the system is under a wormhole attack. As we can 

infer from the figure, the system has detection rates of 74.5, 78.4,88.2 and false positive rates of 

3.9,3.9,1.9 for r= 69, 87 and 92 respectively. Wormhole attack has the lowest number of false 

positives. 

 

Figure 6.18   Detection and False Positive Rates of Wormhole Attack. 

Fig 6.19 shows the detection rate and false positive rates of the algorithm when r = 69, 87 

and 92 bits are contiguously matched and when the system is under a flooding attack. As we can 

infer from the figure, the system has detection rates of 82.3, 90.1,90.1 and false positive rates of 

13.7,5.9,5.9 for r= 69, 87 and 92 respectively. Flooding attack has the best detection probability 
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among other attacks. Fig 6.20 shows the detection rate and false positive rates for selective 

forwarding attacks. Selective forwarding attacks gives a significant number of false positives. 

However, the detection probability is as good as danger theory. 

 Although this algorithm can easily detect the attack profiles which are fed as antibodies 

during the training phase and has a perfect detection rate performing signature analysis, its 

performance is not quite optimal when unknown attack profiles are subjected to test during the 

testing phase. Although it still has a decent overall detection rate and provides faster execution and 

detection times, the major drawback is its functioning when a novel attack is implemented. To give 

an illustration of its performance, to achieve a 90% detection rate for blackhole or flooding attacks, 

the danger theory-based IDS needs at least 120 seconds. However, negative selection based AIS 

can do this almost instantly. 

Therefore, this algorithm can easily be employed as signature analysis but not very 

preferable as an entirely anomaly-based system. To make the algorithm more robust, there is a 

need to produce more antibodies. This can be done by cloning or mutating the existing antibodies. 

However, as noted earlier, this cannot be done due to the regulated memory size in a WSN and the 

limited number of antibodies it can store. 
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Figure 6.19   Detection and False Positive Rates of Flooding Attack. 

 

Figure 6.20   Detection and False Positive Rates of Selective Forwarding Attack. 
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CHAPTER 7: CONCLUSIONS AND FUTURE SCOPE 

 An IDS is designed by taking inspiration from the human immune system, while 

considering the resources that have the potential to affect the performance of a WSN. Although 

both these approaches are designed for WSNs, it can be easily modified for use on other resource 

constrained networks. Modifying the Danger signals generated through the dendritic node and the 

B-cell can help to adapt and extend this IDS to other networks including ADHOC networks. 

Although this model can predict different types of attacks, energy depleting attacks of any nature 

can be predicted more accurately and in a timely manner. It should be noted that any light weight 

signal generator which can find anomalies in the resource usage can be embedded into the skeleton 

of this model. Taking this into consideration, further studies will be done to make this model more 

robust and lightweight.  

While trying to counter the aggressive attacking agents, the customary wireless sensor 

network poses a sizeable amount of problems such as lack of recognition, time lapse between 

detection and correction. Even when a danger theory-based IDS is employed, it requires a 

marginally higher than the optimal amount of time to detect an attack. The above-mentioned model 

based on negative selection tends to eliminate such problems. However, the negative selection-

based IDS lack in the depth of detectability and produces considerable number of false positives. 

Further efforts are being made to implement the basophil and the T-cell nodes in order to build a 

more complete and robust system. That is, an Intrusion Mitigation System or a node correction 

mechanism is embedded into the existing system to make it a fully functional and automated 

system.
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Finally, this area of research could see a massive growth through the support of additional 

immune aspects such as gene libraries and idiotypic networks. To conclude, research on the HIS 

is not comprehensive and there will be many more theories which will undoubtedly develop in 

time. As understanding of the HIS develops, the performance and capability of network IDS design 

based on this understanding will also improve. 
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