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Introduction

This dissertation consists of four papers in structural empirics that can be broadly cat-

egorized into two areas. The first three papers revolve around the structural estimation

of demand for di↵erentiated products and several applications thereof (Berry (1994),

Berry, Levinsohn and Pakes (1995), Nevo (2000)), while the fourth paper examines the

U.S. Treasury yield curve by estimating yields as linear functions of observable state

variables (Ang and Piazzesi (2003), Ang et al. (2006)).

The central focus of each paper are the underlying economics. Nevertheless, all

papers share a common empirical approach. Be it prices of beers in Sweden or yields

of U.S. Treasury bonds, it is assumed throughout that the economic variables of inter-

est can be modeled by imposing specific parametric functional forms. The underlying

structural parameters are then consistently estimated based on the variation in avail-

able data.

Consistent estimation naturally hinges on the assumption that the assumed func-

tional forms are correct. Another way of viewing this is that the imposed functions are

flexible enough not to impose restrictive patterns on the data that ultimately lead to

biased estimates of the structural parameters and thereby produce misleading conclu-

sions regarding the underlying economics.

In principle, the danger of misspecification could therefore be avoided by adopting

su�ciently flexible functional forms. This, however, typically requires the estimation

of a growing number of structural parameters that determine the underlying economic

relationships. As an example, we can think of the estimation of di↵erentiated product

demand. The key object of interest here is the substitution patterns between the

products. That is, we are interested in what happens to the demand of good X and

all its rival products, as the price of good X increases. With N products in total,

we could collect the product-specific changes in demand in a vector with N entries.

It is also possible, however, that the price of any other good Y changes and thereby

alters the demands for the remaining varieties. Thus, in total, we are interested in

N

2 price e↵ects on product-specific demand. With few products, these e↵ects could

be estimated directly and the risk of functional misspecification could be excluded

1



2 INTRODUCTION

(Goolsbee and Petrin (2004)). With 100 products, however, we are required to estimate

10,000 parameters, which rarely, if ever, is feasible. This is the curse of dimensionality.

Each estimation method employed in the four papers breaks this curse by imposing

functions that depend on relatively few parameters and thereby tries to strike a balance

between the necessity to rely on parsimonious structural frameworks and the risk of

misspecification. This is a fundamental feature of empirical research in economics that

makes it both interesting and challenging.

In the following, each paper is briefly summarized with a focus on the underlying

question of economic interest.

1. Ex-Post Merger Review and Divestitures

Competition authorities face the problem of deciding which proposed mergers to chal-

lenge and which to approve. The central question is what happens to prices after the

merger. Structural demand estimation can provide valuable guidance to policy makers,

but there are still relatively few ex-post merger reviews and some studies stress that

the post-merger price e↵ects implied by structural demand estimates can stray from

actually observed prices following mergers (Peters (2006) and Weinberg (2011)). This

paper contributes to the existing literature by analyzing the merger between the two

biggest Swedish breweries (Carlsberg and Pripps) in the beginning of 2001. A ran-

dom coe�cient logit model predicts the actual aggregate price changes following the

merger well. Moreover, an interesting aspect specific to this case is that the Swedish

competition authority approved the merger only conditional on the requirement that

several of the beers owned by the merging parties are divested to a rival firm. In

actual antitrust practice, both EU and U.S. competition authorities require divesti-

tures in more than half of all merger cases. Despite this relevance for policy practice,

so far, divestitures have been of little importance in ex-post merger reviews. In the

merger between Carlsberg and Pripps, the required divestitures reduced the aggregate

price increase following the merger by more than half. Divestitures can therefore be

an important policy tool to alter the incentives of merging parties to raise prices and

structural demand estimation can play an aiding role in determining which products

should be divested.

2. The Pass-Through of Cost and Demand Shocks for Multi-Product

Oligopolists: A Quantitative Investigation of the Swedish Beer Market

How firms pass on shocks to production cost and demand to final good prices is a

central issue in economics (Feenstra (1989), Goldberg and Knetter (1997), Gopinath

and Itshoki (2010), Besley and Rosen (1999), Fullerton and Metcalf (2002)). The



3. CROWDING AND CONSUMER WELFARE IN THE SWEDISH LIGHT LAGER MARKET 3

combination of multiproduct firms and concentrated markets can substantially alter

firms’ pricing responses to these shocks. The presence of multiproduct firms dampens

price reactions to cost shocks, while amplifying the reaction to demand shocks. Both

e↵ects stem from a multiproduct firm internalizing the substitutability between the

products in its holdings. Raising the price of a product in response to an increase in

production cost (or demand) decreases the sales of that product. Some of the foregone

sales, however, spill over to the remaining products that are owned by the firm. The

empirical relevance of this e↵ect is demonstrated by jointly estimating a structural

model of demand and costs for the Swedish beer market (as in for example Berry,

Levinsohn and Pakes (1995)) and simulating counterfactual price responses to cost

and demand shocks for two cases. In the first case, the actual ownership pattern is

imposed, while in the second case, each product is treated as a stand-alone firm. Due

to variations in the magnitude of crossprice elasticities and the level of concentration

in the di↵erent market segments, the size of the dampening e↵ect for cost shocks can

range from close to around one percent to six percent. The amplification of reactions

to demand shocks is substantial. The high number of beer varieties in the market,

however, keeps the overall price impact of demand shocks low.

3. Crowding and Consumer Welfare in the Swedish Light Lager Market

The introduction of new varieties is a central feature of di↵erentiated goods markets.

Whether such novel products contribute to an increase in consumer welfare has been

of strong interest in the existing literature (Berry and Waldfogel (1991), Petrin (2000),

Goolsbee and Petrin (2004)). This paper directly deals with an undesirable feature of

the functional form of logit demand. Imposing logit-type preferences on consumers en-

sures that consumers value goods as such and are thereby willing to pay for having more

choice (as in Dixit-Stiglitz preferences, love-for-variety). In the standard logit model,

however, consumers’ willingness to pay for having the choice among more products

drives down consumers’ willingness to pay for better quality products, as the number

of varieties in the market increases. Imposing this counterintuitive pattern on the data

solely by functional form threatens the credibility of welfare estimates. Ackerberg and

Rysman (2005) develop a modification of the logit model that allows for a decreasing

willingness to pay for more choice as the number of varieties increases (product space

congestion). Contrary to alternative approaches (Berry and Pakes (2007), Bajari and

Benkard (2005)), the modification is easily implemented for markets with a large num-

ber of products. Following the approach of Ackerberg and Rysman (2005), it is found

that consumers in the Swedish beer market are not willing to pay for a further widening

of their choice set. In other words, the love-for-variety e↵ect is absent. Nevertheless,
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new beer varieties are on average more attractive to consumers than those beers that

exit the market. Moreover, the commonly accepted practice of determining the relevant

market outside of the demand estimation can be misleading. A positive correlation be-

tween net entry of varieties and total consumer welfare can simply be spurious and

does not necessarily imply that entry raises welfare. The identified beneficial e↵ect

of product entry in the Swedish beer market, however, is shown to be robust to this

concern.

4. Does Treasury Bond Supply Explain the Term Structure of Treasury

Yields?

The literature on yield curve estimation has been very successful in fitting observed

yields with parsimonious and flexible functional forms (Nelson and Siegel (1987), Svens-

son (1994), Bliss (1996)). The estimation of such term structure models is often based

on unobserved or latent factors such as the level, slope and curvature of the yield curve.

It is hard, however, to economically interpret these extracted factors. The ability of

the assumed functional forms in producing small pricing errors therefore comes at the

cost of a lack of economic interpretability. Several recent papers, however, tie the un-

observed factors to observable economic variables or replace them directly (Ang and

Piazzesi (2003), Ang et al. (2006)). In line with this approach, the explanatory power

of a yield curve model using relative measures of Treasury bond supplies along the

term structure is compared to the canonical model that employs the well established

yield curve factors (level, slope, curvature). The model based on the relative supply

measures captures the average shape of the term structure of U.S. Treasury yields well

and the pricing errors for bonds with longer maturities are relatively low. An a�ne

yield curve model that combines the yield curve factors and the observable measures

of Treasury supplies produces very low pricing errors, and especially so for long-dated

bonds. This demonstrates that Treasury supply factors contain relevant bond pricing

information that is not subsumed by the level, slope and curvature of the yield curve.

In light of recent interventions by central banks in government bond markets (“Opera-

tion Twist”), this finding is both of economic interest by itself and potentially relevant

for current policy practice.
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PAPER 1

Ex-Post Merger Review and Divestitures

Richard Friberg

André Romahn

Abstract

We provide an ex-post analysis of the 2001 merger between the two

largest brewers on the Swedish beer market. Di↵erence-in-di↵erence

estimates suggest low price e↵ects of the merger. This is well matched

by a merger simulation, using a random coe�cient logit model, which

predicts price increases of only 0.4 percent. Knowledge of the retailers

markup rules allows us to discard retailer behavior as an explanation

for the pricing patterns. We further establish that without the di-

vestitures required by the competition authorities, the price increase

would have more than doubled to 1 percent (even though still low in

absolute terms).

JEL Classification: K21, L11, L41, L66.

Keywords : Merger simulation, ex-post merger review, demand for beer.

We are grateful to the Swedish Competition Authority, Handelsbankens Forskningsstiftelser and
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laget) and Lars Näsström (Research International) for providing the data. Valuable comments have
been provided by seminar audiences at Uppsala University (national conference) and the Swedish
Competition Authority.
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8 Ex-Post Merger Review and Divestitures

1. Introduction

Competition authorities need to take a stand on which proposed mergers they should

challenge and which mergers they should allow to proceed. Whether they are making

the right choices is clearly an important issue, and many researchers have called for

ex-post reviews of mergers1. Indeed, in recent years a number of ex-post evaluations of

mergers have appeared; see for instance Focarelli and Panetta (2003), Hastings (2004),

Taylor and Hosken (2007) and Ashenfelter and Hosken (2011)). A typical finding is

that there are modest price increases of a few percent associated with the merger. In a

related line of research, a handful of papers have compared the predicted price changes

from merger simulations with the actual development of prices after the merger (see

Peters (2006) or Weinberg (2011)). These papers point to substantial challenges of

merger simulations, as they are commonly applied, in quantitatively matching price

developments after the mergers.

In the present paper we aim to contribute to the literatures on merger simulations

and ex-post merger reviews. We examine the takeover of Swedish brewery Pripps by

the Danish brewer Carlsberg. Carlsberg’s pre-merger market share on the Swedish

beer market was 33 percent and Pripps’ was 17 percent. Despite this substantial con-

centration there are no important price hikes following the merger. We follow Berry,

Levinsohn and Pakes (1995, BLP) and Nevo (2000) and use a random coe�cients logit

model to estimate demand in this market. We use the model to do counterfactual simu-

lations aimed at understanding the e↵ect of the merger on prices. Our contributions are

twofold: Firstly, the merger simulation does well in predicting the low price increases

following the merger. If the merging parties were to control all the beers they controlled

pre-merger, we predict a quantity weighted price increase for the average beer in the

market of 1 percent. While the random coe�cient logit model has become the method

of choice in published work (see for instance BLP (1995), Nevo (2000) or Petrin (2002))

the evaluations by Peters (2006) and Weinberg (2009) use demand systems that imply

1 See for instance Whinston (2006). In their critical view of Industrial Organization, Angrist
and Pischke (2010, p. 20) highlight the lack of ex-post merger reviews. “An important question at
the center of the applied industrial organization agenda is the e↵ect of corporate mergers on prices.
One might think, therefore, that studies of the causal e↵ects of mergers on prices would form the core
of a vast micro-empirical literature, the way hundreds of studies in labor economics . . . But it isn’t
so.” In a recent review, Ashenfelter, Hosken, and Weinberg (2009) found only about 20 empirical
studies evaluating the price e↵ects of consummated mergers directly.” In the same issue of Journal
of Economic Perspectives Einav and Levin (2010) point to the idiosyncracies of mergers and the
limits of what can be learnt from ex-post reviews, see also Carlton (2009). In a presentation at the
Federal Trade Commision, Benkard (2010) also points to the limits of what can be learnt, based on
an evaluation of 75 merger retrospective studies.
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more restrictive substitution patterns. Merger simulation, as practiced by competi-

tion authorities, frequently uses these restrictive models. Our paper thus points to

the potential value of using richer demand models when simulating mergers.2 Our

second contribution is to investigate in detail the role of divestitures in the merger. As

a condition for clearing the merger the Swedish Competition Authority required the

merging parties to divest a number of brands. Taking account of these divestitures

more than halves the predicted price increase, to 0.4 percent. When competition au-

thorities clear a merger they often do so under the condition that the merging parties

agree to changes to the structure of the merger or to change their behavior in some

way (see for instance Motta (2004)). The parties may for instance agree to change the

duration of contracts with suppliers or to divest certain brands. These changes to the

proposed mergers are known under various names, the perhaps most common being

‘remedies’ or ‘undertakings’. The European Union also uses the term ‘commitment’

for changes to the structure of a merger. Such remedies are a central part of merger

practice. As an example, the European Competition Authority subjected 165 proposed

mergers to deeper analysis during 1990-2011 (the Phase II procedure, no merger was

blocked at previous stages). Of these 165 proposed mergers, 56 percent were allowed

to proceed after commitments. In comparison, only 13 percent were prohibited and

28 percent were permitted as proposed. Similarly, of 144 mergers challenged by US

competition authorities between 2003 and 2007, 64 percent were allowed after remedies

had been agreed upon (Tenn and Yun (2009))3. Thus, remedies are a crucial part of

merger policy. Despite this, they are barely mentioned in most ex-post evaluations.

The divesting of brands is one prominent form of merger remedy and in our ex-post

evaluation we put the divestitures at center stage. We believe that the evidence in this

paper stresses the role of merger simulations in guiding what divestitures competition

authorities should pursue. The implicit focus on much discussion of the pros and cons

of merger simulations is that they should be used to determine which mergers to block

and which to allow (see for instance Angrist and Pischke (2010) and Einav and Levin

(2010)). It has also been noted that even though merger simulations are accurate it

is di�cult to bring them into the court room. For divestitures they can form the ba-

sis for a discussion with the merging parties and explaining the intricacies of demand

estimation to lawyers is less of an issue.

Several features of our data, and of the institutional setting, make the Pripps-

Carlsberg merger an appealing case for examining the role of divestitures, also for

2 On a related note, even richer models examine mergers without assuming, as we do, static forms
of competition (see for instance Benkard, Bodoh-Creed and Lazarev (2010)).

3 51 percent were settled via consent orders and 13 percent were restructured after the Department
of Justice communicated its concerns to the merging firms.
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those that do not have a strong interest in the Swedish beer market per se. We

use package-level data on prices and quantities for the whole market, rather than an

estimate based on a selection of stores, as is frequently the case with scanner data.

This limits the amount of noise. The data source is the Swedish government-owned

retailer, Systembolaget. It has a legal monopoly on retail sales of all alcoholic beverages,

including beer (with an alcohol content above 3.5 percent by volume). An additional

benefit of the institutional setting is that Systembolaget applies the same transparent

markup to all products. We can thus back out the producer price that the profit

maximizing producers and importers charge Systembolaget. Gaining access to prices at

di↵erent stages of the vertical chain is notoriously di�cult and many other prospective

merger studies, such as Nevo (2000), have been forced to assume that retailer markups

are unchanged. We were also attracted by the beer market having been a prominent

testing ground for merger simulations right from the start of this literature; see Baker

and Bresnahan (1985), Hausman et al. (1994) for examinations of prospective mergers

on the US beer market and Pinkse and Slade (2004) for mergers on the UK beer

market4.

In the next Section we describe the data and institutional setting before we turn

to a description and introductory analysis of the Pripps-Carlsberg merger. Section

3 presents the model used to estimate the demand side, while section 4 presents the

model of the supply side. In the following section, we detail our estimation procedure

and the results. Section 6 simulates counterfactual prices for the merger with and

without divestitures. Finally, section 7 concludes.

2. Data and Institutional Setting

The data set includes the monthly retail sales of all beers sold in Sweden with January

1996 as the first month and December 2004 as the last month. In the demand estimation

that we use for simulating the merger we use data up to November 2000 (the merger

was cleared in December 2000, we return to a detailed description of the merger below).

Sales volume per month and price are observed at the bar-code level and we use the

term a beer to denote a product at this level. Samuel Adams Boston Lager in a 33

centiliter (cl) bottle is an example of a beer. In their catalogs Systembolaget classify

beers into di↵erent categories and we use beers in the light lager, dark lager and ale

4 See also Hellerstein (2008) or Rojas (2008) who examine the beer market with similar tools as
the merger simulation literature, but focus on the pass-through of exchange rates and of excise taxes,
respectively.
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segments5. We include all such beers that are sold in the standard sizes (33 cl and 50 cl

bottles and 33 cl, 45 cl or 50 cl cans)6. Systembolaget also reports alcohol content by

volume as well as measures of bitterness, richness and sweetness for each beer. These

latter three measures are reported on a scale from 1-12. All of the above are used as

measures of observable product characteristics in the ensuing estimation of demand.

The price for a given beer is the same across all of Sweden and prices can change only

when there is a new catalog issued by Systembolaget. There are no temporary sales.

The prices that consumers pay are determined by a deterministic markup on the price

set by producers or importers. The ingredients in this markup on the producer price are

the following: an excise tax on alcohol that is calculated per liter, a percentage markup

added by Systembolaget that is common to all products, a markup per container that

is also common to all products, value added tax (VAT) of 25 percent and, in the case

of some beers, a deposit on the container. There have been a handful of changes to

these variables as well as in how the markup is calculated over the period of study, in

Section 4 we describe the calculation of the markup in detail. The percentage markup

that Systembolaget adds is determined by Swedish parliament and is changed twice

during the period covered by the data, in January 2000 and in April 2004. We use

the information on these building blocks of the markup to back out the time series of

producer prices.

By brand we define beer sold under the same name but in di↵erent package sizes, or

with di↵erent alcoholic strengths. We also use monthly advertising expenditure which

is observed at the brand level.7 We sometimes also use the term umbrella brand to

denote the case where a number of beers with di↵erent characteristics are sold under

the same name; Budweiser, Guinness and Warsteiner are examples of umbrella brands.

2.1. The Supply of Beer and the Carlsberg-Pripps Merger. The light and

dark lager segments are dominated by domestic beers, whereas imports have a high

share in the ale segment. A useful way to describe the suppliers to Systembolaget

are as follows; major brewers, microbreweries and pure importers. The major brewers

are Åbro, Carlsberg, Krönleins, Pripps, Spendrups, and in later periods Kopparberg.

5 The remaining segments (stout, weiss beer and ‘specialty beers’, for instance Belgian fruit beers)
represent a miniscule share of volume and estimating demand for these marginal beers on the Swedish
market would complicate estimations with little apparent benefit.

6 Other sizes represent a diminutive share of volume.
7 Source: Research International/SIFO. Advertising expenditure is the estimate of the total cost of

advertising for a given beer in magazines, newspapers, television and billboards based on the observed
advertising. Before March 15, 2003 advertising of alcoholic beverages was not legal in Sweden. Beer
with an alcohol content below 2.25 percent could be advertised also before this however. In cases
where such a low alcohol beer with the same brand name was advertised we use this as a measure of
advertising for strong beer.
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While Carlsberg is based in Denmark, most of the beer they sold in Sweden at the

time was produced locally. Carlsberg’s local presence was partly based on having ac-

quired Swedish brewer Falcon in 1995. Pripps was at the time of the merger owned

by Norwegian food and drinks group Orkla. Krönleins and Spendrups are family con-

trolled domestic brewers and Åbro and Kopparberg are independent Swedish brewers.

Each of these brewers produces, and sells to Systembolaget, a number of ’their own’

beers. They also produce some beers on license agreements with foreign brewers and

act as importers and wholesalers for other beers. At the start of the period Carls-

berg for instance was the wholesaler for imported beers under the umbrella brands of

Budweiser, Ca↵rey’s, Michelob and Staropramen. Micro breweries and independent

importers make up a small share of overall volume but control a large number of beers.

In Table 1.1 we present some descriptive statistics on the market, as well as mar-

ket shares and producer prices for some selected suppliers. Carlsberg, Pripps and

Spendrups control roughly a quarter of the market each in the first years of the study.

Until 2003 Åbro is the fourth largest supplier - its market share is rather stable around

10 percent. Krönleins’ market shares is rather stable around 5 percent. The four firm

concentration ratio is close to 85 percent and the Herfindahl-Hirschman index of con-

centration hovers around 0.2, with a low of 0.195 in the year before the merger and

a high of 0.235 in the year after the merger. The highly concentrated supply side is

similar to that of brewing in for instance the U.S. (see Tremblay and Tremblay, 2005).

The potential for strong e↵ects of the merger on prices is evidenced by the combined

pre-merger market share of Carlsberg and Pripps being around 50 percent. Aggregate

volume almost doubled over the period. One reason was a sharp drop in the excise tax

on January 1, 1997, as reflected in the drop in average consumer price.

The increase in volumes was also spurred by a number of very aggressively priced

beers that were introduced during the period. In particular Kopparberg has been cen-

tral to this development, it advanced from a market share of 3 percent to a market

share of 19 percent in 2004.8 The increasing importance of lower priced beers is seen

in the average consumer price that is falling over the period (all prices are in Swedish

krona, SEK. In November 2000, 8.62 SEK equalled one Euro and 10.08 SEK equalled

one US dollar). The producer price falls as well, with the exception of 1997 when the

tax decrease was not fully passed through into consumer prices. Other numbers from

8 At a fundamental level one may speculate that both developments are a↵ected by European
integration, Sweden joins the European Union in 1995 and agrees gradually to ease restrictions on
cross-border shopping of alcohol; see Asplund et al. (2007) for an analysis of how crossprice elasticities
of demand with respect to foreign price depend on distance to the border around this time.
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the table that we would like to highlight is the increase in market share (and fall in

average price) for Galatea in 2001, which reflects that it took over many of the brands

that were divested as a condition for the Carlsberg-Pripps merger. This brings us then

to the merger itself. The takeover of Pripps by Carlsberg had an international dimen-

sion and was investigated by competition authorities in Denmark, Finland, Norway

and Sweden. Carlsberg merged with Norwegian brewery Ringnes, which owned Pripps

and in turn was owned by Norwegian food and drinks group Orkla. A joint entity was

created under the name Carlsberg breweries where Orkla received a 40 percent share.

According to reports at the time of the merger, an important motivation was that

Carlsberg wanted access to Baltic Beverages Holding Co., that had a strong position

in the Russian beer market, and that was owned to 50 percent by Ringnes. Carlsberg

and Pripps also sold beer with alcohol content below 3.5 percent that were retailed in

supermarkets, bottled water and carbonated soft drinks. By focusing on the market

for beer with alcohol content above 3.5 percent in Sweden we thus examine only part

of the merger. The part that we examine was viewed as a separate relevant market in

the product and the geographic space by the competition authorities.

The first public information about the proposed merger came on May 31, 2000

when Carlsberg announced that it had negotiated a merger with Pripps-Ringnes. Dur-

ing the fall of 2000, the merger is investigated by the Swedish competition authorities

and, following a number of divestitures, the Swedish competition authority announces

that it will not challenge the merger on December 14, 2000. The merger is finally con-

summated February 15, 2001. The terms of the merger stipulate that seven domestic

and five imported umbrella brands should be divested.9 Many of the divested brands

were transferred to Galatea, an independent wholesaler with no production capacity of

its own. As seen in Table 1.1, Galatea expanded from a market share of less than half

a percent to one of more than 7 percent following the divestiture.

The first column of Table 1.2 reports market share by volume of the beers that

were divested at the time of the merger. The market share of these beers show a

decline over the period, that continues after the divestment. The average, quantity

weighted, price of the divested beers is somewhat lower than the average price on the

market, reflecting that the bulk of the volume for the divested beers stemmed from

light lagers. Average price falls slightly after the merger but increases towards the

end. This reflects a declining share as well as exit of some of these low priced lagers.10

9 The domestic brands that were divested were Arboga, Bayerbräu, Eagle, Fat, Sailor, Starkbock
and TT. The imported brands that were divested were Bass, Ca↵rey’s, Lapin Kulta, Staropramen
and Warsteiner.

10 For instance TT light lager dropped from 1.3 percent market share in 1999 to 0.7 in 2002, and
Eagle beer, with a market share of 1 percent in 1999, was discontinued in 2003.



2. DATA AND INSTITUTIONAL SETTING 15

The most important umbrella brand that Carlsberg-Pripps was required to divest was

Lapin Kulta, imported from Finland. The transfer of control over Lapin Kulta to Åbro

did not take place until November 2002 however. The last column presents the volumes

of the divested brands including Lapin Kulta.

Table 1.2. Market shares and prices of beers that were divested as a

result of the Carlsberg-Pripps merger

Year Market share Average price

Market share

by volume (quantity weighted)

by volume

(including Lapin Kulta that was

divested in Nov. 2002)

1996 0.093 8.756 0.149

1997 0.078 9.173 0.136

1998 0.091 8.703 0.143

1999 0.073 8.777 0.110

2000 0.061 8.607 0.092

2001 0.056 8.485 0.090

2002 0.047 8.849 0.080

2003 0.035 9.187 0.061

2004 0.031 9.492 0.053

Mean 0.064 8.836 0.103

2.2. The impact of the merger on prices: a first look. The descriptive

statistics presented above indicate that, despite the merger of two firms that control

roughly a quarter of the market there was little e↵ect on prices. This could be a result of

a low price increase of the merger per se, or it could be reflecting cost or demand shocks

which counteracted the incentives to raise price. Ex-post evaluations of mergers, such

as those by Focarelli and Pannetta (2003) or Hastings (2004) have typically pursued

a di↵erence-in-di↵erence methodology. One strives to compare development of prices

for the ”treated” products, with those of a control group that would be a↵ected by the

same demand and cost shocks, but una↵ected by the merger. As argued by Angrist and

Pischke (2010), the methodology has proved very fruitful in many areas of economics.

Applying such a methodology to a merger between two major players on a national

market is challenging however. One challenge regards the timing and the di�culty

of defining a clear distinction between before and after ”treatment”. The merger was

cleared in February 2001, but the firms had agreed to merge already in May 2000,

possibly after long negotiations. The largest umbrella brand to be divested as a result



16 Ex-Post Merger Review and Divestitures

of the merger, Lapin Kulta, was not divested until November 2002, a year and a half

after the merger was consummated. Strategic behavior to try to influence the terms

of the deal may have a↵ected prices also before May 2000. The earlier one defines the

pre-merger period, the more other shocks due to for instance entry and exit of beers

are likely to obscure the comparison. The concerns regarding timing are therefore

di�cult to solve in a perfectly satisfying manner. The other challenge regards defining

a control group. Examination of price developments in neighboring countries pointed

to that they were a↵ected by other demand shocks and Sweden’s floating exchange rate

creates substantial noise in cross-country price comparisons. As a rough comparison for

the price developments of the merger we use all beers sold by the other main domestic

brewers. We thus exclude beers produced by micro breweries, beers that are imported

by a purely trading firm rather than by a brewer, and beers sold by Kopparbergs, the

producer that is increasing market share rapidly following a very aggressive strategy,

as discussed in connection with Table 1.1. The comparison group is likely to be faced

by very similar cost and demand shocks as the merging parties. However, these are

also producers that are likely to be in close competition with the merging parties. The

treatment may thus have an e↵ect also on the “control” group. A standard prediction

would be that prices of merging party products increase and that those of substitutes

increase, but by lower amounts. A “di↵erence-in-di↵erence” estimation that did not

pay attention to this would yield downwardly biased estimates of the price e↵ect of the

merger. Below we use regression analysis to describe price developments surrounding

the merger, but we would like to stress that, for the reasons just mentioned, a causal

interpretation of the results are not warranted.

In Figure 1.1 below we plot the quantity weighted (constant weights given by sales

volume for the pre-merger period) average producer price for the merging parties (ex-

cluding beers that were divested as a result of the merger review), for the divested

beers, and for the other traditional main brewers (Spendrups, Åbro and Krönleins).

There is little evidence of dramatic price increases following the merger. Average price

of beer sold by the merging firms increased some over the pre-merger period but re-

mained largely constant around the merger. The prices of the other main brewers

increased somewhat after the merger. The divested beers fell in price compared to the

other two groups of beers. If divestitures are to play a disciplining role in mergers, this

is a pattern that we would like to see. The fall in producer prices at the beginning of

2000 is associated with a change in the retailer markup, as described in Section 4.

In the main specifications we define the pre-merger period as the year from No-

vember 1999 up to, and including, November 2000. The post-merger period uses April
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Figure 1.1. Quantity weighted price of beer sold by the merging firms,
divested beers and a control group before and after the Carlsberg-Pripps
merger in February 2001.

2001 as its first month and April 2002 as its last month. We estimate the price of beer

i in month t using the following specification.

ln(p
it

) = a

i

+�1⇤postmerger

t

+�2⇤postmerger

t

⇤merge

i

+�3⇤postmerger

t

⇤divest

i

+e

it

(1.1)

In this specification, merge is a dummy for beers sold by the merging parties after

the merger (excluding Lapin Kulta) and divest is a dummy for the beers divested at

the time of the merger as a condition for the merger. The variable postmerger is a

dummy for the post-merger period, as defined above, and a

i

a fixed e↵ect per beer.

We use fixed e↵ects to capture the price of each beer.

In column (1) we use beers from all segments and find that prices of the merging

parties fell relative to the comparison group around the time of the merger. Many

interpretations are possible: it could for instance be due to cost savings having a rapid
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Table 1.3. Di↵erence-in-Di↵erence Estimation

(1) (2) (3) (4)
All in treatment Light lager Dark lager Ale

and control
Postmerger 0.036 0.037 -0.020 0.028

(0.010)*** (0.011)*** (0.029) (0.013)**
Postmerger*merge -0.053 -0.057 0.013 0.026

(0.016)*** (0.018)*** (0.034) (0.013)*
Postmerger*divest -0.063 -0.068 -0.209 -0.014

(0.017)*** (0.018)*** (0.077)*** (0.028)
Constant 2.257 2.180 2.374 2.972

(0.004)*** (0.004)*** (0.009)*** (0.006)***
Observations 4685 4111 149 425
Number of products 288 244 12 32
Adjusted R

2 0.05 0.06 -0.04 0.07

Note: Regressions include fixed e↵ects at the beer (bar-code) level. Standard errors are clustered by brand.

The pre-merger period is November 1999 up to, and including, November 2000. The post-merger period

stretches from April 2001 to April 2002. *significant at 10%, ** significant at 5%, *** significant at 1%

e↵ect or that demand shocks a↵ect the merging parties stronger than others. It never-

theless points to that having the merger allowed and consummated was not associated

with a price increase of the merging firms relative to a comparison group of similar

brewers. In columns (2) to (4) we estimate the same specification as in (1) but do so

separately for the light lager, dark lager and ale segments. A comparison of columns

(1) to (4) shows that the fall in prices of the merged firms is due to developments of

prices of light lager beers; for dark lagers and ales the point estimate of price increases

due to the merger are instead 1.3 and 2.6 percent (where only the latter is significant).

We note that Åbro’s introduction of a highly succesful low priced light lager in March

2001, Kung, may have contributed to these pricing patterns. Keeping all the caveats

from above in mind, caveats that we believe are a concern for many merger retrospec-

tives, we do think the regressions are useful in establishing that, despite the merger

of two parties that each had a pre-merger market share close to 25 percent, there we

no dramatic price increases. The regressions are also useful in establishing that the

relative prices of the divested beers fell.

3. Modeling Demand

If we want to deduce the likely e↵ects of the merger on prices, firm profits and consumer

welfare before the merger actually takes place, and thereby establish a link between the
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magnitude of price changes and divestitures, we have to adopt a structural approach.

We follow standard practice in merger simulations and estimate a discrete choice model

and in particular, following BLP (1995) we allow for random coe�cients in the logit

estimation. Many have noted that allowing for random coe�cients allows for more

realistic substitution patterns than those implied by the simple to implement, but

restrictive, logit form of demand (see for instance Berry (1994)).

3.1. The Random Coe�cients Logit Model. We briefly present the assump-

tions of the model. Readers interested in a more detailed exposition are referred to

Nevo (2000). We observe t = 1, ..., T periods with a total number of J

t

beers in each.

The indirect utility of consumer i from purchasing beer j at date t is then given by

u

ijt

= x

jt

�

i

� ↵

i

p

jt

+ ⇠

jt

+ ✏

ijt

, i = 1, ..., I, j = 1, ...J
t

, t = 1, ...T (1.2)

x

jt

is a K-dimensional row vector of observable product characteristics. Here we

include the following observables: the taste characteristics richness, sweetness and

bitterness, which are all measured on a scale from 1 - 12, percent alcohol by volume,

the beer category (dummy variables for ale and dark lager, light lager is the omittted

category), packaging dummies with the 33 cl bottle as the base category and brand-

level advertising expenditure. p

jt

is the retail price of product j, ⇠

jt

is the product

characteristic that is unobserved by the econometrician and ✏

ijt

is a random shock to

the consumer’s taste for product j. The parameters of interest are the taste coe�cients,

�

i

, and the price sensitivity, ↵

i

. The individual also has the option of not purchasing

beer, which is referred to as the outside good and its mean utility is normalized to zero.

The variation of the parameters of interest between the I agents stems from the

distribution of observable demographics. Thereby, the individual coe�cients are de-

composed into two parts: the means across individuals and the deviations from the

means for each agent.
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(D) (1.3)

D

i

is a (d ⇥ 1) vector of consumer i’s observable demographics. ⇡ is a (K +

1)⇥ d matrix of coe�cients to be estimated, allowing the individuals’ preferences over

product characteristics to vary with observed demographics. v

i

is a (K+1)-dimensional

vector capturing individual taste shocks and ⌃ is a symmetric matrix of coe�cients

conformable with v

i

. ⌃ allows for arbitrarily correlated shocks to consumer i’s valuation

of a product’s observable characteristics. It is assumed that D

i

and v

i

are distributed

independently.
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We can now collect terms depending on whether they vary with individual demo-

graphics and rewrite (1.2) as the sum of the mean utility of consuming product j and

individual i’s deviation from this mean utility.

u

ijt

= �

jt

+ µ

ijt

+ ✏

ijt

, (1.4)

where µ

ijt

= [�p

jt

, x

jt

]T [⇡D

i

+ ⌃v

i

] and �

jt

= x

jt

� � ↵p

jt

+ ⇠

jt

. The sum µ

ijt

+ ✏

ijt

is the individual-specific deviation from the mean and �

jt

is the mean utility. It is

assumed that ✏

ijt

is i.i.d. with a Type I extreme value distribution. The probability

that consumer i purchases beer j at date t is then given by

s

ijt

=
exp(�

jt
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ijt

)

1 +
P

Jt

k=1 exp(�
kt

+ µ

ikt

)
. (1.5)

We obtain the aggregate market share for product j by integrating over all indi-

viduals. The resulting substitution patterns between products are summarized by the

elasticities.

⌘
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For comparison, we also estimate demand with the logit model. In this approach, all

individual-specific variations are set to zero. In other words, observable demographics

do not play a role. The market share equation in the logit model is thereby a specialized

version of (1.5) with µ

ijt

= 0.

4. Modeling Supply

To model the supply side of the Swedish beer market, we impose Nash-Bertrand com-

petition between firms. The relevant firms here are the producers/wholesalers that act

as suppliers to Systembolaget. There are f = 1, ..., F
t

firms present at date t and each

firm maximizes profits for its portfolio of products, F
f

.

max
p

w
jt

⇧
f

=
X

j2Ff

M

t

s

jt

(pr
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)(pw

jt

�mc

jt

)� C

f

(1.7)

p

r

jt

and p

w

jt

are the retail and wholesale prices. M

t

is the market size at date t, mc

jt

is the marginal cost of production for beer j and C

f

is the fixed cost faced by firm f .

We distinguish between retail and wholesale prices, because the market shares of all

products and the elasticities are functions of the prices charged to consumers, while firm

margins directly depend on the prices charged to the retail monopoly. As mentioned

in section 2, an attractive feature of the Swedish beer market is the deterministic
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relationship between the retail and wholesale prices of all beers. The retail monopoly,

Systembolaget, applies a fixed11 formula when determining retail prices.
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(1.8)

x

a

jt

is the per liter alcohol content of beer j, ⌧

a and ⌧

c are the alcohol excise tax

and value added tax, while mk

s and d

j

are the markup of the retail monopoly and the

deposit for the packaging of product j, respectively. As emphasized by the indexing,

the tax rates and the retail markup are equal for all products. When setting wholesale

prices, firms therefore have certainty about the price charged to consumers.

Knowledge of (1.8) allows us to precisely back out firm margins, p

w

jt

� mc
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Switching to matrix notation, we collect the profit maximization conditions for all

firms in the market and define the matrix of market share derivatives, ⌦.
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takes into account the actual ownership pattern of beers at date t. We thereby

impose a Nash-Bertrand equilibrium, where firms are the players. To illustrate, setting

all o↵-diagonal elements of ⌦
t

to zero, would define the products as the relevant players

and model firms as ignoring the crossprice elasticities between the individual beers in

their holdings. By inverting ⌦
t

, we can now solve explicitly for firms’ price-cost margins,

given the assumption of Nash-Bertrand competition between firms.

p

w

t

�mc

t

= �⌦�1
t

s(pr

t

)�1
t

(1.9)

11 The formula changes in December 1999. Before this it is given by p

r
jt = (pw

jt+x

a
jt⌧

a
t )(1+mk

s
t )(1+

⌧

c
t )+djt. From January 2000 onwards, the retail price is p

r
jt = (pw

jt(1+mk

s
t )+ct +x

a
jt⌧

a
t )(1+⌧

c
t )+djt,

where ct is a constant, per container, charge applied to all beers. From January 2000 to April 2004,
is ct 1.5 SEK, and from then on it falls to 0.85 SEK. For backing out the marginal costs implied by
our demand estimates, we are interested in @p

r
jt/@p

w
jt. It is straightforward to verify that this equals

(1 + ⌧

c
t )(1 + mk

s
t ) for all the pricing functions.



22 Ex-Post Merger Review and Divestitures

Wholesale prices, market shares and 

t

are observed directly, while the elements of

⌦
t

are functions of the estimated demand parameters. Marginal costs can be backed

out by rearranging and using the demand estimates.

cmc

t

= p

w

t

+ b⌦�1
t

s(pr

t

)�1
t

(1.10)

We can allow for di↵erent types of strategic conduct by adapting ⌦
t

. By treating

each product as a stand-alone firm, we can back out product margins that are solely

due to di↵erentiation, while Nash-Bertrand conduct between firms captures both the

product di↵erentiation e↵ect and the additional market power stemming from firms

having control over several brands.

5. Estimation

The retail monopoly keeps the prices of all beers and the number of beers on o↵er fixed

in between issues of product catalogs. Ackerberg and Rysman (2004) caution that if we

included such periods we would attempt to identify price elasticities without actually

observing price changes or the entry and exit of products. We therefore estimate

demand using observations only from the periods when prices are permitted to change.

When defining the total market, we keep in mind that Swedish beer sales vary

substantially over the seasons with peaks in summer and winter. Defining the market

as a fixed number of liters per capita would therefore yield substitution to the outside

good that is driven by seasons, and not by prices. Since wine sales follow a similar

seasonal cycle, and is the other good available in the Systembolaget stores, we define

the total market as the total number of liters sold of both beer and wine in the outlets

of Systembolaget.

To estimate the parameters in (1.3), we follow the algorithm of BLP. Before de-

scribing the specifics of our estimation, however, we have to address the endogeneity

of prices.

5.1. Instruments. ⇠

jt

is unobserved by the econometrician and is typically pos-

itively correlated with the price of product j. As the unobserved product attribute

increases, consumers’ valuation of the beer rises and so does their willingness to pay.

The producer of beer j observes ⇠

jt

and incorporates this into the pricing of the prod-

uct. The resulting positive correlation between prices and the error term biases the

estimate of ↵ downwards.

Since we lack comprehensive firm-specific information on cost shifters, and because

Systembolaget’s price setting does not allow for any regional variation in observed

prices, our set of potential instruments is limited to those assuming the location of

beers in characteristics space to be exogenous. More specifically, we use the instruments
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proposed in BLP (1995) for each type of beer. The excluded instruments for each beer’s

price are obtained by summing the characteristics of all beers of the same type, i.e. ales,

dark and light lagers, belonging to the same firm and by summing the characteristics

of all beers of the same type belonging to all other firms. We also include the number

of beers of the same category held by each firm and the number for beers owned by all

other firms. For a motivation of this approach, see for instance BLP (1995) or Nevo

(2000).

5.2. Estimation Algorithm. With the level of aggregation of our market data,

we do not observe the purchasing decisions of individuals directly. Therefore, we esti-

mate the parameters in (1.3) by drawing 120 observations12 from the empirical distri-

bution of Swedish total household income (age twenty and above). As we do not have

information about the distribution of consumer tastes, we set ⌃ = 013. We estimate

the vector of parameters ✓ = [↵, �, ⇡]0 by e�cient GMM and split the problem into

a linear and nonlinear part, as in Nevo (2000). Let ✓1 denote the parameters entering

linearly and let ✓2 denote the remaining nonlinear parameters.

At each iteration k of the algorithm, we use the Berry (1994) inversion to obtain

the vector of mean utilities, �

k that matches the aggregated simulated market shares,

s

jt

, with their observed counterparts, S

jt

. BLP show that �

k can be solved for with a

contraction mapping that is guaranteed to converge.

s(�k; ✓) = S

As Nevo (2000) shows, given �

k, we can obtain the sample estimate of the unob-

served product characteristic, !, by using a linear instrumental variables estimator.

!(✓) = �

k �X1✓1

X1 contains the observable characteristics entering linearly. We then form the

GMM objective function, !(✓)0ZWZ

0
!(✓), where W is the weighting matrix and Z is

the matrix of instrumental variables. We use the simplex method to determine the

parameter values minimizing the GMM objective.

b
✓ = arg min

✓

!(✓)0ZWZ

0
!(✓) (1.11)

12 We have simulated up to 700 households, but the estimates did not change substantially.
13 We initially assumed a multivariate normal distribution for vi and a diagonal ⌃, but found that

the estimated coe�cients were negligible. Since we use the Simplex method, which is “derivative-free”,
we chose to drop ⌃, even though the inclusion might aid in smoothing the objective function. The
payo↵ in terms of preserved degrees of freedom seemed more relevant to us.
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In the first step of the GMM estimation, we assume that the errors are homoscedas-

tic and therefore set W = (Z 0
Z)�1. In the second step14, we use the estimated errors

to form the optimal weighting matrix, W

⇤, allowing for arbitrary correlation on the

product level. Thus, W

⇤ = (Z 0b⌦
c

Z)�1, where we define b⌃
j

= !

j.

!

0
j.

and

b⌦
c

=

0

BBBBBB@

b⌃1 . . . 0
...

. . .
...

0 . . . ⌃
j

. . . 0
...

. . .
...

0 . . . ⌃
JT

1

CCCCCCA
.

5.3. Results. We first discuss the logit and instrumented logit results that we

report in Table 1.4. In both specifications, the price coe�cient is negative and statis-

tically significant. The instrumented price coe�cient is almost four times as large as

its uninstrumented counterpart, which tells us that endogeneity of prices in our data

is a substantial issue. This is mirrored in the mean ownprice elasticities at the bottom

of the table. According to the logit estimation, demand is very inelastic and around

sixty percent of all observations are estimated to have elasticities of magnitudes lower

than one. In the instrumented specification, however, this fraction of outliers drops to

zero and the average ownprice elasticity is close to four, which seems more reasonable.

Most of the other coe�cients have the same signs and are of comparable magni-

tudes. The ale coe�cient is positive in the instrumented specification and negative

in the logit estimation. As these beers tend to be imported and have prices above

the average market price, we view a positive coe�cient as more reasonable. Finally,

the Sargan test of overidentifying restrictions does not reject the orthogonality of our

instruments. Taken together with the finding that the instrumented price coe�cient

is substantially greater than its logit counterpart, we take this as indication that the

instruments are both valid and relevant.

The random coe�cient logit estimates indicate that consumers become less price

sensitive as their income rises. This is apparent from the positive price-income coe�-

cient. As income increases, however, consumers also attach lower value to beer, because

the coe�cient on the interaction of income and a constant is large and negative. Given

that the outside good is wine, this seems a reasonable outcome.

To allow demographics to matter for product characteristics, we estimate random

coe�cients for bitterness and alcohol, which we found to be the two taste character-

istics with the biggest impact. Wealthier consumers prefer beers that are relatively

14 We found that updating the weighting matrix repeatedly does not change the estimated param-
eters significantly after the first update.
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Table 1.4. Estimation Results

Regressor Logit IV-Logit RC-Logit
linear coe�cients interaction with income

Price per Liter -0.0540 -0.2188 -0.8513 3.1660
(0.0098) (0.0319) (0.4158) (2.4842)

Richness 0.2231 0.2379 0.3034 -
(0.0542) (0.0616) (0.1087)

Sweetness -0.0485 -0.0568 -0.1258 -
(0.0689) (0.0726) (0.1063)

Bitterness -0.1796 -0.2699 -1.8586 12.7820
(0.0460) 0.0551 (1.1231) (8.2925)

Alcohol as % of Vol. 0.1603 1.0214 1.7299 -1.9440
(0.0934) (0.2027) (3.9334) (26.402)

Ale -0.8566 1.3680 2.7836 -
(0.2821) (0.4971) (0.8879)

Dark Lager -1.3474 -0.7178 -0.2575 -
(0.4156) (0.4251) (0.5447)

Can (33 cl) 0.2663 1.5284 2.8412 -
(0.2854) (0.4044) (0.6958)

Can (50 cl) 1.4161 0.2162 -0.8331 -
(0.2402) (0.3528) (0.6615)

Bottle (50 cl) -0.2309 -0.8958 -1.4976 -
(0.1991) (0.2674) (0.4574)

Advertising 0.4848 0.3774 0.3432 -
(0.0558) (0.0634) (0.0969) -

Constant -7.0176 -5.2530 77.4550 -497.2400
(0.4411) (0.7558) (24.9) (156.51)

⌘̄jj -1.059 -3.8324 -8.3214
% of Obs. ⌘jj > �1 60.18 % 0 % 0.25 %
Sargan ⇠ �

2(11) - 4.2188 -
J-Statistic ⇠ �

2(10) - - 10.3650
Note: The estimation period covers the pre-merger period from January 1996 to November 2000.
Standard errors are given in parentheses and are clustered at the product level.

bitter and dislike beers with a high alcohol content. Given the linear coe�cients, ex-

actly the opposite holds for consumers that are located at the lower end of the income

distribution.

In comparison to the instrumented logit estimates, the average ownprice elasticity

more than doubles. At first brush, this may seem like a high number. Note though

that the institutional setting of the Swedish beer market pushes up prices along the

demand curve considerably by adding sizable charges to the wholesale price. The av-

erage di↵erence between a beer’s retail and wholesale price amounts to 23 SEK per

liter or roughly 65 percent of the retail price. In light of this, we believe that higher

elasticities are a more convincing result for this particular market.
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Table 1.5. Estimated Producer Markups

Logit IV-Logit RC-Logit

di↵erentiation Nash-Bertrand di↵erentiation Nash-Bertrand
min 0.1489 0.0367 0.0367 -0.0186 -0.0186
1st percentile 0.3438 0.0847 0.0848 0.0500 0.0502
5th percentile 0.5302 0.1289 0.1308 0.0657 0.0678
25th percentile 0.8452 0.2018 0.2085 0.0941 0.1023
median 1.1584 0.2712 0.2858 0.1193 0.1344
mean 1.1867 0.2757 0.2928 0.1237 0.1395
75th percentile 1.4613 0.3344 0.3605 0.1474 0.1691
95th percentile 1.9303 0.4442 0.4762 0.1939 0.2309
99th percentile 2.5788 0.6152 0.6362 0.24551 0.2828
max 9.757 2.3929 2.4069 0.7899 0.8015
Note: The table presents producer markups, (pw

t �mcw
t )/pw

t , implied by the estimates in Table 1.4. We

have used perfect knowledge of the retail monopoly’s pricing rule, (1.8), to back out marginal costs at the

producer level.

To further gauge if demand estimates are reasonable we can also consider the pro-

ducer markups, (pw � mc)/pw

. The implied markups correspond closely to the mag-

nitudes of the estimated ownprice elasticities. As seen in Table 1.5, the logit specifi-

cation yields unreasonably large markups given the market setup and many estimated

markups that are greater than one. For the instrumented specifications, these outliers

are negligible and markups move into more reasonable ranges.

We distinguish between the markups stemming from pure di↵erentiation and from

multi-product firm pricing, which also takes into account the additional market power

that firms derive from selling a portfolio of products. A comparison between the ”dif-

ferentiation” and ”multi-product” columns in Table 1.5 points to beers with relatively

high markups being more likely to be controlled by firms with wider product portfolios.

Beers with below average markups hold on average 19 brands, while above the average

markup the mean portfolio size increases to 30.

For the random coe�cients specification, the average markup is close to 14 per-

cent, while beers located in the right tails of the distribution boast markups between

23 percent and 29 percent.

As we already argued for the ownprice elasticities, given the market setting, these

numbers seem reasonable to us. It would be surprising to see larger markups for the

majority of brands with retail prices being raised considerably by the retailer and the

government’s taxation scheme. Furthermore, several features of the retail environment

at Systembolaget point in the direction of making demand more price sensititive. Beers
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are given the same shelf space in a store (rather than dominant brands paying to have

larger space or end-of-aisle displays) and are organized according to price in stores and

in catalogs. These factors should limit producers’ ability to earn higher margins on

their beers. At the time of the merger, Spendrups is the only major player that is listed

on the Swedish stock market. It’s operating margin for 2000 was 9.3 percent. This

reflects profits from its other fields of sales as well (low alcohol beer and carbonated

soft-drinks), but is indicative of that the relatively low producer markups are in the

right ball-park.

Table 1.6 shows an excerpt from the estimated elasticity matrix for the last period

before the merger is consummated. We have included the largest brands in terms of

sales from the merging parties, Pripps and Carlsberg, Galatea (the acquirer of the di-

vestitures) and some beers with big market shares brewed by firms not directly involved

in the merger. The rows of the table are indexed by j and the columns by k. Thus,

the entry in the second row and third column, for instance, shows a predicted increase

in the market share of Norrlands Guld of 0.174 percent in response to a 1 percent

price hike by Falcon. Examining the table in more detail shows that the strengths of

our estimates lies with the deviation of the crossprice elasticities from their IV-logit

counterparts. The pattern of crossprice elasticities is intuitively appealing. Products

that are close in characteristics space are closer substitutes than those which are fur-

ther apart. As an example, consider Millenium and Norrlands Guld. The observable

product characteristics of these two beers are identical, except that Millenium has a

sweetness rating of 2, while Norrlands Guld has a rating of 1. The market share of the

latter is predicted to rise by almost 0.9 percent in response to a 1 percent price increase

by Millenium. The other beers with crossprice elasticities of comparable magnitude are

close to Norrlands Guld in product space, as well. These beers are Pripps Bl̊a, Three

Towns Fat and Lapin Kulta.

Analogously, Starorbno is also a light lager, but it has a bitterness rating of 9, while

the other light lagers in Table 1.6 have a rating of 5. On a scale from 1 - 12, this sets

these beers quite far apart. As a consequence, Starobrno is not a very close substitute

for the other light lagers. Overall, we find that the estimated substitution patterns

are plausible and form a reasonable base for simulating the outcome of the Pripps and

Carlsberg merger.

6. Merger Simulation

Having backed out marginal cost estimates under multi-product Nash-Bertrand firm

conduct, we can finally perform the merger simulation. To answer this question, we

compare two scenarios: a counterfactual merger between the two firms, without any
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compulsory changes to the joint portfolio of beers, and the actual merger with the

divestitures imposed by the Swedish competition authority. We use the set of brands

and pre-merger ownership pattern for November 2000 as the basis for this exercise.

We take the estimates of marginal costs and unobserved product characteristics as

given in our simulations. The post-merger equilibrium prices solve

epw = cmc� e⌦�1(epr)es(epr)�1
, (1.12)

where the entries of e⌦ reflect the post-merger ownership outcomes in the two sce-

narios. We arrive at the equilibrium prices by taking pre-merger prices as the initial

guess for the solution to (1.12) and then iterate until convergence. This can be thought

of as iterating over firms’ best responses to price changes by all other firms, until no

firm has an incentive to deviate.

Table 1.7 shows the market-share weighted relative price changes resulting from the

merger in the two scenarios. A ratio above 1 implies that prices increase and below 1

that they fall. Forcing the merging parties to divest the selected beers generally lowers

the overall price increases resulting from the merger of Pripps and Carlsberg. Using

the RC-logit specification, prices are predicted to increase by 1 percent without divesti-

tures, whereas they are predicted to increase by only 0.4 percent when divestitures are

considered. Thus, the divestitures cut the predicted price increase by more than half.

The fact that both equilibria are associated with modest price increases is due to the

relatively high ownprice elasticities, which, as we have argued previously, are largely

driven by the institutional setup of the Swedish beer market. Focusing on beers pro-

duced by Carlsberg after the merger, so this includes beers produced by Pripps before

the merger, in row 2 we see that the predicted price increase is 2 percent without di-

vestitures and 1.3 percent with the divesting of beers. The divested beers themselves

are predicted to raise prices by 1.5 percent if they were to be kept by Carlsberg-Pripps

but lower prices by about 2.4 percent if divested to Galatea.

Turning to the row showing the predicted relative price changes for Galatea prod-

ucts, we can deduce that Galatea was well chosen as a recipient. Recall that we are

referring to the post-merger ownership structure here. Thus, the scenario with divesti-

tures moves all the divested beers to Galatea, while the scenario without divestitures

leaves Galatea’s product portfolio unchanged. Comparing the relative price changes in

rows three and four for the scenario with divestitures shows that Galatea derives almost

no additional market power from absorbing the divested beers. If the divestitures com-

plemented its existing portfolio of products well, the relative price change of Galatea’s

grown portfolio would be substantially higher than the predicted relative price change

of the spino↵s alone. This is not the case, however, which strongly suggests that the
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Table 1.7. Predicted Market-Share Weighted Relative Price Changes

Post-
Merger Logit IV-Logit RC-Logit

Ownership no divest. with divest. no divest. with divest. no divest. with divest.
all beers 1.043 1.021 1.013 1.008 1.010 1.004

Carlsberg 1.086 1.062 1.029 1.026 1.020 1.013
Divestitures
(Carlsberg 1.070 0.907 1.024 0.974 1.015 0.977
& Pripps)

Galatea 1.000 0.920 1.000 0.977 1.000 0.980

all others 1.002 1.001 0.997 0.997 1.001 1.000

choice of Galatea as a recipient for the divested beers aided in limiting price increases

resulting from the Carlsberg-Pripps merger.

In the last row, we note that prices of beers not directly involved in the merger

are little a↵ected. As seen in Table 1.6, the cross-price elasticities between brands are

non-trivial. The small price increases for beers not directly a↵ected by the merger are

thus largely due to the small predicted price increases of beers sold by the the merging

parties.

Let us now compare our simulated e↵ects to the time series evidence that we con-

sidered in Section 2. While there are concerns about our ability to capture the causal

e↵ect of the merger on prices using the methods of Section 2, we note that all speci-

fications pointed to small price e↵ects of the Carlsberg-Pripps merger. If the merger

was associated with large price increases we would have needed large drops in marginal

cost or large negative demand shocks to counteract an incentive to raise price. We

have not found any plausible candidate to such large shocks. Thus, we are confident

that the time series points to very moderate price e↵ects of the merger, even if we do

not want to put to much faith into any one of the specifications.

The RC-logit estimates clearly match the low price e↵ects of the merger. In com-

parison, the logit results, reported in the first columns of Table 1.7, point to much

greater price e↵ects. Time and computational constraints have implied that logit and

nested logit have been seen as the main alternatives for merger simulations (see for in-

stance Peters (2006) or Weinberg (2011)). However, falling computing costs are likely

to make RC logit easier to implement and we take the ability of the RC logit to match

the limited price increases observed in this market as encouraging. We also note that

in this particular case the predicted price increases from the IV-logit are rather close
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to those of the RC logit. This result stresses the role of finding valid instruments in

the case where one opts for using a logit estimation.

For reasons explained above we do not put much trust in the logit estimates reported

in the first two columns. Even so, one might view them as a robustness check on what

the price e↵ects would be if demand were less elastic. We then note that the divestitures

have an important e↵ect on the estimated price increases also in this case - divestitures

lower predicted price increases from 4.3 to 2.1 percent.

7. Conclusion

There are important limits to how much can be learnt from one single case study of

a consummated merger. Let us nevertheless highlight a few findings from our study

which we believe are of more general interest. Firstly, divestitures and other remedies

are a crucial part of merger control. If ex-post merger reviews are used to analyze

whether merger policy is e↵ective or not, they need to be careful in how they deal

with remedies. For mergers that are seen as problematic, remedies are the rule, rather

than the exception. Despite this, remedies have been conspicuously absent from ex-

post merger reviews. We put them center stage and show that they had an important

impact on the predicted price changes of the Carlsberg-Pripps merger. Secondly, while

RC-logit is seen as superior to logit and nested logit by economists, previous ex-post

evaluations have typically used these more restrictive demand specifications. In our

case RC-logit provides a much better match with actual price changes than logit. With

falling complexity of implementing demand systems, that allow for richer substitution

patterns, we should not discard merger simulations based on the criticism that too

restrictive methods are being used.15 Finally, the case study also points to that a

reliance on simple measures of concentration to decide what mergers to block, can lead

astray. Despite the merger of two parties, where each had close to a quarter of the

market, the price e↵ects were small. In this case, high demand elasticities served to

keep the price e↵ect of the merger muted. The high elasticities were plausibly generated

by taxes pushing prices far up along the demand curve and a retail setting with an

explicit aim to provide a level playing field. These institutional features are specific to

our data. The benefit of merger simulations, and its simplified cousin in the form of

upward pricing pressure (UPP, see for instance Farrell and Shapiro (2010)), is that it

forces us to be explicit about these institutional features.

15 For instance access to consumer level data on purchases of di↵erentiated consumer products is
now common. The tools to estimate a random coe�cient logit demand system on such data are now
available as a canned routine in STATA.
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The Pass-Through of Cost and Demand Shocks for

Multi-Product Oligopolists: A Quantitative Investigation of

the Swedish Beer Market.
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Abstract

We show, in a simple stylized setting, that the combination of mul-

tiproduct firms and concentrated markets yield dampened price re-

sponses to marginal cost shocks but amplified price responses to de-

mand shocks. To quantitatively assess the empirical relevance of this

e↵ect, we estimate a structural demand model for the Swedish retail

market for beer and use our model and estimates to simulate counter-

factual prices in response to cost and demand shocks. We find that

when modeling each product as a firm, aggregate price responses to

cost (demand) shocks are higher (lower) than for the actual owner-

ship pattern. Due to variations in the magnitude of crossprice elastic-

ities and the level of concentration in the di↵erent market segments,

the size of the e↵ect for cost shocks can range from close to around

one percent to six percent. The e↵ect amplifies reactions to demand

shocks substantially. The high number of products in the market,

however, keeps the overall price impact of demand shocks low.
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1. Introduction

The determinants of price responses to cost and demand shocks are of fundamental

importance to many questions in economics. Two prominent areas of investigation

relate to how exchange rate changes a↵ect prices of imported goods (Feenstra (1989),

Goldberg and Knetter (1997), Gopinath and Itshoki (2010)) and to how tax changes

feed into prices (Besley and Rosen (1999), Fullerton and Metcalf (2002)). In Indus-

trial Organization, recent work stresses that the pass through of costs is crucial for

many comparative statics results and serves as a building block for market delineation

(Farrell and Shapiro (2010), Weyl and Fabinger (2011)). In Macroeconomics, the links

between (lack of) price adjustment and market structure has been of interest at least

since early empirical work by Means (1929), Hall and Hitch (1939) and Sweezy (1939).

By now it is well established that for a monopolistic firm that receives an idiosyncratic

shock to marginal costs, its price response will be greater the more convex the demand

curve (Bulow and Pflederer (1983), Feenstra (1989)). For instance, a constant elastic-

ity demand curve will feature a magnified response of prices to a marginal cost shock

whereas a linear demand curve implies that prices change by half the size of the mar-

ginal cost shock. In oligopolistic competition the extent of pass-through will depend

on assumptions on for instance the extent of product di↵erentiaton and the number of

firms. Pass-through under oligopoly has been explored in applications covering both

exchange rates (Dornbusch (1987)) and taxes (Delipalla and Keen (1992), Reny, Wilkie

and Williams (2011)).

One aspect of pass-through that remains largely unexplored however is the impact

of multiproduct firms on pass-through. An exception is Hamilton (2009) who examines

how product breadth and prices respond to tax changes in a multi-product extension

of Salop’s (1979) competition on the circle model. His results point to a more than

proportional pass-through of costs occurs except under the case when demand is highly

convex - a result at sharp odds with the results under monopoly and which points to

the need for further analysis of pass-through by multiproduct firms. 1 We argue that

the gap in the literature is especially important since casual observation su�ces to

establish that many markets are dominated by oligopolistic firms that each control a

large number of products.

In the present paper we investigate how the breadth of products that a firm controls

a↵ects how prices change in response to cost and demand shocks. While the details

of pass-through are likely to be sensitive to what form of competition we assume,

1 The key mechanism in Hamilton (2009) is that higher excise taxes lead firms to narrow the
range of varieties on o↵er, which in his setting softens price competition, creating an additional
upward pressure on prices.
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we note that Bertrand competition with di↵erentiated products is seen as a workable

description of many consumer goods markets (see for instance Davis and Garces (2010),

Nevo (2011)). In particular we note that a rich previous literature has examined the

quantitative impact on prices of a firm gaining control over more products via mergers

in such a setting (Hausman et al (1994), Nevo (2000), Ivaldi and Verboven (2005)).

That literature examines how prices are a↵ected by changes in the market structure -

we use similar tools to systematically explore how prices respond to cost and demand

shocks. We first show in a simplified example (logit demand, disregarding competitive

responses) that a firm who controls more products will pass-through an idiosyncratic

marginal cost shock to a lesser extent but an idiocyncratic demand shock to a greater

extent than a single product firm would. We proceed to investigate the quantitative

implications of the pass-through incentives using data from the Swedish beer market.

Empirical studies of pass-through are faced with di↵erentiated product prices being

rigid and only adjusting at irregular intervals (Blinder et al (1998), Nakamura and

Steinson (2008)). One way to generate such rigidity in models is by introducing a fixed

cost of adjusting prices (menu costs). Rigidity of prices will be determined by the

costs of adjusting prices on the one hand, and the gains from adjusting prices on the

other hand (which in turn have a close relation to the desired price change, the pass-

through rate). The overwhelming part of work aimed at understanding the sources of

rigidity has assumed that products are supplied by a monopolist or by monopolistically

competing firms that each sell one product (Barro (1972), Sheshinski and Weiss (1977),

Akerlof and Yellen (1985)). However, a set of recent papers examine price adjustment

with multi-product firms with a focus on the costs of price adjustment. They are

complementary to the present paper in that they study the price setting behavior of

firms and back out the nature and size of price adjustment costs that are consistent

with observed price adjustments - whereas the present paper focuses on studying pass-

through of multi-product firms. Midrigan (2011) considers the case where a firm sells

two products and by paying a single menu cost can change both prices - he shows

how these ”economies of scope” in price adjustment allow for a better match of some

stylized facts on price adjustment, in particular the existence of many small price

changes.2 Stella (2012) allows for one menu cost component that is common to all

products sold by a firm as well as an additional menu cost that is product specific.

Using data on cheeese sold by a US retail chain he establishes that both types of

menu costs are present. Closely related are also two papers that examine the reasons

2 Midrigan (2011) embeds his model in a general equilibrium model. A comparison between
Midrigan (2011) and Golosov and Lucas (2007) - who use single product firms - shows that the
seemingly minor addition of economies of scope in menu costs, coupled with a fat-tailed distribution
of shocks, drastically raises the impact of monetary policy on real variables.
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for incomplete pass-through of exchange rates and costs into prices: Nakamura and

Zerom’s (2010) study of co↵ee prices and Goldberg and Hellerstein’s (2012) study

of beer prices. Nakamura and Zerom (2010) assume that menu costs are random but

equal in a given period for all products sold by a firm, whereas Goldberg and Hellerstein

(2012) estimate bounds on the menu costs, assuming that they are product specific. 3

Our focus on examining the links between the number of products controlled by a

firm, and pass-through rates, is largely unexplored in the literature just mentioned.4

Midrigan (2011) compares pricing of just one or two products and Bhattarai and

Schoenle (2012) pricing of one, two or three products. 5 In Goldberg and Heller-

stein’s (2012) data there are only two cases of multiproduct firms, each of whom sells

two products.

In contrast, our data set features substantial variation in the number of products

controlled by firms - across both time and market segments. A number of institutional

details of the Swedish beer market make it appealing for an empirically grounded

examination of how pass-through rates vary with the breadth of product portfolios.

State owned Systembolaget is the monopolist retailer for alcoholic beverages in Sweden.

This is our source for nine years of market-encompassing monthly observations on

sales, prices, taxes, retailer markup and product characteristics: all observed at the

bar-code level. Beer is supplied to Systembolaget by a number of independent, profit

maximizing wholesalers and producers. The retailer follows a deterministic and publicly

known markup rule - we can thus focus squarely on the price setting of upstream firms

without being forced to make assumptions on retailer markup rules.6 Prices can change

only a few times every year, in connection with catalogs by the retailer and there are

no temporary sales. Temporary sales generate substantial noise in the data, but as

economists we are typically more interested in the pass-through of regular prices (see

for instance Nakamura and Steinson (2008) for an analysis of the price rigididity that

pays attention to the role of temporary sales). Finally, the addition of a new data

set that can be used to study price adjustment with a structural model is potentially

3 Another related paper is Noton (2011) who examines exchange rate pass-though on European
car markets using the estimation methodology of Bajari, Benkard and Levin (2007). He assumes that
there is no fixed cost of adjusting a price, but instead estimates a price adjustment cost that depends
on the size of the price adjustment.

4 A number of empirical papers examine pass-through of multi-product firms (see for instance
Goldberg (1995)). The multi-product aspect is not in focus however.

5 In related theoretical work Alvarez and Lippi (2012) characterize optimal price adjustment
patterns for a firm that sells an arbitrary number of goods and where paying a single fixed cost allows
it to change all prices. The model is quite stylized however and the loss of not adjusting a price is
assumed to be quadratic in the deviation of the actual price from the frictionless price.

6 Recent work by for instance Gopinath et al (2012), and Goldberg and Hellerstein (2012), point
to that must of the interesting price dynamics are at the upstream level, where acquiring accurate
price data is notoriously hard.
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valuable in itself: Data sets that feature the desired level of detail are often hard to

access, and indeed a very large share of the papers above, and related work, use data

from Chicago retailer Dominick’s Finer Foods: (various sub-sets from this data set are

used by Besanko et al (2005), Kano (2006), Burstein and Hellwig (2007), Midrigan

(2011), Goldberg and Hellerstein (2012) and Stella (2012)). While using the same data

set can be conducive to methodological contributions, concerns can also be raised that

specificities in the behavior of one retailer is used as a foundation of stylized facts.

To explore the links between multi-product pricing and pass-through we estimate

a discrete choice model of demand, following Berry (1994) and Berry, Levinsohn and

Pakes (1995, BLP). The estimated parameters can be used to inform us about own-

and cross-price elasticities for all products, as well as giving us an estimate of product

level demand shocks in each period. We estimate the demand and supply sides jointly,

which allows us to extract the comovement of demand and supply shocks from the

data. This allows us to simulate price responses to demand and cost shocks for di↵erent

counterfactual ownership patterns and correlations between demand and cost shocks in

the industry. We compare the response of prices to cost and demand shocks under two

scenarios - one with the actual multi-product firm pricing and one where the price of

each product is optimized as if it were sold by a stand-alone firm. As in Goldberg and

Hellerstein (2012) we assume Nash-Bertrand conduct when firms set optimal prices.

For a sophisticated forward looking firm, the price that it sets may be a↵ected by future

expectations about the drift and volatility of cost and demand factors, as well as the

response of competitors to such factors and the future costs of adjusting prices. To

make such a problem computationally feasible we would need a number of simplifying

assumptions which would partly cloud our interest in how pass-through depends on

the set of products that a wholesaler/producer controls.

The market segments in the beer market (ales, dark lagers, light lagers, stouts and

weissbeers) are characterized by di↵erent magnitudes of crossprice elasticities and levels

of concentration. In the dark lager segment, having both the highest concentration

and greatest crossprice elasticities, the aggregated (wholesale) price response of single

product firms to a common shock to marginal costs is six percent higher than the

response when taking the actual ownership pattern of products into account. In the

ale segment, on the other hand, which is characterized by similarly sized crossprice

elasticities and very low levels of concentration, the e↵ect is only around one percent.

2. Price Setting in the Logit Model

To provide a simple exposition of links between pass-trough and shocks to costs and

demand we consider a “logit”, discrete choice model of demand. This demand model,
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and refinements thereo↵, is a workhorse in empirical studies of demand (see for instance

Anderson, de Palma and Thisse (1992), Berry (1994), BLP (1995), Besanko, Gupta

and Jain (1998), Sudhir (2001), Nevo (2011)). Let n di↵erentiated products be o↵ered

in a market and let the utility of a consumer from purchasing good i at date t be given

by

U

it

= �

it

+ ✏

it

, i = 1, ..., n, t = 1, ..., T, (2.1)
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Imposing an extreme value distribution on the taste shocks yields the familiar logit

expression for product i’s market share.
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⌦ captures the substitutability of products and because market shares are strictly

positive, a price increase of good i reduces its own market share while raising that of

all rival products. The price-cost margins are collected in the (n⇥ 1) vector p� c and

the (n⇥ 1) vector s keeps track of market shares. Optimal prices satisfy

p� c = �⌦�1
s. (2.4)

The functional form of the logit model can be exploited to analytically invert ⌦ for

an arbitrary number of products, n. The adjoint of ⌦ is symmetric,
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where ◆ is the n⇥ 1 unit vector.

Thus, in the logit model, the monopolist optimally chooses one price-cost mar-

gin for all products.7 Equipped with (2.5), we can derive the monopolist’s price re-

sponse to marginal cost shocks and temporary shifts in demand. Defining f(s; ↵) ⌘
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(2.6)

7 The first statement of this result that we have been able to find is in Besanko, Gupta and Jain
(1998, equation (5)).
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The reaction of price to cost and demand shocks depends on the coe�cients A ⌘
(1 � Pn

i

s

i

)/(1 � Pn

j 6=k

s

j

) and B ⌘ s

k

/(↵(1 � P
j 6=k

s

j

)). The monopolist reacts

di↵erently to demand and cost shocks. As seen from the numerator of the first term

in (2.6), the higher the market share captured by all the varieties sold by the firm,

the more muted is the price response to cost shocks. The denominator in (2.6) shows

that a firm’s response to cost shocks is lower for products with a higher market share.

This implies that firms react relatively more (less) to cost shocks in markets with a

relatively low (high) level of concentration.

Faced with demand shocks, however, the firm reacts di↵erently. The greater the

market share of a specific variety, and the greater the market share captured by all

products in the firm’s holdings, the larger is the resulting price response caused by a

temporary shift in demand. Moreover, consumer’s marginal utility of income, ↵, a↵ects

the magnitude of price responses to demand shocks. As demand becomes perfectly

elastic, ↵ ! 1, the price reaction is driven towards zero. Lowering the level of

concentration in the market, on the other hand, dampens the optimal price response

to demand shocks.

Moreover, from (2.6) it is obvious that the correlation of demand and cost shocks

is another important determinant of both the size and frequency with which price

changes are observed in the data. Note that in examining the pass-through in (2.6)

above we only considered the change in the first order conditions for the firm, treating

all other prices as fixed. This, what Weyl and Fabinger (2011) term ”short-run own”

pass-through, is obviously not the full story. It nevertheless forms some guidance for

what to expect in the empirical work that follows, where we compare di↵erent Nash

equilibria in response to demand and cost shocks. Before presenting the structural

estimation framework, we turn to a description of the Swedish beer market.

3. The Swedish Beer Market

To assess the quantitative impact of multiproduct firm pricing for the observed pattern

of price changes, we use data from the Swedish beer market. The data set includes the

monthly retail sales of all beers sold in Sweden with January 1996 as the first month

and December 2004 as the last month. Sales are aggregated at the national level. Each

product’s sales volume per month and price are observed at the bar-code level and we

use the term a beer to denote a product. Le↵e Blonde in a 33 centiliter (cl) bottle is

an example of a beer.

As mentioned in the Introduction, state-owned Systembolaget is the sole retail

outlet for alcoholic beverages in Sweden. This gives us complete market coverage for
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beers with an alcohol content of at least 3.5 percent by volume (beers with alcohol

contents below this threshold can be bought in supermarkets).

Systembolaget enforces uniform pricing for each of the beers on sale across the

whole of Sweden. In regular intervals, the retail monopoly publishes a catalog that is

free of charge, containing all the products that are available in its retail outlets. Prices

are only allowed to change when a new catalog issue is published. In between issues,

Systembolaget holds prices fixed. Moreover, there are no temporary sales during the

year. Ackerberg and Rysman (2004) caution that including market observations in

which prices are fixed in the demand estimation implies that we are attempting to

identify price elasticities in these periods without actually observing prices changing.

This can yield biased coe�cients in the estimation. To take account of this fact, we

exclude all periods in between catalog issues, reducing the number of months used in

the sample from 108 to 50.

The prices that consumers pay, p

r

, are set as a deterministic markup on the whole-

sale price, p

w

. The components of this markup are the following: an excise tax on

alcohol that is calculated per liter, ⌧

a

, a percentage markup added by Systembolaget

that is common to all products, m

s

, a charge per container that is also common to all

products, c, a value added tax (VAT) of 25 percent, ⌧

c

, and a deposit charge on the

container, f . Systembolaget is fully transparent when setting retail prices and applies

a publicly known formula to arrive at the retail price of beer j at date t.8

p

rjt

= (p
wjt

+ ⌧

ajt

)(1 + ⌧

ct

)(1 + m

st

) + f

t

, t = 1, . . . , T (2.7)

This institutional setup allows us to abstract from jointly modeling the price set-

ting behavior of wholesalers and retailers. Instead, wholesalers directly determine the

final retail prices for their products given the mechanic markup imposed by the retail

monopoly. We can thereby back out price-cost margins and elasticities at the wholesale

level exactly. The wholesalers are profit maximizing firms and they can be described

as being in one of two categories. The supply of beer is dominated by domestic brewers

that act as wholesalers for the beers that they themselves brew, while also acting as

wholesalers for some imported beers (Danish brewer Carlsberg has a strong market

presence in Sweden and is included in this category). The other type of wholesaler is

8 The formula changes in December 1999. Before this date, it is given by prjt = (pwjt + ⌧ajt)(1 +
mst)(1+⌧ct)+fjt. From January 2000 onwards, the retail price is prjt = (pwjt(1+mst)+ct +⌧ajt)(1+
⌧ct) + fjt, where ct is a constant per package charge applied to all beers. From January 2000 to April
2004, ct is 1.5 SEK, and from then on it falls to 0.85 SEK. When we turn to firm price setting, we are
interested in @prjt/@pwjt, i.e. how the retail price changes with the wholesale price that firms charge
to Systembolaget. It is straightforward to verify that it is equal to (1+ ⌧ct)(1+mst) for all the pricing
rules.
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Table 2.1. Market Descriptives

Liters Sold (in ’000s) Retail Price (SEK) Wholesale Price (SEK)
Ale 167 49.38 23.55
Dark Lager 183 36.34 14.65
Light Lager 10,303 31.71 11.76
Stout 56 41.43 19.29
Weissbeer 19 38.63 17.29
All 10,727 35.14 14.09

Note: Liters sold and prices are monthly averages over the sample period from January 1996 to De-
cember 2004.

Number of Products Number of Firms HHI
Ale 45 17 .15
Dark Lager 13 8 .75
Light Lager 232 29 .21
Stout 11 10 .44
Weissbeer 7 6 .46
All 308 33 .21

Note: The numbers of products and firms are monthly averages over the sample period from Janu-
ary 1996 to December 2004. The Herfindahl-Hirschman Index (HHI) is computed by using the act-
ual number of liters sold in a given month for each type of beer and all beers, respectively.

a pure importer. Typically these are rather small firms that have imports of alcohol as

their main business.

In the catalogs of Systembolaget, beers are classified into di↵erent categories. We

use beers in the ale, dark lager, light lager, stout and weissbeer segments.9 Table 2.1

presents descriptive statistics for the market as a whole and each of the beer categories

separately. The top panel compares liters sold, retail and wholesale prices. Light lagers

make up by far the biggest category in terms of sales, which on average account for 96

percent of total beer sales. Next in line are the dark lager and ale categories, which

sell on average around 170,000 liters every month. The remaining categories of stouts

and weissbeers are much smaller in terms of sales.

Apart from being the category with the highest volumes, light lagers on average

also sell at the lowest price, while ales are the most expensive category in the Swedish

beer market. All prices are in Swedish kronor (SEK). In January 2000 the SEK/Euro

exchange rate was 8.60 and the SEK/US Dollar 8.47. The large di↵erences between

9 The remaining beers in the specialty and spontaneously fermented categories represent a neg-
ligible share of total market volume and there are few observations of these beers in the data. We
therefore decided to drop these two categories.
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wholesale and retail prices highlights the impact of the alcohol tax, Systembolaget’s

markup and a 25 percent VAT.

The bottom panel of the table highlights the variation in the data that is most

relevant for assessing the impact of multiproduct firm price setting on the pattern of

price changes. The ale and dark lager categories, for example, are similar in terms

of liters sold and revenue generated, but they di↵er strongly in terms of concentra-

tion. With a Herfindahl-Hirschman Index (HHI) of .15 at the wholesale level, the ale

category exhibits the lowest degree of concentration, while the dark lager segment is

characterized by the highest level of concentration with an HHI of .75. This pattern

carries over in terms of the number of products and firms in each of these categories.

There are roughly three times as many products and roughly twice as many firms in

the ale segment as in the dark lager category. The remaining beer types lie between

those two in terms of the level of concentration measured by the HHI.

Before proceeding to the demand estimation, we describe the pattern of price

changes in the data in some detail, to dispel concerns that the strictly regulated retail

setting could yield patterns that are very di↵erent from the well established stylized

facts in the literature on price adjustment.

3.1. Observed Price Changes. Table 2.2 compares the pattern of price changes

in the Swedish retail beer market with that of the United States’ and the euro area’s

processed food sectors, as presented in Dhyne et al. (2006) and Nakamura and Steinsson

(2008). We chose this comparison, because the processed food sector seems to be the

closest match for the beer market. Moreover, we include all time periods in-between

catalog issues to ensure that our observed price descriptives are comparable to these

two papers. As the reported price durations in Nakamura and Steinsson (2008) strip

out the e↵ects of temporary sales, they are a good comparison with the patterns we

report. In terms of the median price duration, the two sets of data seem quite close.

The median life span of a price in Systembolaget’s outlets is a bit more than eight

months, while the equivalent measure for the US processed food sector comes in at

nine months. Also, the fraction of prices changing in each month is quite similar: 7.18

percent of all beers change price while 10.6 percent of all processed food items in the

US adjust prices in the same time frame.

An obvious di↵erence between the patterns reported in the US and the euro area

is the net change in prices: in the Swedish beer data retail prices drop by almost

two percent, while prices are reported to increase over time in the comparison data.

This di↵erence can be explained by exogenous changes in alcohol excise taxes and

the markup of Systembolaget. In January 1997, the average alcohol tax per liter was

lowered by almost forty percent. This translated into a fall in the average retail price
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Table 2.2. Price Changes

All Price Changes
up down � (%) % of all prices duration (months)

Retail Prices
mean 3.80% -8.48% -1.93% 7.18% 11.11
median 3% -6% 1% - 8.17
share of changes .53 .47 - 1 -

Wholesale Prices
mean 8.75% -8.62% 2.25% 9.35% 9.31
median 6% -7% 2% - 8.11
share of changes .61 .39 - 1 -

Dhyne et al. (2006) - Processed Food (Euro Area)
up down � (%) % of all prices duration (months)

mean 6.9 % -8.1 % 7.5 % 13.7 % ⇡ 13
share of changes .54 .46 - 1 -

Nakamura and Steinsson (2008) - Processed Food, No Sales (USA)
up down � (%) % of all prices duration (months)

median 11.5 % -17.6 % 13.2 % 10.6 % 9
share of changes .72 .28 - 1 -

of nearly fifteen percent. When looking at the wholesale prices of beer, the average

and median net price change are about two percent. Also, the average rise in wholesale

prices is close to nine percent while the equivalent change in the retail price is only

roughly four percent.

Thus, the patterns in the Swedish beer data are comparable to the stylized facts

established in the price rigidity literature regarding the duration of prices and the

magnitude of price changes. The observed downward trend in prices is driven by

changes in taxes and retailer markups, which are both decided upon by the government

and can therefore be viewed as exogenous to firms’ price setting decisions.

4. Structural Estimation of Demand and Supply

The di↵erent beer segments exhibit interesting variations in terms of concentration lev-

els. Given that product prices in more concentrated markets should react relatively less

to cost shocks and relatively more to demand shocks, we want to exploit this variation

to investigate the role of multiproduct firms for the magnitude of price responses to

these two types of shocks. As light lagers dominate the Swedish beer market in terms

of both market shares and the number of products, most of the di↵erences between the

beer categories would be swamped in a simple logit model. To allow di↵erent patterns

of product substitutability within and across the beer categories, while keeping the
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computational burden low, we estimate a nested logit model, where each beer category

is defined as a separate nest. As we are also interested in the comovement of demand

and cost shocks, we want to be able to extract the correlation between these two shocks

from the data. We therefore estimate the demand and supply sides of the Swedish beer

market jointly. This gives us a consistent estimate of the covariance between demand

and cost shocks.

4.1. Demand Side. We first describe the demand side estimation. Let the utility

of consumer i from purchasing beer j at date t be given by

u

ijt

= �

jt

+ ⇣

ig

+ (1� �)✏
ijt

. (2.8)

�

jt

= x

jt

��↵p

rjt

+⇠

jt

is product j’s mean utility level that is determined by its ob-

servable product characteristics, x

jt

, its retail price, p

rjt

and its unobservable product

characteristics, ⇠

jt

. As observable characteristics, we include the three taste character-

istics, richness, sweetness and bitterness, which are all measured by Systembolaget on

a scale from one to twelve and published in its product catalogs. The beer’s alcohol

content enters the observables as well as the advertising expenditure for the beer’s

particular brand.10 We also include dummy variables for the di↵erent packagings.11

Table 2.3 presents descriptive statistics for the observable product characteristics. As

in Section 2, the unobservable product characteristics capture temporary shocks to

demand.

⇣

ig

is consumer i’s valuation of nest g. Its distribution depends on the parameter

� 2 (0, 1). As the nesting parameter tends to zero, the correlation of consumer taste

shocks within nest g goes to zero; in other words, the nesting of products becomes

meaningless.

Regarding the definition of the outside good, we note that Swedish beer sales exhibit

a seasonal pattern with peaks in summer and winter. Wine sales follow a very similar

cycle. By defining the relevant market as the sum of beer and wine sales, we avoid

seasonal substitution towards the outside good.

Given (2.8), we can rewrite the market share of product j at date t as s

jt

= s

j|g,t

s

gt

,

where s

j|g,t

is beer j’s share of the liters sold by the category or nest it is located in

and s

gt

is category g’s share of the overall market. As is well known, we have that

s

j|g,t

=
e

�jt/(1��)

P
j2Gg

e

�jt/(1��)
, (2.9)

10 By brand we define beers sold under the same name but in di↵erent package sizes, or with
di↵erent alcoholic strengths. A brand can therefore include several individual beers.

11 The .33 liter bottle is the base category.
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Table 2.3. Observable Product Characteristics

Column Variable Mean [Min,Max] Std. Dev.

X1 Price Per Liter (SEK) 35.25 [15.6, 183] 10.78
X2 Richness 5.78 [1, 11] 1.83
X3 Sweetness 2.23 [1, 11] 1.38
X4 Bitterness 6.34 [1, 12] 2.12
X5 Alcohol (% of Vol.) 5.42 [4, 17] 1.12
X6 Advertising (mln SEK) .10 [0, 13.85] .66
X7 .5 Liter Bottle .30 [0, 1] .46
X8 .33 Liter Can .05 [0, 1] .22
X9 .5 Liter Can .28 [0, 1] .45
X10 Constant 1 [1, 1] 0

and

s

gt

=

⇣P
j2Gg

e

�jt/(1��)
⌘(1��)

P
g

⇣P
j2Gg

e

�jt/(1��)
⌘(1��)

, (2.10)

where j 2 G
g

indicates that the particular product j belongs to category g. Di↵er-

entiating (2.9) and (2.10) with respect to the retail price of beer j and the retail price

of a rival product k, we obtain the substitution patterns implied by our nested logit

assumption.

⌦
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These market share derivatives are determined by the structural parameters of the

demand side and enter in the modeling of the supply side. As in Section 2, these

derivatives determine how each firm optimally sets the prices for the products in its

holdings.

Berry (1994) shows, that the system of market shares, which are functions of prod-

uct mean utilities, �

jt

, can be inverted analytically to yield the estimating equation for

the demand side.

ln(s
jt

/s

ot

) = x

jt

� � ↵p

rjt

+ �ln(s
j|g,t

) + ⇠

jt

, t = 1, . . . , T, j = 1, . . . , J
t

(2.12)

We next turn to modeling the supply side.
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4.2. Supply Side. Let F denote the total number of firms active in the market

and let F
f

denote the set of all beers owned by a particular firm f . Then, profit-

maximizing prices satisfy the following system of equations.

p

rt

= c

t

�H � ⌦�1
t

s

t

, t = 1, . . . , T (2.13)

� denotes the Hadamard or pointwise product and H accounts for the actual own-

ership pattern in the market. Its entries are

H
ij

=

8
><

>:

1, j, k 2 F
f

0, j 2 F
f

, k /2 F
f

.

(2.14)

Recall that the entries in ⌦ are determined by the structural demand parameters

and actual market shares. Prices are directly observed in the data as well, so that (2.13)

can be used to back out each product’s marginal cost, as is done in Nevo (2000), for

example. We are interested in the comovement of demand and cost shocks, however.

To obtain a consistent estimate of the correlation between demand and cost shocks

in the Swedish beer market, we have to combine (2.13) with an assumption about

marginal costs. We follow the modeling strategy of Berry, Levinsohn and Pakes (1995,

BLP) and assume that analogous to the demand side, the marginal cost of beer j, c

j

,

is composed of directly observable factors, W

j

, and an unobserved component, !

j

.

ln(c
jt

) = W

jt

� + !

jt

(2.15)

As observable cost factors, we include the taste characteristics richness, sweetness,

bitterness, as well as the alcohol content, the prevailing exchange rate between the

beer’s brewing origin and Sweden, measured in Swedish krona (SEK) per unit of foreign

currency and a constant. !

jt

thereby captures temporary shocks to marginal costs.

Using (2.13) to substitute for marginal costs in (2.15) yields the estimation equation

for the supply side.

ln(p
t

+ H � ⌦�1
t

s

t

) = W

jt

� + !

jt

, t = 1, . . . , T, j = 1, . . . , J
t

(2.16)

The, joint estimation of demand and supply is then given by (2.12) and (2.16).

Before presenting the results of the estimation, we discuss the instruments we use for

the endogenous regressors in the demand and supply regressions, and the identification

strategy.

4.3. Instruments. On the demand side, ⇠

jt

is unobserved by the econometrician.

A higher value of the unobserved product attribute is associated with a higher mean
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utility of consuming that beer and thereby a higher willingness to pay for that particular

beer. The producer of beer j observes ⇠

jt

and incorporates this into the optimal pricing

of the beer. The resulting positive correlation between prices and the error term biases

the estimate of the price coe�cient, ↵, downwards.

Similarly, on the supply side, !

jt

is unobserved by the econometrician, but incor-

porated by the firm in its price-setting decisions. All else equal, a higher realization

of !

jt

raises the price of beer j and thereby generates a dependency between prices

and !

jt

, as well as between product price-cost margins, H � ⌦�1
t

s

t

, which are also a

function of prices, and !

jt

. Finally, the nest shares, s

j|g,t

, that are included in the

demand side regression are also functions of prices and are thereby also endogenous to

the regression.

Similar to Brenkers and Verboven (2006), we adapt the widely used instrumenting

strategy of BLP to the nested logit model to construct instruments for our joint esti-

mation. Cost shifters at the firm or product level would be ideal, but as is often the

case in the existing literature, cost-side data on such a detailed level is not available

to us. Looking back at firms’ first-order profit maximizing conditions in (2.13), any

variable shifting the right-hand side of the equation qualifies as a potentially relevant

and valid instrument. For each individual beer, j, the right-hand side of the equation

pinning down its optimal price is a function of j’s own market share and that of all

its rival products’ market shares. Market shares in turn depend on observable product

characteristics.

As instruments for the prices, market shares and markups of beers owned by a spe-

cific firm, we therefore use functions of the characteristics of products owned by that

firm and functions of the characteristics of products owned by all other firms. More-

over, to take account of the nested market structure, we compute these functions within

each nest. In addition to these instruments, we also use the number of products owned

by the firm and the number of products owned by all other firms. As included instru-

ments, we employ the observed product characteristics excluding prices, nest shares

and packaging dummies. Table 2.9 in the Appendix lists the excluded instruments and

their correlations with the endogenous regressors. Typically, the correlations have a

value of at least .2 and frequently above .3. Moreover, an instrument that is weakly

correlated to one of the endogenous regressors, tends to be more strongly correlated to

the other endogenous variable. Overall, our set of excluded instruments looks relevant

at first sight.

This impression is confirmed when looking at the results of the first-stage regres-

sions of the excluded instruments on prices and category shares, as reported in Table
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2.10. In both cases, the excluded instruments are jointly highly statistically signif-

icant and explain a sizable share of the variation in prices and nest shares. In the

first-stage regression on prices, more than forty percent of the total variation of prices

is explained by the excluded instruments. This share falls in the regression on nest

shares. Nevertheless, the excluded instruments still explain a third of the variation

in nest shares. We therefore conclude that our selected instruments are relevant. To

address the validity of our instruments, we move on to the identification strategy.

4.4. Identification. As is common practice in the existing literature, we assume

that our instruments are orthogonal to the error terms in (2.12) and (2.16) and estimate

the system of supply and demand by e�cient GMM instrumental variables estimation.
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Given this orthogonality assumption and defining ✓ ⌘ [↵, �, �, �]0, we can write the

objective function of the GMM estimator as

J(✓) = g(✓)0fWg(✓), (2.17)

where

g(✓) ⌘
X

t

X

j

"
z

jt

⇠

jt

(✓)

z

jt

!

jt

(✓)

#

are the stacked moment conditions of the demand and supply equations and fW is

the optimal weighting matrix. With L instruments in total, g(✓) is (2L ⇥ 1) and fW
is (2L ⇥ 2L). We use an updating procedure to obtain a consistent estimate of the

optimal weighting matrix. In the first stage, we assume homoscedastic errors, so that

we set cW = I2 ⌦ (Z)0�1. This stage yields the error estimates [b⇠, b!], which we use

to update the weighting matrix. Here we allow the demand and supply shocks to be

clustered at the firm level. Hoxby and Paserman (1998) show that tests of instrument

orthogonality assuming homoscedasticity tend to overreject the null of orthogonality

if the data is characterized by strong intra-cluster correlation and little within-group

variation of the instruments. Given the large number of products owned by several

firms and in the market overall, the construction of the BLP instruments tends to

yield limited variation at the firm level. We found that even though the computation

of the instruments for each category raises the variation, accounting for clustering of

the errors at the firm level still aids in reducing the GMM estimator’s objective function

value.
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Then, our estimate of the optimal weighting matrix is given by 12
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where b⌦
d

and b⌦
s

are the covariance matrices for the demand and supply shocks,

respectively. The true structural demand and supply parameters minimize the objective

function value, (2.17). We verified that our estimation procedure yields the same

coe�cient vectors for di↵erent starting values. Our estimate of the covariance matrix

between the demand and supply shocks, ⌃
⇠,!

, is then simply

⌃
⇠,!

= T

�1
X

t

[⇠
t

, !

t

]0[⇠
t

, !

t

].

We turn to our results next.

4.5. Results. Table 2.6 presents the results of jointly estimating the demand and

supply relations, as well as the estimates of two comparison models. In the column

labeled (I) we estimate only the demand-side regression equation, (2.12), without in-

strumenting for price and the nest market shares. In specification (II), we repeat

the estimation with our set of instruments and employ the identification strategy of

the previous section. That is, we use e�cient instrumental variables GMM, where

we iterate the estimation procedure until the estimate of the optimal weighting ma-

trix converges. Compared with the uninstrumented regression, the coe�cients of the

endogenous regressors change substantially, indicating that the endogeneity of prices

and nest shares is an important feature of the data. The estimated price coe�cient

increases by more than forty percent, while the nesting parameter, �, is reduced by

more than half.

Apart from the coe�cients for the taste characteristics richness and bitterness, there

are no coe�cients in specifications (I) and (II) with opposite signs. The magnitudes

of the remaining coe�cients are quite similar with the alcohol content, advertising

and the .33 liter can packaging dummy benefiting product market shares more in the

instrumented specification.

Specification (III) jointly estimates the demand and supply sides by e�cient instru-

mental variables GMM as does specification (II). This is our preferred specification,

and we are going to use the estimated parameters in our counterfactual price simula-

tions below. We would like to emphasize two points regarding the estimates. First,

when estimating demand and supply jointly, we have to make an assumption about

firm conduct on the supply side. We have assumed that firms behave according to

12 We iterate the updating procedure for the weighting matrix until convergence.
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Table 2.4. Estimation Results

Demand

Regressor (I) (II) (III)
Price Per Liter (SEK) 0.0926 0.1323 0.1242

(.0013) (.0069) (.0054)

ln(sj|g) 0.7229 0.2330 0.2563
(.004) (.0236) (.0187)

Richness -0.2517 0.0441 -0.1863
(.0075) (.01824) (.0126)

Sweetness -0.0796 -0.1378 -0.0893
(.0092) (.0137) (.0142)

Bitterness 0.006 -0.0220 0.1089
(.0059) (.0151) (.0099)

Alcohol (% of Vol.) 0.5105 0.7804 0.7698
(.0124) (.0292) (.0255)

Advertising (mln SEK) 0.1857 0.3697 0.3668
(.0153) (.0190) (.0155)

.5 Liter Bottle -0.7426 -0.5507 -0.0364
(.0253) (.0745) (.0719)

.33 Liter Can 0.642 1.0680 1.6236
(.0481) (.0805) (.0524)

.5 Liter Can 0.0216 0.2352 0.5709
(.0294) (.1007) (.1024)

Constant -0.6433 -5.6646 -5.7611
(.07) (.3550) (.2991)

Marginal Cost

Richness - - -0.0052
(.0068)

Sweetness - - -0.0122
(.0044)

Bitterness - - 0.0275
(.0043)

Alcohol (% of Vol.) - - 0.0534
(.0034)

Exchange Rate (SEK/FOR) - - 0.0440
(.0019)

Constant - - 3.6281
(.0291)

Observations 15,937 15,937 15,937
R2 .75 .54

�2
“
J(e✓), #df

”
- .89 .86

⌃⇠,! =

»
3.4066 �0.1338
�0.1338 1.0757

–

Note: The �2
statistic of specification (II) is based on 24 degrees of

freedom, while that of specification (III) is based on 53.

Nash-Bertrand competition in prices. Making a specific assumption about conduct in-

troduces a potential source of misspecification. We can dispel these concerns, however,

when comparing the estimated structural demand parameters in specifications (II)

and (III). Except for the richness and bitterness coe�cients, as well as the half liter

bottle dummy, all of the coe�cients are very close to each other, suggesting that the
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estimation of the cost side does not a↵ect the demand-side parameters in a substantial

way.

Second, the estimated cost-side parameters are quite intuitive. Except for richness

and sweetness, each of the included taste characteristics raises marginal costs, indi-

cating that attaining higher values for the taste characteristics is costly for producers.

Moreover, a beer that is imported from a brewing destination with a high exchange rate

also has a higher marginal cost than a rival product that is imported from a country

with a lower exchange rate. This is exactly what we would expect, given that importers

of foreign beer varieties should pass through (at least part) of a rise in the exchange

rate.

The obtained values of the J-statistics for both specifications (II) and (III) show

that we cannot reject the orthogonality of the instruments at the ten percent signifi-

cance level. Finally, the estimated covariance matrix of the demand and cost shocks

indicate that the shocks exhibit little correlation and that demand shocks have a sub-

stantially higher variance than cost shocks.

Having determined the structural demand and cost parameters, we next use our

knowledge of the retail monopolist’s pricing rule to back out marginal costs, markups

and price elasticities at the firm-level.

5. Firm-Level Marginal Costs, Markups and Price Elasticities

With public knowledge of the retail monopolist’s pricing function, (7),we can back out

firm-level marginal costs and markups. We simply have to adjust the optimal pricing

formula to take into account how a change in wholesale prices impacts the final retail

prices, @p

rjt

/@p

wjt

= 

jt

⌘ (1 + ⌧

ct

)(1 + m

st

).

c

wt

= p

wt

+ H � ⌦�1
wt

s

t

, t = 1, . . . , T (2.18)

The wholesale index, w, indicates that the entries of the matrix of market share

derivatives, ⌦, have been multiplied by 

t

. To avoid confusion with the terms margin

and markup, we define the markup of beer j over its marginal cost of production as

(p
wjt

� c

wjt

)/p
wjt

, while the (price-cost) margin is (p
wjt

� c

wjt

).

The backed-out patterns of markups in Table 2.5 relate closely to the market de-

scriptives presented in Table 2.1. The ale segment of the market is characterized by the

lowest level of concentration with an HHI value of only .15, whereas the dark lager seg-

ment exhibits the highest level of concentration with an HHI value of .75. This carries

over to the average markups attained for the two categories. Dark lagers on average

boast a markup of almost forty percent, which is double that of ales. Only light lagers

attain a higher markup on average. At first sight, this is somewhat surprising, given
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Table 2.5. Firm-Level Marginal Costs and Markups

Markup over Wholesale Price (%)
Ales Dark Lagers Light Lagers Stouts Weissbeers

mean 20 38 42 28 27
median 19 32 41 25 26
1st percentile 7.6 11.6 17.6 13.1 17.1
99th percentile 36.4 78.9 87.8 70.3 41.2

Wholesale Marginal Cost (SEK)
Ales Dark Lagers Light Lagers Stouts Weissbeers

mean 18.96 9.78 7.29 14.25 12.49
median 17.52 8.49 6.27 14.88 12.89
1st percentile 6.76 1.79 .61 2.47 6.98
99th percentile 51.96 29.89 19.25 27.53 21.05
Note: There are four outliers with a markup greater than 1. All marginal
costs are below their corresponding wholesale prices.

that the level of concentration is not nearly as high as in the dark lager segment. The

light lager segment has by far the highest number of products on o↵er, which naturally

limits the HHI value in this category, given that there are many small firms with only

a single beer on o↵er. On average, however, each firm that is active in the light lager

segment owns eight beers, while the corresponding numbers in the dark lager and ale

segments are only 1.63 and 2.65, respectively. Similarly, in the stout and weissbeer

segments, the average firm only owns one beer. Thus, firms in the light lager segment

capture market power by selling large portfolios of products instead of only a single

or relatively few beers. This raises attained markups for the big light lager producers.

The stout and weissbeer segments settle in-between the ale and dark lager segments

in terms of markups, which mirrors the observed levels of concentration in these two

segments.

Table 2.6 shows the own- and cross-price elasticities for the di↵erent beer categories.

The computation of elasticities at the retail- and wholesale-levels is analogous to the

computation of marginal costs. Thus, at the retailer level, we use observed retail prices

and the market share derivatives contained in ⌦. At the wholesaler- or firm-level,

we use observed wholesale prices and the elements of ⌦
w

. As can be expected, the

pattern of elasticities ties in with the pattern of markups. Overall, ales tend to be

more price-elastic than the other beer categories, which are similar in terms of own-

price elasticities. The di↵erence between wholesale and retail own-price elasticities is

sizable and driven by the big di↵erences between retail and wholesale prices, as shown

in Table 2.1. The within-category substitutability of products is highest in the dark

lager segment and lowest in the light lager segment. Given the high number of light
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Table 2.6. Own- and Cross-Price Elasticities

Retail Own-Price Elasticities
Ales Dark Lagers Light Lagers Stouts Weissbeers

mean -8.18 -6.09 -5.34 -6.56 -6.04
median -7.41 -5.52 -5.18 -6.59 -6.06
1st percentile -19.75 -14.23 -8.53 -9.95 -8.02
99th percentile -4.78 -3.02 -3.30 -3.52 -4.53

Wholesale Own-Price Elasticities
Ales Dark Lagers Light Lagers Stouts Weissbeers

mean -5.77 -3.63 -2.93 -4.56 -3.99
median -5.35 -3.23 -2.69 -4.80 -3.98
1st percentile -14.43 -8.68 -5.79 -8.08 -6.18
99th percentile -2.75 -1.60 -1.30 -1.62 -2.82

Average Retail Within-Segment Cross-Price Elasticities
Ales Dark Lagers Light Lagers Stouts Weissbeers

mean .04 .12 .01 .16 .26
median .01 .03 .01 .07 .12
1st percentile 0 0 0 0 0
99th percentile .31 1.04 .13 .84 .84

Average Retail Cross-Segment Cross-Price Elasticities
Ales Dark Lagers Light Lagers Stouts Weissbeers

Ales .04 .0033 .0080 .0013 .0007
Dark Lagers .0033 .12 .0080 .0012 .0006
Light Lagers .0080 .0080 .01 .0011 .0006
Stouts .0013 .0012 .0011 .16 .0006
Weissbeers .0007 .0006 .0006 .0006 .26
Note: There are no outliers with retail own-price elasticities greater than -1.

lager varieties, this finding is not too surprising. Across categories, light lagers and

dark lagers, as well as light lagers and ales are most substitutable.

We now move on to simulating firms’ price responses to demand and cost shocks.

6. Counterfactual Price Simulations

To simulate counterfactual prices, we determine the retail prices, ep
r

, that solve the

system13

ep
r

= � � bc + e⌦�1es, (2.19)

where � is the pointwise or Hadamard product and � is a vector of perturbations.

By setting the entries in �, we can simulate the general equilibrium prices that firms

choose in response to the particular shock to marginal costs. To be clear, raising all

13 Alternatively, we can base our simulations on the system epw = ��bc+ e⌦�1
w es. Both systems yield

the same prices.
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Table 2.7. Three Standard Deviation Shock to All ⇠’s

Actual Ownership Pattern
Retail Price Change (%)

Ales Dark Lagers Light Lagers Stouts Weissbeers
mean .33 1.72 1.43 1.26 .21
median .05 .85 .98 .56 .14
1st percentile 0 0 11 0 0
99th percentile 2.77 6.88 5.57 5.08 .98

Single-Product Firms
Retail Price Change (%)

Ales Dark Lagers Light Lagers Stouts Weissbeers
mean 0 .03 .07 .01 0
median 0 0 .01 0 0
1st percentile 0 0 0 0 0
99th percentile .05 .42 .71 .08 .02
Note: There are four outliers with a markup greater than 1. All marginal
costs are below their corresponding wholesale prices.

marginal cost by ten percent, �’s entries are 1.1. Shocks to demand, �⇠, directly enter

the matrix of market share derivatives and the vector of market shares.

The tilde superscript indicates all the terms adjusting during the counterfactual

simulation. Retail prices change in response to shocks to marginal costs and demand,

which in turn reallocates market shares. The elements of e⌦ are functions of the esti-

mated demand parameters, which we keep fixed, and the reallocated market shares, es.
We obtain the solution to (2.19) by iterating over firms’ best responses until conver-

gence to the perturbed Nash-Bertrand pricing equilibrium.

Tables 2.7 and 2.8 present the simulated price responses caused by an aggregate

positive three standard deviation shock to demand and an aggregate ten percent rise

in marginal costs, respectively. We consider two scenarios here. In the top panels, we

show the changes in retail prices imposing the actually observed pattern of product

ownership. In the bottom panels, we impose that each product is treated as a stand-

alone firm.

Turning to Table 2.6, there are large di↵erences between the two scenarios. This

is in line with the results from Section 2. For dark and light lagers, the mean price

response imposing the actual ownership pattern is roughly sixty and twenty times larger

compared with imposing single-product firm price setting, respectively. For the other

categories the e↵ect is also substantial. In absolute levels, the average price changes

are biggest for the dark and light lager segments. This is in line with the estimated

high elasticities in the dark lager segment and the large portfolios of beers that firms

own in the light lager segment.
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Table 2.8. Ten Percent Increase in All Marginal Costs

Actual Ownership Pattern
Retail Price Change (%)

Ales Dark Lagers Light Lagers Stouts Weissbeers
mean 8.58 7.75 7.69 8.09 8.21
median 8.57 7.95 7.72 8.15 8.23
1st percentile 7.72 5.36 6.02 6.58 7.81
99th percentile 9.49 9.28 8.76 8.91 8.64

Single-Product Firms
Retail Price Change (%)

Ales Dark Lagers Light Lagers Stouts Weissbeers
mean 8.68 8.24 8.04 8.41 8.32
median 8.64 8.19 8.06 8.41 8.32
1st percentile 7.98 7.05 6.98 7.68 7.97
99th percentile 9.49 9.30 8.82 8.99 8.74
Note: There are four outliers with a markup greater than 1. All marginal
costs are below their corresponding wholesale prices.

The simulated price responses in Table 2.8 show that for shocks to marginal costs

the price increase with the actual ownership matrix is lower than in the counterfactual

simulation where each product is treated as a stand-alone firm. Again, this is in line

with expected results from Section 2. The magnitude of the price changes is lowest in

the segment with the highest concentration (dark lagers) and in the segment with the

biggest firm portfolios (light lagers). The response to marginal cost shocks is dampened

by firms capturing larger shares of total sales and a higher level of own-price and cross-

price elasticities. This is exactly what characterizes the dark and light lager segments,

compared to the other beer categories.

As noted in the Introduction some recent papers have examined the links between

multi-product firms and menu costs. Price setting for a portfolio of products will a↵ect

not only the pass-through rates as examined above, but also the curvature of the profit

function around the optimal prices. To investigate this latter issue we examine the

slope of each firm’s profit function around the optimal prices of all the beers in each

firm’s holdings. This is what we do in Figures 2.1 and 2.2. On the y-axis, we plot the

relative change in firm profits, that can be attained by each firm adjusting the prices of

its beers in response to the particular shock. To be clear, we obtain the pre-adjustment

profits by letting the shock hit firms, holding prices fixed and computing the equilibrium

market shares for this scenario. The post-shock profits, are the result of allowing all

prices to adjust optimally and computing the new Nash-Bertrand pricing equilibrium.

On the x-axis, we plot the total share of sales captured by the firm. We conduct these

counterfactual simulations for each of the time periods in the sample and pool the
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Figure 2.1. Slope of Firms’ Profit Functions
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resulting outcomes in the figures.14 For both cases we can see that there is a wide

distribution of profitability levels for firms that only account for a very small share

of total sales. For firms with a non-negligible share of the market, the relationship

between the relative gain in firm profits and firm shares is clear. As firms become

bigger in terms of their products’ combined market shares, they gain relatively less by

adjusting prices in response to shocks. In other words, the larger the firm’s product

portfolio in terms of sales, the flatter is its profit function around its portfolio’s optimal

price vector.

This result speaks directly to size of menu costs necessary to keep prices fixed in

response to cost and demand shocks. Each firm would be willing to pay at most the

relative gain in productivity to adjust its prices. For firms with few products and

small market shares, this relative amount is larger than the amount a firm with many

products and a larger market share is willing to pay. Thus, in a concentrated market,

lower price adjustment costs are needed to generate the same level of price stickiness

14 That is why summing the market shares captured by each firm yields a sum larger than 1.
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Figure 2.2. Slope of Firms’ Profit Functions
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Three Standard Deviation Shock to Demand

as in an unconcentrated market, irrespective of if it is shocks to cost or to demand that

is a↵ecting prices.

Finally, we turn to the comovement of demand and cost shocks. We estimated the

actual covariance matrix of demand and cost shocks to be ⌃
⇠,!

=

"
3.4066 �0.1338

�0.1338 1.0757

#
,

which yields a correlation of �.07. In Figure 2.3, we show the distribution of aggregated

prices for di↵erent correlation patterns between ⇠ and !. The diagonal elements of ⌃
⇠,!

are as estimated. The o↵-diagonal elements are modified to yield a zero, a .8 and a �.8

correlation for the three cases, respectively. A positive demand shock requires higher

prices to restore optimal profits. The same holds for higher costs. Thus, if demand

and cost shocks are correlated, both shocks pull prices in the same direction. With a

negative correlation, the e↵ects point in opposite directions. To generate the actual

sample of cost and demand shocks in each case, we draw two hundred times from a

multivariate normal distribution with mean zero and the modified ⌃
⇠,!

as covariance

matrix. We then simulate the optimal general equilibrium prices and aggregate them
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Figure 2.3.
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with the altered allocation of market shares. As should be the case, all the distributions

have roughly the same means. The distribution for the case with a strong negative cor-

relation is most concentrated around the mean, while the distribution for the case of a

positive correlation is flattest.

Analogous to the impacts of product substitutability and concentration levels, the

correlation of demand and cost shocks can substantially alter firms’ incentives to change

prices.

7. Conclusion

Both from a theoretical and empirical perspective multiproduct firms and high product

substitutability are important determinants for the size of price adjustments in reaction

to marginal cost and demand shocks. In the presence of strictly positive crossprice

elasticities, multiproduct firms react less to cost shocks and more to demand shocks

than their single product rivals. This e↵ect strengthens with the degree of concentration

in the market, but importantly it is not simply driven by single products capturing
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higher market shares. Single product firms’ price reactions increase with the market

share of their product. What matters for multiproduct firms’ price setting is not only

the total market share captured by their portfolio of products, but the substitutability

of the products within its holdings.

Using data from the Swedish retail market for beer, we estimate a nested logit

model of demand, back out firms’ marginal costs using the demand parameters and

simulate counterfactual price responses for aggregate cost and demand shocks. The

interesting aspect here is the variation in both concentration levels, as measured by

the HHI, and the size of crossprice elasticities for the di↵erent beer types. While

both ales and dark lagers are characterized by high crossprice elasticities, the former

segment is unconcentrated and the latter is highly concentrated. This translates into

virtually no e↵ect for the magnitude of price changes when moving from single product

to multiproduct firms in the ale segment. In the dark lager segment, however, firms’

price reactions to demand and cost shocks is a↵ected substantially.

These sizable e↵ects point to the dangers of overestimating price adjustment costs

(convex adjustment or menu costs) when abstracting from variations in product sub-

stitutability and multi-product firms.
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and Vilmunen, Jouko, (2006), Price changes in the Euro area and the United States:

Some facts from individual consumer price data, Journal of Economic Perspectives, 20,

issue 2, p. 171-92.

Dornbusch, Rudiger (1987), Exchange rates and prices, American Economic Review,

77, issue 1, 93-106.

Farrell, Joseph and Shapiro, Carl, (2010), Antitrust evaluation of horizontal mergers:

An economic alternative to market definition, The B.E. Journal of Theoretical Eco-

nomics, 10, issue 1.

Feenstra, Robert C., (1989), Symmetric pass-through of tari↵s and exchange rates un-

der imperfect competition: An empirical test, Journal of International Economics, 27,



8. REFERENCES 65

issue 1-2, p. 25-45.

Fullerton, Don and Metcalf, Gilbert E., (2002), Tax incidence, Handbook of Public

Economics, Eds: A. Auerbach and M. Feldstein, Elsevier Science, The Netherlands.

Goldberg, Penelopi K., (1995), Product di↵erentiation and oligopoly in international

markets: The case of the U.S. automobile industry, Econometrica, 63, issue 4, p. 891-

951.

Goldberg, Penelopi K. and Knetter, Michael M., (1997), Goods prices and exchange

rates: What have we learned?, Journal of Economic Literature, 35, issue 3, p. 1243-72.

Goldberg, Penelopi K. and Hellerstein, Rebecca, (2011), A structural approach to iden-

tifying the sources of local currency price stability, forthcoming in Review of Economic

Studies.

Golosov, Mikhail and Lucas, Robert E., (2007), Menu costs and the Phillips curve,

Journal of Political Economy, 115, p. 171-99.

Gopinath, Gita and Itskhoki, Oleg, (2010), Frequency of price adjustment and pass-

through, Quarterly Journal of Economics, 125, issue 2, p. 675-727.

Gopinath, Gita , Gourinchas, Pierre-Olivier, Hsieh, Chang-Tai , and Li, Nicholas,

(2011), International prices, costs, and markup di↵erences”, American Economic Re-

view, 101, p. 2450-86.

Hall, R. L. and Hitch, C. J., (1939), Price theory and business behavior,” Oxford Eco-

nomic Papers, 2, 12-45.

Hamilton, Stephen F., (2009), Excise taxes with multiproduct transactions, American

Economic Review, 99, issue 1, p. 458-71.

Hausman, Jerry, Leonard, Gregory and Zona, J. Douglas , (1994), Competitive anal-

ysis with di↵erentiated products, Annales D’Economie Et De Statistique, 34, p. 160-80.



66 The Pass-Through of Cost and Demand Shocks

Hoxby, Caroline and Paserman, M. Daniele , (1998), Overidentification tests with

grouped data, NBER Technical Working Paper #223.

Ivaldi, Marc and Verboven, Frank, (2005), Quantifying the e↵ects from horizontal

mergers in European competition policy, International Journal of Industrial Organiza-

tion, 23, issue 9-10, p. 669-91.

Kano, Kazuko, (2006), Menu costs, strategic interactions, and retail price movements”,

Manuscript, Queen’s University.

Karp, L.S., and Perlo↵, J.M., (1989), Estimating market structure and tax incidence:

The Japanese television market”, Journal of Industrial Economics, 37, p. 225-39.

McFadden, Daniel, (1978), Modelling the choice of residential location, in A. Karl-

gvist, et al., eds., Spatial Interaction Theory and Planning Models, Amsterdam: North-

Holland.

Means, Gardiner, (1935), Industrial prices and their relative inflexibility, U.S. Senate

Document, #13, 74th Congress, 1st Session, Washington, 1935.

Midrigan, Virgiliu, (2011), Menu costs, multiproduct firms, and aggregate fluctuations,

Econometrica,79, issue 4, 1139-80.

Nakamura, Emi and Steinsson, Jón , (2008), Five facts about prices: A reevaluation of

menu cost models, The Quarterly Journal of Economics, 123, issue 4, p. 1415-64.

Nakamura Emi and Zerom, Dawit, (2010), Accounting for incomplete pass-through,

Review of Economic Studies, 77, issue 3, p. 1192-1230.

Nevo, Aviv, (2000), Mergers with di↵erentiated products: The case of the ready-to-eat

cereal industry, The RAND Journal of Economics, 31, p. 395-421.

Nevo, Aviv, (2011), ‘Empirical models of consumer behavior, forthcoming in Annual

Review of Economics.



8. REFERENCES 67

Noton, Carlos, (2011), Home bias, structural demands and the European car market”,

Manuscript, University of Warwick.

Reny, Philip, Wilkie, Simon and Williams, Michael A., (2011), Tax incidence under

imperfect competition,” available at SSRN, http://ssrn.com/abstract=1874346.

Sheshinski, Eytan, and Weiss, Yoram, (1977), Inflation and costs of price adjustment,

Review of Economic Studies, 44, p. 287-303.

Stella, Andrea, (2012), “The magnitude of menu costs: A structural estimation”, Man-

uscript, Harvard University.

Sudhir, K., (2001), Structural analysis of manufacturer pricing in the presence of a

strategic retailer, Marketing Science, 20, issue 3, p. 244-264

Sweezy, Paul M., (1939), Demand under conditions of oligopoly, Journal of Political

Economy, 47, p. 568-73.

Weyl, E. Glen and Fabinger, Michal, (2011), Pass-through as an economic tool, Man-

uscript, Harvard University.





PAPER 3

Crowding and Consumer Welfare in the Swedish Light Lager

Market
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Abstract

I estimate consumer welfare gains from the entry of new products in

the Swedish market for light lager beers by estimating a structural

demand model using bar-code level data provided by the Swedish al-

cohol retail monopoly. Following Ackerberg and Rysman (2005), I

explicitly allow for crowding in the product space as new varieties

enter. I find strong evidence for crowding e↵ects. My results suggest

that consumers do not value new goods per se; the love-for-variety

e↵ect is absent. Further inspection of the entering and exiting prod-

ucts suggests that entrants on average provide consumers with higher

utility than exiting lagers. In a methodological contribution, I show

that following the commonly accepted practice of determining the rel-

evant market outside of the demand estimation can be misleading. A

positive correlation between net entry and total consumer welfare can

simply be spurious and does not necessarily imply that entry raises

welfare. My findings regarding the benefits of new varieties are robust

to this concern.
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1. Introduction

The introduction of new varieties is a central feature of di↵erentiated goods markets.

Whether such novel products contribute to an increase in consumer welfare has been

of strong interest in the existing literature (Berry and Waldfogel (1991), Petrin (2000),

Goolsbee and Petrin (2004)). In many cases, previous findings are based on logit-type

structural models of demand that allow to estimate changes in consumer welfare as

new product varieties enter the market.

This paper directly deals with an undesirable feature of the functional form of logit

demand. Imposing logit-type preferences on consumers ensures that consumers value

goods as such and are thereby willing to pay for having more choice (as in Dixit-Stiglitz

preferences, love-for-variety e↵ect). In the standard logit model, however, consumers’

willingness to pay for having the choice among more products drives down consumers’

willingness to pay for better quality products, as the number of varieties in the market

increases. Imposing this counterintuitive pattern on the data solely by functional form

threatens the credibility of welfare estimates.

Ackerberg and Rysman (2005) develop a modification of the logit model that allows

for a decreasing willingness to pay for more choice as the number of varieties increases

(product space congestion or crowding). Contrary to alternative approaches (Berry

and Pakes (2007), Bajari and Benkard (2005)), the modification is easily implemented

for markets with a large number of products.

Methodologically, I analyze how predictions of changes in consumer welfare in re-

sponse to entry di↵er between a demand model adjusting for crowding e↵ects and a

demand model that does not. At one extreme, a pure congestion model eliminates

the love-for-variety e↵ect, while a logit model maximizes the impact of changes in the

number of products on welfare. The di↵erence between the two models is how the

change in welfare is allocated between two components: consumers’ monetary valu-

ation of new varieties entering the market and consumers’ willingness to pay for the

average mean utilities of the available products (quality). I show that in-sample both

types of models make exactly the same predictions about the rate of change of total

consumer welfare. This is based on the commonly accepted practice of defining the

market’s potential outside of the demand model and the fact that consumer welfare is

simply a transformation of the outside good’s market share.

In a novel decomposition of consumer welfare in the framework of Ackerberg and

Rysman (2005), I relate the share of the outside good and the number of products

to the two components of consumer welfare. Then, in the logit model, all else equal,

a fall of the outside good’s market share and an increase in the number of products

raises consumer welfare. In the pure congestion model, a reduction in the share of the
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outside good is su�cient to yield the same outcome. Thus, if the entry of new products

is associated with a decrease in the share of the outside good, both models predict that

consumers gain. This finding is robust across the logit and pure congestion models.

Even though economically intuitive, I caution that this reasoning can be mislead-

ing. As is common practice in the literature, I define the market’s potential size outside

of the demand estimation. Put di↵erently, the share of the outside alternative is not

jointly estimated with the structural demand parameters. A positive correlation be-

tween net entry and consumer welfare can therefore be spurious.

To address this concern, I use my analytical welfare decomposition to derive de-

terministic relationships between the estimated and directly observed components of

each model. Changes in the number of varieties and the share of the outside good are

observed directly, while consumers’ willingness to pay for the size and quality of their

choice set are estimated. In the pure congestion model, the share of the outside good

and consumers’ willingness to pay for quality are perfectly negatively correlated. While

in the standard logit model, consumers’ willingness to pay for having more choice is

perfectly positively correlated with the number of varieties in the market. These deter-

ministic relationships hold for the aggregate market and not necessarily for individual

or groups of products. I therefore disaggregate the market into groups of incumbents,

entrants and exiting varieties and compare how closely the estimated welfare compo-

nents for each of these groups conforms to the aggregate relationship with the share of

the outside good and observed net entry.

The methodological upshot of the paper is that it is desirable to jointly estimate the

market share of the outside alternative with the structural demand parameters. This

could alleviate concerns that entry and consumer welfare are spuriously correlated by

the exogenous delineation of the relevant market.

Empirically, I add to the few papers (Mariuzzo et al. (2010)) that use the framework

of Ackerberg and Rysman (2005) to assess the empirical importance of crowding e↵ects

in a market with many di↵erentiated products. The Swedish market for light lagers

provides a good testing ground, because a liberalization of market access in the wake

of Sweden entering the European Union’s common market in 1995 has resulted in a

rapid increase of the number of lagers available to Swedish retail customers.

Indeed, I find strong evidence for substantial crowding e↵ects in the Swedish light

lager market. The estimation results suggest that the market is best described by a

pure congestion model, where consumers do not value additional goods per se. In other

words, the love-for-variety e↵ect is absent.

Nevertheless, consumers are still willing to pay for higher quality beers. I find

that exiting lagers provide the representative consumer with less utility than newly
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introduced lagers. This e↵ect is strongly driven by entering lagers having lower prices

than the beers that exit the market, while o↵ering similar non-price characteristics.

Net entry is therefore beneficial to consumer welfare. Moreover, I can dispel concerns

that this finding is the artifact of a spurious correlation between changes in the number

of varieties and changes in the share of the outside good.

For both the logit and pure congestion models, the welfare estimates for the group

of entering beers are least influenced by movements in the observable changes in the

number of lagers and the share of the outside good. It is therefore unlikely that the

positive e↵ect of entry on consumer welfare is a product of the functional form of the

estimator.

The remainder of the paper is structured as follows. Section 2 presents some stylized

facts about the Swedish light lager market. Section 3 outlines the advantages of the

approach by Ackerberg and Rysman (2005) over alternative demand models allowing

for crowding for the data at hand. The demand model and the relationship between

its observable and estimated components are analyzed in detail. Section 4 presents the

outcomes of the demand estimation and its implications for consumer welfare. Section

5 analyzes the relation between the entry and exit of lagers and consumer welfare.

Section 6 concludes.

2. The Swedish Market for Light Lagers

I use nationwide monthly retail sales data at the bar-code level provided by System-

bolaget, the Swedish retail monopoly for alcohol. The sample covers the period from

January 1996 to December 2004. I only observe sales of beers (liters and revenue in

Swedish krona) with a minimum alcohol content of 3.5 percent of volume. Beers with a

lower alcohol content can be purchased in regular supermarkets and these sales are not

covered by the data. I use the terms a lager and a product interchangeably. Heineken

in a .33 liter bottle is an example of a lager.

On average almost 9.5 million liters of light lager beer are sold monthly during

the sample period. This corresponds to average monthly sales of 274 million Swedish

krona. In terms of sales of all types of beer1, light lagers capture between 93 and 97

percent of total revenue and liters sold. Moreover, the number of light lagers tracks

the total number of beers sold by Systembolaget very well. I therefore focus on the

light lager segment and drop the other types of beer.

1 There are also ales, dark lagers, spontaneously fermented beers, special beers such as Christmas
beers, stouts and weissbeers on sale.
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Figure 3.1. The Number of Light Lagers for Sale During the Sample Period
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Before the beginning of 1995, the Swedish market for alcohol was characterized

by two monopolies. Vin & Sprit2 owned the monopoly on the production, import,

export and wholesaling of alcohol, while Systembolaget owned the monopoly for sales

of alcohol to restaurants and the retail monopoly.

On the first of January 1995, however, Sweden joined the European Union (EU)

and its common market. The European Commission ruled that the monopolies owned

by Vin & Sprit and Systembolaget are not compatible with the common market and

have to be abandoned upon Sweden’s entry to the EU. As the Swedish government

views the consumption of alcohol as a potential hazard to the public’s health, however,

it was allowed to let Systembolaget retain its retail monopoly for alcohol. All other

monopolies had to be abandoned. One of the consequences was that Vin & Sprit no

longer had control over which product is allowed to enter the market. For the Swedish

light lager market this led to a rapid rise in the number of products available for sale

in the retail outlets of Systembolaget until the beginning of 1999. Figure 3.1 plots the

number of available varieties over the sample period.

Initially, the number of light lagers on o↵er increases by almost forty percent from

January 1996 to January 1999. A period of consolidation follows until May 2002 in

2 Outside of Sweden, Vin & Sprit is probably best known for its Absolut Vodka brand. On the
31st of March, 2008, the Swedish government eventually sold the company to Pernod Ricard for 55
billion Swedish krona
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which the number of products is reduced by roughly twenty percent. During the re-

maining months of the sample, the pace of product reductions quickens substantially as

the lagers on o↵er are reduced by almost another thirty percent. Given the substantial

variation in the number of products and the rapid initial increase at the beginning

of the sample, that is likely due to the liberalization of market entry, the Swedish

light lager data should provide a good testing ground for the extent and relevance of

crowding e↵ects in a market with a very large number of di↵erentiated products.

Before I move on to the description of the demand model, I have to mention that

Systembolaget publishes the range of products that can be bought in its retail outlets

in regular intervals in freely available catalogs. It enforces the rule that prices can

only be changed and entry and exit of products can only take place when a new

catalog is published. Thus, in the periods in-between catalog issues, prices and the

number of products are held fixed. Ackerberg and Rysman (2005) caution that when

including such periods, I would e↵ectively be attempting to identify price elasticities

and crowding intensities in these periods without ever observing a price change or

entry and exit of products. This can yield biased estimates of the structural demand

parameters. I therefore drop the periods in-between catalog issues, which reduces the

months in the sample period from 108 to 50. When estimating a logit model with

the full and reduced sample, the di↵erences in the point estimates are small, which

suggests that the periods in-between issues do not contain much useful variation.

3. Demand

The inability of standard discrete choice models to capture crowding e↵ects as the

number of products increases, is based on the assumption of each individual consumer,

i, having a logit-type taste shock for each product j, ✏

ij

. Crucially, these shocks have

unbounded support. Bajari and Benkard (2003) investigate the implications of this as-

sumption in a discrete choice model nesting the logit, nested logit, generalized extreme

value, and random coe�cients logit models. The authors derive two major implications

of the logit taste shock assumption as the number of products tends to infinity. First,

for any given share of the outside good, consumer welfare rises without bound. Second,

individual i’s taste shock for product j, ✏

ij

, fully accounts for i’s utility derived from

purchasing the product, u

ij

.3

The first finding implies that using standard random utility models to analyze the

welfare gains from new product introductions is faced with serious limitations. It is

unappealing to impose welfare gains from enlarging consumers’ choice set, if there

3 Bajari and Benkard (2003) go on to identify more unpleasant properties of the logit taste shock
assumptio as the number of products becomes very large. For my purposes, however, the above two
findings are the most relevant.
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already are many products in the market. Given a limited space in which products

di↵erentiate, any two closely neighboring products eventually become indistinguishable

and consumer utility is una↵ected when removing one of the products. This mecha-

nism, however, is absent in standard logit type models of demand.

The second finding implies that estimates of the observable taste coe�cients are biased

downwards in a market with many products. As the number of products expands, the

estimated mapping from product characteristics to consumer utility is becoming less

and less relevant for explaining purchasing decisions, until the distributional assump-

tion alone fits the observed pattern of market shares.

In response to these undesirable features of standard discrete choice models, several

alternatives have been proposed. Ackerberg and Rysman (2005) allow the mean of the

random taste shocks, ✏

ij

, to be a decreasing function of the number of products in the

market.4 This limits both the welfare gains from new product introductions and the

role of random taste shocks in accounting for consumer utility. Thereby, the model

addresses both of the undesirable features identified by Bajari and Benkard (2003).

Moreover, implementing the approach for a market with many products is straightfor-

ward.

Berry and Pakes (2007) and Bajari and Benkard (2005) drop the random error terms

✏

ij

altogether and estimate hedonic models of demand, where consumers have prefer-

ences over a finite set of product characteristics. These approaches are attractive, as

their theoretical predictions are “well behaved” as the number of products increases:

closely neighboring products eventually become perfect substitutes and welfare gains

from enlarging consumers’ choice set only stem from the structurally estimated mean

utilities of the products. Thereby, the love-of-variety e↵ect is excluded a priori.

Given the high number of light lagers in the Swedish beer market, however, these

two approaches are di�cult to implement. Berry and Pakes (2007) caution that their

algorithm used to minimize the distance between the simulated and observed market

shares is not guaranteed to converge and equating the model’s predicted shares with

the actual ones becomes harder as the number of products increases.

The model of Bajari and Benkard (2005) is unattractive for the data at hand,

because it is likely to generate counterintuitively large elasticities. Moreover, with few

observable product attributes the model tends to yield few strictly positive cross-price

elasticities for any product j.

4 In an appendix to the paper, Ackerberg and Rysman (2005) illustrate that one can also modify
the logit-type estimating equations to allow the number of products to alter the variance of the random
errors. The implications are very similar.
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Table 3.1. Observable Product Characteristics, X

Column Variable Mean [Min,Max] Std. Dev.

X1 price per liter 32.09 [15.6, 64.24] 6.46
X2 richness 5.28 [1, 9] 1.57
X3 sweetness 2.10 [1, 7] 1.18
X4 bitterness 6.00 [1, 12] 1.88
X5 alcohol (% of vol.) 5.38 [4, 10.2] .95
X6 advertising (mln SEK) .13 [0, 13.85] .76
X7 .5 liter bottle .26 [0, 1] .44
X8 .33 liter bottle .36 [0, 1] .48
X9 .5 liter can .34 [0, 1] .47
X10 entrant .07 [0, 1] .26
X11 exiter .13 [0, 1] .33
X12 foreign .38 [0, 1] .49
X13 constant 1 [1, 1] 0

3.1. Demand Model. Following Ackerberg and Rysman (2005), I modify the

standard logit framework to allow the mean of consumers’ taste shocks, ✏

ij

, to decrease

with the number of products in the market. Let consumer i’s indirect utility from

purchasing product j be

u

ijt

= �

jt

+ ✏

irt

, i = 1, . . . , I, j = 1, . . . , J
t

, r = 1, . . . , R
t

. (3.1)

�

jt

= x

jt

��↵p

jt

+⇠

jt

is product j’s mean utility, mapping the observable attributes,

x

jt

, the price, p

jt

, and the unobservable characteristic, ⇠

jt

, to consumer utility. Table

3.1 presents the observable product characteristics included in x

j

and their descriptive

statistics for the sample period.

Integrating over consumer taste shocks yields the market share of product j.

s

jt

=
R

jt

exp(�
jt

)

R

ot

exp(�
ot

) +
P

k

R

k

exp(�
kt

)
(3.2)

�

ot

and R

ot

denote the mean utility and the crowding term for the outside good.

Without detailed information about the outside good, it is common practice to hold

its mean utility constant. I follow this practice here and make the normalizations

�

ot

= R

ot

⌘ 0, 8t. Moreover, I follow Ackerberg and Rysman (2005) and parameterize

R

jt

as

R

jt

= �/

e
J

t

+ 1� �. (3.3)

e
J

t

⌘ J

t

+ 1 is the number of inside products plus the outside good. This choice

ensures that R

jt

is decreasing in the number of products for positive values of �, the



3. DEMAND 77

crowding parameter. Applying the results of Small and Rosen (1981) and McFadden

(1981), the monetary value of consumer welfare is given by

CW

t

= (1/↵) ln

"
R

ot

exp(�
ot

) +
X

k

R

kt

exp(�
kt

)

#
+ K,

where K is an arbitrary constant. Using R

jt

= R

t

8t, R

ot

= 1 8t, and �

ot

= 0 8t
the expression can be rearranged as follows.

CW

t

= (1/↵) ln(R
t

e
J

t

�

t

) + K,

where �

t

= e
J

�1
t

⇣
1/R

t

+
P

Jt

j=1 exp(�
jt

)
⌘

is the average of the exponential mean

utilities of both the outside and inside goods. For simplicity, I simply refer to �

t

as the

quality of the choice set. Then, consumer welfare can be decomposed into two relevant

terms, the monetary values of the size and the quality of consumers’ choice set.

CW

t

=
ln(R

t

e
J

t

)

↵

+
ln(�

t

)

↵

+ K (3.4)

It is now easy to see that (3.3) has a structural interpretation. For � = 0, the

crowding term equals one and the expression for consumer welfare specializes to that

of the standard logit model. For � = 1, the crowding term equals the reciprocal of the

total number of products and the first term on the left-hand side vanishes. Thereby,

changes in the number of products have no e↵ect on consumer welfare, and (3.4)

specializes to the pure congestion model.

Due to the arbitrary constant, interpreting the level of consumer welfare is mean-

ingless. Welfare changes over time, however, are independent of K. I define �X

t+1 ⌘
X

t+1/Xt

as the (gross) rate of growth of a variable X. The change in consumer welfare

between periods t and t + 1 is then given by

CW

t+1 � CW

t

=
ln(�R

t+1� eJt+1)

↵

+
ln(��

t+1)

↵

.

Using (3.2), changes in consumer welfare can be related to changes in the share of

the outside good.

ln(s
ot

) = � ln(R
t

e
J

t

�

t

)

It follows immediately that

CW

t+1 � CW

t

= � ln(�s

ot+1)/↵.
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Combining the two expressions for welfare changes between dates t+1 and t yields

an identity for the rates of changes of terms that are directly observable and those

terms that derive from the structural demand estimation.

(�s

ot+1)
�1 = ��

t+1� eJt+1�R

t+1 (3.5)

�R

t+1 and ��

t+1 are determined by the structural demand parameters, while the

remaining terms are observed directly. This identity illustrates that in-sample welfare

changes predicted by the logit and pure congestion models are perfectly correlated. If

both models yield the same estimate of consumers’ price sensitivity, even the level of

consumer welfare estimates are identical. Given that substantial congestion in product

space implies that taste coe�cients are biased downwards in the logit model, this

outcome is unlikely, however.

In-sample, the di↵erence between the models is how the change in welfare is allo-

cated between the two components of consumer welfare, ��

t+1 and � eJ
t+1�R

t+1. Pos-

ing the question “Did the entry of good A raise total consumer welfare?” can therefore

yield misleading conclusions, because the answer completely depends on the definition

of the relevant market. Typically, the delineation of the relevant market lies outside

of the demand model and is taken as given during the estimation of the structural

demand parameters. Without certainty that the relevant market has been correctly

determined, this creates the possibility that entry of products and fluctuations in the

share of the outside good are spuriously related.

To further illustrate the dependence of the two welfare components on the outside

good’s market share, for small gross rates of growth, (3.5) can be approximated in

terms of the net rates of growth, g

X

= X

t+1/Xt

� 1, by noting that ln(�X

t+1) ⇡ g

X

.

�g

o

= g e
J

+ g

R

+ g

�

With the structural crowding term (3.3), this approximation can be specialized to

the cases of the logit model and the pure congestion model.

g

�

=

8
<

:
�(g

o

+ g e
J

) , � = 0

�g

o

, � = 1

Thus, in the pure congestion model, periods in which the share of the outside good

increases (falls) are periods in which the quality of the choice set falls (increases).

As � contains the unobservable product characteristics, ⇠, the demand estimation’s

error term is included in the identity (3.5) and the above approximation. Thus, this
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relationship between the quality of the choice set and the share of the outside good is

deterministic.

For the logit model, a similar relationship holds. The quality of the choice set is

predicted to increase (fall), when the sum of the rates of growth of the outside good

and the number of products is negative (positive). Holding the share of the outside

good constant, it is clear that a rise in the number of products is associated with a

fall in quality. The logit model allows a fall in the number of products to compensate

for a rise in the share of the outside good. Even as consumers switch to the outside

alternative, quality is una↵ected, as long as a su�cient number of products exits. In

contrast, in the pure congestion model, the number of products is irrelevant. Only the

changes in the share of the outside good matter.

When determining the relevant market outside of the demand estimation, one

should be aware of the deterministic relationships between the observable and un-

observable variables in the demand model. Gauging the impact of a new product on

consumer welfare at a time when the outside good’s market share is falling will in-

evitably lead to the conclusion that total welfare is increasing. This result, however, is

not necessarily driven by entry but by the definition of the relevant market’s size.

I present the estimation framework and results next.

4. Estimation

To arrive at an estimating equation for the crowding model of the previous section, I use

the market share equation for product j, (3.2), and apply the Berry (1994) inversion.

This yields the regression specification for an arbitrary crowding term, R

jt

.

ln(s
jt

)� ln(s
ot

) = X

t

� � ↵p

t

+ ⇠

t

+ ln(R
jt

)

I adopt the structural crowding term from Ackerberg and Rysman (2005) and

estimate R

jt

parametrically, as shown in (3.3). Then, my final estimating equation

is given by

ln(s
jt

)� ln(s
ot

) = x

jt

� � ↵p

jt

+ ln(�/J

t

+ 1� �) + ⇠

jt

. (3.6)

4.1. Instruments. The unobservable product characteristic ⇠

jt

has a vertical in-

terpretation in the model. All else equal, a higher realization of ⇠

jt

gives product j a

greater market share. In other words, consumers’ willingness to pay is increasing in the

unobservable product characteristic. As firms incorporate this into their pricing deci-

sions, realizations of the unobservable and prices will tend to be positively correlated,

which in turn renders prices endogenous. This is a well-known problem in the exist-

ing literature and I follow the instrumenting strategy of Berry, Levinsohn and Pakes
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Table 3.2. Excluded Instruments

Column Variable ⇢

zi,p Column Variable ⇢

zi,p

z

t,1 J

�1
t

P
Jt

j=1 x

t,2 �.2523 z

t,9

P
j2F x

t,5 �.2078

z

t,2 J

�1
t

P
Jt

j=1 x

t,3 .2131 z

t,10

P
j2F x

t,6 �.1094

z

t,3 J

�1
t

P
Jt

j=1 x

t,4 �.3362 z

t,11

P
j /2F x

t,2 .0314

z

t,4 J

�1
t

P
Jt

j=1 x

t,5 �.2917 z

t,12

P
j /2F x

t,3 .0895

z

t,5 J

�1
t

P
Jt

j=1 x

t,6 �.1201 z

t,13

P
j /2F x

t,4 .0097
z

t,6

P
j2F x

t,2 �.1907 z

t,14

P
j /2F x

t,5 .0405
z

t,7

P
j2F x

t,3 �.2110 z

t,15

P
j /2F x

t,6 �.0701
z

t,8

P
j2F x

t,4 �.2044 z

t,16 J

f

⌘P
j2F(1) �.1940

(1995). Table 3.2 lists all the excluded instruments and their correlation with price.

The remaining columns of the instrument matrix Z are the observable characteristics

listed in Table 3.1.

To ensure su�cient variation of the instruments across observations, I only include

the first five columns of the observable characteristics matrix, because the remaining

columns contain dummy variables and the constant. For the majority of the excluded

instruments the magnitude of their correlation with price is at least .2, indicating

that they can qualify as relevant. To examine whether the instruments fulfill this re-

quirement, the two instrumental variable tables in the Appendix present the results

of regressing the excluded instruments only and all instruments on price, respectively.

The former regression explains roughly twenty percent of the variation in price and the

excluded instruments are jointly significant as implied by the value of the F-statistic.

When utilizing the included instruments as well, the regressors explain nearly sixty per-

cent of the variation in price, the instruments are jointly significant and, importantly,

the included instruments do not drive out the excluded ones.

To address the question of validity, I test the overidentifying restrictions imposed by

the instruments. The bottom panel of Table 3.3 shows the values of the Sargan statis-

tic for the linear instrumental variables regression, specification (II), and the value of

the J-statistic for the e�cient GMM-instrumental variables estimation, specification

(IV). Both statistics are distributed Chi squared with degrees of freedom given by the

di↵erence between the number of instruments and the number of regressors. For both

instrumental variables specifications, the null of the instruments being orthogonal to
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the residuals cannot be rejected at the five percent significance level. For the com-

putation of both statistics, I cluster the errors at the firm level.5 I conclude that the

instrumenting strategy of Berry, Levinsohn and Pakes (1995) yields relevant and valid

instruments for the data.

4.2. Estimation Results and the Implications for Consumer Welfare. Ta-

ble 3.3 presents the results of the demand estimation. The first two columns estimate

the standard logit model without any adjustment for potential crowding e↵ects. The

estimation in column (II) instruments for the endogeneity of prices, as discussed in

the previous section, while the specification in column (I), does not use instruments.

The fact that the price coe�cient in column (II) is almost three times as large as that

in column (I) illustrates that the endogeneity of prices is an important feature of the

data.

Across all the specifications the estimated coe�cients on lagers’ taste parameters,

richness, sweetness, bitterness and alcohol content are quite similar. Lagers that are

very rich in taste and have a high alcohol content tend to have higher market shares,

while relatively high scores for sweetness and bitterness yield all else equal smaller

market shares. Finally, marketing expenditures tend to raise sales.

The large and highly significant coe�cients on the entrant and exiter dummies

show that these types of products behave quite di↵erently from incumbent lagers. In

contrast to the descriptive statistics section, I assign the entrant dummy to all new

products that have been in the market for at most three periods. Similarly, a lager is

an exiter during the last three periods of its life.6 Shortening these entrant end exiter

periods yields coe�cients of greater magnitude. This outcome is intuitive, as these

e↵ects should eventually vanish. As with the taste coe�cients, the estimated e↵ects of

being an entering or exiting product are very similar across all specifications.

Given this result, the two major implications of the logit taste shock assump-

tion derived by Bajari and Benkard (2003) should be quantitatively important for the

sample data. First, I examine the implication that the taste coe�cients tend to be

biased towards zero in markets with a large number of products. Looking at Table

3.3, a pairwise comparison of the estimated coe�cients between both the instrumented

5 As Hoxby and Paserman (1998) show, not doing so in the presence of intra-cluster correlation
tends to yield too frequent rejections of the overidentifying restrictions. For the data at hand, this
e↵ect is important.

6 Naturally, I exclude the first and the last three periods of the sample, when setting up the
dummies. This definition of exiter introduces a forward-looking variable. When dropping exiter from
the regression, the coe�cients are nearly unchanged. The R

2 of the estimation drops, however. This
is because even though exiting products tend to lower price, the fall in market share cannot be fully
explained by the price adjustment. The remaining product characteristics are fixed. A substantial
drop in sales can therefore only be explained by large negative unobservables, ⇠.
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Table 3.3. Estimation Results

Regressor (I) (II) (III) (IV)

Price per liter -.0432 -.1009 -.0445 -.1006

(.0136) (.0069) (.0130) (.0110)

Richness .0931 .0988 .0908 .0898

(.0368) (.0168) (.0363) (.0221)

Sweetness -.1023 -.0992 -.0964 -.0453

(.1010) (.0407) (.0998) (.0432)

Bitterness -.1172 -.1118 -.1157 -.1127

(.0361) (.0209) (.0357) (.0231)

Alcohol Vol. % .4251 .5259 .4202 .4657

(.1219) (.0581) (.1220) (.0575)

.5 Liter Bottle -.9455 -1.5453 -.9570 -1.5053

(.2727) (.1375) (.2618) (.1394)

.33 Liter Bottle -.3375 -.8323 -.3502 -.9357

(.2476) (.1139) (.2474) (.1161)

.5 Liter Can .6892 -.1526 .6446 -.2221

(.2713) (.1591) (.2676) (.1899)

Entrant -1.2880 -1.3212 -1.2711 -1.2580

(.1728) (.0627) (.1721) (.0658)

Exiter -3.6303 -3.6612 -3.6571 -3.6466

(.1354) (.0520) (.1367) (.0590)

Foreign -.1455 .1254 -.1538 .0632

(.2222) (.0981) (.2191) (.1171)

Advertising .3512 .3342 .3487 .3316

(.0571) (.0063) (.0595) (.0071)

Constant -7.0773 -5.3170 -1.4951 .4926

(.8440) (.2912) (1.0107) (.5766)

� - - 1.0000 1.0000

- - (.0016) (.0009)

R

2
.43 .41 .43 .42

Sargan Stat. 9.21

J-Stat. 21.72

�

2(15) .56

�

2(14) .92

and uninstrumented specifications shows that more than half of the coe�cients are

of greater magnitude in the crowding specifications. The by far biggest di↵erence,

however, is in the value of the constant. When adding the structural crowding term

to the uninstrumented specification, the constant increases from �7 to �1.5. In the

instrumented regressions, the constant even switches sign and moves from about �5

to .5.

To see how this impacts the role of product characteristics in explaining market

shares, recall (3.2) and the fact that the constant enters the observable characteristics
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matrix in the computation of mean utility, �

jt

= x

jt

� � ↵p

jt

+ ⇠

jt

. Each product’s

market share is positively related to its mean utility, @s

jt

/@�

jt

= s

jt

(1 � s

jt

) > 0.

Thus, all else equal, an increase in the constant term is equivalent to a rise in all

product market shares. Given that the observed shares of each lager and the outside

good are fixed, a rise in the constant increases the proportion of market shares and

consumer utility that is explained by product characteristics. Looking back at the

closed-form decomposition of consumer welfare, (3.4), it follows immediately that the

proportion of consumer welfare explained by mean utilities rises, too.

Thus, my estimates indeed suggest that not accounting for crowding e↵ects reduces

the role of the estimated taste coe�cients in explaining market shares and thereby

consumer welfare.

I reinforce this point by computing consumer welfare using the decomposition in

(3.4) for each date in the sample period. The top row of Figure 3.2 plots consumers’

valuations of their choice set’s size (left plot) and quality (right plot) using the esti-

mated structural parameters from specification (II), which corresponds to a logit model.

The bottom row repeats this exercise using the results from specification (IV), which

corresponds to a pure congestion model.

In the plots, I have set the arbitrary constant K to zero. As I mentioned before,

it is not meaningful to interpret the level of each welfare component. Nevertheless,

it is still informative to compare the role of the two components across the di↵erent

specifications and to compare the time series of each component with that of the number

of products and the share of the outside good.

As � = 1 in the bottom row, changes in the number of products have no e↵ect on

welfare. In the top panel, however, we have the polar opposite case of � = 0. Changes

in the number of light lagers are fully passed on to consumer welfare. Accordingly,

the plot of consumers’ valuation of the choice set in the upper left panel is perfectly

correlated with the number of products.

Looking at the valuation of average mean utility, we can see that for the pure

congestion model this component of welfare is perfectly negatively correlated with the

share of the outside good. For the standard logit model, this relationship seems to be

weaker. Instead, changes in quality appear to be much more driven by changes in the

number of products. In fact, the correlation between average quality and the number of

products and the share of the outside good is �.88 and �.67. For the pure congestion

model, corresponding numbers are �.25 and �1.

These findings are fully in line with the derivation of (3.5) in section 3.1. Equipped

with this identity, we can now easily determine the correlation between net entry and

consumer welfare in the logit and pure congestion model. Figure 3.3 plots the gross



84 Crowding and Consumer Welfare

Figure 3.2. The Number of Products, the Outside Good and the Com-
ponents of Welfare During the Sample Period
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rate of changes of the total number of inside products and the share of the outside

good. As can be gauged from the plot, the two series tend to be negatively correlated,

especially towards the end of the sample. The actual correlation between the series

is �.19. We can thereby conclude immediately that for both specifications, net entry

is positively correlated with total consumer welfare. For the instrumented crowding

model, specification (IV), the actual correlation is .17, whereas for specification (II)

the actual correlation is .18.
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Figure 3.3. Net Entry and the Share of the Outside Good

It is tempting to take this story at face value, because intuitively, entry should raise

competition and thereby increase the quality of all goods. As I have argued before,

however, with the share of the outside good not having been determined in the demand

estimation, it is potentially misleading to end the investigation at this point.

5. A Closer Look at Entry and Exit

To obtain a more reliable assessment of the welfare benefits of entry and exit, I com-

pute the quality terms for the groups of entering, exiting and incumbent products

separately. These terms are determined by the structural part of the demand model

and not by the distributional assumption placed on consumers’ taste shocks. Quality

is therefore a more reliable assessment of each group of products’ value to consumers.

As in the previous section, I use the structural parameters from specification (II), the

instrumented logit model and specification (IV), the instrumented crowding model.

Looking back at the estimation results in Table 3.3, it is clear that including the

exiter and entrant dummies favors new product introductions over those lagers that

exit the market in the following period.
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Table 3.4. Average Mean Utility by Group

Including Unobservables, ⇠

Specification (II) Specification (IV)
Incumbents Entrants Exiters Incumbents Entrants Exiters

sample mean .0199 .0076 .0043 4.0521 1.7605 1.0280
sample median .0095 .0054 .0042 2.3517 1.3390 1.0117
correlation with J

t

-.3186 -.0523 -.1978 -.2991 .1662 .1664
correlation with s

ot

-.1904 -.2693 -.3749 -.1925 -.2167 -.3087

Excluding Unobservables, ⇠

Specification (II) Specification (IV)
Incumbents Entrants Exiters Incumbents Entrants Exiters

sample mean .0021 .0001 .0001 .4796 .0150 .0119
sample median .0020 .0000 .0000 .4686 .0099 .0096
correlation with J

t

-.4835 -.1363 -.3381 -.4730 -.1360 -.3343
correlation with s

ot

-.6053 -.2120 -.3810 -.6103 -.2033 -.3894

As I am interested in obtaining robust results regarding the benefits of entry and

exit, I exclude both dummies. If entering lagers have a higher quality than exiting

lagers without the dummies, this di↵erence is only going to widen when including

them. Moreover, to investigate the importance of the estimated unobservable product

characteristics, I compute two sets of results, one including the error term and the

other excluding it.

For the comparisons I define the group quality terms, b�
gt

as follows.

b
�

gt

= (J
gt

)�1

JgtX

j=1

exp(b�
jt

)

J

gt

is the total number of products in the specific group and the hat above the

mean utilities is a reminder that b�
jt

6= �

jt

, because the entrant and exiter dummies and

depending on the set of results the unobservable product characteristics, have been

stripped out. I also ignore the outside good here to ensure that di↵erences between

the groups are driven by di↵erent qualities and not by the entrant and exiter groups

being much smaller than the incumbent lagers group. Summing the b�
gt

therefore does

not yield �

t

.

Table 3.4 and Figure 3.4 tell the same story about the impact of entry and exit

on welfare. On average, lagers entering the market have a higher quality than those

exiting the market. This holds for both specifications. Moreover, the fact that the two

specifications draw such a similar picture of the quality di↵erences between entering
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Figure 3.4. Cumulative Average Quality Di↵erences Between Entering
and Exiting Products During the Sample Period

and exiting lagers is particularly reassuring, because there are substantial di↵erences

between the logit and pure crowding estimates regarding the aggregate market’s quality.

This impression is strengthened when looking at the correlations between the qual-

ity measures and the number of products and the outside good’s market share. For the

logit specification, the correlation between the number of products and average quality

is weakest for the group of entering products. This holds both for the case where prod-

uct unobservables are included and excluded and suggests that the estimated quality

of entrants is not mainly driven by the observed changes in the number of products.

For the pure congestion estimates, the correlation between average quality and the

share of the outside good is lowest for the group of entrants. By the same logic, this

finding builds confidence in the result that entry raises consumer welfare by providing
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better lagers and is not simply the result of a spurious correlation between changes in

the number of varieties and changes in the share of the outside good.

6. Conclusion

Using a structural demand model within the framework of Ackerberg and Rysman

(2005), I find strong evidence for substantial crowding e↵ects in the Swedish market

for light lagers. The estimation results suggest that market shares are generated by

a pure congestion model. In other words, the available choice set to consumers has

become so wide that additional products are not valued per se. There is no longer a

love-for-variety e↵ect. Instead, consumer welfare can only be raised by improving the

quality of the lagers in the market.

During the sample period, I find entry to be positively correlated with consumer

welfare. I consider the possibility that this finding stems from the exogenous definition

of the relevant market. As decreases in the share of the outside good imply an increase

in the average quality and thereby a rise in consumer welfare in the pure congestion

model, entry can simply be correlated with but not the cause of consumers switching

from the outside alternative to one of the lagers in the market.

To address this concern, I assess the di↵erence between the average mean utilities

of entering and exiting products. Here, I use the structural part of the demand model,

because it is less likely to be driven by the distributional assumption imposed on the

logit taste shocks. I find that entering products tend to be more attractive to the rep-

resentative consumer than exiting products and that this finding is stable throughout

the sample period. Moreover, changes in the average mean utilities of entering prod-

ucts appear much less correlated with the share of the outside good, than this is the

case for incumbent products and exiting lagers. This strengthens the robustness of the

finding that entry and exit raise consumer welfare.

From a methodological point of view, the upshot of the paper is that it is desirable

to jointly estimate the market share of the outside alternative with the structural

demand parameters. This could alleviate concerns that entry and consumer welfare are

spuriously correlated by the exogenous delineation of the relevant market. Huang and

Rojas (2010) emphasize the potentially biased estimates of consumer demand resulting

from exogenously delineating the share of the outside. Their suggested estimation

methods for jointly estimating the share of the outside good with the structural demand

parameters could complement my approach for assessing to which extent welfare gains

from product introductions are driven by the functional form of the estimator.
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8. Appendix

Table 3.5. Regressing the Excluded Instruments on Price

Variable Coe�cient P > |t| Variable Coe�cient P > |t|
z1 44.58 .071 z10 -.02 .321

z2 60.20 .000 z11 -.20 .068

z3 -54.79 .000 z12 -.25 .045

z4 -96.06 .001 z13 .17 .005

z5 3.66 .700 z14 .43 .001

z6 -.11 .317 z15 -.04 .115

z7 -.24 .000 z16 -1.80 .000

z8 .08 .193 constant 522.19 .000

z9 .09 .481

Observations 12,080

F(16,12063) 204.53

P > F .000

R

2 .213

adjusted R

2 .212
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Table 3.6. Regressing the Excluded Instruments on Price

Variable Coe�cient P > |t| Variable Coe�cient P > |t|
z1 47.22 .009 z15 -.04 .011
z2 82.61 .000 z16 -.84 .000
z3 -53.20 .000 x2 .14 .000
z4 -67.20 .002 x3 -.11 .006
z5 5.37 .158 x4 .03 .318
z6 -.16 .047 x5 2.03 .000
z7 -.36 .000 x6 -.06 .242
z8 .13 .004 x7 -10.06 .000
z9 .13 .149 x8 -7.96 .000
z10 -.02 .217 x9 -13.10 .000
z11 -.20 .011 x10 -.58 .000
z12 -.35 .000 x11 0 .990
z13 -.17 .000 x12 4.28 .000
z14 .30 .001 constant 292.47 .000

Observations 12,080
F(24,12553) 619.97
P > F .000
R

2 .581
adjusted R

2 .581
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Abstract

The relative supplies of Treasury securities along the term structure

matter for the dynamics of the yield curve. A no-arbitrage a�ne term

structure model based solely on these supply measures captures the

average shape of the Treasury yield curve well. The pricing errors

decrease with the maturity of the bonds. A combination of yield and

supply factors attains lower pricing errors for bonds with maturities

beyond twenty years than does the canonical a�ne model with the

observable level, slope and curvature of the yield curve. Treasury

supply factors therefore contain relevant bond pricing information

that is not subsumed by these three yield curve factors.
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1. Introduction

In e�cient financial markets with rational market participants, asset quantities do not

impact asset prices. A bond’s price, for example, is simply a reflection of the present

value of all future coupon payments during the remaining life of the bond. Both recently

and in the past, however, actual policy making has attempted to a↵ect asset prices by

changing the quantities of asets.

Several central banks have intervened openly in bond markets with the intent of

lowering yields by creating additional demand for government bonds. The Federal

Reserve has rediscovered a policy experiment from the Kennedy era. The Treasury at-

tempted to twist the yield curve (“Operation Twist”) by purchasing long-term Treasury

bonds and selling short-term Treasuries. By making long-term bonds relatively scarce,

the Fed aims at raising the prices of such bonds and thereby lowering their yields.

This in turn decreases the long-term financing costs of the private sector and thereby

attains an expansionary e↵ect. Modigliani and Sutch (1967) analyze the Kennedy ad-

ministration’s “Operation Twist” and in line with e�cient markets find no significant

e↵ects.

The findings in several recent papers, however, indicate that this is not the whole

story. Greenwood et al. (2010) uncover evidence that the private sector creates sub-

stitute liquidity if the public sector retrenches from specific maturity segments in the

bond market. Thereby, the maturity of corporate bond issues is significantly neg-

atively correlated with the maturity of outstanding government debt in the United

States (maturity gap-filling). As the government tilts its funding towards the short

end, for example, corporates issue relatively more bonds at the long end of the yield

curve. If the outstanding volume of long-dated Treasury securities impacts their price,

firms are incentivized to provide substitute liquidity, because they can borrow at lower

interest rates. Krishnamurthy and Vissing-Jorgensen (2010) present similar findings.

They show that Treasuries have money-like features in that they are very liquid and

safe. When their supply falls, Treasury yields are reduced and the supply of bank-

issued money rises. This is exactly the mechanism that “Operation Twist” attempts

to exploit to lower long-term rates.

Taking these findings on the relationship between bond prices and quantities at

face value, the question is what the possible underpinnings for these e↵ects might be.

Modigliani and Sutch (1967) argued that investors have preferred habitats along the

term structure. That is, some investors have strong preferences for long-dated bonds

while others prefer short-dated bonds. This yields a partial segmentation of the yield

curve and allows the outstanding volume of Treasuries in each habitat to influence the

prices of these bonds.
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Insurance companies and pension funds are prime candidates for having strong

preferences for long-dated bonds. Faced with very long-term liabilities, long-dated

Treasuries are the ideal hedging asset to close the maturity gap between the asset and

liability sides of such a financial institution’s balance sheet. In contrast, commercial

banks typically have very short term liabilities as bank customers can withdraw their

deposits at any time.

To the best of my knowledge, however, there is no generally accepted framework

that explicitly models the interaction of these two types of financial institutions on the

bond markets in an attempt to rationalize the impact of asset quantities on asset prices.

Greenwood et al. (2010) and Krishnamurthy and Vissing-Jorgensen (2010), instead,

follow the tradition of the money-in-the-utility approach and make the assumption that

the representative household gains utility from holding Treasuries. Vayanos and Vila

(2009) exogenously assume that bond market clienteles have di↵erent preferences for

maturities and model their interaction with risk-averse arbitrageurs.

The lack of a widely accepted general equilibrium model, however, is no obstacle

to investigating the relationship between Treasury quantities and prices more closely.

I use the framework of Ang et al. (2006) to model the dynamics of the U.S. Treasury

yield curve in a vector autoregression (VAR) framework. This approach has the ad-

vantage that the VAR can parsimoniously summarize the joint dynamics of the state

variables, which in turn explain bond yields at di↵erent maturities. Moreover, the

a�ne yield curve model imposes no-arbitrage conditions on bond yields and thereby

enforces economically meaningful outcomes. This is not necessarily the case in the ap-

proaches of Greenwood et al. (2010) and Krishnamurthy and Vissing-Jorgensen (2010)

who do not make these restrictions. Their results could therefore be partly driven by

misspecification of their estimating frameworks.

In this sense, this paper complements their e↵orts by testing the relevance of Trea-

sury security quantities for the yield curve in a more rigorous setting. I use the share of

each Treasury maturity o↵ering of the total market value of all outstanding Treasury

securities to measure the relative scarcity of bonds with di↵erent maturities. An in-

crease in the share of bonds with maturities of up to one year, for instance, necessarily

brings about a fall in the shares of bonds with longer lives. More than 90 percent of

the total variation of these shares can be summarized by three principal components.

I then compare the ability of an a�ne yield curve model that employs the Treasury

supply factors to price bonds at all available maturities with that of the canonical a�ne

model that uses the three observable yield curve factors level, slope and curvature. The

latter factors are well-known to fit the yield curve with very low pricing errors (Nelson

and Siegel (1982), Svensson (1994), Ang and Piazzesi (2003), Ang et al. (2006)). Even
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though the relative measures of Treasury supplies can capture the average shape of

the Treasury yield curve well, the implied pricing errors are larger than those of the

canonical model. The interesting aspect, however, is that the pricing errors generated

by the supply factor model decrease with maturity. This suggests that the supply

factors can contain relevant economic information that is not contained in the level,

slope and curvature of the yield curve. I confirm this finding by estimating a hybrid

model that uses a combination of the supply and yield curve factors. For long-dated

bonds, the implied pricing errors are smaller than those of the canonical model and

for the remaining maturities, the deviations of fitted yields from observed yields are

similar.

In the next section, I describe the data sources and the sample period in detail,

before presenting the no-arbitrage a�ne modeling framework in Section 3. The esti-

mation procedure and its results are presented in Section 4. Section 5 concludes.

2. Data and Descriptives

I use data from two sources: the zero-coupon yield curve data estimated in Gürkaynak

et al. (2006) for bonds with maturities ranging from one to thirty years and the

outstanding face value data for all issued U.S. Treasury bonds from the CRSP Monthly

Treasury Master File.

The sample covers the period from November 1985 to December 2007 at a monthly

frequency. As I want to assess the relevance of bond supply factors for Treasury bond

yields of all available maturities, I cannot extend the coverage of the sample period

further into the past. Gürkaynak et al. (2006) note that the reported yields for

thirty-year bonds before November 1985 seem unreliable and do not report estimated

zero-coupon yields for these long-term bonds before that date. Another factor to

take into account is that the issuance policy of the Treasury should remain stable

over the sample period. Garbade (2007) demonstrates that before 1982 the Treasury

attempted to lower the interest costs of market borrowing by “tactical” o↵erings of

Treasury securities that were not fully anticipated by market participants. Experience

showed, however, that such attempts of timing bond markets raised borrowing costs

by introducing an additional source of uncertainty. From 1982 onwards, the Treasury

therefore relied on a “regular and predictable” publicly announced schedule of Treasury

security o↵erings. This should ensure that the estimated issuance policy of Treasuries

is stable over the sample period.

Similarly, I set the end of the sample period to avoid including the Financial Crisis.

During the Crisis, the comovement between returns on assets increased substantially

and the maturity profile of Treasury bond issues underwent some abrupt changes.
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Including such periods with structural breaks in the relationships between yields and

Treasury supply factors could substantially bias the estimated joint dynamics of the

state variables away from “normal” market conditions.

Another relevant point regarding the yield curve data is that the reported zero-

coupon yields by Gürkaynak et al. (2006) are computed using the flexible functional

form of Svensson (1994), which is an extension of the original model by Nelson and

Siegel (1987). The yields, therefore, are the outcomes of a smoothing process and

are not identical to the unsmoothed Fama-Bliss zero-coupon yields, that are most

commonly used in the existing literature. The drawback of the Fama-Bliss yields is

that they are only available for maturities of up to five years. Moreover, Bliss (1996)

compares several methods of extracting zero-coupon yields from raw yield data and he

finds that even though the unsmoothed Fama-Bliss yields generally perform best, the

generalized Nelson-Siegel method still performs well. Similarly, Cochrane and Piazzesi

(2009) note that the di↵erences between the Gürkaynak et al. (2006) and unsmoothed

Fama-Bliss yields are “small on most dates”.

As a reliable measure for the total volume of Treasury bonds, notes and bills out-

standing at each point in time, I use the CRSP Treasury database, which contains

information on virtually every Treasury security that has been issued since 1925. I

only include the volumes of noncallable notes, bonds and bills to match the volume

data closely to the yields provided in Gürkaynak et al. (2006). Along with the face

value of each treasury security, the database also contains information on the prices

of each bond during its life. This allows me to measure available market volumes at

market prices.

Figures 4.1 and 4.2 give an impression of the two data sources. The top panel

of Figure 4.1 plots the one-, ten- and thirty-year yields over the sample period. The

general downward trend in yields reflects the Fed’s success in reducing inflation (“Great

Moderation”). The volatility of yields decreases with the time to maturity; the thirty-

year yield being the least volatile. Moreover, the rapid drops in the one-year yield in

1991 and in 2001 are due to the Fed’s policy response to recessions following these

dates.1 The middle panel plots the average yield curve. As is well established in the

stylized facts of the existing literature, the yield curve is on average upward sloping.

To give an impression of the supply of Treasury bonds over the maturity spectrum,

I plot the volume-weighted maturity of all non-matured Treasury bonds along with

the share of all active Treasuries for several maturity ranges.2 The initial increase in

1 The NBER dates the peak of economic activity at July 1990 and the corresponding trough at
March 1991. For 2001, the peak is dated in March, while the trough is located in November.

2 I use the terms active and non-matured interchangeably to denote all Treasury securities at a
given date t that have been issued before that date and mature after date t.
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Figure 4.1. The Treasury Yield Curve from November 1985 to December 2007
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the maturity stems from a rise in the share of bonds with maturities of at least twenty

years. The sharp drop in the volume-weighted maturity around 2001 reflects the public

surpluses of the Clinton administration. During that time, the Treasury did not fully

replace maturing longer term bonds, but instead shifted issuance towards the very

short end of the maturity spectrum.

For fitting the yield curve with an a�ne model, the information that is contained

in yields and outstanding volumes of Treasury securities must be summarized in a few

meaningful factors. Simply including thirty yields and estimating a VAR to summarize

their joint dynamics requires the estimation of more than nine hundred parameters.

The same holds for running a VAR for the outstanding volumes of all thirty maturities.
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Figure 4.2. Characteristics of Treasury Securities from November 1985 to December 2007
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The most widely accepted way of solving this problem is to summarize the infor-

mation contained in yields by extracting their principal components (Nelson and Siegel

(1982), Svensson (1994), Ang and Piazzesi (2003), Ang et al. (2004)). The top panel of

Table 4.1 replicates the well-established fact that three factors can explain almost all

of the variation in bond yields. These extracted factors correspond well with directly

observable yields or combinations of yields. The first factor is almost perfectly nega-

tively correlated to the thirty-year yield3, while the second and third factors comove

3 Most papers report a correlation of this magnitude for the yield corresponding to the shortest
maturity included in the sample. For my sample the correlation between the first factor and the one-
year yield is -.82, which is still substantial but less than that for the thirty-year yield. The di↵erence
is most likely due to the fact that I include all maturities, while Ang et al. (2006) for instance only
look at Treasuries with a maturity of up to five years.
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Table 4.1. Extracted Factors and Their Observable Counterparts

Yield Curve Factors
Factor

1 2 3 4 5
Cumulative Share of Total Variation .9391 .9964 .9990 .9998 1.0000

Factor
Correlation of Factors with Observables 1 2 3
thirty-year yield, y

(30) -.9667 .1369 .4518
term spread, y

(30) � y

(1) .2290 .9824 -.1616
curvature, y

(1) � 1.9y(5) + y

(30) .1054 .0117 .8080

Treasury Securities Supply Factors
Factor

1 2 3 4 5
Cumulative Share of Total Variation .6573 .8693 .9328 .9906 1.0000

Factor
Correlation of Factors with Observables 1 2 3

�s

(I)
t

.8704 .1918 .2486

s

(I)
t

� s

(V )
t

-.1888 .9114 -.0595

s

(V I)
t

� s

(III)
t

-.4237 -.2255 .8432

tightly with the term spread and the curvature of the yield curve. The ability of only a

few factors to explain nearly all of the joint variation of yields is driven by the fact that

yields in general and especially yields of neighboring maturities are strongly correlated.

For the outstanding volumes of Treasury securities, it is also the case that the

volume of neighboring maturities are highly correlated. Nevertheless, I cannot simply

extract factors from the nominal volumes, because they share a common trend over

time. As output grows, so typically does the nominal value of public debt. In other

words, bond volumes are not stationary time series. Greenwood et al. (2010) and

Krishnamurthy and Vissing-Jorgensen (2010) tackle this problem by normalizing bond

volumes by GDP. Data on output, however, is not available at a monthly frequency.

Instead of interpolating GDP data in-between quarters, I simply compute each ma-

turity’s share of the total volume of outstanding Treasury securities. As the plots in

Figure 4.2 suggest, the resulting series are stationary and the shares can be interpreted
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as a measure of the relative scarcity of specific maturities.4 An increase in the share of

bonds with maturities of up to one year, necessarily brings about a fall in the shares

of bonds with longer lives.

Moreover, I also define six maturity brackets before extracting the principal com-

ponents from the series: 0 to 1, 1 to 3, 3 to 7, 7 to 10, 10 to 20, and 20 to 30 years. This

classification of maturity brackets mirrors the Treasuries’ issuance policy.5 Looking at

the bottom panel of Table 4.1, the first three Treasury securities supply factors explain

more than 93 percent of the total variation in the maturity bracket shares. Similar to

the case of yields, the extracted factors are highly correlated with directly observable

shares or linear combinations of shares. To avoid confusion with the notation for bond

maturity, I refer to the specific maturity brackets by Roman numerals. The first fac-

tor, for example, exhibits a -.87 correlation with the share of Treasury securities with

a maturity of at most one year, s

(I)
t

.

The most relevant question is of course how well the observable supply factors

explain the zero-coupon yield curve data. As a first pass at this issue, I compute the

R

2’s of simple predictive OLS regressions for each of the yields. Thus, I estimate the

regression equation

y

(n)
t,t+k

= ↵ + X

i

t

�

i

+ ✏

t

, i = {s, y}, (4.1)

where k is measured in months and X

i

t

contains the observable factors corresponding

to yields (i = y) or Treasury security supplies (i = s).
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Figure 4.3 plots the resulting R

2’s for the two sets of observable factors. In the left

panel, we can gauge how well the observable yield curve factors can explain each of the

yields along the maturity spectrum. Recalling that the three factors explain more than

90 percent of the total variation of yields, it is not surprising that the contemporaneous

4 I confirmed this in a more formal sense by estimating a VAR describing the joint dynamics of the
states. The estimated coe�cients and the implied impulse response functions show that the system
returns to the stationary state after it has been perturbed.

5 Treasury notes and bonds are at this time o↵ered with maturities of 2, 3, 5, 7, 10 and 30 years.
There are also occasional o↵erings of Treasury bonds with maturities of 15 and 20 years. Treasury
bills have a maximum life of 1 year.
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Figure 4.3. OLS Predictive Yield Regressions
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fit (k = 0) produces R

2’s of close to 1 for all the maturities. Increasing the horizon

produces lower R

2’s, especially for bond yields with shorter maturities. Given that

these yields are more volatile than yields of bonds with longer lives, this result is

intuitive. This could also be a driver for the outcome that the fit generally improves

with the maturity of the zero-coupon bond. The Treasuries supply factors produce

a worse contemporaneous fit than the observable yield curve factors, but still explain

more than 50 percent of the variation across all maturities. Given the disconnect

between asset prices and quantities in frictionless financial markets with rational agents,

this fit is surprisingly good. Moreover, it turns out that for intermediate values of k,

the observable supply factors contain more relevant information for the yields of bonds

with shorter maturities. This suggests that the supply factors contain information that

is not captured by the yield curve factors. Similarly, for the longest horizon (k = 72),

the supply factors explain the yields of bonds at the very long end of the term structure

better than do the observable yield factors.

3. Modeling the Yield Curve

I follow Ang et al. (2006) and model yields at any date t as a�ne functions of K

observable states, X

t

. The joint dynamics of the states are summarized by a first-order

vector autoregression.
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X

t

= µ + �X

t�1 + ⌃✏

t

(4.4)

I assume that the innovations to (4.4) are distributed standard normal, ✏

t

⇠ N(0, I). ⌃

is a (K⇥K) lower triangular matrix that allows for arbitrary contemporary correlations

between the innovations to the states. µ is a (K ⇥ 1) vector of constants and � is a

(K ⇥K) matrix that collects the autoregressive coe�cients.

The stochastic discount factor is a�ne in the state variables and given by

m

t+1 = exp
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where �

t

contains the market prices of risk associated with each of the states and is

also a linear function of X

t

.

�

t

= �0 + �1Xt

(4.6)

�0 is a (K⇥1) vector and �1 is a (K⇥K) matrix of coe�cients. Estimating the prices

of risk in this form allows bond risk premia to be time-varying.

The price of an n-year to maturity bond can then be obtained by using the fact that

a bond paying o↵ instantaneously must satisfy p

(0)
t

= 1 and the following no-arbitrage

pricing relationship.

p

(n)
t

= E

t

(m
t+1p

(n�1)
t+1 ) (4.7)

Given that risk premia are exponentially a�ne in the state vector, bond prices are

conditionally log-normal functions of the observable states.

p
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= exp(A
n

+ B

0
n

X
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) (4.8)

Detailed derivations of the coe�cients A

n

and B

n

that solve (4.8) can be found in the

appendices of Ang and Piazzesi (2003) and Cochrane and Piazzesi (2005). Given that

the solution satisfies (4.7), the resulting bond prices satisfy no-arbitrage.
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A

n

is a (K ⇥ 1) vector, B

n

is a (K ⇥K) matrix and e1 is the (K ⇥ 1) vector with its

first element being equal to one and all other elements set to zero. Applying logs to

(4.5) and annualizing yields gives the yield-fitting functions for each of the maturities.
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This modeling strategy implicitly assumes that there are no structural breaks in the

joint dynamics of the observable state variables.6

As state variables, I am going to use the two sets of observable factors, X

y

t

and X

s

t

,

corresponding to the observable yield curve and Treasury supply factors described in

the previous section, respectively.

Looking back at (4.9) it is clear that some of the yields that are fitted by the model

are directly observed. To ensure that (4.9) holds for all yields, I have to impose that

the yields that are directly included in the set of observable yield curve factors are

fitted without error. Thus, when using the observable yield curve factors, I impose

the following coe�cients: A1 = 0, B

0
1 = [1, 1, 0], A5 = 0, B

0
5 = [�10/1.9, 5/1.9, 5/1.9],

A30 = 0 and B

0
30 = [�30, 0, 0]. For the second set of observable states, I obviously

do not impose any restrictions on the estimated coe�cients. Nevertheless, as bond

prices are solved recursively, I have to estimate the first or last coe�cients of A and

B directly to obtain the remaining coe�cients by forward or backward induction. I

choose to estimate A1 and B1 directly.

I next present the two-step estimation procedure.

4. Estimation

I follow the two-step estimation strategy of Ang et al. (2006). In the first stage, I

estimate the parameters determining the joint dynamics of the state variables, which

are µ, � and ⌃, with a VAR. In the second stage, the parameters determining the time-

varying market prices of risk are estimated. This step di↵ers, depending on whether

observable yield curve factors or observable Treasury supply factors are used. For the

latter case, I estimate the additional parameters contained in A1 and B1 directly, while

in the former restrictions on A1, B1, A5, B5, A30, B30 are imposed a priori. Thus,

for the model using observable yield curve factors, the parameters to be estimated

are ⇥y = (µ, �, ⌃, �0, �1), while for the model employing observable Treasury supply

factors, the estimated structural parameters are ⇥s = (µ, �, ⌃, �0, �1, A1, B1).

The parameters obtained in the second stage minimize the total sum of squared

yield-fitting errors.

min
X

t

X

n

(by(n)
t

� y

(n)
t

)2

6 To avoid including time periods that are characterized by such shifts in the relationship between
the state variables, I focus on the period of November 1985 to December 2007. This sample period
excludes the disinflationary policy shift of the Federal Reserve at the beginning of the 80s and it
also excludes the Financial Crisis, that erupted in September 2008 with the bankruptcy of Lehman
brothers.
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Statistically, this approach is not e�cient, but consistent. The e�cient alternative

is to jointly estimate all of the parameters by maximum likelihood, as is done in for

example Ang and Piazzesi (2003). E�ciency in this setting comes at a price, however,

because the large number of parameters to be estimated yields a nonlinear likelihood

surface with “flat patches” that make the identification of the global maximum di�cult.

This problem has been noted in the existing literature (Ang and Piazzesi (2003), Kim

(2008)) and Hamilton and Wu (2012) show that several popular representations of the

canonical a�ne model are unidentified. Estimating �0 and �1 by minimizing the sum

of squared fitting errors produces more reliable and robust parameter estimates by

circumventing the need to find the global maximum of a highly nonlinear likelihood

surface.

The standard errors for the consistent parameter estimates can be obtained by

stacking the moment equations from the two steps of the estimation procedure and

using GMM. Detailed derivations can be found in the Appendix of Ang et al. (2006).

4.1. Results. Figure 4.4 illustrates how well the two models perform in terms of

fitting the yield curve data. All tables presenting the parameter estimates are relegated

to the Appendix. The left-hand side panels show the fit for the specification using the

observable yield curve factors, X

y

t

. I refer to this model as the benchmark. The

right-hand side panels illustrate the results for the model employing the observable

supply factors, X

s

t

. The average fitted yield curve implied by the benchmark model is

practically indistinguishable from the actually observed average term structure. The

supply factor model captures the shape of the average yield curve reasonably well, but

di↵erences between the true and fitted curve are apparent. This can also be seen from

the scales of the plots in the bottom panels. The root mean squared errors (RMSEs) for

the supply factor models are about an order of magnitude larger than the benchmark

model. The RMSEs for the supply factor model are clearly decreasing with maturity.

The average fitting error for the one-year yield is about 64 percent larger than that of

the thirty-year yield.

For the benchmark model, the pattern is not as obvious. It is apparent that re-

stricting the one-, five-, and thirty-year yields to be fitted without error also reduces

the RMSEs of the neighboring yields. The way the fitting errors line up along the term

structure could therefore be driven to some extent by the selection of yields that are

included in the state variables.

Establishing that the benchmark model delivers a considerably better fit of the term

structure during the sample period, however, is not surprising, because the plots in

Figure 4.3 and the factor analysis of Table 4.1 already established that the explanatory

power of yield factors for the term structure at a given date, is greater than that of
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Figure 4.4. Comparing the Models
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the supply factors. The relevant question is, whether the information contained in

the yield factors subsumes the informational content of the observable supply factors.

Putting it di↵erently, do the supply factors add economically relevant information for

understanding the dynamics of the yield curve?

I can only answer this question by estimating a “hybrid” model that contains both

observable yield and supply factors. I collect the first two yield and supply factors in

the hybrid state vector, X

h

t

.
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t

=
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Figure 4.5. Comparing the Benchmark and Hybrid Models
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Taken together, the observable states should account for more than 90 percent and

more than 80 percent of the total variation in yields and Treasury supplies, respec-

tively.7

Figure 4.5 compares how the hybrid model fares in comparison to the benchmark.

In terms of the average fitted yield curve, the two specifications yield almost identical

plots that match the actually observed average yield curve well. The right-hand side

plot of the average fitting errors reveals di↵erences between the two models. The hybrid

model seems to price Treasury securities of maturities between five and twenty years

with less precision than the benchmark model. As I argued before, however, this could

at least partly be driven by the fact that in the benchmark model the five-year yield is

measured without fitting error, which also tends to reduce the fitting errors of yields

with similar maturities. Both specifications impose that the thirty-year yield is fitted

without error, making the RMSEs for long-term bonds more readily comparable. As

in the supply factor model, the RMSEs of the hybrid specification are decreasing with

maturity. At the long end of the term structure, the hybrid model even attains lower

pricing errors than the benchmark.

7 I do not include all the observable factors here, because of the number of parameters to be
estimated. I have a total of 266 monthly observations. If I include six state variables, I am estimating
a total of 84 parameters. Only including the four state variables reduces this number to 40.
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This indicates that the observable Treasury supply factors contain useful informa-

tion for bonds with maturities beyond twenty years that is not subsumed in the three

observable yield curve factors.

5. Conclusion

Using the Treasury zero-coupon yields estimated by Gürkaynak et al. (2006) and

data on the outstanding volumes of Treasury securities for the entire term structure, I

investigate if the relative supplies of Treasuries with di↵erent maturities can explain the

dynamics of the term structure. A no-arbitrage a�ne term structure model based solely

on these supply measures does not fit the yield curve as well as the popular benchmark

model with the observable level, slope and curvature of the yield curve. Nevertheless,

the supply factor model manages to capture the average shape of the term structure

well and the bond pricing errors decrease with the maturity of the bonds. This indicates

that the supply measures contain relevant economic information that is not subsumed

by the observable yield curve factors. The fact that a hybrid model attains lower

pricing errors for bonds with maturities beyond twenty years supports this finding.

This result complements and strengthens the findings of recent papers that find a

significant impact of the supply of Treasuries on the level of bond yields (Greenwood

et al. (2010), Krishnamurthy and Vissing-Jorgenson (2010)). The authors of these

papers do not impose no-arbitrage on bond yields and thereby risk that their findings

are driven by functional misspecification.

The results I present are tentative in the sense that it is unclear what underlying

informational content of Treasury supplies is useful for pricing government bonds. This

lack of interpretability is common in the literature using (no-arbitrage) a�ne term

structure models, however. In this regard, it seems worthwhile for future research to

put more structure on the joint dynamics of yield factors and Treasury supplies to

allow for more direct economic interpretability.
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Table 4.2. Estimation Results for the Three Observable Yield Curve

Factor Model
µ � ⌃

y

(30)
t

.0309 .9736 -.0042 -.0269 .0026 0 0

(.0131) (.0381) (.0108) (.0097)

y

(30)
t

� y

(1)
t

.0179 -0.0151 .9845 -.0152 .0011 .0023 0

(.0111) (.0126) (.0366) (.0098)

y

(1)
t

+ y

(30)
t

� 1.9y(5)
t

.02203 -.0045 -.0131 .8401 -.0005 .0006 .0022

(.0112) (.0107) (.0115) (.0333)

�0 �1

y

(30)
t

13.17 -17.047 45.429 48.24

(.27) (.12) (1.11) (2.61)

y

(30)
t

� y

(1)
t

4.2381 29.034 -256.54 -331.33

(.50) (1.62) (9.53) (20.18)

y

(1)
t

+ y

(30)
t

� 1.9y(5)
t

24.249 -62.383 393.945 408.22

(1.35) (1.61) (9.44) (30.44)

Table 4.3. Estimation Results for the Three Observable Treasury Sup-

ply Factor Model

µ � ⌃

�s

(I)
t

-.04208 .9612 -.0185 .07123 .0062 0 0

(.009) (.022) (.009) (.019)

s

(I)
t

� s

(V )
t

.00514 .0295 .9846 .0151 -0.0008 .0043 0

(.018) (.007) (.015) (.015)

s

(V I)
t

� s

(II)
t

.0430 .0399 .0036 .9233 -0.0065 .0003 .0021

(.013) (.012) (.010) (.024)

�0 �1 A1 B1

�s

(I)
t

172.39 83.679 -7.032 -63.106 -1.1462 -.5141

(3.03) (1.27) (.74) (1.13) (.003) (.003)

s

(I)
t

� s

(V )
t

1354.99 -61.824 -117.15 1.906 .3637

(31.86) (.83) (.02) (3.62) (.001)

s

(V I)
t

� s

(II)
t

964.96 105.41 -70.564 -120.54 -.2209

(33.53) (1.07) (.15) (2.19) (.012
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Table 4.4. Estimation Results for the Hybrid Model

µ � ⌃

y

(30)
t

.0401 .9666 .0069 .0127 -.0027 .0026 0 0 0

(.0155) (.0063) (.0084) (.0318) (.0220)

y

(30)
t

� y

(1)
t

0 -.0012 .97589 -.0069 .0133 .0011 .0022 0

(.0131) (.0148) (.0060) (.0214) (.0219)

�s

(I)
t

-.0819 .0504 -.0350 .9297 -0.0091 .0004 -0.0004 .0063 0

(.0131) (.0125) (.0377) (.0153) (.0148)

s

(I)
t

� s

(V )
t

-.0296 .0329 -0.0217 .0145 .9919 .0003 0 -0.0008 .0043

(.0088) (.0125) (.0319) (.0260) (.0106)

�0 �1

y

(30)
t

-68.97 65.45 -77.61 7.01 2.61

(8.12) (7.50) (11.64) (.0039) (.6638)

y

(30)
t

� y

(1)
t

-113.41 109.01 -371.38 4.456 24.043

(4.52) (3.97) (7.64) (.2573) (1.17)

�s

(I)
t

-9408.5 8776.9 -11763 311.28 554.48

(217.34) (191.97) (752.98) (25.49) (47.40)

s

(I)
t

� s

(V )
t

6410.5 -5897.6 3429.5 -84.518 -158.07

(100.11) (101.05) (631.80) (21.15) (21.65)
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