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Developments regarding internal cooling techniques have allowed the operation of 

modern gas turbine engines at turbine inlet temperatures which exceed the metallurgical 

capability of the turbine blade. This has allowed the operation of engines at a higher 

thermal efficiency and lower specific fuel consumption. 

 

Modern turbine blade-cooling techniques rely on external film cooling to protect the 

outer surface of the blade from the hot gas path and internal cooling to remove thermal 

energy from the blade. Optimization of coolant performance and blade-life estimation 

require knowledge regarding the influence of cooling application on the blade inner and 

outer surface heat transfer.  

 

The following study describes a combined experimental and computational study of heat 

transfer augmentation near the entrance to a film-cooling hole. Steady-state heat transfer 

results were acquired by using a transient measurement technique in an 80 x actual 

rectangular channel, representing an internal cooling channel of a turbine blade.  

Platinum thin-film gauges were used to measure the inner surface heat transfer 

augmentation as a result of thermal boundary layer renewal and impingement near the 

entrance of a film-cooling hole. Measurements were taken at various suction ratios, 

extraction angles and wall temperature ratios with a main duct Reynolds number of 

25×10
3
. A numerical technique, based on the resolution of the unsteady conduction 
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equation, using a Crank-Nicholson scheme, was used to obtain the surface heat flux from 

the measured surface temperature history. Computational data was generated with the 

use of a commercial CFD solver. 

KEYWORDS: Film-cooling, internal cooling, coolant extraction, turbine blade, heat 

transfer enhancement, augmentation, extraction hole, extraction angle, 

suction ratio, computational fluid dynamics. 
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CHAPTER 1  
INTRODUCTION 

Growing commercial pressure and stricter environmental regulations are putting ever 

increasing demands on engine designers to obtain higher levels of fuel efficiency and 

decrease the amount of combustion emissions. Modern developments in turbine blade 

cooling have provided the ability to operate gas turbines at higher turbine inlet 

temperatures, allowing the engine to achieve a higher thermal efficiency and power 

output. The thermal efficiency is defined as the ratio between the work output of the 

engine and the thermal energy provided by the combustion process. It is primarily 

influenced by the following factors [1]: 

I. Compression ratio (r) 

II. The turbine inlet temperature (TIT) 

III. Compressor and turbine efficiencies 

Advances made with regard to compressor design have extensively increased the 

compression ratio of modern gas turbines during the last couple of decades. A higher 

overall pressure ratio raises the combustor entry temperature, which in turn enhances the 

turbine inlet temperature at a fixed mass flow rate. This increase in pressure ratio not only 

contributes to higher turbine inlet temperatures but also enhances the coolant air 

temperature, rendering the implementation of turbine blade cooling imperative.  

 

Turbine blade cooling makes use of film cooling to create a protective coolant film on the 

outer surface of the blade which reduces the amount of heat transferred by the hot gas 
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stream. In addition, blade cooling removes the excess heat which reaches the blade by 

circulating coolant air within the blade structure. The circulating coolant removes thermal 

energy from the internal blade wall through convection, before it is channelled through 

film-cooling holes to aid with external film cooling. Internal blade cooling and external 

film cooling are used in all high-performance production gas turbines, allowing engines 

to operate at turbine inlet temperatures ranging from 1650 K to 1800 K [2, 3]. 

 

Although the implementation of turbine blade cooling is vastly beneficial, it does 

introduce various losses. These losses include the power required for the compression 

and pumping of the coolant, in addition to aerodynamic and thermal losses which are 

introduced when the coolant enters the hot gas stream. Optimization of coolant 

performance and detailed knowledge of the enhancement on the external and internal 

surface of the blade is required to be able to accurately predict the temperature 

distribution throughout the wall of the blade. This enables an estimation to be made 

regarding the useful lifetime of a blade. An error in approximated surface temperature 

magnitude of 55 ºC can result in an order of magnitude change in blade life [4].  

 

As the increase in turbine inlet temperature and compression ratio continues, blade 

designers attempt to implement more sophisticated and advanced cooling techniques. 

This requires greater understanding of these cooling techniques, their limitations and its 

influence on blade life. A vast amount of research has been done during the last couple of 

decades to determine the influence of coolant applications on blade internal and external 

heat transfer. However, only a limited amount of research has been done to determine the 

influence of coolant extraction, to aid with external cooling, on the internal surface heat 

transfer augmentation.  

 

The extraction of coolant from within the blade through film cooling holes induces local 

heat transfer augmentation on the internal cooling channel surface, near the entrance to 

the film cooling hole. This local increase in surface heat transfer can primarily be 

attributed to coolant boundary layer renewal, due to the extraction of the warmer coolant 

air near the channel wall, and impinging flow further downstream.  
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The following dissertation describes an experimental and numerical study which was 

done to determine the local convective heat transfer enhancement induced by coolant 

extraction. The study includes the design, building and testing of an experimental rig, 

representing a turbine cooling passage, used to measure the convectional heat transfer 

near the entrance of a coolant extraction hole. Experimental investigations are done at 

various hole suction ratios, extraction angles and wall-to-coolant temperature ratios 

which fall within engine representative ranges. Near-hole surface convection results are 

then compared with previously published results at inverse wall-to-coolant temperature 

ratios. 

1.1 LITERATURE REVIEW 

The following literature study commences with a brief overview of the different cooling 

techniques which are implemented in modern gas turbine engines and a broad review of 

the research which has been done with regard to these cooling techniques. Studies which 

consider the influence of film cooling on heat transfer augmentation on the internal 

surface of turbine cooling channels are surveyed in detail. This is followed by a review of 

different experimental heat transfer measuring techniques and concluded by a proposal 

for the current study. 

1.1.1 OVERVIEW OF COOLING TECHNIQUES  

It has always been the practice to pass a quantity of cooling air over the turbine disc and 

blade roots to cool down the highly stressed inner core [2]. However, the term cooled 

turbine distinctively implies the application of a substantial quantity of coolant to the 

nozzle and rotor blades themselves. This amount of coolant air can be as high as 25% in 

high-performance engines [1].  

 

The primary objective of blade cooling is to increase the lifespan of a turbine blade. 

Achieving this requires control of the two main parameters which affect blade life:  
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• The mean blade temperature level which should be kept within moderate levels 

with respect to the metallurgical capability of the blade. 

• Thermal gradients which should be limited in order to avoid thermal fatigue and 

creep. 

Although the objective of blade cooling is straightforward, the implementation thereof is 

very complex and varies from one engine manufacturer to another; to the extent that a 

single engine manufacturer may implement different cooling techniques for different 

engine types and requirements. When implementing cooling techniques, the designer has 

to ensure that the maximum blade surface temperatures and temperature gradients, during 

operation, are compatible with the maximum blade thermal stress for the life of the 

design.  

 

Cooling considerations also differ between the rotor and stator sections of the engine. 

Rotor blades represent slightly greater challenges, since the design must take into account 

excessive creep and stresses induced by high rotational speeds.  It should also be noted 

that oxidation is just as significant a limiting factor as creep. Therefore, it is important to 

cool unstressed components such as nozzle blades and annulus walls. 

 

The implementation of cooling creates a fairly sensitive balance which has to be 

obtained, since too little cooling will result in a hotter surface area, thus resulting in 

reduced component life. Conversely, excessive coolant flow will lead to higher fuel 

consumption and may reduce overall engine performance. For a large passenger aircraft a 

1% reduction in specific fuel consumption could save 560 tons of fuel per annum and 

reduce direct operating costs by 0.5% [5]. Hence, the optimum operational objective is to 

minimise compressor bleed-off, used for coolant purposes, whilst maintaining 

functionality of the engine and acceptable component life. This requires a greater 

understanding with regard to the implementation of various cooling techniques and their 

influence on heat transfer augmentation and pressure losses. 
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The design of most turbine cooling systems is proprietary in nature and therefore not 

readily available in open literature. However, the principal behind most cooling 

techniques are quite similar, regardless of the engine manufacturer or model [6]. This 

allows for universally applicable research to be done with regard to these methods.  

 

Research regarding turbine blade cooling can be classified into two different approaches, 

i.e. the measurement of heat transfer characteristics and the numerical prediction thereof. 

Since the middle of the previous century, the experimental community (i.e. the 

measurement approach) has contributed extensively to heat transfer research regarding 

axial flow turbines. Advances regarding measurement techniques have been made to such 

an extent that time-averaged and time-resolved 3-D heat transfer data can be routinely 

obtained for vanes and blades [7]. Conversely, the prediction of heat transfer distributions 

using Computational Fluid Dynamics (CFD) has advocated that a large amount of work 

still needs to be done. Existing 2-D and 3-D Navier Stokes codes have shown the ability 

to give reasonably accurate predictions of time-averaged and unsteady pressure field 

distributions, but still lack the ability to generate accurate surface heat transfer 

distributions.  

 

Studies with regard to turbine blade cooling can generally be divided into two categories, 

i.e. external and internal blade cooling. The former focuses primarily on the effect of film 

cooling on the external blade surface heat transfer while the latter considers the removal 

of heat from its internal surface with the use of internal cooling techniques such as 

augmented convective cooling and impingement. 

 

The cooling arrangement on the first stage rotor and turbine blade section of a typical 

aircraft gas turbine is illustrated in Figure 1.1. The first stage nozzle is cooled by air 

extracted from the inner and outer combustion liner cavities, while coolant is provided to 

the rotor blade from the compressor diffuser mid-span. Augmented convective cooling, 

impingement cooling and film cooling are the principal turbine cooling methods, and are 

usually implemented in conjunction on modern engines.  
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I. Augmented convective cooling 

Coolant entering the root of the blade is directed through serpentine passages, 

referred to as cooling channels, thereby removing thermal energy from the 

channel walls through forced convection. Channel wall heat transfer enhancement 

by means of this method purely relies on the passage length-to-diameter ratio. As 

a result, turbulence promoters such as rib turbulators and pin-fins are introduced 

to augment the plain wall heat transfer.  

 

Rib turbulators are easy to manufacture and provide good heat transfer 

augmentation. These turbulators periodically trip the boundary layer flow, as 

 H.P. cooling air 

 L.P. cooling air 

 Turbine blade 

 Pre-swirl nozzles 

 Nozzle guide vane 

Quintuple pass, 
multi feed 

internal cooling 
channels with 
extensive film 

cooling 

Typical blade 
section, showing 
five pass cooling 

airflow 

FIGURE 1.1: Cooling arrangement of a first stage turbine and rotor blade [1] 
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illustrated by Figure 1.2, generating high turbulence flow near the channel wall. 

This enhances the surface heat transfer at the area of separation and reattachment 

while inducing only a minor pressure drop across the channel. Heat transfer 

augmentation with rib turbulators depend mainly on the geometry of the 

turbulator such as rib size, shape, distribution and flow-attack-angle, as well as 

flow parameters such as the channel Reynolds number.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Pin-fins are commonly used at the narrow trailing edge of the blade where ribbed 

channels cannot be implemented due to manufacturing constraints. These pin-fins 

are orientated perpendicular to the flow direction and are typically placed in a 

staggered or in-line configuration. The pins not only increase the effective heat 

transfer area, but induce free stream turbulence, which increases the amount of 

convective cooling in the channel. The extent of heat transfer enhancement 

induced by an array of pin-fins depends primarily on the pin shape [8 -10] and its 

distribution and placement angle in the array [11-13]. 

Rib pitch 

 

Rib turbulence 
enhancer 

 

Channel inner 
wall 

 

Turbulent flow 

 

Separation 

 
Reattachment 

 

FIGURE 1.2: Schematic illustrating flow separation induced by rib turbulators 
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Apart from turbulence promoters, the heat transfer in the coolant channel is also 

influenced by secondary flows induced by rotational effects and bends in the flow 

passage. Rotation generates centripetal acceleration and Coriolis forces which 

create a pair of counter rotating vortices in a cooling passage. These vortices 

redistribute the flow velocity in the passage and may enhance or decrease the heat 

transfer on the wall of the duct, depending on the flow direction [6, 14-16]. Figure 

1.3 provides a conceptual illustration which demonstrates the effects of Coriolis 

and rotational buoyancy forces on the axial flow velocity profile of outward and 

inward flowing coolant.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

An extensive amount of research has been done to understand the heat transfer 

augmentation and pressure losses induced by various turbulator geometries and 

FIGURE 1.3: Conceptual view illustrating the 

effect of Coriolis and rotational buoyancy on 

radially inward and outward flows [16] 

Without rotation 

  With Coriolis force 

  With Coriolis and buoyancy force 

  Direction of rotation 

       Leading    Trailing          Leading    Trailing 

Second channel         First channel 
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coolant channel flow conditions. These studies have considered the influence of 

different rib spacings, rib layouts, rib angles, rib geometries and rib profiles on the 

channel heat transfer and pressure drop. Different turbulator configurations and 

geometries studied by Han et al. [17] are displayed in Figure 1.4. The influence of 

non-rectangular channels, 180º turns in serpentine passages, high-blockage-ratio 

ribs and the number of ribbed walls were also studied. With regard to the effects 

of rotation, studies have investigated the influence of rotation on smooth walled 

and rib turbulated passages as well as channel orientation with regard to the 

rotation direction.  Comprehensive reviews of these studies are provided by Dunn 

[7] and Han et al. [6, 18, 19]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1.4: Different rib configurations studied 

by Han et al. [17] 
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II. Impingement cooling 

Jet impingement is the internal cooling method with the most potential to increase 

the local heat transfer coefficient. With this method, coolant is directed through an 

array of small holes to impinge on the inner surface of the blade wall, as 

illustrated in Figure 1.5. Heat transfer enhancement takes place at these 

impingement points, from where the coolant air is then re-routed through internal 

channels or ejected through film-cooling holes to aid with external film-cooling. 

Unfortunately, the construction of these flow channels weakens the structural 

strength of the wall. For this reason impingement cooling is used mostly in areas 

such as the leading edge of rotor blades, where thermal loads are the highest and 

where the thicker portion of the airfoil can accommodate these cooling channels. 

Jet impingement is also implemented in the mid-cord region of stator blades, 

since the structural strength required in a stator airfoil is less than that of a rotor 

airfoil.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1.5: Inner surface impingement [20] 

 
Trailing edge coolant 
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An extensive amount of design correlations for impingement cooling is available 

in open literature [19]. Florscheutz et al. [21, 22] and Goldstein et al. [23-25] have 

published research which has considered a vast array of impingement geometries 

and flow conditions. These studies include the influence of impingement on the 

mid-chord region (including the effect of cross flow) and the leading edge of the 

blade, where impingement on a curved surface is addressed. A comprehensive 

review of research which has been done with regard to jet impingement is 

provided by Han et al. [6]. 

III. Film-cooling 

The main purpose of film cooling is to provide a protective coolant layer on the 

outer surface, as illustrated by Figure 1.6, thereby reducing the heat load on the 

blade. This method extracts coolant from within the blade through tiny holes at 

certain extraction angles to flow alongside the outer surface of the blade. The 

performance of external film cooling primarily depends on [18]: 

I. Coolant to mainstream pressure ratio 

II. Coolant to mainstream temperature ratio 

III. Film-hole geometry and its location  

 

 

 

 

 

 

 

Internal coolant: Pc, Tc 

External mainstream: Pm, Tm 

Protective film: Tfilm 

Twall 

FIGURE 1.6: Schematic illustrating the concept of external film cooling 
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A vast amount of research has been done regarding these attributes 

[6, 7, 18, 19, 26]. This includes studies considering the injection of coolant from 

various blade surfaces, the effectiveness of film cooling and its influence on 

aerodynamic losses in addition to discharge coefficients of turbine cooling holes. 

Knowledge of the discharge coefficient, Cd, is vital in the sizing and placement of 

film-cooling holes to determine whether the correct amount of coolant flow is 

provided to obtain the desired blowing or suction ratio (as referred to from an 

internal cooling perspective). The suction ratio is defined as the ratio between the 

coolant velocity in the film-cooling hole and the velocity in the internal cooling 

channel [27].  

channel

hole

V

V
SR =  [1.1] 

A suction ratio which is too low may provide inadequate reduction of the external 

surface heat load. Alternatively, a suction ratio which is too high might lead to the 

penetration of the coolant jet into the hot external free stream, which will reduce 

the effectiveness of the protective coolant layer. These extreme cases will both 

lead to a shortened blade life.  

 

The discharge coefficient is defined as the ratio between the actual mass flow rate 

passing through the hole and the amount of mass which will pass through an ideal 

hole (neglecting any losses) [27].  

ideal

actual

m

m
Cd

&

&
=  [1.2] 

Hay et al. [28] provide a comprehensive review of published data on discharge 

coefficients for film-cooling applications. The main geometrical parameters of a 

film-cooling hole which influences the discharge coefficient include: 

 
 
 



CHAPTER 1: INTRODUCTION 

 13 

I. Channel length 

II. Inclination angle 

III. Orientation 

IV. Entry and exit radius 

V. Hole geometry 

A comprehensive study regarding the influence of external and internal cross-flow 

on the discharge coefficient has also been done by Gritsch et al. [29] and 

Hay et al. [30]. 

1.1.2 OVERVIEW OF PREVIOUS WORK WITH REGARD TO 

     FILM COOLING 

Contrary to internal and external cooling, a limited amount of research has focused on the 

influence of coolant flow extraction, to aid with external film cooling, on the internal 

surface convective heat transfer enhancement. Figure 1.7 shows a section of a turbine 

blade with film cooling holes and also the surface near the entrance of the coolant 

extraction hole. 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1.7: Coolant extraction to aid external cooling [27] 
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Studies regarding internal cooling which consider coolant extraction mostly focus on the 

global effect of bleed holes combined with turbulence enhancers in coolant passages 

[6, 18]. This implies that most of these studies do not consider the local influence of 

bleed hole parameters (such as suction ratio and extraction angle), in contrast to the 

research which has been done with regard to bleed hole discharge coefficients and 

external film cooling.  

 

The influence of coolant extraction on the internal flow field can be illustrated by 

considering Figure 1.8, which represents a cut-away view of an internal cooling channel 

with a coolant extraction channel. The flow path-lines are coloured according to identity. 

Heat transfer enhancement takes place directly downstream of the coolant extraction hole 

due to the removal of the warmer boundary layer coolant. This allows cooler mainstream 

air to fill this void, resulting in thermal boundary layer renewal.  
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FIGURE 1.8: Cut-away view of a square channel with coolant extraction 
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Additionally, convective surface heat transfer is further enhanced by the impingement of 

coolant near the edge of the hole and vortex downwash, induced by the suction force, 

further downstream. The surface heat transfer enhancement is illustrated in Figure 1.9 

which shows contours of surface heat transfer enhancement. The heat transfer 

augmentation induced by the extraction of coolant is clearly illustrated by the warmer 

contours, which indicate higher surface heat transfer values. Surface heat transfer 

enhancement is usually quantified by an enhancement factor, which is the ratio between 

the value of heat transfer in the enhanced region and the value in an unenhanced area 

with fully developed hydrodynamics and thermal boundary layer. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

One of the first publications in open literature which studied heat transfer augmentation 

induced by coolant extraction was that of Aintsworth et al. [31]. The study investigated 

the effect of mass removal through discrete holes in circular, triangular and rectangular 

ducts with the use of thin-film gauges. A main-channel flow velocity of Mach 0.6 was 

used and enhancement factors in the region of two were observed in the area directly 

FIGURE 1.9: Contours of heat transfer enhancement downstream of a 

coolant extraction hole 
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downstream of the hole. More importantly though, the study indicated that surface heat 

transfer enhancement increased proportionally with the amount of flow extracted.  

Sparrow et al. [32] studied the heat transfer enhancement downstream of a perpendicular 

fluid withdrawal branch in a pipeline section. The study provided circumferentially 

averaged heat transfer enhancement values downstream of the fluid withdrawal branch. 

Tests were conducted at channel flow Reynolds numbers of 5 000, 10 000 and 20 000 

and the suction ratio was varied between 0 and 8. Although the main-channel diameter 

and the extraction-channel diameter were of the same size, the study showed that heat 

transfer enhancement directly downstream of the fluid withdrawal branch was up to five 

times higher with extraction than without. The influence of the main-channel Reynolds 

number showed a negligible effect on the heat transfer augmentation, concluding that the 

amount of near-hole enhancement is primarily influenced by the suction ratio. This 

observation relates strongly with the findings of Aintsworth et al. [31]. 

 

An experimental study in a single channel, representative of an internal cooling passage 

of a turbine blade with multiple coolant extraction holes was done by Shen et al. [33]. 

The study made use of liquid crystal thermography to obtain detailed heat transfer 

enhancement contours downstream of the extraction holes. The study concluded that the 

heat transfer downstream of the entrance to a coolant extraction hole was insensitive to 

the number of holes upstream or the channel Reynolds number. Furthermore it was also 

shown that with the absence of suction the holes act as surface disturbances thereby 

affecting the heat transfer pattern. This study was further extended [34] by considering 

the heat transfer enhancement in a turbine cooling passage with a combination of coolant 

extraction holes and parallel rib turbulators.  This was done with the suction ratio varying 

from 1.85 to 5. The results indicated that the addition of the extraction holes reduced the 

extent of separation downstream of the ribs. The heat transfer enhancement due to the 

extraction of coolant raised the average channel heat transfer coefficient by 

approximately 25% compared to a ribbed channel without coolant extraction. These 

findings relate strongly with an experimental study conducted by Taslim et al. [35]. This 

study also made use of liquid crystal thermography to measure area-averaged Nusselt 

numbers in a single-pass trapezoidal channel, representing a trailing edge coolant cavity. 
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The channel wall was roughened with tapered turbulators and tests were conducted with 

and without coolant extraction at various Reynolds numbers.  

Ekkad et al. [36] also made use of a liquid crystal measuring technique to obtain detailed 

heat transfer results in a two-pass channel with parallel, angled and V-shaped rib 

turbulators. Tests were conducted with and without coolant extraction. In contrast to the 

studies conducted by Shen et al. [34] and Taslim et al. [35], the results indicated that the 

bleed holes increased the heat transfer coefficient in the near-hole region, but did not 

enhance the area-averaged heat transfer in the two-pass channel. This conclusion is 

thought to be due to the low suction ratio (SR = 0.8) which was used in the study. 

 

Thurman et al. [37] studied the influence of the rib turbulator and extraction hole 

placement on convective heat transfer in cooling passages. The study implemented a 

liquid crystal measuring technique to obtain detailed heat transfer contours in a three-pass 

channel with parallel rib turbulators and coolant extraction holes in the first channel. Rib 

turbulators were placed at two different positions relative to the coolant extraction holes. 

The first case study considered an equidistant placement between the ribs and the 

extraction holes, while in the subsequent study the rib turbulators were placed directly 

upstream of the coolant extraction holes. The results showed an overall increase in heat 

transfer with the implementation of coolant extraction, which relates with the findings of 

Shen et al. [34] and Taslim et al. [35].  Furthermore, the study showed an increase in heat 

transfer when the coolant extraction hole is placed directly downstream of the rib 

turbulator, thereby decreasing the amount of flow separation.  

 

An experimental study regarding the flow characteristics and heat transfer in a two-pass 

channel with coolant extraction was conducted by Chanteloup et al. [38]. Wall heat 

transfer measurements were done with a liquid crystal measuring technique and flow 

profiles were measured with a stereoscopic digital Particle Image Velocimetry (PIV) 

system. Both passages of the test channel were laid out with 45° rib turbulators and the 

second passage with coolant extraction holes. The study showed that varying the amount 

of coolant extraction from 30% to 50% of the total inlet mass flow of the channel does 

not show any variation in the area-averaged heat transfer.      
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The studies which were considered above indicated that significant heat transfer 

enhancement does occur near the film-cooling hole entrance and that this augmentation is 

relatively independent of upstream flow conditions, channel Reynolds number and 

supplementary hole interaction.  It was shown that the local heat transfer near the 

entrance to the coolant extraction hole is primarily influenced by the cooling hole suction 

ratio and the placement of the coolant extraction hole relative to the upstream rib 

turbulator.  

 

The first, and to the knowledge of the author, the only study which focused solely on 

near-hole heat transfer augmentation in a cooling passage was conducted by 

Byerley [27]. This study made use of a one-pass cooling channel with a single coolant 

extraction hole and investigated the near-hole heat transfer augmentation at various 

suction ratios and extraction angles with the use of a transient liquid crystal measuring 

technique. Tests were conducted at a channel Reynolds number of 25 000 and coolant 

extraction angles of 60°, 90° and 150° were considered. The suction ratio of the coolant 

extraction hole was varied from 0 to 7.5. Detailed contours of the near-hole heat transfer 

enhancement were obtained at the above-mentioned conditions with local enhancement 

factors as high as 6.3, measured directly downstream of the coolant extraction hole. 

Furthermore, the study indicated that the amount of heat transfer enhancement near the 

60° and 90° extraction hole was similar, in contrast to the 150° extraction hole which was 

considerably lower. The study also showed that the amount of near-hole heat transfer 

augmentation increased in relation to the amount of coolant extraction up to a suction 

ratio of 5. 

 

The study conducted by Byerley [27] obtained valuable and comprehensive results 

regarding the heat transfer near the entrance to the coolant extraction hole. However, 

certain areas of uncertainty still remain:  

I. The majority of the experimental studies which were considered made use of liquid 

crystal thermography to measure the amount of heat transfer. Although this 

measuring technique provides detailed contours of surface heat transfer, it limits the 

wall temperature at which tests can be conducted. The experimental studies 
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conducted by Byerley [27], Shen et al. [33, 34], Ekkad et al. [36] and Chanteloup et 

al. [38] made use of heated coolant air in a cooled test channel to compensate for 

the wall temperature limitation of this experimental method. This implies that 

thermal energy is transferred towards the wall instead of being extracted as is the 

case with an actual turbine blade-cooling passage. Assuming that the absolute 

Twall/Tcoolant gradient is representative of an actual cooling passage, this method 

should provide an adequate approximation of the absolute convective heat transfer 

enhancement in a channel without coolant extraction.  

The heat transfer augmentation near the entrance to a coolant extraction hole is 

however, influenced by boundary layer renewal and vortex downwash further 

downstream of the extraction hole which may be affected by the density gradient in 

the near-wall region. In an actual turbine blade-cooling passage, the extraction of 

thermal energy from the blade wall will result in a boundary layer coolant with a 

lower density than that of the bulk coolant. Uncertainty exists regarding the 

influence of an inverted boundary layer density on the near-hole heat transfer and 

turbulent downwash further downstream of the coolant extraction hole. 

II. The experimental studies conducted by Taslim et al. [35] and Thurman et al. [37] 

also made use of liquid crystals to measure heat transfer enhancement by blowing 

coolant at an ambient temperature into a heated channel. Although the coolant 

boundary layer density is representative of that in an actual turbine blade-cooling 

passage (i.e. the boundary layer density is lower than the mainstream coolant 

density), the thermal gradient across the boundary layer is fairly small due to the 

lower wall-to-coolant temperature ratio (wall temperatures less than 60°C). It is 

uncertain whether the wall-to-coolant temperature ratio will have a considerable 

effect on the near-hole heat transfer augmentation.   

III. The study conducted by Byerley [27] made use of a rectangular experimental 

channel with sidewalls which were widened to neglect any interaction between the 

channel sidewalls and the coolant flow. Whether the sidewalls will influence 

downstream heat transfer augmentation is also uncertain. 
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A computational study was also conducted by Byerley [27]. This study compared 

numerically predicted centre-line heat transfer enhancement values, downstream of the 

coolant extraction hole, with the experimental results obtained in the same study. A 

commercial CFD package was used to simulate the near-hole heat transfer and flow 

physics. The computational capability at the time limited the numerical domain to 10 000 

cells. The k-ε turbulence model was used on an unstructured grid, discretised to attempt 

to solve within the flow boundary layer. A reasonable comparison between the 

numerically predicted and experimentally measured heat transfer results was obtained. 

The numerical results indicated that the computational model tends to underpredict the 

heat transfer enhancement directly downstream of the coolant extraction hole and 

overpredict the amount of enhancement further downstream. 

 

Rigby et al. [39] conducted a more detailed computational study of heat transfer and 

coolant flow in a cooling passage with parallel rib turbulators and coolant extraction. The 

numerical domain and boundary conditions of the numerical study was representative of 

the experimental channel used in the study which was conducted by Ekkad et al. [36]. 

The study made use of the k-ω turbulence model on a multi-block structured grid, with a 

grid resolution in the near-wall region which provided a y
+
 value near unity. The 

numerical results showed excellent agreement with the experimental data when 

comparing the heat transfer enhancement downstream of the coolant extraction hole. The 

results did however underpredict the amount of heat transfer on top of the ribs.  

1.1.3 OVERVIEW OF HEAT TRANSFER MEASUREMENT 

TECHNIQUES 

The purpose of the current experimental investigation is to measure the amount of 

thermal energy which is being transferred from a heated wall. Consider the control 

volume represented by Figure 1.10 which illustrates the transfer of thermal energy from 

the surface of a heated wall to a fluid. The movement of thermal energy from the wall is 

known as heat transfer and can be described by Equation 1.3, which is derived from the 

 
 
 



CHAPTER 1: INTRODUCTION 

 21 

first law of thermodynamics [40]. It is assumed that negligible work is done during the 

transfer of thermal energy and that the energy transfer is achieved with the three different 

modes of heat transfer; namely conduction, convection and radiation. 
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The term m represents the mass of the system and Cp the corresponding specific heat. 

 

The heat transfer measuring techniques which were reviewed are the following:   

I. Mass transfer analogy 

II. Liquid crystal thermography 

III. Heat flux gauges 

Comparisons are made regarding viability, accuracy and its applicability regarding the 

requirements of the current study. 

qconduction 

  qconvection   qradiation 

Heated wall (substrate) 

Fluid 

FIGURE 1.10: Thermal energy transferred across a control volume 
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1.1.3.1 MASS TRANSFER ANALOGY   

A multitude of mass transfer analogy techniques are available to determine heat transfer. 

These methods range from foreign gas concentration sampling, swollen polymer 

techniques, ammonia-diazo surface flow visualisation, and naphthalene sublimation. The 

last method was considered since it is the most popular mass transfer technique and also 

the most thoroughly documented method.  

 

Naphthalene sublimation provides the ability to determine heat transfer coefficients by 

measuring the amount of naphthalene which sublimates when the surface is exposed to a 

certain flow field. The amount of mass which is lost due to sublimation can be related to 

the amount of thermal energy which is removed during heat transfer by means of forced 

or natural convection. A relation can be made between the mass and heat transfer by 

taking into account the different properties and assuming that the turbulent transport and 

boundary conditions are similar.  

 

The local mass transfer coefficient can be determined from the rate of mass transfer per 

unit surface area and the difference between the local naphthalene vapour and its 

corresponding bulk density. 

bulkvapour

m

m
h

ρρ −

′′
=

&
 [1.4] 

The mass transfer value which is determined can then be represented in a dimensionless 

form as the Sherwood number: 

D

D
hS mh ~=  [1.5] 

where the term D represents the hydraulic diameter of the channel and D
~

 the binary 

diffusion coefficient. The binary diffusion coefficient is a relation between the kinematic 

viscosity of air and the Schmidt number for naphthalene. The heat-mass transfer analogy 
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grants the assumption that the Sherwood number is analogous to the Nusselt number for 

similar conditions, Sh ≈ Nu [6]. 

  

This technique has been successfully implemented by Goldstein et al. [41-43] who used 

this method to study turbine blade endwall and external film-cooling heat transfer. 

Furthermore, this technique has been extensively used for internal cooling experiments 

by Han et al. [44] and heat transfer in rotating channels [45-47]. The naphthalene 

sublimation technique provides fairly high surface resolution results, although to obtain 

the required accuracy it requires long testing periods. Its toxicity and temperature 

sensitivity requires adequate safety apparatus and a temperature controlled-environment 

which increases its cost [48]. 

1.1.3.2 LIQUID CRYSTAL THERMOGRAPHY 

Liquid crystals are also referred to as thermochromic crystals since they reflect different 

colours over a reproducible temperature range. By applying these crystals to a transparent 

surface, detailed high resolution surface temperature distributions can be obtained with 

the use of image processing. At any particular temperature, liquid crystals reflect a single 

wavelength of light. A change in temperature provides a sharp and precise change in 

colour according to which the crystals can be calibrated.  

 

The substrate material typically used for transient experimental applications is Plexiglas. 

For a given substrate thickness and exposure time, the substrate can be assumed to 

represent a semi-infinite solid. Consequently, a change in wall temperature can be related 

to the time and thermophysical properties of the substrate to determine the convective 

heat transfer coefficient. 
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where: 

2
1
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











=

kC

t
h

pρ
β  [1.7] 

Tw represents the wall temperature at any instant in time at every pixel location, while T0 

is the initial temperature of the wall before blowdown commences. The coolant 

temperature is represented by Tc.  

 

Liquid crystal thermography is one of the more popular techniques used to study internal 

cooling channel heat transfer [27, 33, 34]. Although this technique provides high-

resolution surface temperature results, it requires an intensive calibration process as the 

entire surface temperature distribution needs to be captured at any particular instant in 

time. Noted calibration curve problems also exist with the light and camera conditions 

[6]. A limitation regarding the maximum permissible wall temperature is associated with 

this technique.  

1.1.3.3 HEAT FLUX GAUGES   

The implementation and development of heat flux gauges started in the early 1950s to 

provide a heat flux measuring capability for short-duration experimental applications 

which relied on high Mach number flows such as shock tubes [49]. Although various 

gauges with different manufacturing and operating theories evolved over the following 

couple of decades, the basic principle remained the same. The gauge acts primarily as a 

Resistance Temperature Device (RTD), consisting out of a very thin metal element 

(negligible heat capacity) which is bonded, painted or evaporated onto the surface of an 

insulating substrate. When the substrate surface is subjected to a change in the 

temperature field, a properly calibrated gauge can be used to accurately determine the 

surface temperature history of the substrate.  
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Consider the control volume represented by Figure 1.11 which illustrates the transfer of 

thermal energy from the surface of a heated wall, with an attached thin-film gauge, to a 

fluid. For a short enough experimental timeframe and a sufficiently thick insulation 

substrate, it can be assumed that the heat transfer out of the substrate is one-dimensional. 

This implies that the thermal flux does not reach the outer surface of the material during 

the measurement period, thus representing a semi-infinite solid [50]. Implementing 

existing theory for transient heat conduction in a non-homogenous body, the heat flux 

across the substrate surface can then be determined.  

 

 

 

 

 

 

 

 

 

 

 

 

A typical wall heat flux versus surface temperature profile obtained with this method is 

displayed in Figure 1.12. Assuming that the substrate represents a semi-infinite body, the 

linear regression line can be extrapolated to obtain a steady heat flux value. Figure 1.13 is 

an illustration of a Macor ceramic substrate laid out with platinum thin-film gauges and 

gold connection leads. These gauges are applied flush onto a polished substrate surface 

with the low-resistance leads connecting the gauge to a data-acquisitioning system. 

Platinum is the most popular gauge film material since its resistance temperature curve is 

linear (within the temperature range under consideration), which simplifies the 

calibration process. 

 

 

qconduction 

  qconvection   qradiation 

Heated wall (substrate) 

Gauge Inner surface       Outer surface 

FIGURE 1.11: Thermal energy transferred across a control volume 
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FIGURE 1.13: Platinum thin-film gauges fired onto a Macor 

ceramic substrate (The diameter of the coin is 

approximately 20 mm) 

FIGURE 1.12: Typical surface heat transfer and temperature output obtained with the 

heat flux measuring technique [50] 
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This measurement technique has been successfully implemented at various research 

institutes including the Von Karman Institute [49-53]. Although this method does not 

provide high-resolution surface temperature results, since local measurements are taken, 

it provides the ability to test at higher substrate wall temperatures in comparison with the 

other measurement techniques which were discussed. 

1.1.4 PROPOSAL FOR THE CURRENT STUDY  

The literature study primarily considered research which has been done with regard to 

heat transfer augmentation near the entrance of a coolant extraction hole. The review 

indicated that although extensive research has been done with regard to internal and 

external blade cooling; only a limited number of studies have examined the influence of 

coolant extraction on the local heat transfer augmentation on the internal surface of a 

turbine blade cooling channel. Furthermore the review indicates that:  

I. Boundary layer renewal and coolant impingement contributes to extensive heat 

transfer enhancement downstream of the coolant extraction hole [27, 31-37]. 

II. The amount of local heat transfer enhancement increases up to a certain suction 

ratio [9, 32, 34, 38]. 

III. The main channel Reynolds number and supplementary hole interaction has a 

negligible effect on the local heat transfer enhancement [27, 32]. 

IV. The angle of coolant extraction influences the local heat transfer enhancement for 

extraction angles higher than 90º [27]. 

In Section 1.1.2 certain uncertainties with regard to these previous studies were 

highlighted. With the current study, the aim is to contribute to this research and resolve 

the uncertainties regarding: 

 
 
 



CHAPTER 1: INTRODUCTION 

 28 

I. The influence of higher wall-to-coolant temperature ratios and its influence on the 

amount of enhancement near the augmented area at different suction ratios and 

extraction angles.  

II. The influence of the channel sidewall on the downstream heat transfer 

augmentation i.e. the ratio between the suction hole diameter to the main channel 

hydraulic diameter.  

III. Determine whether the reversed boundary layer density, applied in the results of 

Byerley [27], had any influence on the near-hole enhancement factor or 

augmentation footprint. 

The current study proposes to answer these uncertainties by investigating the heat transfer 

augmentation near the entrance to a film-cooling hole in a square cooling passage at: 

I. Suction ratios ranging from 0 to 5 

II. Wall-to-coolant temperature ratios of 1.3 and 1.4 

III. Coolant extraction angles of 90° and 150° 

In Section 1.1.3 various experimental heat transfer measuring techniques were reviewed. 

The transient thin-film measurement approach will be adopted as the heat transfer 

measurement technique in the current study. The rationale behind this decision is that the 

thin-film measuring technique is the most accurate method to determine heat transfer at 

realistic wall-to-coolant temperature ratios.  

 

Furthermore, a commercial finite volume code will also be used to numerically simulate 

the experimental domain.  The numerical modelling of coolant extraction requires 

accurate modelling of boundary layer renewal and flow impingement downstream of the 

film cooling hole entrance. Although promising studies have been performed with Large 

Eddy Simulation (LES) turbulence models on internal cooling passages without coolant 

extraction [54, 55], it is not yet employed in routine design simulations [56]. 

Consequently, in this study it was decided to solve the Reynolds Averaged Navier-Stokes 
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(RANS) equations with standard wall functions. A derivative of the LES model was also 

used to asses its ability to predict the subsequent flow field and heat transfer 

augmentation. 

 

The aim of the numerical investigation is to provide more detail regarding the near-hole 

flow patterns and thermal interaction. Furthermore, to provide an indication of the degree 

of accuracy with which a wall function approach can predict the heat transfer 

augmentation induced by coolant extraction. 

1.2 CONCLUSION 

In the current chapter the background regarding internal cooling and its influence on the 

efficiency of a gas turbine was discussed. A literature survey considered the different 

cooling techniques implemented on modern gas turbines and a broad overview of the 

research which has been done with regard to these techniques. A detailed survey was 

done with regard to studies which considered heat transfer augmentation near the 

entrance to coolant extraction holes. Furthermore, various experimental heat transfer 

measuring techniques were discussed. The chapter concluded with a proposal for the 

current study. 

 

In Chapter 2, the governing equations regarding one-dimensional heat transfer 

measurement are discussed. This forms the foundation of the experimental technique 

used in the current study. 

 

Chapter 3 discusses the experimental process in detail. This includes a description of the 

experimental rig, gauge-manufacturing process, instrumentation, uncertainty analysis and 

testing procedure. 
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In Chapter 4, the considerations regarding the numerical investigation are presented. This 

includes a discussion of the governing numerical equations, turbulence modelling, 

near-wall treatment and the numerical model. 

 

Chapter 5 will present the experimental results and draw a comparison between 

previously published results and the numerical predictions.  

 

The study is concluded in Chapter 6 and recommendations for further work are provided.
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CHAPTER 2 
 HEAT TRANSFER MEASUREMENT 

2.1 PREAMBLE 

Estimating the life of a turbine blade requires knowledge of the surface temperatures and 

thermal gradients within the blade. This can be obtained by solving the conduction 

equation iteratively throughout the blade wall, with the inner and outer surface 

temperatures as boundary conditions. A final result will be obtained by updating the 

solution after each iteration, until the heat flux due to internal and external convection 

and the conduction through the blade wall reaches equilibrium. 

 

The convective heat transfer on the inner and outer surface of the blade can be estimated 

with the use of experimental correlations. If the gas temperature and wall temperature are 

also known, or assumed during the initial approximation, then the heat flux can be 

determined with the use of Equation 2.1. 

)(
wallgaswall

TThq −=&  [2.1] 

The convective heat transfer values on the surface of the blade are usually presented 

dimensionless to provide similarity regarding the representation of experimental results 

or correlations. The dimensionless representation is done either through a Nusselt 

number, defined by Equation 2.2: 
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or the Stanton number which can also be defined as a function of the Nusselt number: 

RePr
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h
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p

==
ρ

 [2.3] 

An alternative expression, used for measurements in internal cooling channels, is the 

enhancement factor, defined by Equation 2.4. The enhancement factor is the ratio 

between the surface heat transfer coefficient in an enhanced region, and a surface heat 

transfer coefficient in an unenhanced region with a fully developed flow and thermal 

boundary field. The enhancement factor thus provides an indication of the relative 

augmentation in convective heat transfer. 

0h

h
EF enhanced=  [2.4] 

Experimental measurements within turbine cooling channels provide the designer with 

the convective heat transfer coefficient on the inner surface of the blade. The flow and 

temperature characteristics of the experimental setup should be representative of those 

encountered in a real engine to ensure that useful data is obtained. These flow and 

temperature characteristics refer to properties such as the flow Reynolds number, Mach 

number and wall-to-coolant temperature ratio. Correlations can then be established as a 

function of these properties for various internal flow conditions. 
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2.2 GOVERNING EQUATIONS TO THE ANALYTICAL 

SOLUTION 

Two factors contribute to thermal equilibrium when considering one-dimensional thermal 

propagation through a substrate. The first being the heat transferred via conduction into 

the substrate at a certain depth x and time t, which can be described as: 

2
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∂

∂
−=  [2.5] 

The second factor is the heat transferred due to thermal inertia of the substrate: 
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The familiar one-dimensional unsteady heat conduction equation is obtained when 

Equation 2.5 and Equation 2.6 are combined: 
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The term pCk ρα =  is known as the thermal diffusivity and represents the ratio between 

the thermal conductivity and the volumetric heat capacity of the substrate. The larger the 

thermal diffusivity, the faster temperature changes will propagate through the substrate. 

Consequently, the further the heat flux will penetrate after a specific time of abrupt 

exposure to the coolant.  

 

The heat flux at the surface of the substrate is defined as:  
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An analytical solution for Equation 2.7 can be found by implementing a Laplace 

transformation, where the Laplace variable is expressed by p=e
σ+jω

. The terms σ and ω 

represent real values [51].  
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 [2.9] 

At the substrate wall (x = 0), it follows that: 
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The constant kC pρ  is known as the thermal product. 

 

By using the convolution theorem [57], the inverse Laplace transformation in the time 

domain can then be obtained and expressed as: 
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Equation 2.11 describes the variation of surface temperature with time, assuming: 

I. The substrate is semi-infinite. 

II. The heat transfer into the substrate is one-dimensional. 

Rewriting Equation 2.11 for the wall heat flux as a function of time and wall temperature 

gives: 
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The transient experimental technique, used in the current study, blows coolant air through 

a heated channel. This provides constant values of pressure and temperature during the 

initial stages of the experiment, which in effect replicates a step change in surface heat 

flux. If it is assumed that the heat flux to the surface is constant for t > 0, then the change 

in surface temperature can be represented by a parabolic function as illustrated by 

Figure 2.1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The following boundary conditions are applied in Equation 2.11 to represent a step 

change in heat flux on the surface of a semi-infinite substrate: 
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FIGURE 2.1:  Surface heat flux and corresponding change in temperature 
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This allows Equation 2.11 to be reduced to: 
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The heat flux and temperature values across the substrate can then be derived analytically 

with [51]: 
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where ( ) 2
1

4 tx αη =  and u is a variable used for integration.  

 

The function ∫
−

η

π 0

22
due

u is known as the error function and is represented by erf(η).  

 

The complementary error function equals 1 – erf(η) and is represented by erfc. The error 

function can be approximated by: 
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where [58]: 

t = (1+ pη)
-1

 
 

p = 0.47047 [2.18] 

a1 = 0.3480242; a2 = -0.0958798; a3 = 0.7478556  
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The analytical solution provides understanding regarding the surface temperature and the 

internal temperature of a semi-infinite substrate which is exposed to a step change in 

surface heat flux. It can, however, not be used to determine the surface heat flux from a 

measured surface temperature profile during a blowdown test. To measure the heat flux 

during an experimental blowdown, analogue and numerical techniques will be reviewed 

which will be validated against the analytical solution before being implemented.  

2.3 INITIAL MEASUREMENT CONSIDERATIONS 

Determining the heat transfer coefficient requires the measurement of three quantities as 

shown by Equation 2.1: 

I. The gas temperature [Tgas] 

The bulk gas temperature within the experimental channel is determined from a 

temperature correlation [27]. This requires measuring the centre-point inlet and 

outlet gas temperatures and the inner surface substrate wall temperature in a 

region with fully developed flow. 

II. The channel wall surface temperature [Twall] 

Platinum thin-film gauges are used to measure the wall surface temperature. 

Consequently, the temperature is measured indirectly by measuring the electrical 

resistance of the platinum. The change of electrical resistance with the 

temperature of platinum can be approximated using the following linear 

relationship: 

))(1(
00

TTRR
T

−+= α  [2.19] 

R0 represents the electrical resistance at the reference temperature T0, and αT the 

temperature coefficient.  
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III. The heat flux at the wall [ wallq& ]  

When the inner surface of a heated substrate is suddenly exposed to a cooler gas, 

a step change in surface heat flux takes place. If the inner surface of the substrate 

is exposed for a short enough time, to prohibit the propagating heat flux from 

reaching the unexposed outer surface, it can be assumed that the substrate 

represents a semi-infinite solid [58]. This allows the heat flux out of the substrate 

to be measured directly with an analogue measuring technique, or to be calculated 

numerically from the measured inner surface temperature history. 

2.4 INITIAL GAUGE CONSIDERATIONS  

The thin-film measuring technique was adopted in the current study. When using this 

technique it is important that the platinum thin-film gauges have a negligible effect on the 

heat conduction process. The following assumptions and considerations are of importance 

to ensure that the influence of the gauge remains insignificant: 

I. The substrate thickness should emulate a semi-infinite solid 

The thickness of the substrate on which the gauge is fired should be deep enough 

so that the heat transfer into the solid will be comparable to a semi-infinite solid. 

Therefore, the thermal gradient in the wall should equal zero near the outer 

unexposed surface of the substrate. This implies that the outer surface temperature 

of the substrate should be equal to the ambient temperature throughout the 

experimental measuring period. 

A semi-infinite ceramic substrate section will now be considered to illustrate the 

penetration of flux, be it negative (cooling) or positive (heating). The section, 

which is at an initial steady-state ambient temperature, will be exposed to a step in 

constant heat flux on its inner surface. The change in temperature profile through 

the semi-infinite substrate can be described by Equation 2.20 [58]. 
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The temperature distribution into a Macor ceramic substrate, suddenly exposed to 

a constant heat flux, is displayed in Figure 2.2. The profiles display the 

temperature distribution into the substrate after 0.25, 0.5, 1, and 2 seconds of 

exposure to a flux of -5 kW/m
2
 with an initial temperature of 100 °C. As can be 

seen, the maximum penetration into the substrate is in the region of 3 mm when 

the substrate is exposed for a period of 1 second. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The error in heat flux which is made for a certain substrate thickness, using the 

semi-infinite substrate assumption, can be determined by using Equation 2.15. 

Figure 2.3 displays the ratio 0=xx qq &&  in relation to η for a time period of 1 second. 

 

FIGURE 2.2:  Temperature profile within the substrate 
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From the figure, it can be seen that the error in heat flux, when assuming that the 

substrate is a semi-infinite substrate, falls below 1% for a η value of 1.85. This is 

equivalent to a substrate thickness of approximately 3 mm. The thickness of the 

Macor ceramic substrate used in the current study is 12 mm, therefore it can be 

assumed to represent a semi-infinite solid since the error estimation is less 

than 1%.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

II. Thermal conductivity of the gauge must be extensively higher than that of the 

substrate material and its thickness negligible 

The thermal conductivity of platinum is approximately 50 times higher than that 

of the ceramic substrate. Furthermore, the thickness of the thin-film gauge must 

not influence the surface heat flux into the substrate. Generally, this is the case 

since the film has an average thickness of approximately 0.1 to 1 µm [51].  

FIGURE 2.3:  Constant heat flux as a function of η 
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Consider Equation 2.21 which describes the ratio between the heat flux through 

the thin-film and the actual heat flux from the surface [50]. 
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Where i = 1−  and a is defined as: 

222

111

kc

kc
a

ρ

ρ
=  [2.22] 

The footnotes, 1 and 2, represent the thin-film medium and substrate medium. 

Equation 2.21 is represented graphically in Figure 2.4 and illustrates the varying 

response time of a platinum thin-film gauge which is exposed to a step change in 

heat flux. As can be seen, it takes a gauge with a thickness of 1 µm, 0.4 ms to 

reach 95% of the actual exposed flux which is acceptable for the current 

application.  
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III. Characteristic time of the gauge must be smaller than that of the actual experiment 

The characteristic time of the gauge must be small enough to capture the 

simulated step change in heat flux imposed on the ceramic wall during an 

experimental blowdown. The response time of the gauge, which is approximately 

0.4 MHz, is comprehensively smaller than the experimental sampling period of 1 

to 3 seconds [50]. In similar experimental applications at the Von Karman 

Institute [52], a data-sampling rate of 10 kHz proved to be adequate to capture the 

step change in heat flux imposed during the experiment. 

FIGURE 2.4: Time response of a thin-film platinum gauge 
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IV. The gauge must be situated in an area where the conduction into the substrate is one 

dimensional 

The gauge should not be placed too close to the edge of the substrate to ensure 

that the heat transfer, being measured by the gauge, is propagating in a one 

dimensional direction. This implies that the gauge should be placed a distance, 

from the edge, which is beyond the depth that the heat flux will penetrate during 

the experimental measuring period. 

 

With these considerations taken into account, it was therefore assumed that the measuring 

gauges will have a negligible effect on the heat conduction process and need not be taken 

into account. 

2.5 ANALOGUE SIMULATION OF THE HEAT CONDUCTION 

EQUATION 

Two different methods were evaluated to determine the heat flux with thin-film gauges. 

The first method to be discussed will be referred to as the analogue measuring technique. 

This method measures surface heat flux directly, from which the corresponding surface 

temperature can be obtained. The second technique is a numerical approach where the 

surface temperature history is used to calculate the relating surface heat flux. 

 

The analogue measuring technique had been the favoured heat flux measurement method 

for the last couple of decades. This is due to the amplification of inherent signal noise 

during experimental heat flux measurement by numerical techniques and the limited 

performance of computers. The analogue measuring method makes use of an electronic 

circuit laid out with a network of resistances and capacitances which reproduces the 

transfer function described by Equation 2.11 for an applicable range of frequencies [50]. 

The analogue circuit thus mimics the one-dimensional heat transfer equation into a 

semi-infinite substrate with a circuit as illustrated in Figure 2.5. 
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In Figure 2.5, the relation between the energy (thermal) and charge (electrical) which is 

gained and conserved in an element with a thickness ∆x is represented by Equation 2.23.  
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The heat transfer in the substrate is analogous to the current and the temperature to the 

voltage as can be seen from the equivalence between the conduction equation and Ohm’s 

law expressed by: 
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The diffusion equation can be obtained by combining Equation 2.23 and 2.24. Likewise, 

the electrical equivalent, i.e. the transmission line equation, can also be obtained: 
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where R' and c' represent resistance and capacitance per unit length.  

 

FIGURE 2.5:  Thermal-electrical analogue relation [50] 
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The introduction of a voltage input into the circuit, proportional to the surface 

temperature, allows a voltage output value which represents the surface heat flux. Further 

details regarding this technique can be found in Ligrani et al. [50] and Schultz and 

Jones [51].  

 

The virtual thermal product of the circuit can be determined by applying a voltage change 

as a square root of time which should provide a constant voltage output. The temperature 

and flux values in Equation 2.11 can then be replaced by the corresponding voltage input 

and output values from which it follows that: 

in

out

virtualp
V

tV
kC

π
ρ

2
=  [2.26] 

The output voltage can then be divided by the virtual thermal product and multiplied by 

the thermal product of the substrate to obtain the correct value of heat flux. 

 

The use of analogue circuits does not require complex data processing and provides 

real-time results. The biggest advantage, however, is that by measuring heat flux directly, 

the substrate temperature history can be recreated by means of an integral approach 

which inherently reduces the signal noise.  

 

The analogue circuit measuring technique is the preferred method to measure heat flux. 

This method has been extensively used and its applications have been well documented 

[50, 51, 60-62]. Unfortunately, the capacitors which are required for the preferred 

accuracy of circuit operation have not been mass-produced since 1999, either for 

industrial nor military applications. This greatly increases the manufacturing cost of the 

analogue circuits, since the once-off manufacturing of these capacitors would be very 

costly. 

 

Consequently, other methods of heat flux measurement, i.e. numerical schemes, had to be 

considered. 
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2.6 NUMERICAL SIMULATION OF THE HEAT CONDUCTION 

EQUATION 

The implementation of a numerical scheme to reproduce the surface heat flux profile 

from a measured temperature history was initially not the preferred method in the current 

study. The disadvantage of a numerical scheme is the amplification of electronically 

induced noise of the experimental surface temperature measurement. This is clearly 

illustrated in Figure 2.6 which is a comparison between heat flux measured by the 

analogue approach and heat flux reconstructed by the numerical approach. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Unfortunately, due to the reasons discussed in the previous section, the analogue 

measuring approach was not a viable option. It was, therefore, decided to make use of a 

numerical technique and the following approaches were evaluated: 

I. The Cook-Felderman algorithm 

 The most obvious or simplest solution would be to implement an analytical 

approximation, thus integrating Equation 2.11 to reproduce a heat flux profile 

from a temperature contour. The numerical integration of this particular equation 

was proposed by Cook and Felderman [63] and is shown in Equation 2.27. 

FIGURE 2.6: Comparison between heat flux measured directly (left-hand side) and 

heat flux numerically reconstructed (right-hand side) [60] 
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 The most notable disadvantage of this method, other than noise amplification, is 

that the Cook-Felderman algorithm is computationally expensive. To determine 

the solution at the n
th

 point, requires the summation of n-1 points. Thus for 

increased accuracy a smaller temporal discretization will result in an exponential 

increase in solution time. 

II. Fourier transform 

 An attractive alternative to the Cook-Felderman algorithm is to make use of a 

Fourier transform to convert surface temperature history into a flux history. By 

performing a Fast Fourier Transform (FFT) on the temperature time function T(t), 

an equivalent temperature representative series in the frequency domain is 

obtained (T(ω)) [57]. A complex product is then performed on the temperature 

frequency function using a complex transfer function H(jω) which provides the 

flux solution in the domain q& (jω). An inverse FFT is performed on the complex 

domain flux solution to obtain a time-representative flux profile. 

 

  The main disadvantage concerning the application of an FFT is that the Fourier 

domain only deals with periodic signals. This implies that the input signal is 

considered to be periodic by the transformation, entailing that the time series from 

t0 to tn is regarded as an infinite time series of period t.  
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  Denos et al. [52] suggested that this phenomenon can be avoided by adding a 

zero-padding extension to the end of the input signal. When employing this in the 

case of a non-periodic signal, it tends to become computationally expensive since 

the computational effort to compute the suggested zero-padding extension 

nullifies the speed advantage of this algorithm. 

III. Crank-Nicholson scheme 

  An alternative to the previously discussed methods is to make use of a numerical 

solution to obtain the internal substrate temperature distribution. By using the 

initial ambient substrate temperature and the measured inner surface temperature 

history as boundary conditions, the temperature profile within the substrate can be 

calculated by making use of the Crank-Nicholson method. The heat flux at the 

wall can then be derived from the derivative of the numerically obtained wall 

substrate temperature profile.  

 

  It has been shown by Denos et al. [52] that the Crank-Nicholson numerical 

scheme can be used as a viable alternative to the analogue approach if 

over-sampling and low pass filtering is used. The Crank-Nicholson scheme 

promises the most flexibility and also to be the most computationally inexpensive 

method in comparison with the other numerical methods which were reviewed. It 

was therefore decided to make use of this method in the current study. 

2.7 IMPLEMENTATION OF THE CRANK-NICHOLSON SCHEME 

The Crank-Nicholson method is an implicit finite difference algorithm which was 

developed to solve parabolic partial differential equations. The current study makes use 

of this scheme to solve Equation 2.7, the one-dimensional heat conduction/diffusion 

equation, to calculate the thermal gradients within a heated ceramic substrate when its 

inner surface is suddenly exposed to cooler air. 
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Equation 2.28 characterises Equation 2.7 with the particular function variables notated 

and all the terms moved to the left-hand side. 
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Let xi and tj describe a reference grid point, with i and j representing the particular spatial 

and temporal node arrangement. A forward difference approximation for the heat 

conduction/diffusion equation can be obtained by applying a Taylor series expansion in t 

to form the difference quotient: 
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where ),(
1+

∈
jjj

ttµ and k represent a time-step increment. 

Likewise a forward difference can be obtained by a Taylor series expansion in x forming 

the difference quotient: 
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where ),(
11 +−

∈
iii

xxξ and h represents a spatial-step increment. 

Inserting the corresponding difference quotients (Equation 2.29 and Equation 2.30) into 

Equation 2.28 provides:  
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where j

i
T denotes T(xi ,tj) with its local truncation error being: 
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This provides a forward difference approximation of the heat conduction/diffusion 

equation as illustrated in Figure 2.7. This approximation is of order O(k+h
2
) and is 

conditionally stable, which implies that a solution may not necessarily be obtained. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

An implicit backward difference quotient for ),(
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txtT ∂∂  will now be considered to 

obtain an unconditionally stable approximation of Equation 2.28. The backward 

difference approximation is obtained by implementing the previously discussed Taylor 

expansion around t as illustrated in Figure 2.8 and described by Equation 2.33: 
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where ),(
1 jjj

tt
−

∈µ . 

FIGURE 2.7: Forward difference discretization 
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Substituting this approximation combined with Equation 2.30 into Equation 2.28 

provides Equation 2.34:  
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An implicit backward difference approximation for the heat conduction/diffusion 

equation with a local truncation error being: 
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The backward difference approximation is an unconditionally stable solution, however, 

its truncation error is still of the order O(k+h
2
). 

 

FIGURE 2.8: Backward difference discretization 
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An averaging of the forward difference approximation at the j
th

 step in t (Equation 2.31) 

and the backward difference approximation at step j+1 in t (Equation 2.34 at a forward 

time step) is done to obtain a solution which provides an approximation of order O(k
2
+h

2
)  

and is unconditionally stable. The averaged algorithm is shown in Equation 3.36 and is 

known as the Crank-Nicholson scheme [64, 65]. 
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Assuming that the second-order derivatives represented by the truncation errors 

(Equation 2.32 and 2.35) approach equality, it implies:    
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Rewriting the temporal and spatial increments, k and h, as ∆t and ∆x in Equation 2.36 and 

introducing the weighting factor η gives Equation 2.38: 
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The weighting factor, η, provides the ability of reducing this scheme to either an explicit 

scheme (η = 0, conditionally stable), the classic Crank-Nicholson scheme which is 

implicit (η = 0.5) or a fully implicit scheme (η = 1). The influence of the different 

weighting factor values is shown in Figure 2.9 for a temporal interpreted solution 

obtained from node j

iT . 

 

From Figure 2.9, it can be seen that the explicit approximation assumes that the value 

j

iT prevails throughout the entire time step, except at time t+∆t. The opposite is noted for 

the fully implicit approximation which postulates that the value of T suddenly drops from 

j

iT to 1+j
iT and stays at a value 1+j

iT for the rest of the time step. Initially, it may seem that 
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the Crank-Nicholson approximation which assumes a linear transition in value T between 

time step j

iT and 1+j
iT  is the preferred solution. It has, however, been shown that for a 

large enough time step this is not necessarily true [66]. 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

This statement implies that although the Crank-Nicholson scheme is usually described as 

unconditionally stable, oscillatory solutions which are not physically realistic may be 

obtained if the time step is too large. The Crank-Nicholson scheme is, however, more 

accurate than the fully implicit variation at smaller time steps. Therefore initially, 

processed data were compared with the profiles of solutions obtained by implementing 

the fully implicit scheme to ensure negligibility of the time-step size. 

 

When implementing this scheme, the unknown temperatures at time j+1 in Equation 2.38 

are expressed as a function of the computed solution, at time j. This provides a tri-

diagonal matrix which is solved with Crout factorisation [64]. This scheme was 

implemented in a computer program (Appendix A) and validated against an analytical 

t t+∆t 

j

iT  

1+j
iT  

Explicit 

Fully Implicit 

Crank-Nicholson 

FIGURE 2.9:  Variation of temperature with time for three different schemes 
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case with constant heat flux. The substrate discretization depth was 7mm and discretized 

using 5 000 node points, clustered towards the surface where the higher gradients are 

expected. Figure 2.10 shows excellent agreement between the numerically predicted 

temperature profiles in the substrate and the analytical values at different time 

increments. 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

2.8 CONCLUSION 

The current chapter considered the governing equations of unsteady one dimensional heat 

conduction in detail. Initial measurement and gauge considerations were discussed along 

with a comparison between the analogue and numerical measurement techniques. The 

chapter was concluded with a detailed discussion regarding the implementation of the 

Crank-Nicholson numerical scheme. 

 

FIGURE 2.10:  Numerical temperature profile approximation within the substrate 
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CHAPTER 3 
EXPERIMENTAL METHOD 

3.1 PREAMBLE 

As previously stated, the primary objective of the current study is the measurement of 

heat transfer enhancement near the entrance of a film cooling hole in a turbine blade 

cooling passage. A transient experimental measurement technique is used, which makes 

use of platinum thin-film gauges, to measure the substrate surface temperature history 

during an experimental blowdown. A numerical scheme is then implemented to obtain 

the corresponding surface heat flux from the measured surface temperature.  

 

Surface temperature measurements are made downstream and upstream of the coolant 

extraction hole as illustrated in Figure 3.1. The measurement area downstream of the 

coolant extraction hole is concentrated near the entrance of the hole to provide 

line-averaged measurements of the surface heat transfer enhancement induced by the 

extraction of coolant. An upstream measurement is made to obtain a reference surface 

temperature measurement in an unenhanced region, i.e. the region where the surface heat 

transfer is not directly influenced by the extraction of coolant. The purpose of this 

reference measurement point is to provide a dimensionless representation of the near-hole 

heat transfer enhancement as defined in the enhancement factor.  

 

The enhancement factor is obtained by dividing the heat transfer value in the enhanced 

region, downstream of the extraction hole surface, by the heat transfer value of the region 

upstream of the coolant hole. This unenhanced surface area is situated approximately ten 
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bleed-hole diameters upstream of the suction hole, in a section with fully developed flow 

and thermal boundary layer characteristics.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2 THE EXPERIMENTAL CHANNEL 

The test channel, displayed in Figure 3.2, is representative of a square turbine blade 

cooling channel, with internal dimensions of 25 mm × 25 mm. The walls are made from 

Erthalyte (nylon compound) and Macor (ceramic) plates, which are sealed and clamped 

together within an aluminium casing. The Macor and Erthalyte materials were chosen 

because of their low thermal conductivity, i.e. good insulation properties. Adequate 

insulation properties are required if the heat transfer to the gauges is to be 

one-dimensional and representative of a semi-infinite substrate. Additionally, the 

advantage of the Macor ceramic is that it can be heated to a 1 000ºC without any 

significant geometric deformations. This makes it an ideal substrate for the platinum 

gauges to be fired on, since temperatures close to this value will be required during the 

manufacturing of the gauges.  

FIGURE 3.1: Schematic cut-away of the experimental channel 
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FIGURE 3.2: Experimental channel section and inner ceramic wall surface 
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A close-up view of the Macor ceramic section is displayed in Figure 3.2. This ceramic 

section provides the substrate on which the platinum thin-film gauges are fired and also 

serves as housing for the instrumentation connections and the bleed hole geometry plug 

connection. From this figure, the concentrated gauge positioning downstream of the 

insertion hole should be noted. Seven gauges are placed in this area to capture the 

line-averaged surface heat transfer augmentation downstream of the coolant extraction 

hole. The isolated gauge on the left-hand side is situated in the unenhanced heat transfer 

region and is used for the reference surface temperature measurement, as previously 

noted. 

 

The bleed hole geometry insert is manufactured from Erthalyte and is shown in Figure 

3.3. Interchangeable bleed hole geometry inserts are manufactured for the various bleed 

hole extraction angles. The geometry is inserted into the ceramic section, fitting flush 

with the substrate inner wall surface, and then sealed. When the test channel is heated, the 

ceramic substrate expands, compressing the tight-fitting Erthalyte geometry, resulting in 

a shrink fit. As a result, the geometry insert, slightly deformed due to compression, is 

replaced after each set of tests. 

 

 

 

 

 

The furnace displayed in Figure 3.4, was initially used during the manufacturing of the 

platinum thin-film gauges and subsequently modified to house the experimental channel 

section. The furnace offers a thermally controlled environment, providing the capability 

to control the wall temperature of the test channel.  

FIGURE 3.3: Bleed-hole insert 
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Coolant flow is provided by a compressor, delivering air at a maximum pressure of 

600 kPa and a mass flow rate of 2 kg/s. The feed from the compressor is controlled via a 

solenoid valve placed upstream of the channel section. The solenoid valve is a high-speed 

open/shut valve which provides a step change in flow when desired. Pressure regulators 

are fitted at the inlet and outlet of the main channel to ensure a steady pressure during 

blowdown. Furthermore, the regulators provide the ability to adjust the mass flow rate 

and pressure inside the channel to the required level.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

An orifice plate (manufactured according to BS 1042) is situated downstream of the 

experimental channel and is used to determine the mass flow rate in the main channel. 

The amount of coolant extracted from the bleed hole is controlled and determined by a 

rotameter, which is situated on the extraction channel outlet. The extracted air flows 

through a heat exchanger, cooling the bleed air down to the prescribed temperature for 

which the rotameter is calibrated. Pressure measuring points and PT100 sensors are 

placed at the inlet and outlet of the main channel to measure the channel pressure drop 

and centre-point temperature. The PT100 sensors are BS1904 class A type and coupled in 

FIGURE 3.4: Furnace used to control the experimental 

channel wall temperature 
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a 4-wire circuit configuration to prevent any lead-resistance errors. Figure 3.5 provides a 

schematic illustration of the experimental setup. 
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FIGURE 3.5: Schematic layout of the experimental setup 
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3.3 GAUGE CONSTRUCTION AND CALIBRATION 

The manufacturing of the thin-film gauges was done according to specifications set up by 

Ligrani et al. [50].  

 

The Macor ceramic surface was smoothed and thoroughly polished as preparation for the 

application of the platinum gauges. Any inconsistency or discontinuity on the substrate 

surface may influence the quality of the final gauge. In order to smooth the chosen 

surface for polishing, silicon carbide sandpaper with #600, #800 and #1200 grain were 

used for initial polishing. The surface was polished on a rotating wheel for a period of 4-7 

minutes with each grain of paper. For the final stage of polishing, the manufacturing 

specification suggested using an abrasive known as cerium oxide powder (also referred to 

as ceria); initially combined with small amounts of metal polish and then later mixed with 

kerosene during the polishing process.  

 

Cerium oxide was previously widely used in the ceramic and glass polishing industry, but 

is not imported into South Africa anymore. As an alternative abrasive, silica suspension 

was used. Initial trials showed that the silica suspension provided a better-quality surface 

finish when compared with earlier ceramic sections which were polished with cerium 

oxide.  

 

Figure 3.6 shows the Macor section being polished on a polishing wheel. The black disc 

is a polishing cloth soaked with suspended silica solution. The surface is polished for a 

period of 10 minutes, cleaned with a liquid detergent and then inspected under a 

microscope for any discontinuities on the substrate surface. Once a proper surface finish 

has been obtained, the Macor section is placed in an oven at a temperature of 100 ºC to 

remove any remaining moisture. 
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Once the surface has been properly cleaned and any surface moisture has been removed, 

the application of the platinum begins. During the current study it was found that liquid 

platinum solutions from different manufacturers may provide different thermal resistance 

curve gradients. The author believes that this occurrence may be attributed to tainted 

liquid platinum solutions or certain platinum suspensions which do not completely 

evaporate during the firing process. For this reason, identical platinum, gold and essence 

solutions were obtained from the same manufacturer as prescribed by Ligrani et al. [50]: 

I. Liquid Bright Platinum 05-X.  

II. Liquid Bright Gold FL-8. 

III. Thinning Essence # 4 (This thinning solution was suggested by Engelhard 

Industries to serve as a replacement for the VKI-prescribed Thinning 

Essence 730, which is not manufactured under this reference anymore. It 

proved to be an adequate substitution). 

FIGURE 3.6: Final polishing stage of the substrate surface  

(Insert: Silica suspension) 
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Figure 3.7 illustrates the paint and some of the utensils which were used during the 

painting of the gauges. 

 

 

 

 

 

Initial trails were done with various platinum and essence mixtures as well as various 

stylus tips to obtain the correct mixture and application technique. A mixture of 100% 

platinum solution may be used although the addition of thinning essence allows for an 

easier application. Conversely, too much thinning agent in the compound will result in 

non-uniform film gauge boundaries. A sufficient compound consisting of 80% platinum 

solution and 20% thinning agent was found to be adequate. Mixing was also done in a 

clean environment, since any impurities either from the containers or mixing bowl may 

contribute to a defective gauge. 

 

Once a layer of the platinum compound has been applied to the ceramic substrate surface, 

it was placed under a high-power lamp to dry. Again care was taken to avoid the 

collection of dust or any impurities on the drying platinum layer. This is illustrated in 

Figure 3.8. 

FIGURE 3.7: Platinum, gold and thinning essence solutions along with 

stylus, brushes and other utensils used during gauge application 
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After the platinum gauges have dried, it was baked in an electrical furnace. Prior to 

inserting the gauges, the furnace was purged of foreign gases and other impurities by 

heating it to a 1 000 ºC. Once it cooled down overnight, the baking process was started. 

This is a temperature-controlled heating process, by which the ceramic is inserted into the 

furnace when it reaches a 100 ºC. The temperature of the oven is then increased to 

250 ºC, with its door open to allow ventilation. The ventilation period lasts about 10 to 15 

minutes and allows moisture and any thinning essence to evaporate from the oven. Once 

this period is over, the furnace door is closed and its temperature is increased to 

670 ºC-690 ºC where the ceramic is left to bake for approximately an hour. 

 

When the baking cycle is complete, the gauge resistances are checked and the painting 

and baking cycle is repeated if the resistance is too high. Once all the platinum gauges 

were at the desired resistance, the thin-film gold leads were painted on, following the 

same baking cycle as with the platinum application.  

FIGURE 3.8: Platinum layers on substrate surface drying under a 

high-power lamp 
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Instrumentation connections to the thin-film gold leads were made from gold-plated 

“banana” plugs. These plugs are inserted into specially drilled holes in the ceramic 

substrate and can be seen protruding from the back of the ceramic in Figure 3.2. Prior to 

the insertion of these plugs, the holes are filled with a silver-loaded epoxy to aid with the 

conductivity between the gold thin-film on the hole surface and the plug. Once the epoxy 

has set, the plug provides a simple connection point for the thin-film gauge 

instrumentation.  

 

Calibration of the finished gauges was done with the calibration bath displayed in 

Figure 3.9. Silicon calibration oil was used as bath liquid and resistance measurements 

were done with an 8.5 digit HP3485A multi-meter. To ensure accuracy, Kelvin cables 

were used to make a 4-wire connection between the gauge and multi-meter.  

 

 

 

 

 

 
FIGURE 3.9: Calibration bath 
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3.4 DATA ACQUISITIONING 

The data-acquisitioning system can be divided into two segments. The first segment or 

front-end is the Resistance Temperature Device (RTD) interface, displayed in 

Figure 3.10, which connects the platinum gauges with the data-acquisitioning system. 

The front-end card is an 8-channel 4-wire high bandwidth RTD interface, designed 

specifically for the current study. The purpose of this card is to provide a filtering and 

amplification aptitude for the gauge signal. It also provides an adjustable constant current 

source, selectable gain and the option of AC or DC coupling at the output. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.11 shows a schematic function description of the RTD interface (the electronic 

layout of the RTD interface can be found in Appendix B). 

 

The second segment or back-end is the data-acquisitioning card. For the current study, the 

NI 6250 D/A card was used which provided the capability of sampling at 250 kHz per 

channel, for an 8-channel application (4-wire coupling).  

FIGURE 3.10: RTD interface card (Insert: RTD interface card housing) 
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3.5 ISSUES REGARDING DATA REDUCTION 

The following aspects do not relate directly with the experimental measurement process, 

but should be highlighted to provide further insight. This includes a discussion of the 

channel velocity and temperature profile, bulk temperature estimation, radiation effects 

and material properties. 

I. Velocity and temperature profile 

The upstream and downstream surface temperature measurement area within the 

experimental channel is situated in a region beyond 10 channel diameters from the 

inlet and outlet of the channel section. This is done to ensure that the 

measurement area is situated in a region with fully developed hydrodynamics and 

thermal boundary layer and that any effects induced by the main channel outlet 

would not propagate upstream.  

 

FIGURE 3.11: RTD interface: Schematical layout 
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Centre-line velocity measurements were done in the region where the reference 

surface temperature measurement is taken to ensure that the flow field in this area 

is unaffected by the extraction of coolant further downstream. The measured 

velocity profile is then compared with a flow profile obtained by the 1/7
th

 power 

law [67]. The 1/7
th

 power law profile is characteristic of fully developed, turbulent 

channel flow and a comparison with the measured velocity profile at maximum 

coolant extraction (suction ratio = 5) is displayed in Figure 3.12. As can be seen, 

the velocity profile in the unenhanced region resembles a fully developed profile 

and is unaffected by the coolant extraction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

II. Bulk fluid temperature (or mixed mean fluid temperature) 

If it is assumed that the channel coolant bulk temperature in the upstream 

unenhanced region is the same as the bulk temperature in the downstream 

measurement region, then the dimensionless enhancement factor can be 

FIGURE 3.12: Velocity profile in the unenhanced region 
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determined solely from the measured surface heat flux values. This implies that it 

is not necessary to approximate the channel bulk temperature, which is used to 

determinine the surface heat transfer coefficient and dimensionless Nusselt 

number. 

 

However, to validate the experimental channel, a comparison was made against an 

experimentally obtained channel surface Nusselt number value and an analytical 

approximation thereof for the case of turbulent flow in a rectangular channel 

without suction. This requires an accurate estimate of the channel bulk 

temperature which was obtained by making use of an approximation provided by 

Byerley [27].  

 

The approximation allows for the conversion of a centre-point temperature 

measurement into a bulk temperature value for a square channel. If it is assumed 

that the 1/7
th

 power law accurately approximates the velocity and temperature 

profile within the channel, then the velocity profile is described by: 

7
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and the temperature profile described by: 
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yielding: 

( ) wallwallcentrebulk TTTT +−=
9

8
 [3.4] 

This provides an experimental approximation of the bulk temperature in the 

channel with δ representing the hydrodynamic boundary layer thickness.  

 

Furthermore, taking into account that the coolant flow inside the channel is 

incompressible, the momentum equation can then be decoupled from the 

governing energy equation.  This allows the heat transfer coefficient to be 

described by:  
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III. Material properties 

The data-reduction technique used to derive the heat flux from the surface 

temperature measurements requires knowledge of the substrate thermal product 

kC pρ . As the Macor ceramic substrate material is baked during the gauge 

construction, there is generally some diffusion of the platinum into the substrate 

which changes its thermal properties [50]. Therefore, the thermal properties of the 

ceramic should be experimentally measured after the gauges have been fired onto 

the substrate.  

 

An additional piece of Macor ceramic with a single thin-film platinum gauge, to 

be used to determine the thermal properties, underwent the same thermal 

processing procedures as the actual test channel. To determine the thermal 

product of this section, a simple technique reffered to as the Joule effect was 

implemented. This method is well documented by Dunn [49], Schultz and Jones 
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[50] and Skinner [70]. This involves the measurement of the thermal product by 

applying a step function in heat flux of known amplitude to the surface of the 

gauge and sampling the temperature history to obtain the thermal product from 

Equation 2.12.  

 

Two measurements are made; the first in air and the second in distilled water. For 

the first measurement (in air), the assumption is that thermal energy is only 

diffusing into the substrate. Although this measurement would be more accurate 

when performed in a vacuum (thereby ensuring that all the heat flux goes into the 

substrate), a measurement in air is of acceptable accuracy since the gauge 

dimensions are so small and the heat flux extracted due to natural convection can 

be assumed to be negligible. The second measurement is done in distilled water 

where it is assumed that thermal diffusion occurs both into the substrate and into 

the liquid with the gauge representing a constant area to both these heat sinks.  

 

The respective heat fluxes from both measurements can be represented by 

Equation 2.14, with the magnitude of the fluxes estimated from the current 

intensity and the gauge resistance. Knowing the thermal parameters of distilled 

water, the lumped thermal parameter can then be determined. This method was 

applied to obtain 10 individual measurements which provided a dispersion of 7% 

and an overall mean thermal product value of 2061 J/m
2
Ks

0.5
. A comparison 

between the experimentally obtained thermal product and values obtained by 

Denos et al. [52] showed a discrepancy of less than 6%. 

IV. Radiation Effects 

The test channel is placed in a controlled ambient environment (inside the 

furnace) and as a result radiation losses to the surrounding “environment” can be 

assumed to be negligible. During testing, it is assumed that the wall temperature 

of the various inner surfaces decrease at approximately the same rate, resulting in 

a negligible temperature difference between the various surfaces. Therefore, 

convection heat transfer dominates any radiation effects that might be present. 
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3.6 UNCERTAINTY ANALYSIS 

The experimental uncertainty of the channel was determined using a case study which 

considered a channel flow Reynolds number of 25 000 without any coolant extraction. 

Figure 3.13 shows the surface heat flux profile which was obtained from the case study 

with relation to time. A linear regression data fit was obtained from the surface heat flux 

versus surface temperature profile, displayed in Figure 3.14, to obtain this surface heat 

flux measurement. Table 3.1 provides a summary of the measured results. 
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TABLE 3.1: Experimental results 

Tbulk [K] 300.56 

q&  [W/m
2
] -4682 

h [W/m
2
K] 64.63 

Nu 59.97 

 

An uncertainty analysis was performed on the experimental results using the method 

developed by Kline and McClintock [69] for single-sample experiments. The proposed 

method describes the uncertainty of a function: 
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FIGURE 3.14: Heat flux versus surface temperature 
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With the following relation: 
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The term, wu, represents the amount of uncertainty when using the function U, as 

indicated by the footnote. 

 

The experimentally determined thermal product provided a dispersion of 7% which 

represents a surface flux uncertainty of approximately 2%. The oil bath temperature 

gauge, used to calibrate the thin-film gauges on the substrate wall, has an uncertainty of 

±0.3 °C and the gas temperature sensors in the test channel an uncertainty of ±0.8 °C. 

This implies that the maximum temperature difference uncertainty between the wall 

temperature and gas temperature can be considered to be ±1.1 °C. 

 

The uncertainty regarding the parameters in Equation 3.5 can be expressed as: 

 

 

 

 

 

 

 

 

 

 

The terms qw
&
 and Tw∆  represent the amount of uncertainty regarding the heat flux 

measurement and the net temperature measurement. This provides a heat transfer 

coefficient uncertainty of 559.1±=hw W/m
2
K which is equivalent to a Nusselt number 

uncertainty of less than 3%.  

TABLE 3.2: Heat transfer coefficient error analysis 
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The experimental results were also compared with an analytical Nusselt number 

correlation for turbulent flow in a square duct with smooth isothermal walls and fully 

developed hydrodynamics and heat transfer [58]:  

( )( )
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Pr1000Re8

3
2

2
1

−+

−
=

f

f
Nu  [3.8] 

The term f represents the friction factor and is defined as: 

2)64.1Reln79.0( −−=f  [3.9] 

The analytical results for a flow Reynolds number of 25 000 are displayed in Table 3.3: 

TABLE 3.3: Analytical results 

f 0.0247 

Pr 0.69 

Nu 61.052 

 

A comparison between the measured and the analytical Nusselt number values provided 

excellent agreement, indicating a disparity of less then 2%. 

3.7 EXPERIMENTAL SCOPE 

The principal factors which influence near-hole heat transfer augmentation are: 

I. The film-cooling hole suction ratio 

II. The film-cooling hole extraction angle 
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The objective of the experimental investigation is to test within the same scope as 

Byerley [27] and address the uncertainties which were stipulated in Section 1.1.4. The 

experimental scope of the current study is schematically illustrated in Figure 3.15. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

All tests were done at a channel Reynolds number of 25 000. A coolant extraction hole 

diameter of 5 mm was chosen to provide a channel hydraulic diameter to bleed hole 

diameter ratio of 5, which is representative of the ratio found on actual turbine blades. 

Two wall-to-coolant temperature ratios were considered. That is a ratio of 1.3 and 1.4 

which translates to a wall temperature of 100 °C and 130 °C. Bleed hole extraction angles 

of 90º and 150º were used. Although the 150º extraction angle may not be as common, 

previous studies indicated that augmentation induced by the 150º extraction angle 

FIGURE 3.15: Schematic of the experimental scope 
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diverges enough that it should be considered. The suction ratio was varied between zero 

and five. The experimental study published by Byerley [27] was conducted in a 

rectangular channel with widened sidewalls to neglect its possible influence on the 

downstream heat transfer.  The current study implements a square channel to determine 

whether channel sidewalls will influence the heat transfer augmentation. 

3.8 EXPERIMENTAL PROCEDURE 

The following is a step-by-step description of the experimental procedure. 

I. The required extraction hole geometry insert is fitted to the experimental channel 

and sealed in the furnace. The furnace is then heated to the desired temperature 

and left for a prolonged period (12 hours) to ensure that the channel and furnace 

reaches thermal equilibrium. 

II. Once thermal equilibrium has been reached, the compressor is started and all 

regulators and valves are adjusted to obtain the correct duct Reynolds number and 

hole suction ratio. 

III. The data-acquisitioning system is switched on and the system is inspected for any 

discrepancies. 

IV. Prior to coolant blowdown, data sampling commences. 

V. Channel blowdown is initiated by charging the solenoid valve and measurements 

are taken for approximately 10 seconds. 

VI. Once the data acquisitioning is stopped, the extraction hole pressure is adjusted to 

the correct suction ratio for the following test. The channel flow is then stopped. 

VII.  The unprocessed results are quickly reviewed for any inconsistencies. 

VIII. Testing is resumed after a period of 40-50 minutes, thereby allowing the heated 

substrate to reach thermal equilibrium. 
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3.9 CONCLUSION 

The experimental setup was discussed in the current chapter. This included a discussion 

of the experimental channel, the gauge construction, data acquisitioning and an 

uncertainty analysis. The chapter concluded with a summary of the experimental scope 

and procedure 
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CHAPTER 4 
NUMERICAL INVESTIGATION 

4.1 PREAMBLE 

The objective of the numerical investigation is to compare the experimental results with 

computational predictions of the surface heat transfer enhancement downstream of the 

coolant extraction hole. A commercial Computational Fluid Dynamics (CFD) package, 

Fluent 6.2, was used to numerically model the experimental domain. 

 

The modelling of turbulent flow is one of the most challenging problems in CFD. The 

accuracy with which the turbulent boundary layer can be predicted numerically depends 

on the turbulence closure model which is being used. The accuracy of the turbulent 

boundary layer prediction affects the accuracy of the surface heat transfer prediction, 

since wall and fluid interaction will influence the amount of convection.  

 

In general, there are three methods with which turbulence can be predicted: 

I. Turbulence modelling in which Reynolds averaging is implemented to model the 

turbulent eddies instead of directly calculating it. This is the most widely adopted 

method for practical engineering applications since it vastly reduces the 

computational effort.  

II. The Large Eddy Simulation (LES) approach where the computational grid is 

refined enough to directly calculate the larger turbulent eddies and model the sub-

grid scale eddies. 
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III. The direct simulation method where the Navier-Stokes equations are applied 

directly on a mesh which is fine enough to resolve the smallest length scale of 

turbulence. This method requires a very fine grid scale and is therefore also 

computationally the most expensive.  

The numerical modelling of coolant extraction requires accurate modelling of boundary 

layer renewal and flow impingement downstream of the film-cooling hole entrance. The 

best method of simulating this flow condition will be to implement direct simulation to 

solve the flow within the boundary layer.  

 

This approach is currently not a practical engineering tool since it is computationally too 

expensive and is therefore not implemented in the current study. As an alternative, 

various Reynolds averaging turbulence models and a derivative of the LES model are 

considered which will be implemented with the use of wall functions to model the flow 

condition inside the boundary layer of the flow field instead of solving it directly. 

Although this approach will provide results which are less accurate than a direct 

simulation or even a dedicated LES model, it will provide an indication regarding the 

ability of turbulence models to predict the flow field considered 

4.2 GOVERNING EQUATIONS 

The equations which govern fluid motion and heat transfer constitute the continuity, 

momentum and energy equations. Collectively, these equations are known as the Navier-

Stokes equations. 

 

The Navier-Stokes equations consist of non-linear partial differential equations with a 

complex dependency within the equation system. This greatly confines the applicability 

of these equations, since only in specific cases are they solvable with the current known 

mathematics. There are also only a very limited amount of flow conditions that entitle the 

simplification of these governing equations to allow the possibility of achieving an 
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analytical solution. Consequently, for the majority of these cases, the Navier Stokes 

equations can only be solved through numerical approximation.  

 

These equations will now be considered individually:  

I. Continuity equation 

The continuity equation states the conservation of mass, which is valid except 

for nuclear reaction environments. In its conservative form it is represented by: 

The first term represents the rate at which density changes and the second term 

characterises the net outflow of mass across the boundary. 

II. Momentum equation 

The momentum equation describes a force balance which from Newton’s 2
nd

 

law states that mass times acceleration is equal to the imposed force. For an 

incompressible Newtonian fluid, the momentum equation is represented by: 
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where Fi represents an additional body force that can affect the fluid motion 

such as rotation or a magnetic field. 

III. Energy equation 

 The first law of thermodynamics states that the exchange of energy for a 

system is the result of applied work and heat transfer through that region. The 

energy equation is obtained by applying the first law of thermodynamics to a 
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fluid, passing through an infinitesimal, fixed control volume. In its most 

complete form, the energy equation is described by [71]: 

 

where Tij represents surface forces similar to the viscosity and pressure terms in 

the momentum equation. The term E0 represents the total internal energy, 

including the kinetic energy. 

4.3 TURBULENCE MODELLING 

Turbulence is the unsteady three-dimensional process by which flow velocity fluctuates 

seemingly randomly over a wide range of frequencies. Since these fluctuations can be of 

a small scale and high frequency, they are computationally too expensive to simulate 

directly in practical engineering calculations. To account for this problem turbulent flow 

is modelled instead of solved. This significantly decreases the computational effort 

involved and is referred to as Reynolds averaging.  

 

With Reynolds averaging, the solution variables in the Navier-Stokes equations are 

decomposed into mean and fluctuating components to form the Reynolds-Averaged-

Navier-Stokes (RANS) equations. These equations have the same general form as the 

instantaneous Navier-Stokes equations, but with the velocities and other solution 

variables represented by time-averaged values. A supplementary Reynolds stress term, 

''

jiuuρ− , is added to represent the effects of turbulence. 

 

The Reynolds-averaged approach to turbulence modelling requires that the added 

Reynolds stresses be adequately modelled. The modelling of the stress terms can be done 
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by one of two methods, i.e. the Boussinesq method (or eddy viscosity model) or the 

Reynolds Stress Model (RSM): 

I. The Boussinesq model 

With the Boussinesq hypothesis, the Reynolds stresses are related to the mean 

velocity gradients as represented by: 
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where µt represents the turbulent eddy viscosity. 

The advantage of the Boussinesq approach is that it requires relatively low 

computational cost with regard to the computation of the turbulent viscosity. 

However, the main disadvantage of this method is that it assumes that the 

turbulent viscosity is an isotropic scalar quantity which is not necessarily true. 

This approach has been adopted in turbulence models like the Spalart-Allmaras 

model [72] (which represents turbulent viscosity with a single transport equation), 

the k-ε model [73] and the k-ω model [74]. In the two k models, the turbulent 

viscosity is represented by two additional transport equations where the term k 

characterises the turbulent kinetic energy, ε the turbulent dissipation rate and ω 

the specific dissipation rate.  

A derivative of the k-ω model is the shear-stress transport (SST) k-ω model [75], 

which effectively implements the k-ω model in the near-wall region and the k-ε 

model in the far field. 

II. The Reynolds-stress model 

The Reynolds-stress model [76] solves individual transport equations to solve the 

Reynolds stresses. Turbulent viscosity is therefore not employed, implying that no 
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isotropic assumptions are made. This however, means that seven additional 

transport equations must be solved (for a three-dimensional flow field) which 

increases the computational expense. 

The transport terms used to describe the Reynolds stresses with the RSM model 

are represented by Equation 4.5. The terms on the right-hand side represent 

convection, turbulent diffusion, molecular diffusion, stress production, buoyancy 

production, pressure strain and dissipation. 
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[4.5] 

An alternative to Reynolds averaging is the LES model which computes the large eddies 

in a time-dependent solution by implementing the filtered Navier-Strokes equations. The 

rationale behind the LES method is that by resolving the larger turbulence eddies and 

modelling the smaller eddies, fewer errors will be introduced in the final analysis.  
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Filtering is a mathematical manipulation of the exact Navier-Stokes equations to remove 

eddies which are smaller than the mesh size from the solution. These smaller eddies tend 

to be more isotropic than the larger eddies, which render their modelling via a Boussinesq 

approach more acceptable. For this reason, the LES approach requires highly accurate 

spatial and temporal discretizations, which inherently increases the computational time 

and effort. 

 

The Detached Eddy Simulation model (DES) is a practical alternative to the LES 

approach. The DES model implements an unsteady Reynolds-averaging version of the 

Spalart-Allmaras model with a filtered LES version of the same model to create two 

separate regions inside the flow domain [77]. With this RANS-LES model, the LES-

based model is used to solve the mainstream flow domain, whereas the RANS-based 

model is used to solve the near-wall domain. 

 

In the current study, the k-ω, k-ω SST, RSM and DES turbulence models are 

implemented. 

4.4 NEAR-WALL TREATMENT 

The prediction of the channel frictional drag, pressure drop and near-wall heat transfer 

will depend on the accuracy of near-wall modelling. The near-wall region can largely be 

subdivided into three layers as displayed in Figure 4.1. The innermost region is referred 

to as the viscous sub-layer. The flow in this region is almost laminar since turbulence is 

damped out by viscous shear. Molecular viscosity plays a dominant role in the 

momentum and heat or mass transfer in this region. 

 

The interim region, between 5≤y
+
≤30, is also referred to as the buffer layer where the 

influence of molecular viscosity and turbulence is equally important. In this region, the 

velocity profile is neither linear nor logarithmic, but instead a smooth transition between 
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the two. This leads to the third layer, known as the fully turbulent region or log law layer 

where turbulence dominates the flow region.  

 

Equation 4.6 is formula deduced by Spalding [78] which describes the transition of the 

velocity profile between the wall, throughout the inner layer, up to the point where the 

outer layer begins (usually at y
+
>100) [67]. The terms κ and B are constants with values 

of 0.4 and 5. 
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FIGURE 4.1: Subdivisions of the near-wall region  

 

y+ 

u
+
 

0

5

10

15

20

25

0.1 1 10 100 1000

   Buffer layer 

   Viscous sub-layer 

Fully turbulent 
region 

 
 
 



CHAPTER 4: NUMERICAL INVESTIGATION 

 87 

The numerical models under consideration provide the following approaches regarding 

near-wall treatment: 

I. The k-ω and k-ω SST turbulence models implement a low-Reynolds number 

boundary condition with an enhanced wall treatment if the wall adjacent cells are 

situated in the viscous sublayer (y
+
≤5). If, however, the wall adjacent cells are 

outside the buffer layer (y
+
≥30), wall functions are used to model the near-wall 

region. Wall functions are a collection of semi-empirical formulas which are used 

to link the solution variables in the near-wall cell and the corresponding quantity 

on the wall [79].  

II. The RSM turbulence model provides the option of implementing a standard or a 

non-equilibrium wall function approach [80]. Non-equilibrium wall functions are 

recommended for a flow field involving separation, reattachment and 

impingement. This requires that the wall adjacent cells be located within the log-

law layer, 30< y
+
≤300, preferably close to the lower boundary (y

+
≈30). 

III. The DES model implements the Spallart-Allmaras turbulence model in the 

near-wall region. This model is implemented outside the laminar sub-layer, which 

implies that the law of the wall is implemented to solve the near-wall velocity 

profile. 

An initial y
+
 sensitivity study was done to determine the influence of the wall adjacent 

cells regarding the boundary layer flow simulation with the k-ω turbulence model. 

Simulations were done for turbulent air flow in a square channel with y
+
 values of 40, 32, 

27 and 23. A comparison was made regarding the surface heat transfer values. Similar 

values were obtained for the y
+
 values of 40, 32 and 27 while a divergence in the region 

of 12% was noted for a y
+ 

value of 23. 
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4.5 NUMERICAL MODEL 

The numerical model represents the square experimental channel section. The length of 

the channel is 500 mm long, which is equal to 20 internal diameters. The extraction hole 

is situated in the middle of the channel and has a distance of 10 bleed hole diameters. The 

channel walls are modelled as smooth. 

 

The computational grid and boundary conditions implemented on the numerical model 

will now be considered: 

I. Computational grid 

An unstructured hexahedral mesh was used to discretize the numerical domain. 

The number of cells which were implemented was determined through a mesh 

independence study. The study considered mesh sizes with different degrees of 

non-uniform grid spacing in the main channel and a constant boundary layer cell 

size which provided a y
+
 value of approximately 30. The grid spacing was dense 

in the region of the extraction hole, where the higher flow gradients were 

expected, and gradually increased further away where the flow properties were 

assumed to be more uniform. Grid sizes of 2×10
5
, 4×10

5
, 8×10

5
 and 1.6×10

6
 cells 

were considered and comparisons were made regarding the magnitude of surface 

heat transfer. The results of the various simulations are displayed in Table 4.1. 

TABLE 4.1: Mesh-independence study 

Number of cells Surface heat 

transfer [W/m
2
] 

200 000 3944 

400 000 4614 

800 000 4672 

1 600 000 4649 
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As can be seen, similar surface heat transfer values were obtained for the 4×10
5
 to 

1.6×10
6 

cell models while the 2×10
5
 cell model showed a small divergence 

regarding surface heat transfer. The near-hole mesh configuration and cell 

distribution of the 4×10
5
 cell model are displayed in Figure 4.2 and 4.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 FIGURE 4.3: Mesh-configuration upstream of the coolant 

extraction hole  

FIGURE 4.2: Near-hole mesh configuration  
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II. Boundary conditions 

The boundary surfaces are displayed in Figure 4.4. A mass flow boundary 

condition was used at the channel inlet, and pressure boundaries at the channel 

and bleed hole outlet. Experimentally measured mass flow and extraction hole 

outlet pressure values were implemented as flow boundary conditions to the 

numerical model. These values are displayed in Table 4.2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The channel walls, coloured in grey, are modelled as isothermal with a wall 

temperature of 100 °C. This is done to replicate the isothermal substrate walls 

approximated by the transient experimental technique.  

 

The material properties of air, such as specific heat, thermal conductivity and 

viscosity were prescribed as a function of temperature [58]. 

 

 

FIGURE 4.4: Numerical domain with boundary conditions 
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TABLE 4.2: Boundary Conditions 

Absolute Pressure 187.625 kPa 

Inlet Mass Flow Rate 0.1 kg/s 

90° Extraction Hole Outlet Gauge Pressure 

Suction Ratio = 5 -3530 Pa 

Suction Ratio = 2.5 -960 Pa 

150 ° Extraction Hole Outlet Gauge Pressure 

Suction Ratio = 5 -3820 Pa 

Suction Ratio = 2.5 -1030 Pa 

 

4.6 CONCLUSION 

The first part of this chapter discussed the governing equations with regard to numerical 

modelling in detail and provided an overview of the turbulence models which were 

implemented in the current study. This was followed by a review of the near-wall 

modelling approach adapted by the turbulence models under consideration and a y
+
 

sensitivity study with the k- ω turbulence model. The study showed a negligible influence 

on the wall heat transfer for a wall adjacent cell size which provides a y
+
 value of 30. The 

chapter was concluded with an overview of the numerical model. 
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CHAPTER 5 
EXPERIMENTAL & NUMERICAL  

RESULTS 

5.1 PREAMBLE 

The following chapter presents the experimental and numerical results obtained in the 

current study. The experimentally measured data is presented as line averaged heat 

transfer enhancement values downstream of the extraction hole. The position of each 

measurement is defined as the ratio between the distance downstream of the extraction 

hole, x, and the diameter of the hole, D, as illustrated in Figure 5.1. The length used for 

averaging is a distance of two extraction hole diameters (2D), and was chosen to 

superimpose the area of heat transfer enhancement. 
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FIGURE 5.1: Line averages downstream of the extraction hole 
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The experimentally measured heat transfer values were non-dimensionalised by dividing 

the heat transfer measurement downstream of the extraction hole (enhanced region) by 

the reference surface heat transfer measurement upstream of the extraction hole.  

 

The experimental and numerical results will be presented in the following order: 

I. In Section 5.2 the experimental measurements downstream of the coolant extraction 

hole will be compared with results obtained from a previously published study [27] 

at SR = 2.5 and SR = 5.  

II. Section 5.3 presents the experimental results downstream of the 90° coolant 

extraction hole at multiple suction ratios. Line averaged heat transfer enhancement 

profiles are presented for suction ratios ranging from 0 to 5. 

III. Section 5.4 presents the experimental results downstream of the 150° coolant 

extraction hole. Line averaged heat transfer enhancement profiles are presented for 

suction ratios ranging from 0 to 5 and are compared with the results obtained for the 

90º hole. 

IV. A comparison between the enhancement obtained downstream of the 90º extraction 

hole at Twall/Tcoolant ratios of 1.3 and 1.4 are compared in Section 5.5.  

V. Section 5.6 presents the numerical heat transfer enhancement results downstream of 

the 90° and 150° coolant extraction holes, along with channel flow profiles. 

The chapter is concluded in Section 5.7. 

5.2 EXPERIMENTAL COMPARISON 

A comparison was made between the experimental results obtained in the current study 

and an analogous study conducted by Byerley [27]. The enhancement profiles, acquired 

from the associated study, were calculated from heat transfer enhancement contours 

measured with the use of liquid crystal thermography. These enhancement contours were 
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obtained by blowing heated air, with a temperature of 90° C to 100° C, through a channel 

with ambient wall temperatures. Conversely the current study obtained heat transfer 

enhancement measurements by introducing cold air in a heated channel. In so doing 

thermal energy is transferred towards the coolant flow, thereby replicating the density 

gradient in the coolant boundary layer of an actual turbine cooling passage. 

 

The heat transfer enhancement directly downstream of a perpendicular coolant extraction 

hole (x/D < 2) is influenced by a combination of boundary layer renewal and flow 

impingement. A smoke-flow visualization study, conducted by Byerley [27] on a 90º 

extraction hole, has shown that the position of coolant impingement downstream of the 

extraction hole is dependant on the suction ratio as shown in Figure 5.2.  

 

 

 

 

 

 

 

 

 

 

 

 

 

The study showed that the stagnation point of flow impingement is located near the edge 

of the coolant extraction hole at a suction ratio of approximately 3. At higher suction 

ratios the point of impingement moves further downstream of the coolant extraction hole 

and creates a region of accelerated flow reversal which further contributes to 

augmentation. From these observations it was concluded that the amount of enhancement 

directly downstream of a perpendicular extraction hole is primarily influenced by coolant 

impingement and boundary layer renewal at higher suction ratios (SR > 3). At moderate 

SR = 7 

SR = 3 

SR = 1.7 

 

FIGURE 5.2: Impingement position downstream of a perpendicular extraction hole at 

different suction ratios [27] 
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suction ratios (SR < 3) the enhancement induced by impingement is less dominant, which 

implies that this region is primarily enhanced by boundary layer renewal and to a lesser 

extent by impingement. For this reason the experimental results obtained in the current 

study are compared at high (SR = 5) and moderate (SR = 2.5) suction ratios. 

 

Heat transfer enhancement profiles downstream of the 90º extraction hole, for SR = 5 and 

SR = 2.5, are compared in Figure 5.3 with the measurements obtained by Byerley [27]. 

The measurements show extensive heat transfer augmentation in the near-hole region for 

both suction ratios. 

 

The near-hole enhancement profile for a SR = 5, Figure 5.3, show a difference of less 

than 10% when compared to the profile obtained by Byerley [27]. Good agreement 

between the two sets of results is obtained further downstream. The enhancement profile 

for a SR = 2.5, Figure 5.3, provides an even better comparison with the results obtained 

by Byerley [27], although a small difference is also observed closer to the extraction hole.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 FIGURE 5.3: Line averaged heat transfer enhancement factors downstream of the 90º 

extraction hole 
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The relevant difference between the two data sets with regard to the near-hole 

enhancement appears to be greater at the higher suction ratio where impingement is a 

more dominant enhancement mechanism. Although the difference could be assumed to 

be negligible, this observation may also indicate that the enhancement induced by 

impingement is influenced by the thermal gradient in the boundary at the near-hole 

region. 

 

The heat transfer enhancement profiles downstream of the 150º extraction hole, for 

SR = 5 and SR = 2.5, are compared in Figure 5.4. The comparison shows excellent 

agreement in the near-hole region and further downstream at both high and moderate 

suction ratios. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 In contrast to the 90º extraction hole comparison, the 150º extraction hole enhancement 

profiles does not show any significant difference in the near-hole region. It is believed 

that the higher angle of flow deviation, induced by the backward slanted hole, extensively 

FIGURE 5.4: Line averaged heat transfer enhancement factors downstream of the 150º 

extraction hole 
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limits the amount of coolant impingement downstream when compared to the 

perpendicular extraction hole. This implies that, contrary to the 90º extraction hole, the 

near-hole enhancement which is obtained with the 150º extraction hole is primarily 

influenced by boundary layer renewal at both high and moderate suction ratios. 

 

The good agreement which was obtained between the profiles further downstream 

(x/D > 2), at multiple suction ratios and extraction angles, indicates that the width of the 

channel has a negligible influence on the heat transfer enhancement induced by coolant 

extraction. This conclusion can be made since the current study was conducted in a 

square channel whereas the channel used by Byerley [27] was rectangular, with the 

sidewalls widened intentionally to neglect any wall effects. Additionally, it should be 

noted that this observation is made in reference to a channel with a width which is equal 

to or larger than its height. 

 

Considering the fact that two different measuring techniques were used, good overall 

agreement was obtained. Furthermore, this observation contributes to the validity of the 

experimental technique which was implemented in the current study. 

5.3 INFLUENCE OF THE SUCTION RATIO 

To assess the influence of suction ratio on heat transfer enhancement, measurements were 

obtained at various suction ratios. Line averaged enhancement profiles downstream of the 

90° extraction hole at multiple suction ratios, ranging from SR = 0 to SR = 5, are 

displayed in Figure 5.5. Although no coolant is extracted at the zero suction ratio profile, 

a small amount of near-hole enhancement is observed. This can be attributed to 

turbulence enhancement in the boundary layer which is induced by flow tripping across 

the hole edge.  

 

The enhancement profiles show extensive enhancement near the extraction hole, even for 

a fairly small suction ratio of one. When considering the amount of enhancement across 
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the suction ratio spectrum, the profiles indicate that the net amount of enhancement 

decreases exponentially with an increasing suction ratio. This observation is further 

demonstrated when considering the decreasing gradient of the profile in Figure 5.6, 

which illustrate the relation between the average heat transfer enhancement and 

increasing suction ratio for an extraction angle of 90º.  
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FIGURE 5.5: Line averaged heat transfer enhancement factors downstream of the 90º 

extraction hole at multiple suction ratios 
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5.4 INFLUENCE OF THE EXTRACTION ANGLE 

To asses the influence of the angle of extraction, the line averaged enhancement 

downstream of the 150° extraction hole at SR = 5 and SR = 2.5 are compared with the 

profiles obtained with the 90º extraction hole, as shown in Figure 5.7 and Figure 5.8. 

Although the 150° extraction hole shows extensive augmentation, it is much less 

compared to the 90° extraction hole, especially at higher suction ratios. This observation 

correlates with the findings of Byerley [27]. The comparison shows a decrease in 

enhancement of approximately 45% in the near-hole region at SR = 5, which decreases to 

approximately 25% in the same region for SR = 2.5.  

 

The difference in enhancement between the two extraction angles can be attributed to the 

amount of impingement downstream of the extraction hole, which is believed to be 

extensively limited by the backward slanted 150º extraction hole. This observation is 

further illustrated when considering that the enhancement downstream of the 150º 

FIGURE 5.6: Average heat transfer enhancement factors downstream of the 90º 

extraction hole 
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extraction hole is quite similar at high and moderate suction ratios in contrast to the 

enhancement observed with the 90º extraction hole at different suction ratios. 

 

Further downstream (x/D > 3) the comparison shows a decreasing difference between the 

two enhancement profiles, although the difference is still significant. This can be 

expected since the extent of near hole impingement contributes to the amount of 

downwash and turbulence downstream of the extraction hole.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 5.7: Line averaged heat transfer enhancement factors downstream of the 90° 

and 150º extraction hole 
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The enhancement profiles downstream of the 150° extraction hole at multiple suction 

ratios ranging from SR = 0 to SR = 5 are displayed in Figure 5.9. The enhancement 

profiles indicate that the amount of heat transfer enhancement reaches a stagnation point 

at a lower suction ratio when compared to the 90° extraction hole.  

 

Consequently the rate of enhancement stagnation is extensively more for the slanted hole 

in comparison with the perpendicular hole. This is illustrated in Figure 5.10, which shows 

a comparison between the average enhancement factors with regard to the suction ratio 

for the two extraction angles. The comparison shows a difference of approximately 30% 

with regard to the average heat transfer enhancement value at SR =5. 

 

 

 

 

FIGURE 5.8: Line averaged heat transfer enhancement factors downstream of the 90° 

and 150º extraction hole 
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FIGURE 5.10: Average heat transfer enhancement downstream of the 150ºand 90º 

extraction hole 
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FIGURE 5.9: Line averaged heat transfer enhancement factors downstream of the 150º 

extraction hole at multiple suction ratios 
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5.5 INFLUENCE OF THE WALL TEMPERATURE RATIO 

Heat transfer enhancement at a higher Twall/Tcoolant ratio was considered to further 

establish the sensitivity of near-hole enhancement with regard to a decreasing boundary 

layer density induced by the higher wall temperature. The absolute wall temperature was 

increased by approximately 10%, which is equal to a wall temperature increase of 30K or 

Twall/Tcoolant ratio of 1.4. Measurements were taken at SR = 2.5 and SR = 5. It was 

expected that if the difference in wall temperature was to influence the amount of 

enhancement, the discrepancy will most likely occur in the near-hole region where 

impingement is the primary contributor to enhancement. The enhancement profiles 

downstream of the 90º extraction hole at Twall/Tcoolant ratios of 1.3 and 1.4 and suction 

ratios of 2.5 and 5 are displayed in Figure 5.11. The profiles show good agreement at the 

both suction ratios, although a small difference is present near the edge of the hole 

(x/D < 2) at the higher suction ratio. This difference is less than 2% and indicates that the 

effect of a varied Twall/Tcoolant ratio on the downstream enhancement is of a second order 

and can therefore be considered negligible within the chosen experimental domain. 
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FIGURE 5.11: Line averaged heat transfer enhancement factors downstream of the 90º 

extraction hole at Twall/Tcoolant ratios of 1.3 and 1.4 and suction ratios of 2.5 and 5 
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5.6 NUMERICAL HEAT TRANSFER PREDICTIONS 

Numerical methods have developed to the extent that it is routinely employed as a design 

and analysis tool. The primary focus of this study was on obtaining experimental 

measurements of various parameters that influence near-hole heat transfer augmentation. 

However, it was also decided to assess the ability of numerical methods to predict the 

measured results. The numerical heat transfer results were obtained by making use of the 

k-ω turbulence model with the implementation of wall functions to solve the boundary 

layer flow field. The numerical heat transfer results were non-dimensionalised in the 

same manner as the experimental data.  

 

A comparison between the numerically predicted and experimentally measured line 

averaged heat transfer enhancement downstream of the 90° extraction hole at SR = 5 and 

SR = 2.5 is displayed in Figure 5.12 and Figure 5.13. The numerical results show a 

tendency to under predict the heat transfer induced by impingement directly downstream 

of the coolant extraction hole and to over predict the extent of vortex downwash further 

downstream. The augmentation directly downstream of the coolant extraction hole is 

numerically under predicted by approximately 20 % at a higher suction ratio of 5 and by 

approximately 30 % at a moderate suction ratio of 2.5.  

 

The ability of the numerical code to predict enhancement more accurately at higher 

suction ratios can be expected, since the amount of enhancement at higher suction ratios 

is more dependant on the impingement of the mainstream flow and to a lesser extent on 

boundary layer renewal (keeping in mind that the numerical model made use of wall 

functions to model the fluid boundary layer).  
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FIGURE 5.12: Comparison between the numerically predicted and experimentally 

measured enhancement downstream of the 90º extraction hole 
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FIGURE 5.13: Comparison between the numerically predicted and experimentally 

measured enhancement downstream of the 90º extraction hole 
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This observation is further illustrated in Figure 5.14 and Figure 5.15 which is a 

comparison between the numerically predicted centre-line heat transfer enhancement and 

the experimentally measured centre-line heat transfer profiles obtained from the 

experimental results published by Byerley [27]. The centre-line profile is a local 

measurement across the median of impingement (the point of maximum enhancement), 

which provides a more prudent indication of the ability of the numerical code to predict 

the near-hole augmentation.  

 

The numerical centre-line results show a reasonable accuracy in predicting the near-hole 

enhancement at SR = 5, with a discrepancy of less than 20%. This amount of divergence 

is similar to the line averaged results at the same suction ratio. At SR = 2.5 the centre-line 

heat transfer is extensively under predicted by approximately 50 %. This comparison 

indicates that the numerical model predicts enhancement where impingement is more 

dominant (i.e. SR > 3) better than when boundary layer renewal is the principal means of 

augmentation (i.e. SR < 3). 
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FIGURE 5.14: Centre-line heat transfer enhancement factors downstream of the 90º 

extraction hole 
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The same pattern is observed when considering the enhancement profiles for the 150º 

extraction hole, where it is believed that augmentation is primarily induced by boundary 

layer renewal at moderate and high suction ratios. Figure 5.16 and Figure 5.17 present a 

comparison between the line averaged heat transfer enhancement downstream of the 150° 

coolant extraction hole and the experimental results.  

 

 

 

 

 

 

 

 

 

 

FIGURE 5.15: Centre-line heat transfer enhancement factors downstream of the 90º 

extraction hole 
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FIGURE 5.16: Comparison between the numerically predicted and experimentally 

measured enhancement downstream of the 150º extraction hole 
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FIGURE 5.17: Comparison between the numerically predicted and experimentally 

measured enhancement downstream of the 150º extraction hole 
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Numerically predicted velocity vectors in the near-hole region of the 90º extraction hole 

at a suction ratio of 5 and 2.5 are displayed in Figure 5.18 and Figure 5.19. The encircled 

area shows the location of flow impingement induced by coolant extraction. When 

comparing the position of impingement between the two suction ratios, it should be noted 

that the point of impingement moves further downstream (a distance of approximately 

0.5D) and that flow reversal takes place near the hole edge at a suction ratio of 5. At the 

lower suction ratio the point of impingement is on the edge of the extraction hole.  

 

This observation relates strongly with the findings of Byerley [27], who conducted smoke 

visualization studies in the near-hole region of a 90º extraction hole. Furthermore, it 

indicates that although the current numerical model provided poor quantitative agreement 

with the experimental heat transfer results, it showed qualitative agreement with regard to 

predicting the near-hole flow field. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 5.18: Velocity vectors near the entrance to the 90° extraction hole at a SR = 5 

(Encircled area indicates coolant impingement) 
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Velocity vectors near the entrance of the 150º hole at suction ratios of 5 and 2.5 are 

displayed in Figure 5.20 and Figure 5.21. The velocity vectors of the 150° hole indicate 

that the impingement area is situated inside the extraction channel at both moderate and 

higher suction ratios and not downstream as is the case with the perpendicular hole. This 

confirms that heat transfer augmentation downstream of the 150° extraction hole is to a 

lesser extent dependant on coolant impingement and to a greater extent on boundary layer 

renewal. Therefore the heat transfer augmentation downstream of the 150° extraction 

hole is extensively lower and reaches a stagnation point, regarding enhancement, at a 

lower suction ratio when compared to the 90° extraction hole. Furthermore the 

comparison between Figure 5.20 and Figure 5.21 indicate an increased amount of 

recirculation within the cooling passage in comparison with the 90° extraction hole. 

 

 

 

 

FIGURE 5.19: Velocity vectors near the entrance to the 90° extraction hole at a 

SR = 2.5 (Encircled area indicates coolant impingement) 
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FIGURE 5.20: Velocity vectors near the entrance to the 150° extraction hole at a 

SR = 5 (Encircled area indicates coolant impingement) 
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FIGURE 5.21: Velocity vectors near the entrance to the 150° extraction hole at a 

SR = 2.5 (Encircled area indicates coolant impingement) 

 

 m/s 

 
 
 



CHAPTER 5: EXPERIMENTAL & NUMERICAL RESULTS 

 112 

The numerical results showed that the numerical model predicated the heat transfer 

enhancement downstream of the coolant extraction hole more accurately at higher suction 

ratios. The numerical model made use of a wall function approach to calculate the 

boundary layer flow field, which implies that the near-wall boundary layer was not 

discretized. It is believed that better agreement was obtained at higher suction ratios since 

the near-hole enhancement is induced primarily by impingement of the mainstream flow, 

and to a lesser extent by boundary layer renewal. For this reason the numerical model of 

the 90º extraction hole at a SR = 5 was used as a case study to compare different 

turbulence models. The turbulence models which were considered include the k-ω and 

k-ω SST model, which are two-equation RANS models, the RSM model, which is a 

seven equation RANS model, and the DES model. The DES model implements the 

Spalart-Allmaras one-equation RANS model in the boundary layer and the LES model in 

the mainstream.  

 

The enhancement predicted by the various turbulence models are presented in 

Figure 5.22. The predicted values are compared with the experimentally measured values 

for the 90° extraction hole at SR = 5. The k-ω SST and RSM turbulence models show a 

tendency to under predict the impingement in the near-hole region. These two models do 

however predict the heat transfer enhancement further downstream better than the k-ω 

model.  

 

The DES turbulence model predicts the amount of near-hole enhancement quite 

accurately, but over predicts the size of the impingement area. Although the DES model 

is not a recommended turbulence model for internal flow field solutions it must be noted 

that the DES model was implemented outside the boundary layer. Implementation of the 

DES turbulence model within the boundary layer, which implies lesser dependence of the 

model on a RANS based turbulence model in the boundary layer, may improve the ability 

to predict the downstream heat transfer enhancement. Therefore it is recommended that 

an LES based turbulence model rather be used along with a finer grid, to solve the 

boundary layer in detail and more accurately capture the flow interaction. 
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5.7 CONCLUSION 

In the current chapter the experimental and numerical results obtained in the study were 

presented. A comparison between the measured results with that obtained from a 

previously published study showed good overall agreement. Considering that different 

measuring techniques were implemented, indicates that the experimental method 

implemented in the current study is valid.  

 

Furthermore the results were compared at different suction ratios and extraction angles. 

The comparison showed that the amount of coolant extraction has a considerable 

influence on the local heat transfer augmentation, and that the amount of local 

enhancement is primarily dependant on the suction ratio and extraction angle. This 

observation correlates well with relating studies.  
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FIGURE 5.22: Comparison between the experimentally measured and numerically 

predicted heat transfer enhancement downstream of the 90º extraction hole 
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A comparison was made between the numerically predicted enhancement and the 

experimentally measured values. The numerical model indicated that the implementation 

of a wall function approach was unable to accurately predict the amount of downstream 

augmentation. The numerical model did however show the ability to predict the heat 

transfer enhancement more accurately at higher suction ratios, where the impingement of 

the mainstream flow is more dominant. The chapter concluded with a comparison 

between different turbulence models. 
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CHAPTER 6 
CONCLUSION & RECOMMENDATIONS 

6.1 PREAMBLE  

In the current study the heat transfer augmentation near the entrance to a coolant 

extraction hole was studied experimentally as well as using numerical methods. A 

comprehensive literature study indicated that a limited amount of research has been done 

in this area. Furthermore, relating studies showed that boundary layer renewal and 

coolant impingement, induced by the extraction of coolant, contributes to extensive heat 

transfer augmentation downstream of the coolant extraction hole.  From the reviewed 

literature the following uncertainties were identified: 

I. The influence of an inverse boundary layer density on the near-hole enhancement or 

augmentation footprint. 

II. The influence of the channel sidewalls on the downstream heat transfer 

enhancement. 

III. The influence of different suction ratios, extraction angles and higher wall-to-

coolant temperature ratios on the augmented heat transfer. 

The objective of the current study was to contribute to the work which was done in this 

area by considering the above mentioned uncertainties.  

After a review of different experimental heat transfer measurement techniques, thin-film 

heat flux gauges combined with a numerical technique, based on the resolution of the 

unsteady conduction equation, was adopted for the experimental investigation. A 
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single pass square channel, resembling an internal cooling channel, with a coolant 

extraction hole was designed, built and validated against analytically estimated values as 

well as experimental results published in the open literature. 

Experimental measurements were obtained at different extraction parameters to 

determine the uncertainties stipulated in the study proposal. These parameters were: 

I. Suction ratios ranging between 0 and 5 

II. Coolant extraction angles of 90° and 150° 

III. Wall-to-coolant temperature ratios of 1.3 and 1.4 

Furthermore, a commercial finite volume code was used to numerically simulate the 

experimental domain. The aim of the numerical investigation was to provide more detail 

regarding the near-hole flow patterns and thermal interaction. Additionally, to provide an 

indication of the degree of accuracy with which a wall function approach can predict the 

heat transfer augmentation induced by coolant extraction. 

6.2 CONCLUSION  

Initially, the experimental setup was calibrated against previously published results from 

Byerley [27]. Contrary to the experimental setup of Byerley [27] cooled air was blown 

through a heated channel wall. Furthermore, use was made of platinum thin-film heat 

flux gauges, as opposed to liquid crystal thermography to measure the thermal 

enhancement. Despite these differences, good overall agreement was obtained between 

the experimental results.  

 

The experimental investigation showed that the primary variables that influenced the heat 

transfer augmentation constitute the suction ratio and extraction angle of the film-cooling 

hole. The 90º extraction hole showed significant augmentation in near-hole region with 
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regard to an increasing suction ratio. The net amount of enhancement appeared to 

stagnate with an increasing amount of coolant extraction.  

 

Although the 150° extraction hole also showed extensive near-hole augmentation, it was 

comprehensively lower compared to the 90° extraction hole, especially at higher suction 

ratios. This observation correlates with the findings of Byerley [27]. The comparison 

shows a decrease in enhancement of approximately 45% in the near-hole region at 

SR = 5, which decreases to approximately 25% in the same region for SR = 2.5. It is 

believed that this reduction in enhancement can be attributed to the higher angle of 

coolant deviation, which may limit the amount of downstream impingement. 

 

The good agreement which was obtained further downstream of the extraction hole with 

the results presented by Byerley [27], indicates that the channel width has a negligible 

influence on the heat transfer augmentation induced by coolant extraction. In this study a 

square channel was used as apposed to the study conducted by Byerley [27] which 

widened the channel to exclude any wall effects. 

 

The enhancement which was obtained at a higher Twall/Tcoolant ratio showed a difference of 

less than 2% in the near-hole region. This indicates that this variable which was 

considered does not primarily influence heat transfer augmentation and can therefore be 

considered to be negligible within the chosen experimental conditions. 

 

The numerical model showed that although it is capable of predicting the overall trend, 

the magnitude of average near-hole enhancement was underpredicted by approximately 

30%. At higher suction ratios, where the impingement of the mainstream flow is more 

dominant, the numerical model showed better agreement. The difference between the 

numerically predicted heat transfer enhancement and the experimental measurements can 

primarily be attributed to the inability of the wall function approach used to resolve the 

boundary layer. 
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Qualitatively the numerical model predicted the near-hole flow field considerably well. 

The numerical model correlated with a published flow visualization study in predicting 

the position of impingement downstream of a perpendicular hole. Furthermore, it showed 

that the area of impingement, in a backward slanted hole, is situated inside the extraction 

channel at both moderate and higher suction ratios and not downstream as is the case 

with the perpendicular hole. This confirms that the enhancement downstream of the 

backward angled extraction hole is primarily induced by boundary layer renewal and to a 

lesser extent by impingement. 

6.3 RECOMMENDATIONS 

Although the experimental results obtained in the current study compared adequately 

with previously published data, the following recommendations can be made to improve 

the overall study: 

 

I. Implementation of an exponential numerical scheme 

The experimental study confirmed that a numerical heat flux measurement 

technique can successfully be implemented as an alternative with regard to the 

analogue measurement technique. In the current study the numerical scheme, 

which converted surface temperature readings into a heat flux, was coded in a 

script based language. It is recommended that this should rather be coded in a 

compilable language to reduce the computational time to obtain a converged 

solution. As an alternative to the Crank-Nicholson scheme it is also recommended 

that an exponential scheme, described by Patankar et al. [81], be implemented. 

According to Patankar et al. [66] this scheme is not as sensitive to the time step 

size as the Crank-Nicholson scheme used in the current study. 
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II. Gauge construction 

The platinum thin-film gauges used in the study were painted onto the ceramic 

substrate according to VKI specifications [50]. Although these gauges proved to 

be adequate it is recommended that an evaporation technique should rather be 

used to apply the platinum to the ceramic substrate. This will provide the ability 

to manufacture smaller gauges and will also ensure a more evenly distribution of 

the platinum film. 

 

III. Numerical modelling 

The numerical study compared different turbulence models with the experimental 

results for a perpendicular hole at a maximum suction ratio of 5. The RANS based 

models showed a moderate agreement regarding the prediction of the heat transfer 

enhancement profile downstream of the extraction hole. Under prediction of the 

heat transfer enhancement induced by impingement near the hole edge was noted 

with all the RANS based models. The DES turbulence model accurately predicted 

the maximum amount of heat transfer enhancement, but extensively over 

predicted the impingement region downstream of the extraction hole. It is 

therefore recommended that an LES turbulence model should rather be 

implemented using a finer grid. 
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 A-1 

APPENDIX A 
 IMPLICIT FINITE DIFFERENCE SOURCE 

CODE 

A numerical technique, using the Crank-Nicholson scheme, was implemented to predict 

the internal substrate temperature distribution. The scheme made use of the measured 

surface temperatures as a boundary and it was assumed that the substrate represented a 

semi-infinite solid. The program listing in Matlab is given below. 

 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%                % 

% The following code implements the Crank-Nicholson implicit finite   %     

% difference algorithm to predict the temperature profile within a    % 

% semi-infinite substrate.                     % 

%                                                                     % 

% Programmed by G Scheepers                                           %  

% Updated: June 2005                                                  % 

%                                                                     % 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 

clear all; 

close all; 

 

% Specify the following constants 

 

alfa = ;     % Thermal diffusivity of the substrate 

sub_depth = ;        % Discretization depth 

n = 0.5;             % Weighting factor    

delt = ;             % Timestep size 

el_size = ;          % Number of elements 

in_T =;              % Initial temp [K] 

timesteps = ;        % Number of timesteps 

 

x = (dlmread('Discret.txt',0: '\t'));   % Substrate discretization 

j = 1; 

 

T_bound = (dlmread('Temp_bound.txt','\t')); % Temperature boundary 

T_bound = T_bound+273; 

 

T =in_T*ones(length(x),length(T_bound)); 

T(1,1:length(T_bound)) = T_bound; %1:length(T);       % Upper Boundary 

 

for j = 1:length(T)-1 
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 A-1 

     

    for i = 2:length(x)-1 

     

        % A-Value 

         

    if i == 2 

            a(i-1) = 0; 

        else 

            a(i-1) = ((-alfa)*n)/((x(i+1)-x(i))^2); 

        end 

         

        % B-Value 

         

    b(i-1) = (1/delt + (2*alfa*n)/((x(i+1)-x(i))^2)); 

     

        % C-Value 

         

    if i == (length(x)-1) 

            c(i-1) = 0; 

        else 

            c(i-1) = (((-alfa)*n)/((x(i+1)-x(i))^2)); 

        end % End C- Value 

     

        % D-Value 

         

    if i == 2 

            d(i-1) = T(i,j)/delt... 

                    + (alfa*(1-n)*T(i+1,j))/((x(i)-x(i+1))^2)... 

                    - (2*alfa*(1-n)*T(i,j))/((x(i)-x(i+1))^2)... 

                    + (alfa*(1-n)*T(i-1,j))/((x(i)-x(i+1))^2)... 

  - (((-alfa)*n)/((x(i+1)-x(i))^2))*T(i-1,j+1); 

            else 

             

                if i == (length(x)-1) % Sub D-Value 

                     

                    d(i-1) = T(i,j)/delt... 

                           +(alfa*(1-n)*T(i+1,j))/((x(i)-x(i+1))^2)... 

                           -(2*alfa*(1-n)*T(i,j))/((x(i)-x(i+1))^2)... 

                           +(alfa*(1-n)*T(i-1,j))/((x(i)-x(i+1))^2)-... 

   -(((-alfa)*n)/((x(i+1)-x(i))^2))*T(i+1,j+1); 

                    else 

                        d(i-1) = T(i,j)/delt... 

                           +(alfa*(1-n)*T(i+1,j))/((x(i)-x(i+1))^2)... 

                           -(2*alfa*(1-n)*T(i,j))/((x(i)-x(i+1))^2)... 

                           + alfa*(1-n)*T(i-1,j)/((x(i)-x(i+1))^2); 

                    end % End Sub D-Value 

                 

                 

                end % End D-Value 

    

     

            end % End i-loop 

 

 

% Crout Factorization 

     

    for i = 1:length(x)-2 

A-2 
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 A-1 

        A(i,i) = b(i); 

         

        if i > 1 

            A(i,i-1) = a(i); 

        end 

         

        if i < (length(x)-2) 

            A(i,i+1) = c(i); 

        end 

             

    end  % End A-Matrix 

     

    A(1:(length(x)-2),length(x)-1) = d'; 

     

    l(1,1) = A(1,1); 

    u(1,2) = A(1,2)/l(1,1); 

    z(1) = A(1,length(A))/l(1,1); 

     

    for i = 2:length(A)-2 

        l(i,i-1) = A(i,i-1); 

        l(i,i) = A(i,i)-l(i,i-1)*u(i-1,i); 

        u(i,i+1) = A(i,i+1)/l(i,i); 

        z(i) = (A(i,length(A))-l(i,i-1)*z(i-1))/l(i,i); 

    end 

     

    i = length(A)-1; 

     

    l(i,i-1) = A(i,i-1); 

    l(i,i) = A(i,i) - l(i,i-1)*u(i-1,i); 

    z(i) = (A(i,i+1) - l(i,i-1)*z(i-1))/l(i,i); 

     

    xx(i) = z(i); 

     

    for i = length(A)-2:-1:1 

        xx(i) = z(i) - u(i,i+1)*xx(i+1); 

    end 

     

    T(2:length(x)-1,j+1) = xx'; 

     

end 

 

dlmwrite('GT.txt',T(1:2,1:length(T))','\t'); 

 

 

A-3 

 
 
 


