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encouragement, and support throughout my Ph.D. studies. It has been my privilege and honor

to have the opportunity to do research as a member of the Wireless Communications and Signal

Processing (WCSP) research group. I would like to thank all of my colleagues in the WCSP group

and the Electrical Engineering Department for their sincere support, and friendship.

I would like to thank Dr. Moreno, Dr. Wiley, Dr. Labrador, and Dr. Naar for serving

in my committee and for offering their valuable feedback. I hope to be able to benefit from their

profound knowledge and experience in the future, as well.

I show my deep appreciation to everyone, whom I came across during my research, confer-

ence and journal review process, for their valuable time and feedbacks.

I cannot forget my school, high school, and college teachers, whose relentless efforts shaped

my life and education only for the better. I acknowledge and appreciate their invaluable contribu-

tion to my education.

My deepest gratitude goes to my parents, and my entire family for standing by me througout

this complete and sometimes stressful process, with full support and encouragement. Without them

by my side, I could never have reached this point. My father and my mother have pushed me to

strive for higher education and higher knowledge since my second grade, to them I owe a lifetime

of debt.



TABLE OF CONTENTS

LIST OF TABLES iv

LIST OF FIGURES v

ABSTRACT x

CHAPTER 1 : INTRODUCTION 1
1.1 Sound Propagation through Water 1

1.1.1 Physics of Sound 1
1.1.2 Sound Propagation in Water Medium 2

1.2 Major Differences between Terrestrial Radio Frequency and Underwa-
ter Acoustic Communication 2
1.2.1 Terrestrial Radio Frequency Communication 2
1.2.2 Underwater Acoustic Communication 3
1.2.3 Achievable Frequency in Acoustic Communication 6

1.3 Underwater Applications 8

CHAPTER 2 : ANALYSIS OF UNDERWATER ACOUSTIC COMMUNICATION CHAN-
NELS 9

2.1 Problems in Underwater Acoustic Communication Channel Representation 9
2.2 Related Works in UAC Channel Representation 10
2.3 Proposed UAC Channel Representation According to Environment 12

2.3.1 Channel Impulse Response of Underwater Acoustic Commu-
nication Channels 13
2.3.1.1 Shallow Channel Representation According to Environment 14
2.3.1.2 Deep Channel Representation According to Environment 22

2.3.2 Fading Characteristics, Probability Distribution, Relation-
ship between Fading and Channel Parameters for Wide Sense
Stationary (WSS) Uncorrelated Tap Channel 24
2.3.2.1 Fading Characteristics of Shallow Channel 26
2.3.2.2 Fading Characteristics in Deep Channel 31

2.3.3 Frequency Dependent and Independent Noise 32
2.3.4 Fading Characteristics, Distribution, Relationship between

Fading and Channel Parameters for Quasi-stationary Channels 32
2.4 SNR Analysis 33
2.5 Benefits of Channel Classification and Selection of Channels 36
2.6 Simulation Results of UAC Channels 37

i



2.6.1 Channel Impulse Response in Different UAC Environments 38
2.6.2 Fading Characteristics of WSS Uncorrelated Tap Channel 40

2.7 Measurement Results 40
2.7.1 Measurement Setup 40
2.7.2 Measured Results 41

2.8 Conclusion and Future Research of UAC Channel Representation 43

CHAPTER 3 : ESTIMATION AND COMPENSATION OF DOPPLER SHIFT IN UAC
OFDM SYSTEMS 59

3.1 Problem with Varying Doppler Shift in UAC OFDM Systems 59
3.2 Related Work on Doppler Shift in UAC OFDM 61
3.3 Proposed Estimation Techniques 63

3.3.1 First Estimation Algorithm 64
3.3.2 Second Estimation Algorithm 65

3.4 Analysis of Time Varying Channel in UAC OFDM Systems 66
3.5 Simulation Results 76

3.5.1 Simulation Using First Algorithm 76
3.5.2 Simulation Using Second Algorithm 78

3.6 Conclusion and Future Research on Varying Doppler Shift over OFDM
Subcarriers 79

CHAPTER 4 : PERFORMANCE UNDER INTER-FRAME AND INTER-SYMBOL IN-
TERFERENCE IN ULTRA-WIDEBAND CHANNELS 94

4.1 Inter-frame Interference in Ultra-Wideband 94
4.2 Ultra-wideband Signal Structure 95

4.2.1 TH-IR Systems 95
4.2.2 TH-IR System Model 96

4.3 Is Inter-frame Interference (IFI) a Problem 97
4.4 Effects of IFI on Various Modulation Options and Coherent Transceiver

Architecture 99
4.4.1 Analysis of IFI 100
4.4.2 Semi-analytical Simulation Results in IFI Systems 103
4.4.3 RAKE Receiver 105

4.5 Simulation Results of IFI in UWB Systems 106
4.6 Conclusion and Future Research on IFI in UWB Systems 106
4.7 IFI and ISI in UWB Systems 107
4.8 Signal Structure in the Presence of Both IFI and ISI 108
4.9 Analysis of ISI in UWB 111

4.9.1 BPSK Modulation Scheme 112
4.9.2 PPM Modulation Scheme 114

4.10 Simulation Results under ISI 115
4.11 Future Direction of IFI and ISI in RAKE UWB 117
4.12 Ultra-wideband Application 119

ii



CHAPTER 5 : CONCLUSION 125
5.1 Underwater Acoustic Communication Channel 125

5.1.1 Channel Representation 125
5.2 Doppler Shift Effect in UAC OFDM Systems 126
5.3 Inter-symbol Interference in Ultra-wideband 126

REFERENCES 127

APPENDICES 132
Appendix A : Acronyms 133
Appendix B : Bibliographical Notes 135
Appendix C : Permissions 136

ABOUT THE AUTHOR End Page

iii



LIST OF TABLES

Table 2.1 The Five Groups and Their Respective Paths in Shallow Channel 16

Table 2.2 Self and Ambient Noise in UAC 32

Table 2.3 Depth, Transmission Distance, Transmitter and Receiver Depth for
Shallow Long, Medium, and Short Range Channels 35

Table 3.1 Doppler Shift Simulation Parameters 75

Table 4.1 IFI Simulation System Parameters 105

iv



LIST OF FIGURES

Figure 1.1 Reflection, Diffraction and Scattering in Terrestrial Medium 4

Figure 1.2 Sound Propagation in Water 5

Figure 1.3 Vertical Link Transmission 6

Figure 1.4 Horizontal Link Transmission 7

Figure 2.1 Identification and High Level Classification of Underwater Acoustic
Communication Channel Environments 11

Figure 2.2 Underwater Acoustic Shallow Water Channel 13

Figure 2.3 Single Path Originated from Each Group in UAC Shallow Channel 14

Figure 2.4 Channel Paths, Symbol Duration, and Sample Time 26

Figure 2.5 Shallow Channel, (a) Long Range, High Depth, Low Frequency Rician
Zone, (b) Short Range, Low Depth, High Frequency Rayleigh Zone 31

Figure 2.6 Transmission Loss/amplitude at Various Delays and Ranges, Short,
Close to Surface, Shallow Smooth Surface and Bottom, Depth 9m,
Distance 90m, Frequency 100kHz 43

Figure 2.7 Transmission Loss/amplitude at Various Delays and Ranges, Short,
Close to Bottom, Shallow Smooth Surface and Bottom, Depth 9m,
Distance 90m, Frequency 100kHz 44

Figure 2.8 Transmission Loss/amplitude at Various Delays and Ranges, Short,
Between Surface and Bottom, Shallow Smooth Surface and Bottom,
Depth 9m, Distance 90m, Frequency 100kHz 44

Figure 2.9 Transmission Loss/amplitude at Various Delays and Ranges, Medium,
Close to Surface, Shallow Smooth Surface and Bottom, Depth 100m,
Distance 1000m, Frequency 10kHz 45

Figure 2.10 Transmission Loss/amplitude at Various Delays and Ranges, Medium,
Close to Bottom, Shallow Smooth Surface and Bottom, Depth 100m,
Distance 1000m, Frequency 10kHz 45

v



Figure 2.11 Transmission Loss/amplitude at Various Delays and Ranges, Medium,
Between Surface and Bottom, Shallow Smooth Surface and Bottom,
Depth 100m, Distance 1000m, Frequency 10kHz 46

Figure 2.12 Transmission Loss/amplitude at Various Delays and Ranges, Long,
Close to Surface, Shallow Smooth Surface and Bottom, Depth 1000m,
Distance 10000m, Frequency 1kHz 46

Figure 2.13 Transmission Loss/amplitude at Various Delays and Ranges, Long,
Close to Bottom, Shallow Smooth Surface and Bottom, Depth 1000m,
Distance 10000m, Frequency 1kHz 47

Figure 2.14 Transmission Loss/amplitude at Various Delays and Ranges, Long,
Between Surface and Bottom, Shallow Smooth Surface and Bottom,
Depth 1000m, Distance 10000m, Frequency 1kHz 47

Figure 2.15 Transmission Loss at Various Delay, Smooth Surface and Bottom Shal-
low Channel, Close to Smooth Surface 48

Figure 2.16 Top, Short, Close to Bottom Shallow, Middle, Medium, Close to Bot-
tom Shallow, Bottom Long Close to Bottom Shallow 49

Figure 2.17 Measurement Tank 49

Figure 2.18 Transducers 50

Figure 2.19 Salinity Measuring Instrument 50

Figure 2.20 Signal Generator 51

Figure 2.21 Oscilloscope 51

Figure 2.22 Tank Measurement Configuration 52

Figure 2.23 In Tank, Position A, Close to Surface 52

Figure 2.24 In Tank, Position B, In between Surface and Bottom 53

Figure 2.25 In Tank, Position C, Close to Bottom 53

Figure 2.26 In Tank, Position F, Long Distance, In between Surface and Bottom 54

Figure 2.27 In Tank, Position G, Medium Distance, In between Surface and Bottom 54

Figure 2.28 In Tank, Position H, Short Distance, In between Surface and Bottom 55

Figure 2.29 In Tank, CIR of Source Signal 55

Figure 2.30 In Tank, Position A, Received Signal CIR 56

vi



Figure 2.31 In Tank, Position B, Received Signal CIR 56

Figure 2.32 In Tank, Position C, Received Signal CIR 57

Figure 2.33 In Tank, Position F, Received Signal CIR 57

Figure 2.34 In Tank, Position G, Received Signal CIR 58

Figure 2.35 In Tank, Position H, Received Signal CIR 58

Figure 3.1 Varying Effect of Doppler Shift over OFDM Subcarriers 60

Figure 3.2 Signal Structure, Doppler Scale Estimation Methods 62

Figure 3.3 Transmitter Block Diagram 64

Figure 3.4 Receiver Block Diagram 65

Figure 3.5 First Estimation Method, Channel 100m, Taps 3, Rate 10 80

Figure 3.6 First Estimation Method, Channel 100m, Taps 3, Rate 50 80

Figure 3.7 BER, Rirst Estimation Method, Channel 100m, Taps 3, Rate 10 81

Figure 3.8 BER, First Estimation Method, Channel 100m, Taps 3, Rate 50 81

Figure 3.9 Doppler Scale, First Estimation Method, Channel 100m, Taps 1, Rate 10 82

Figure 3.10 Doppler Scale, First Estimation Method, Channel 100m, Taps 1, Rate 50 82

Figure 3.11 BER, First Estimation Method, Channel 100m, Taps 1, Rate 10 83

Figure 3.12 BER, First Estimation Method, Channel 100m, Taps 1, Rate 50 83

Figure 3.13 First Estimation Method, Channel 50m, Taps 3, Rate 10 84

Figure 3.14 First Estimation Method, Channel 50m, Taps 3, Rate 50 84

Figure 3.15 BER, First Estimation Method, Channel 50m, Taps 3, Rate 10 85

Figure 3.16 BER, First Estimation Method, Channel 50m, Taps 3, Rate 50 85

Figure 3.17 First Estimation Method, Channel 50m, Taps 1, Rate 10 86

Figure 3.18 First Estimation Method, Channel 50m, Taps 1, Rate 50 86

Figure 3.19 BER, First Estimation Method, Channel 50m, Taps 1, Rate 10 87

Figure 3.20 BER, First Estimation Method, Channel 50m, Taps 1, Rate 50 87

Figure 3.21 Second Estimation Method, Channel 100m, Taps 3, Rate 10 88

vii



Figure 3.22 Second Estimation Method, Channel 100m, Taps 3, Rate 50 88

Figure 3.23 BER, Second Estimation Method, Channel 100m, Taps 3, Rate 10 89

Figure 3.24 BER, Second Estimation Method, Channel 100m, Taps 3, Rate 50 89

Figure 3.25 BER, First Method, Channel 100m, Taps 3, Est. Rate 10, BER Rate
1000, First 4 90

Figure 3.26 BER, First Method, Channel 100m, Taps 3, Est. Rate 10, BER Rate
1000, Last 4 90

Figure 3.27 BER, First Method, Channel 100m, Taps 3, Est. Rate 50, BER Rate
1000, First 4 91

Figure 3.28 BER, First Method, Channel 100m, Taps 3, Est. Rate 50, BER Rate
1000, Last 4 91

Figure 3.29 BER, Second Method, Channel 100m, Taps 3, Est. Rate 10, BER
Rate 1000, First 4 92

Figure 3.30 BER, Second Method, Channel 100m, Taps 3, Est. Rate 10, BER
Rate 1000, Last 4 92

Figure 3.31 BER, Second Method, Channel 100m, Taps 3, Est. Rate 50, BER
Rate 1000, First 4 93

Figure 3.32 BER, Second Method, Channel 100m, Taps 3, Est. Rate 50, BER
Rate 1000, Last 4 93

Figure 4.1 TH-UWB-IR Signaling Structure. 96

Figure 4.2 Received Signal, PRm Equals Maximum Excess Delay 97

Figure 4.3 Received Signal, PRm is Less than Maximum Excess Delay 97

Figure 4.4 Received Signal when Maximum Excess Delay is Greater than Frame
Length 97

Figure 4.5 IFI with Equal Delay 100

Figure 4.6 Average and Instantaneous IFI Effect: CM1 and CM2 106

Figure 4.7 Average and Instantaneous IFI Effect: CM3 and CM4 107

Figure 4.8 Average and Instantaneous CIR: CM1 (1000 Realizations) 108

Figure 4.9 Variance with Lags, Channel Convolved with Pulse of 0.41ns 109

Figure 4.10 All-Rake BER Performance for CM1 110

viii



Figure 4.11 Partial RAKE BER Performance for CM1, CM2 110

Figure 4.12 IFI and ISI: CM1, Nc = 3, Nf = 5, PN=[3 1 3 1 1] 111

Figure 4.13 Histogram of Effective ISI for RAKE Receiver, Tp .41ns, ISIbits 99 112

Figure 4.14 Various Pulse Widths 114

Figure 4.15 BER Performance in CM1 (BPSK) 116

Figure 4.16 BER Performance in CM1 (PPM) 117

Figure 4.17 BER Performance in CM4 (BPSK) 117

Figure 4.18 BER Performance in CM4 (PPM) 118

Figure 4.19 BER Performance in CM4 (BPSK) (with IFI and ISI) 118

Figure 4.20 Floor Plan of Laboratory Testing Room 120

Figure 4.21 Plot of Location Data Collected from UWB-RFID Tag 121

Figure 4.22 Shadowing Effect between Two Tags Carrying Human Subjects 121

ix



ABSTRACT

Water occupies three fourth of earth’s surface. The remaining one fourth is land. Although

human habitats reside on land, there is no denying of the vital connection between land and water.

The future sustainability of human species on this planet depends on wise utilization of all available

resources, including that provided by the vast water world. Therefore, it is imperative to explore,

understand, and define this massive, varying, and in many areas, unexplored water domain.

The water domain exploration and data collection can be conducted using manned or un-

manned vehicles, as allowed by the water environment. This dissertation addresses three of the

key difficulties that occur during underwater acoustic communication among manned and/or un-

manned vehicles and proposes feasible solutions to resolve those difficulties. The focus and the

contributions of this research involve the following perspectives:

• Representation of Underwater Acoustic Communication (UAC) Channels: Providing a com-

prehensive classification and representation of the underwater acoustic communication chan-

nel based on the channel environment.

• Estimation and Compensation of Doppler Shift: Providing compensation algorithm to mit-

igate varying Doppler shift effect over subcarriers in UAC Orthogonal Frequency Division

Multiplexing (OFDM) systems.

• Mitigation of Inter-symbol Interference (ISI): Providing feasible solution to long delay spread

causing ISI in Ultra-wideband channels.

x



CHAPTER 1 :

INTRODUCTION

Underwater is an enormous, highly varying, and in many areas an unexplored domain.

Communication through this domain presents many unique and complex challenges that vary in

their degree of severity in comparison to communication in the terrestrial domain.

This dissertation will address three key challenges in underwater acoustic communication

(UAC) and propose feasible solutions to those challenges. Prior to addressing these key issues in

UAC, and proposing their solutions, it is important to understand the acoustic wave and its prop-

agation through the water medium, and the uniqueness of underwater acoustic communication

(UAC) channel compared to the terrestrial radio frequency (RF) channel.

This chapter presents, first, the basics of sound propagation through water medium, second,

the differences between terrestrial radio frequency propagation and underwater acoustic propaga-

tion, and third, the major underwater applications .

1.1 Sound Propagation through Water

In this section, the physics of sound is presented first, followed by the propagation of sound

through water.

1.1.1 Physics of Sound

Sound is a non-electromagnetic wave that creates compression and rarefaction of a medium

and disturbs the mechanical energy within the medium as it propagates through it. Sound is

described by its properties, such as frequency, wavelength, period, amplitude, and speed. Am-

plitude of sound wave is measured by its pressure. Generally, sound is what humans can hear.

Scientifically, low frequency, human hearing frequency, and high frequency vibration, through all

1



forms of matter, gas, liquid, solid, and plasma is sound. Acoustics is the science of production,

control, transmission, reception and effects of Sound. Acoustic Communication is the application

of acoustics in communication.

1.1.2 Sound Propagation in Water Medium

Sound speed in water primarily depends on, a) depth or pressure, b) temperature, and c)

salinity. Slow speed of sound creates latency in communication and loss of efficiency, where the

transmitter depends on receiver acknowledgment or handshaking.

The speed of sound in water is determined by the water medium itself. The elasticity of

the water medium is the most important factor in determining the speed of sound. The effect

of medium density on sound is the second important factor. In addition to the normal density

of water, there are several factors, which can cause the density of the water to change: they are

salinity, pressure and temperature.

Salinity is defined as the salt content of the water. As salinity increases with the increase of

water depth, the sound speed increases. Salinity can be a big factor near rivers. Pressure plays an

important role below a depth of 1500 feet. As pressure increases, sound speed increases. Pressure

increase can be constant and predictable. Temperature plays an important role above a depth of

1500 feet. Below that depth, temperature of the ocean is constant, and remains roughly at 1 degC.

With each degree celsius increase in temperature, sound speed in water changes by 3 m/sec.

1.2 Major Differences between Terrestrial Radio Frequency and Underwater Acous-

tic Communication

In this section, the key differences between radio frequency communication through terres-

trial medium and acoustic communication through water medium is presented. The terrestrial RF

communication will be addressed first, followed by underwater acoustic communication.

1.2.1 Terrestrial Radio Frequency Communication

Radio frequency propagation through the terrestrial medium, and hence terrestrial commu-

nication is affected by several factors as follows.

2



Path Loss in air or space medium represents the loss of transmitted energy of the propa-

gating information signal due to the distance it travels. Path loss is proportional to the distance

between the transmitter and the receiver and also depends on the path coefficient. The longer path

the signal travels, the more is the loss of energy and higher is the path loss. Empirical models have

been derived to represent path loss in air medium.

Long Term Fading is caused by large objects in the signal path that may absorb or reflect

signal and cause change in signal energy in addition to path loss. Big obstructions on the path such

as mountains, tunnels, etc. can block the signal and reduce its strength. It is generally represented

by log normal distribution.

Short Term Fading, Frequency Selectivity is caused in the following way. The phenomena

of refraction, defraction, and scattering on objects within the terrestrial radio frequency channel,

creates multiple paths that arrive at the receiver at different delays. These paths may vary in

magnitude and phase. These multipaths result in delay spread in time domain, and frequency

selectivity in frequency domain.

Short Term Fading, Time Selectivity is caused in the following way. The movements of

transmitter, receiver, and/or one or more of the surrounding objects in the channel cause changes

in the multipaths over time. This change with respect to time creates time selectivity in the time

domain and Doppler shift/spread in the frequency domain.

Noise is present in addition to the above mentioned factors. Terrestrial channel can have

both frequency dependent and indepent noise.

Fig. 1.1 illustrates the differences between reflection, diffraction and scattering in the ter-

restrial medium.

1.2.2 Underwater Acoustic Communication

Underwater acoustic communication channel is characterized by the same factors and dif-

ficulties that are present in the terrestrial domain. However, the degree of severity between the

two domains vary extensively. The factors influencing underwater acoustic communication are pre-

sented below.

3



Figure 1.1 Reflection, Diffraction and Scattering in Terrestrial Medium

Path Loss in water medium is more severe compared to air or space medium due to the

higher density of water and the water absorption coefficient, which is highly frequency dependent.

The attenuation in water for high frequency radio, especially in electrically more conductive salt

water, is extremely high. Assuming an average conductivity of seawater of 4 mhos/m, and 0.05

mhos/m in fresh water, the attenuation for 2.4GHz is around 1695 dB/metre in seawater, and 189

dB/m in freshwater. This is clearly not practical [1].

Long Term Fading exists in water due to the shore lines and rugged bottom surface in

shallow water, and due to the reefs and rough terrains in the sea water. Large ships or offshore

underwater oil drilling equipment, and internal waves over long period of time and internal ocean

structure such as underwater reefs, mountains, and canyons can cause long term fading.

Short Term Fading, Frequency Selectivity in underwater is caused in the following way.

Underwater multipath formation depends on (a) the reflection and scattering on the boundaries

(bottom boundary, water surface boundary) and on any objects in between, (b) the direct path

between transmitter and receiver and (c) the refraction or bending of rays depending on depth,

pressure and temperature of water at different water levels. Fig. 1.2 illustrates the generic variation

of sound speed, according to water depth, caused by the refraction of sound in water. In horizontal

4



Figure 1.2 Sound Propagation in Water

underwater acoustic channels, multipaths increase to several tens, or hundreds of symbol intervals

for moderate to high data rates. For example, a commonly encountered multipath spread of 10 ms

in shallow water channel, causes the IS1 to extend over 100 symbols, if the system is operating at a

rate of 10 kilosymbols per second (ks/s) [2]. Multipaths vary depending on location of transmitter

and receiver. Multipaths also vary according to the transmission links. A vertical link has fewer

number of multipaths while a horizontal link creates very long multipath delay profile. Fig. 1.3 and

Fig. 1.4 illustrate the vertical and horizontal transmission links.

Short Term Fading, Time Selectivity in underwater is caused in the following way. Acoustic

signal fluctuates over time. Scattering on the surface waves in shallow water situation and scat-

tering on deep sea waves in deep water situation may cause time variability of the multipaths.

Motion of the transceivers and/or surrounding objects also contributes to time varying multipaths.

The time variation in the time domain leads to severe Doppler shift and/or Doppler spread in the

frequency domain. Due to low operating frequency, low transmission bandwidth, and low acoustic

velocity in the water, the Doppler effect can be severe on the acoustic signal.
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Figure 1.3 Vertical Link Transmission

Underwater Acoustic Signal is band limited. A long range system operating over several

tens of kilometers is limited to few kHz of bandwidth; a medium-range system operating over sev-

eral kilometers has a bandwidth on the order of ten kHz, while a short range system, operating

over several tens of meters may have available bandwidth of more than a hundred kHz [2].

Background Noiseis present in underwater acoustic channels. The movement of the sea

surface, volcanic and seismic activity, shipping, marine life, bubbles, rain, acoustic system, its plat-

form, acoustic vehicles, surface vessels, and submarine vehicles are the major contributors to the

background noise. The self background noise may be caused by the transmitter/receiver. The ambi-

ent noise naturally exists due to the water, its surroundings, and the marine life. Some background

noise, such as the bubble noise, noise from marine life, etc., is frequency dependent.

1.2.3 Achievable Frequency in Acoustic Communication

In the terrestrial RF communication, the commonly encountered frequency and bandwidth

lie in the range of MHz and GHz. On the other hand, in UAC communication, the operating

frequency and bandwidth are mostly limited in the Hz, kHz range. The achievable transmission

6



Figure 1.4 Horizontal Link Transmission

frequency, the transmission bandwidth, and consequently the achievable data rate in underwater

acoustic communication, depends on many parameters as follows.

The range of transmission or distance affects the path loss encountered by the signal. The

transmission frequency and bandwidth depend on how much path loss is allowed in the application

due to distance. If the receiver is capable of the desired level of detection with highly erroneous

received signal caused by path loss, then higher frequency can be achieved. Path loss due to distance

and frequency acts as trade off on one another for the desired transmission signal.

Depending on deep or shallow water, the salinity and temperature and pressure variance,

influence the attenuation of the transmitted signal. If the frequency is higher, there may be more

attenuation depending on these parameters. Therefore, these environmental parameters also factor

into the highest achievable frequency for the specific communication environment.

The geometry of the UAC channel, such as shallow channel, deep channel, the ocean floor,

the shoreline, etc., heavily influence the number of multipaths, and consequently the delay spread

in time. Transmission of higher bandwidth or shorter symbol duration is possible, if the receiver is

7



capable of handling the multipaths, whether the multipaths create inter-symbol interference (ISI)

or not. Higher frequency transmission in turn, reduces the Doppler effect on the signal bandwidth.

1.3 Underwater Applications

In the past, underwater wireless communication was mainly utilized by military opera-

tions [3]. Over the past few years underwater wireless communication research has grown immensely

to benefit commercial applications including but not limited to the following.

• Remote control in offshore oil industry

• Speech and multimedia transmission among divers

• Autonomous undersea vehicle applications

• Pollution monitoring in underwater environmental applications

• Offshore equipment monitoring

• Underwater robotics

• Underwater observation for weather prediction

• Rescue and search mission

• Ocean sampling of coastal ocean environment

• Distributed tactical surveillance, as in military

8



CHAPTER 2 :

ANALYSIS OF UNDERWATER ACOUSTIC COMMUNICATION CHANNELS

The underwater acoustic communication (UAC) channel 1. presents many difficulties such

as high frequency, space, and time selectivity, frequency dependent noise, and significant range

and band limitation on transmission. Traditional UAC channel models that model such channels

primarily include environmental models based on experimental data; models that are developed

using mathematical equations such as wave equations, modal methods, and parabolic equations;

and using statistical distributions. These methods/models are often limited in their coverage and

accurate representations of every possible UAC channel environment. It is also physically imprac-

tical and cost ineffective to try to measure/estimate each channel to determine its model.

In chapter 2, cognitive intelligence is used in the selection of the appropriate channel repre-

sentations according to each sensed UAC channel environment. In this chapter, the UAC channel

representations according to the UAC channel environments are analysed and presented.

2.1 Problems in Underwater Acoustic Communication Channel Representation

The underwater acoustic communication (UAC) channel is vast and varying in nature.

The existing UAC channel models may not be sufficient to represent every single UAC channel

scenario. Moreover, the choice of models from the existing ones may not be accurate to represent

the true channel environment. Thus the varying nature of the UAC channel requires representing

of such channel according to its channel environment, which in turn is specified by sets of channel

parameters. If the channel parameters and hence the channel environment is accurately determined,

the environment can be mapped onto the appropriate UAC channel representation [4], [5]. The same

channel representations can be reapplied in same or similar environments. The parameter values

1This chapter is published in The Marine Technology Society (MTS) Journal, vol. 47, no. 3, pp. 99117, May/Jun
2013 Permission is included in Appendix C.
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can be adaptively measured/estimated or derived according to the UAC environment. Therefore,

the relationship between UAC channel representations and the UAC environments allows wider

representation and coverage of the varying UAC channels. A high level classification of the UAC

channel environments according to literature is presented in Fig. 2.1. The contributions of this

chapter are listed as below.

• This chapter presents an analysis of underwater acoustic communication channel impulse

response according to each broadly categorized underwater acoustic communication channel

environment in Fig. 2.1.

• Fading characteristics of the received signal and signal to noise ratio (SNR) of UAC channel in

each channel environment and the relationship between environment parameters and different

types of fading are analyzed and discussed in this chapter.

• The channel representations are generated using the AcTUP software module.

The rest of the chapter is organized as follows. Section 2.2 presents a brief literature review of

UAC channel models. Section 2.3 presents the analysis of channel impulse response and fading

characteristics of UAC channels according to channel environments. Section 2.4 provides the SNR

analysis of the channel representations. Section 2.5 briefly presents the benefits of channel selection

and the channel selection methods. Section 2.6 presents the simulation results. Section 2.7 presents

the measurement set up and the measurement results, and Section 2.8 addresses the concluding

remarks.

2.2 Related Works in UAC Channel Representation

The UAC channels are presented using stochastic models in some literature. In [6], the

amplitude and phase fluctuation of received signal is presented first by linear and then nonlinear

transformations of Gaussian variables. In [7], the estimation of slow phase fluctuations of channel

impulse response is described as Markov’s process and the accumulation of impulse channel re-

sponses is decided by the Viterbi algorithm. In [8], a channel model is proposed to present the time

varying UAC channel, where the time variation is produced by transmitter and receiver motion. In

10



Figure 2.1 Identification and High Level Classification of Underwater Acoustic Communication
Channel Environments

this model, the eigen rays corresponding to direct/reflected multipaths are determined using ray

tracing while the random diffusive multipaths are modeled using Rayleigh fading.

In the current chapter, the random fluctuation due to diffusive paths are represented as

Rayleigh or Rician variables according to the environment.

In [9], time and frequency dispersion of UAC channel is represented by a model, which

encompasses two separate modeling stages. First, the environment model is developed using the

environmental data such as wind speed, sound speed profile, bottom loss characteristics and incor-

porates features such as surface wave model, internal wave model, tidal currents model, two-layer

bottom interactions, and ambient noise. Second, 3-D ray tracing is used to develop the propagation

model that includes effects such as range dependent bathymetry, branching at the water/sediment

11



interface, propagation through the sediment layer, range dependent sound speed, caustics, reflec-

tion from the moving sea surface, and motion of transmitter/receiver platforms.

In the current chapter, the effect of environment parameters and the propagation charac-

teristics are incorporated in the deterministic and stochastic components of the arrived paths.

In [10], the random fluctuation of dominant eigen paths between transmitter and receiver

is represented by the presence of smaller sub-eigen paths. The combination of eigen and sub-eigen

paths is represented by Rician fading. In [11], signal to multipath ratio and signal fading statistics

is presented. Turbulence of water causes change in signal phase and amplitude. Ray tracing is used

to determine the deterministic component and phase and amplitude variation is placed on top of

the deterministic components.

In the current chapter, the deterministic eigen components are first derived using Ray

tracing and then the random fluctuation causing sub-eigen components are placed on top of the

deterministic components. The combined effect of eigen and sub-eigen is represented as Gaussian,

Rayleigh, or Rician variables.

In [12], [13], data is measured and the measured data is interpolated to determine channel

impulse response (CIR). Both uncorrelated and correlated taps are considered. Pseudorandom

binary signal is used as probe signal in the measurements.

2.3 Proposed UAC Channel Representation According to Environment

All possible UAC channel environments may be determined from the sensed channel envi-

ronment parameters as described in chapter 2. The channel representations, once mapped from the

environments will be more accurate since they are derived from the actual channel environments.

In the proposed channel analysis, the following assumptions are made.

• The channel equations are derived in the time domain. The transmission frequency and

bandwidth are considered as parameters defining the UAC environment [4].

• Power in terms of path loss in dB is considered for each path in the power delay profile.

• Time variation of channel is applied on top of the power delay profile.
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Figure 2.2 Underwater Acoustic Shallow Water Channel

• The individual scatters are assumed to be independent and identically distributed (i.i.d.)

Gaussian random variables in the case of uncorrelated taps.

• Each dominant and its corresponding sub-eigenpaths arrive at the receiver at the same time.

• Line of Sight (LOS) path is considered to be present in each UAC environment.

The rest of this section is organized as follows. Subsection 2.3.1, presents the CIR and sub-

section 2.3.2, presents the fading characteristics of different UAC channels, according to each

UAC environment. Subsection 2.3.3, briefly touches on the noise components and 2.3.4, on quasi-

stationarity of UAC channels.

2.3.1 Channel Impulse Response of Underwater Acoustic Communication Channels

Let the transmitted signal be denoted by an impulse, δ(t), where δ represents a Dirac delta

function. The UAC channel will produce multipaths that may vary in time. In a time invariant

channel, the channel impulse response can be expressed as h(τREF ) =
∑L−1

l=0 αlδ(τREF − τl). The

variables αl and τl denote the attenuation coefficient and the time delay of the lth path respectively.
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Figure 2.3 Single Path Originated from Each Group in UAC Shallow Channel

The variable L denotes the total number of multipaths, τREF is a time reference. In a time variant

channel, this equation can be modified as below,

h(τREF , t) =
L−1∑

l=0

αl(t)δ(τREF − τl(t)). (2.1)

In an UAC channel, group of multipaths may consist of dominant paths, for examples, originating

from reflections on the boundaries, also known as eigen paths [10, 14] accompanied by less dominant

paths or sub-eigen paths, for example, originating from various scatters.

2.3.1.1 Shallow Channel Representation According to Environment

A generic shallow water channel is illustrated in Fig. 2.2. The shallow water UAC channel

multipaths can be grouped according to their origination. In a shallow UAC channel environment,

there may be five groups of eigen and sub-eigen paths. The first group of paths may result from

surface only reflection and scatter, while the third group may result from bottom only reflection,

bottom refraction, and scatter. The second group may include paths that reflect on both surface

and bottom but the first reflection is on the surface. The fourth group may also include paths
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reflecting on both surface and bottom but the first reflection is on the bottom. There may be

scatters associated with these paths as well. Depending on the transmission range and depth,

sound refraction through water layers may result in another group of eigen and sub-eigen paths.

This fifth group may also include paths resulting from reflection, refraction, and scatter on marine

life and other objects in the water medium. In addition, there may be a direct line of sight (LOS)

that may depend on transmission range and depth. Equation (2.1) can be expanded to represent

channel impulse response for all these five groups of paths as below.

h(t) = α0(t)δ(t) +
II∑

i=1

[

αi(t)δ(t− τi(t))
]

︸ ︷︷ ︸

GROUP1

+
I∑

ii=II+1

[

αii(t)δ(t− τii(t))
]

︸ ︷︷ ︸

GROUP2

+
JJ∑

j=I+1

[

αj(t)δ(t− τj(t))]

︸ ︷︷ ︸

GROUP3

+
J∑

jj=JJ+1

[

αjj(t)δ(t− τjj(t))
]

︸ ︷︷ ︸

GROUP4

+
L−1∑

k=J+1

[

αk(t)δ(t− τk(t))
]

︸ ︷︷ ︸

GROUP5

. (2.2)

Table 2.1 presents examples of dominant paths in these groups. Each group of (2.2) can be

expanded into many eigen paths and their corresponding sub-eigen paths as in (2.3). Each eigen

and its sub-eigen paths arrive at the same time at each delay.

GROUP1 =
[

α1(t)δ(t− τ1) +

M1−1∑

m1=2

α1m1(t)δ(t− τ1)
]

+
[

α2(t)δ(t− τ2) +

M2−1∑

m2=2

α2m2(t)δ(t− τ2)
]

...

...+
[

αII(t)δ(t− τII)
︸ ︷︷ ︸

Eigenpath

+

MII−1
∑

mII=2

αIImII
(t)δ(t− τII)

︸ ︷︷ ︸

Sub−eigenpaths

]

. (2.3)

Fig. 2.3 illustrates one single dominant path originating in each group along with less

dominant paths due to scatters. Solid line represents eigen paths and dashed line represents sub-
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Table 2.1 The Five Groups and Their Respective Paths in Shallow Channel

Group Paths in the Group

GROUP1

GROUP2

GROUP3

GROUP4

GROUP5

eigen paths. In an ideal scenario, with a smooth surface and a smooth bottom boundary, the

channel generated multipaths can be described as arriving from image sources [15]. Under this

scenario, the range traversed by each path from source to destination denoted by Rangewv can

be expressed in terms of the distance between source and destination denoted by D, source and

destination depth from surface denoted by zs and zr respectively, and water column height between

surface and bottom denoted by H. There are four such image sources and are given by [15],

z1v = 2(v − 1)H + zs − zr

z2v = 2(v − 1)H + zs + zr

z3v = 2vH − zs − zr

z4v = 2vH − zs + zr. (2.4)

Then the time delay of each multipath at the destination can be expressed as

τwv =
Rangewv

c
, (2.5)
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where w = 1, 2, 3, 4 denotes the image source types and c denotes the sound velocity. The values of

v can be v = 1, 2, 3.... If only path loss is considered and the sound velocity is considered constant

(the value is provided in simulation), each multipath from individual image source will go through

path loss given by [15],

TLwv = 20 logRangewv + βRangewv, (2.6)

where β is the water absorption coefficient with units of dB/Km. In this ideal scenario, in the

absence of scatters, each path arriving from each image source will only consist of a dominant path.

The amplitude of each path derived from (2.6) can be expressed as,

Awv = 10
TLwv

10 . (2.7)

In case of a smooth surface and a smooth bottom and in the absence of sub-eigen paths, there

will only be dominant paths; the CIR will consist of one LOS, one surface reflected path (GROUP1),

one bottom reflected path (GROUP3), multiple paths in GROUP2 and multiple reflected paths in

GROUP4. Therefore, in the absence of sub-eigen paths, (2.2) becomes,

h(t) = α0(t)δ(t) +
[

α1(t)δ(t− τ1)
]

︸ ︷︷ ︸

GROUP1

+

I∑

ii=II+1

[

αii(t)δ(t− τii(t))
]

︸ ︷︷ ︸

GROUP2

+
[

αJJ(t)δ(t− τJJ(t))]
︸ ︷︷ ︸

GROUP3

+
J∑

jj=JJ+1

[

αjj(t)δ(t− τjj(t))
]

︸ ︷︷ ︸

GROUP4

+
L−1∑

k=J+1

[

αk(t)δ(t− τk(t))
]

︸ ︷︷ ︸

GROUP5

. (2.8)

The above ideal scenarios generate deterministic path components.

Now, let the smooth surface and smooth bottom be replaced by surface waves and a rough

bottom respectively. Let the following conditions be assumed. (a) the transmitter and the receiver

are stationary. (b) the water column height (vertical distance between surface and bottom) remain
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the same for both transmitter and receiver. (c) the acoustic wave length is much larger than the

wave surface and bottom reflector elements (d) the dominant paths arrive at the receiver, and (e)

the delays of dominant paths are calculated using image sources, although, the surface movement

due to surface waves and the presence of rough bottom may vary these dominant path delays .

The scatters induced by surface waves and rough bottom may produce sub-eigen paths

that can be represented as stochastic path components along with each dominant path. Then (2.8)

becomes,

h(t) = α0(t)δ(t) +
[

α1(t)δ(t− τ1) +

M1−1∑

m1=2

α1m1(t)δ(t− τ1)
]

︸ ︷︷ ︸

GROUP1

+
I∑

ii=II+1

[

αii(t)δ(t− τii(t)) +

MMii−1∑

mmii=2

αiimmii(t)δ(t− τii(t))
]

︸ ︷︷ ︸

GROUP2

+
[

αJJ(t)δ(t− τJJ) +

PJJ−1
∑

pJJ=2

αJJpJJ
(t)δ(t− τ3)

]

︸ ︷︷ ︸

GROUP3

+

J∑

jj=JJ+1

[

αjj(t)δ(t− τjj(t)) +

PPjj−1
∑

ppjj=2

αjjppjj (t)δ(t− τjj(t))
]

︸ ︷︷ ︸

GROUP4

+
L−1∑

k=J+1

[

αk(t)δ(t− τk(t)) +

Qk−1
∑

qk=2

αkqk(t)δ(t− τk)
]

︸ ︷︷ ︸

GROUP5

. (2.9)

Let the combination of each dominant and its corresponding sub-eigenpaths be denoted as Rindex(t).

Using (2.9), h(t) can be expressed as the sum of variables as below,

h(t) = hSBET
(t) = α0(t)δ(t) + R1(t)

︸ ︷︷ ︸

GROUP1

+RII+1(t) +RII+2(t) + ...+RI(t)
︸ ︷︷ ︸

GROUP2

+ RJJ(t)
︸ ︷︷ ︸

GROUP3

+RJJ+1(t) +RJJ+2(t) + ...+RJ(t)
︸ ︷︷ ︸

GROUP4

+RJ+1(t) +RJ+2(t) + ...RL−1(t)
︸ ︷︷ ︸

GROUP5

, (2.10)
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where GROUP1 denotes the surface only reflected/scattered paths, GROUP3 denotes bottom only

reflected/scattered paths, and GROUP5 denotes paths corresponding to refraction in the medium

and refraction/reflection/scatter on other objects. The GROUP2 represents the surface/bottom

reflected/scattered paths while GROUP4 represents the bottom/surface reflected/scattered paths.

It is to be noted that arrival time of groups of paths and paths within the groups may vary.

According to Fig. 2.1, the shallow channel can be classified into three broad categories. They

are close to surface, close to bottom, and in between channels. The surface and bottom roughness

dictates further classification of shallow channel environment. The channel representations for these

environments are given below.

A channel that represents a shallow channel communication environment in between surface

and bottom, can be expressed by (2.10), where hSBET
(t) denotes the channel impulse response.

Depending on how close to the surface and/or to the bottom the source and destination are, both

CIR, hSS
and hSB

, for close to surface and close to bottom environment respectively, may have

paths in GROUP1 through GROUP4.

• Shallow Channel Close to Rough Surface: Similar to a channel somewhere in between

surface and bottom, a close to rough surface shallow channel can be expressed as, (2.10). If

however, the bottom is far away from the surface in a close to rough surface communication

environment, strictly ideally, the bottom reflected dominant paths may disappear due to

higher loss and/or longer delay in arriving. Under such scenario, GROUP3 will be empty,

and in GROUP2 and GROUP4 only surface scattered sub-eigen paths will dominate. Let the

combination of scattered sub-eigen paths generated only from the surface corresponding to

each negligible surface/bottom reflected dominant paths be denoted by the variables R′
index.

In that case, (2.10) will reduce to hSS
(t) as below,

hSS
(t) = α0(t)δ(t) + R1(t)

︸ ︷︷ ︸

GROUP1

+R′
II+1(t) +R′

II+2(t) + ...+R′
I(t)

︸ ︷︷ ︸

GROUP2

+R′
JJ+1(t) +R′

JJ+2(t) + ...+R′
J(t)

︸ ︷︷ ︸

GROUP4

+RJ+1(t) +RJ+2(t) + ...RL−1(t)
︸ ︷︷ ︸

GROUP5

. (2.11)
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The CIR in a close to a rough surface for long, short, and medium range transmission can be

expressed as hSRS/L
(t), hSRS/S

(t), and hSRS/M
(t) respectively. The expressions for these are

derived from (2.11). In a long range close to rough surface transmission, the sub-eigen paths

due to scatter are negligible and hence may result in GROUP2 and GROUP4 of (2.11) to be

empty. Surface reflected dominant paths may dominate over the surface scattered sub-eigen

paths. Let R′′
1(t) denote the combination of surface reflected dominant path and negligible

sub-eigen scatters. There may be horizontal variation of sound speed resulting in scatter

and/or dominant paths due to refraction. Even though some reflection and scatters may

occur due to objects in the medium, in a long range these may/may not be negligible. Hence

GROUP5 may not be empty. Using (2.11), the CIR for transmission can be written as,

hSRS/L
(t) = α0(t)δ(t) + R′′

1(t)
︸ ︷︷ ︸

GROUP1

+RJ+1(t) +RJ+2(t) + ...RL−1(t)
︸ ︷︷ ︸

GROUP5

. (2.12)

In a short range close to rough surface transmission, surface scattered sub-eigen paths will be

dominating. Therefore, GROUP2 and GROUP4 will not be empty. Due to short range there

may not be horizontal sound velocity variation but the presence of other objects in the water

may result in reflection and scatters. If the range is short, the reflection/scatter on objects in

the medium may be significant. Therefore, GROUP5 may not be empty. The resulting CIR,

hSRS/S
(t) will be as same as (2.11) with R1(t) having more dominant sub-eigen paths. In a

medium range transmission, there may be dominant paths due to reflection and sub-eigen

paths due to scatter. If the range is medium, the reflection/scatter on objects in the medium

may be significant. The CIR of such a channel, hSRS/M
(t) will be as same as (2.11).

• Shallow Channel Close to Smooth Surface: In case of smooth surface, there will be no sub-

eigen paths due to scatters on surface or bottom. Hence when the bottom is far away from

the surface, ideally, GROUP2 and GROUP4 will be empty. For medium range transmis-

20



sion, (2.11) can be expressed as,

hSSS/M
(t) = α0(t)δ(t) + R′′′

1 (t)
︸ ︷︷ ︸

GROUP1

+RJ+1(t) +RJ+2(t) + ...RL−1(t)
︸ ︷︷ ︸

GROUP5

, (2.13)

where R′′′
1 denotes surface only reflected dominant path without any sub-eigen paths. Equa-

tion (2.13) also represents short range and long range close to smooth surface channels.

• Shallow Channel Close to Rough Bottom: Similar to channels close to the surface, a close to

rough bottom channel can be expressed as (2.10). If the surface is far away from the bottom,

ideally, the surface reflected dominant paths will disappear due to higher loss and/or due to

delay in arriving and (2.10) will reduce to hSB
(t) as shown in (2.14). Variable R′

Bindex(t)

denotes the combination of sub-eigen scatters generated only from the bottom corresponding

to each negligible surface/bottom reflected dominant path.

hSB
(t) = α0(t)δ(t) +R′

BII+1(t) +R′
BII+2(t) + ...+R′

BI(t)
︸ ︷︷ ︸

GROUP2

RJJ(t)
︸ ︷︷ ︸

GROUP3

+R′
BJJ+1(t) +R′

BJJ+2(t) + ...+R′
BJ(t)

︸ ︷︷ ︸

GROUP4

+RJ+1(t) +RJ+2(t) + ...RL−1(t)
︸ ︷︷ ︸

GROUP5

. (2.14)

The CIR in a close to a rough bottom for long, short, and medium range transmission can

be expressed as hSRB/L
, hSRB/S

, and hSRB/M
respectively. In a close to rough bottom shallow

channel, in addition to bottom reflection, different bottom composition may produce refracted

scatters in GROUP2, GROUP3 and GROUP4.In long range transmissions, these scatters may

not have significant contribution and so, GROUP2 and GROUP4 may be empty. Then (2.14)

becomes,

hSRB/L
(t) = α0(t)δ(t) + R′′

JJ(t)
︸ ︷︷ ︸

GROUP3

+RJ+1(t) +RJ+2(t) + ...RL−1(t)
︸ ︷︷ ︸

GROUP5

, (2.15)
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where R′′
JJ(t) denotes combination of bottom reflected dominant path and negligible sub-eigen

scatters. Different marine life and other objects on the ocean floor may produce scatters due

to reflection and refraction. In long range transmission these scatters may not be significant

but in short and medium range transmission, these scatters may be dominant. In short and

medium range transmissions, strong bottom reflected/refracted scatters may also be domi-

nant. Therefore, short range close to rough bottom transmission, can be expressed as (2.14),

denoted by hSRB/S
(t), where RJJ(t) will contain more dominant sub-eigen paths. A medium

range close to rough bottom transmission can also be expressed as (2.14), and denoted by

hSRB/M
(t).

• Shallow Channel Close to Smooth Bottom: In case of smooth bottom, there will be no

sub-eigen paths due to scatters on the bottom. Hence for medium range transmission, (2.14)

can be expressed as,

hSSB/M
(t) = α0(t)δ(t) + R′′′

JJ(t)
︸ ︷︷ ︸

GROUP3

+RJ+1(t) +RJ+2(t) + ...RL−1(t)
︸ ︷︷ ︸

GROUP5

, (2.16)

where R′′′
JJ(t) denotes bottom only reflected dominant path without any sub-eigen paths.

Equation (2.16) also represents short range and long range close to smooth bottom channels

denoted by hSSB/S
(t) and hSSB/L

(t) respectively.

2.3.1.2 Deep Channel Representation According to Environment

If only path loss is considered, in a deep channel, each multipath will go through path

loss given by [15] and will arrive at various delays. In a deep channel, when the sound velocity

is not constant, the first group of multipaths represents the steepest paths, the second group

represents grazing paths for isothermal channel or axis paths for SOFAR channel, and the third
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group represents bottom reflected multipaths [15]. These paths are presented below as,

hD(t) =

ID∑

iD=1

[

αiD(t)δ(t− τiD) +

MDiD
−1

∑

mDiD
=2

αiDmDiD
(t)δ(t− τiD)

]

︸ ︷︷ ︸

GROUP1

+

JD∑

jD=ID+1

[

αjD(t)δ(t− τjD) +

PDjD
−1

∑

pDjD
=2

αjDpDjD
(t)δ(t− τjD)

]

︸ ︷︷ ︸

GROUP2

+

LD−1
∑

kD=JD+1

[

αkD(t)δ(t− τkD) +

QDkD
−1

∑

qDkD
=2

αkDqDkD
(t)δ(t− τkD)

]

︸ ︷︷ ︸

GROUP3

. (2.17)

Although (2.17) considers both eigen and sub-eigen components, the existence of a fewer number of

scatters in a deep channel may only cause dominant eigen components to exist. The deep channel

can be broadly categorized into SOFAR and other types of deep channels.

• SOFAR Channel: The CIR in a SOFAR channel for long, medium, and short range transmis-

sion can be derived from (2.17). For long, medium, and short range transmission, not close to

surface or bottom, the scatters may be insignificant resulting in only dominant components

as below,

hDSOF/L,M,S
(t) =

ID∑

iD=1

[

αiD(t)δ(t− τiD)
]

︸ ︷︷ ︸

GROUP1

+

JD∑

jD=ID+1

[

αjD(t)δ(t− τjD)
]

︸ ︷︷ ︸

GROUP2

+

LD−1
∑

kD=JD+1

[

αkD(t)δ(t− τkD)
]

︸ ︷︷ ︸

GROUP3

. (2.18)
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However, for SOFAR channels close to surface or bottom, there may be some significant

scatters that would result in (2.17). In both cases, GROUP1 denotes the steepest paths,

GROUP2 denotes the axis paths, and GROUP3 denotes the bottom reflected paths.

• Other Deep Channels, Isothermal Deep Channel: The CIR in isothermal channels for long,

medium, and short range transmission can be expressed as hDISO/L,M,S
(t). For long, medium,

and short range transmission, not close to surface or bottom, the scatters may be insignificant

resulting in mostly dominant eigen paths similar to (2.18). For channels close to surface or

bottom, the presence of significant scatters may result in an equation similar to (2.17). The

first group of paths denote the steepest paths, the second one grazing paths, and the third

one denotes the bottom reflected paths.

2.3.2 Fading Characteristics, Probability Distribution, Relationship between Fading

and Channel Parameters for Wide Sense Stationary (WSS) Uncorrelated Tap

Channel

In determining the fading characteristics and probability distribution of various UAC chan-

nels, the following assumptions are made.

• Channel paths are considered at each sample time.

• In the absence of a natural path at any sample, a path is generated by interpolating neigh-

boring paths.

• The symbol period is considered large enough to encapsulate all the significant arrived mul-

tipaths.

After convolving with the channel the received signal, using (2.1), can be expressed as,

r(t) = α0(t)s(t) +
L−1∑

l=1

αl(t)s(t− τl),+n1(t) + n2(t), (2.19)

where the variables s(t), n1(t) and n2(t) denote the transmitted signal, frequency independent and

frequency dependent noise respectively. When each arrived path is i.i.d. Gaussian, the following
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conditions may occur. Case a) When the dominant path to less dominant multipath ratio, which

is denoted by signal to multipath ratio, SMR is less than 1, i.e. SMR ≪ 1 the amplitude of

the envelop of paths follows Rayleigh distribution [10]. Case b) When the eigen path component

dominates, as in the case of direct LOS, SMR≫ 1, and the amplitude of the envelop of the paths

follows Gaussian distribution. Case c) When the dominant path is comparable to the less dominant

paths, such that the dominant path exists as one single large path compared to the less dominant

paths, i.e. SMR h 1 the amplitude of the envelop of the paths follows Rician distribution.

The symbol is sampled at each arrived multipath. Each path at each sample location is a

combination of eigen and sub-eigen paths. At each sample location, these simultaneous paths can

add constructively or destructively. The amplitude of the resultant path at each sample location

can be subjected to one of the three conditions mentioned above resulting in Gaussian, Rayleigh

or Rician fading distribution. Let each sample represent a variable, G, RL, or RC identifying an

amplitude with either Gaussian, Rayleigh, or Rician distribution respectively.

These variables are an indication of the channel environment and are directly related to

the environment parameters. For example, the value of the range parameter (short/medium/long)

and/or depth parameter (close to surface/close to bottom etc.) may determine the variable at each

sample location to be G, RL, or RC.

If the channel delay spread is long and some paths arrive outside of the symbol duration,

those outside paths will also contain combination of dominant and sub-eigen paths resulting in

an amplitude variation, the distribution of which can be presented by a Gaussian, Rayleigh, or

Rician variable according to the channel environment. Fig. 2.4 illustrates the relationship between

the paths, the symbol duration, and the sample time. The bold lines represent dominant eigen

and dashed lines represent sub-eigen paths. Each arrived path within symbol duration and outside

of symbol duration may consist of one dominant and/or one/multiple sub-eigen paths. The re-

ceived signal representation in terms of Gaussian, Rayleigh, or Rician fading, for the UAC channels

described in the last sub-section are given below. The SMR for each path can be expressed as,

SMRPath =
|Eigenpath|

|∑SubEigenPath|
. (2.20)
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Figure 2.4 Channel Paths, Symbol Duration, and Sample Time

Depending on the value of SMRPath of each path, the combination of eigen and sub-eigen compo-

nents will follow Rayleigh, Gaussian, or Rician distribution. If the symbol duration encapsulate all

paths, then,

SMRSymbol =
|LOS|

|∑OtherPath|
. (2.21)

Depending on the value of SMRSymbol, the combination of all paths (each path a combination of

eigen and sub-eigen components) within the symbol duration will follow Rayleigh, Gaussian, or

Rician distribution.

Fading characteristics of the shallow channel will be addressed first below, followed by the

fading characteristics of the deep channel.

2.3.2.1 Fading Characteristics of Shallow Channel

• Shallow Channel Close to Rough Surface: The received signal in a close to a rough surface

for long, short, and medium range transmission can be expressed as rSRS/L
(t), rSRS/S

(t), and
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rSRS/M
(t) respectively. Using (2.12), in long range transmission,

rSRS/L
(t) = G0 +

[

RC ′′
1 (t)

︸ ︷︷ ︸

Rician(GROUP1)

]

+
[

RCJ+1(t) +RCJ+2(t) + ...RCL−1(t)
︸ ︷︷ ︸

Rician(GROUP5)

]

n1(t) + n2(t), (2.22)

where RC ′′
1 (t) represents the Rician envelop corresponding to surface reflected dominant

path and sub-eigen paths. Each of RCJs represent a Rician envelop corresponding to scat-

ter/dominant paths due to refraction from sound speed variation and/or reflection/refraction

or scatter on objects in the medium. The surface reflected path will produce Rician fading

if the scatters are not negligible otherwise it will produce Gaussian fading. In a short range

transmission, using (2.11), the received signal can be expressed as,

rSRS/S
(t) = G0 +

[

RL1(t)
︸ ︷︷ ︸

Rayleigh(GROUP1)

]

+
[

RL′
II+1(t) +RL′

II+2(t) + ...+ ...+RL′
I(t)

︸ ︷︷ ︸

Rayleigh(GROUP2)

]

+
[

RL′
JJ+1(t) +RL′

JJ+2(t) + ...+RL′
J(t)

︸ ︷︷ ︸

Rayleigh(GROUP4)

]

+
[

RLJ+1(t) +RLJ+2(t) + ...RLL−1(t)
︸ ︷︷ ︸

Rayleigh(GROUP5)

]

+n1(t) + n2(t), (2.23)

where RL1(t) represents the Rayleigh envelop corresponding to surface reflected path and

dominant scattered sub-eigen paths. The RL′
IIs and RL′

JJs represent Rayleigh envelop

of combination of surface scattered sub-eigen paths corresponding to each negligible sur-

face/bottom reflected (first reflection on surface for GROUP2 and first reflection on bot-

tom for GROUP4) dominant path. Each of RLJs represent a Rayleigh envelop correspond-

ing to scatter/dominant paths due to refraction from sound speed variation and/or reflec-

27



tion/refraction/scatter on objects in the medium. In a medium range, paths in GROUP5 will

result in some Rician variables and some Rayleigh variables. Therefore, using (2.11),

rSRS/M
(t) = G0 +

[

RC1(t)
︸ ︷︷ ︸

Rician(GROUP1)

]

+
[

RL′
II+1(t) +RL′

II+2(t) + ...+RL′
I(t)

︸ ︷︷ ︸

Rayleigh(GROUP2)

]

+
[

RL′
JJ+1(t) +RL′

JJ+2(t) + ...+RL′
J(t)

︸ ︷︷ ︸

Rayleigh(GROUP4)

]

+
[

RCJ+1(t) +RCJ+2(t) + ...RCJ+J ′(t)
︸ ︷︷ ︸

Rician(GROUP5)

+[RLJ ′+1(t) +RLJ ′+2(t) + ...RLL−1(t)
︸ ︷︷ ︸

Rayleigh(GROUP5)

]

+n1(t) + n2(t), (2.24)

where RC1(t) represents the Rician envelop of dominant surface reflected path and sub-eigen

scatters.

• Shallow Channel Close to Smooth Surface: In case of smooth surface, the received signal

in long, short, and in medium range can be denoted as, rSSS/L
(t), rSSS/S

(t), and rSSS/M
(t)

respectively. The equations for long, short, and medium range will be same and using (2.13)

can be expressed as,

rSSS/L,M,S
(t) = G0 +

[

G′′′
1 (t)

︸ ︷︷ ︸

Gaussian(GROUP1)

]

+
[

GJ+1(t) +GJ+2(t) + ...GL−1(t)
︸ ︷︷ ︸

Gaussian(GROUP5)

]

+ n1(t) + n2(t), (2.25)

where G′′′ denotes the Gaussian variable corresponding to surface only reflected dominant

path without any sub-eigen paths. The variable, GJs denote Gaussian variables representing

dominant paths due to refraction from sound speed variation and/or reflection/refraction on

objects in the medium.
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• Shallow Channel Close to Rough Bottom: The received signal in a close to a rough bottom

for long, short, and medium range transmission can be expressed as rSRB/L
, rSRB/S

, and

rSRB/M
respectively. In a long range transmission, the bottom reflected/refracted paths will

produce Rician fading, if the scatters are not negligible otherwise it will produce Gaussian

fading. Therefore, using (2.15),

rSRB/L
(t) = G0 +

[

RC ′′
JJ(t)

︸ ︷︷ ︸

Rician(GROUP3)

]

+
[

RCJ+1(t) +RCJ+2(t) + ...RCL−1(t)
︸ ︷︷ ︸

Rician(GROUP5)

]

+n1(t) + n2(t), (2.26)

where RC ′′
JJ represents the Rician envelop corresponding to bottom reflected dominant path

and negligible sub-eigen scatters. Using (2.14),

rSRB/S
(t) = G0 +

[

RL′
BII+1(t) +RL′

BII+2(t) + ...+RL′
BI(t)

︸ ︷︷ ︸

Rayleigh(GROUP2)

]

+
[

RLJJ(t)
︸ ︷︷ ︸

Rayleigh(GROUP3)

]

+
[

RL′
BJJ+1(t) +RL′

BJJ+2(t) + ...+RL′
BJ(t)

︸ ︷︷ ︸

Rayleigh(GROUP4)

]

+
[

RLJ+1(t) +RLJ+2(t) + ...RLL−1(t)
︸ ︷︷ ︸

Rayleigh(GROUP5)

]

+n1(t) + n2(t), (2.27)

where RL′
BIIs and RL

′
BJJs represent Rayleigh envelops of combination of bottom scattered

sub-eigen paths corresponding to each negligible surface/bottom reflected path (first reflection

on surface for GROUP2 and first reflection on bottom for GROUP4). In a medium range,

paths in GROUP5 will result in some Rician variables and some Rayleigh variables. Therefore,
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using (2.14)

rSRB/M
(t) = G0 +

[

RL′
BII+1(t) +RL′

BII+2(t) + ...+RL′
BI(t)

︸ ︷︷ ︸

Rayleigh(GROUP2

]

+ RCJJ(t)
︸ ︷︷ ︸

Rician(GROUP3)

+
[

RL′
BJJ+1(t) + ...+RL′

BJ(t)
︸ ︷︷ ︸

Rayleigh(GROUP4)

]

+
[

RCJ+1(t) +RCJ+2(t) + ...RCJ+J ′(t)
︸ ︷︷ ︸

Rician(GROUP5)

+RLJ ′+1(t) +RLJ ′+2(t) + ...RLL−1(t)
︸ ︷︷ ︸

Rayleigh(GROUP5)

]

+n1(t) + n2(t), (2.28)

where RCJJ(t) represents the Rician variable corresponding to the bottom reflected dominant

path and sub-eigen scatters.

• Shallow Channel Close to Smooth Bottom: In case of smooth bottom, the equations can be

expressed as rSSB/L
, rSSB/S

, and rSSB/M
. Expressions for short, medium, and long range will

be same and using (2.16) can be expressed as,

rSSB/S
(t) = G0 +

[

G′′′
JJ(t)

︸ ︷︷ ︸

Gaussian(GROUP3)

]

+
[

GJ+1(t) +GJ+2(t) + ...GL−1(t)
︸ ︷︷ ︸

Gaussian(GROUP5)

]

+ n1(t) + n2(t), (2.29)

where G′′′
JJ represents the Gaussian variable corresponding to bottom reflected dominant path.

• Shallow Channel in between Surface and Bottom: The received signal in an environment

between surface and bottom will be affected by both surface and the bottom. The type of

channel for long, short, and medium range transmission can be expressed as rSBET/L
, rSBET/S

,

and rSBET/M
respectively. The equation for rSBET/L

can be expressed as a combination of

rSSS/L
and rSSB/L

, when both surface and the bottom are smooth. If either or both are

rough, the equations can be modified to include more scatters. Similarly, rSBET/S
will be a
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Figure 2.5 Shallow Channel, (a) Long Range, High Depth, Low Frequency Rician Zone, (b) Short
Range, Low Depth, High Frequency Rayleigh Zone

combination of rSSS/S
and rSSB/S

and rSBET/M
will be a combination of rSSS/M

and rSSB/M
.

Rough surface/bottom will add scatters and equations will change accordingly. In a clear,

unobstructed channel, the increase of transmission range and water column depth will produce

dominant components. If the transmission is close to surface/bottom or there are smaller

objects in the water, the resulting scatters combined with the dominant component may

produce Rician fading. With farther increase of range and depth, scattering effect may be

minimal and the Rician may become Gaussian only fading. In a clear, unobstructed short

range and low water column depth channels, there will be dominant components. But due to

the closeness of the two boundaries, and the shorter range to travel, the scattering components

will be significant and the scatters will be comparable to the dominant components, resulting

in Rayleigh fading. Fig. 2.5 illustrates this characteristics.

2.3.2.2 Fading Characteristics in Deep Channel

Deep channel transmission will result in Gaussian fading due to the presence of noise, if

the transmission happens far from surface/bottom boundaries, and the objects in the transmission
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Table 2.2 Self and Ambient Noise in UAC

Self Noise Machinery
Noise

Flow Noise Cavitation

Pumps, re-
duction gears,
power plant,
etc.

Relative mo-
tion between
object and the
water

Bubble col-
lapse

Ambient Noise Hydrodynamic Seismic Biological Ocean Traffic

Movement of
water

Movement of
earth

Marine life Other boats

path are scarce. If however, the deep channel is close to surface/bottom, the fading characteristics

of close to surface, close to bottom or in between channels may apply.

2.3.3 Frequency Dependent and Independent Noise

Table 2.2 presents the possible noise in UAC channel. Some of these noise is frequency

independent and can be considered under, n1(t) as Additive White Gaussian Noise (AWGN) with

zero mean and normal distribution. However, some of the noise in Table 2.2 can be frequency

dependent, and if the operating transmission frequency is as same as the frequencies of any of these

noise sources, the transmitted signal will be affected. Frequency dependent noise is included under

n2(t).

2.3.4 Fading Characteristics, Distribution, Relationship between Fading and Channel

Parameters for Quasi-stationary Channels

In UAC channel, wide sense stationary (WSS) assumption is not always true [11], [13], [12].

When the transmitter and the receiver or their platforms are moving, the various taps can be

correlated at different delays. There are different approaches to address non-WSS channels. One

method is to consider the channel as quasi-WSS, i.e. the channel is WSS within a certain time

and band of frequency. Another way of dealing with non-WSS is to define time and frequency

dependent scattering functions [12]. In this chapter, the channels considered are WSS.
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2.4 SNR Analysis

From the equations (2.22) through (2.29), it can be concluded that the received signal in

any underwater environment of Fig. 2.1 is a summation/combination of Gaussian random variables

(RV), Rician RVs, and Rayleigh RVs. Let the summation of Gaussian RVs, Rician RVs, and

Rayleigh RVs be denoted as GSUM , RSUM , and RLSUM respectively. Therefore, the pdf of the

received signal will be equal to the pdf of an RV that is a summation of GSUM , RSUM , and RLSUM

or any combination of them. If the RV representing the received signal is denoted by RVREC , then

RVREC = GSUM +RSUM +RLSUM (2.30)

Although RVREC is expressed in (2.30) as summation of Gaussian, Rayleigh, or Rician

variables, RVREC represents the resultant after the vectorial addition of all paths within symbol

duration. Since every path is an i.i.d. Gaussian, the resultant amplitude, i.e. |RVREC | will follow

any one of Gaussian, Rayleigh or Rician distributions. Rician fading is governed by two parameters,

K, and Ω, which can be expressed as,

K =
Pd

∑LL−1
pi=1 Ppi

, (2.31)

Ω = Pd +
LL−1∑

pi=1

Ppi, (2.32)

where Pd represents the power of the dominant path, and Ppi, the power of each less dominant path.

Clearly, when the power of any path is determined by the transmission loss in (2.6) and by the

equation for α, the path powers will depend on R, H, and f . According to the UAC environment,

R, H, f will vary resulting in different values ofK and Ω. WhenK h 0 or K ≪ 1 , the denominator

or the sum of powers of less dominant paths will be greater than the power of the dominant path,

the received signal will follow Rayleigh fading. For K ≥ 1, the received signal will follow Rician

statistics. For K ≫ 1, the signal will follow Gaussian statistics. The signal to noise ratio (SNR)
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can be expressed as,

SNR =
SignalPower

NoisePower
(2.33)

=
|∑Path|2
NoisePower

.

Let the AWGN noise variance and the frequency dependent noise variance be denoted as, σ2 and

Notr respectively. Therefore, (2.33) can be expressed as,

SNR =
(|RVREC |)2
σ2 +Notr

(2.34)

or using (2.19)

SNR =
(|∑L−1

l=0 αl(t)s(t− τl)|)2
σ2 +Notr

. (2.35)

The eigen and sub-eigen paths will vary in different environments. Hence the SNR will vary

according to each environment. The numerator of (2.35) will be the square of Rayleigh or Rice or

Gaussian variable and the denominator will be the summation of Gaussian variance and variance

of noise component, Notr. The square of Rayleigh variable gives exponential distribution and the

square of Rician variable gives non-chi square distribution and hence can be expressed as, RVEXP

and RVCHI respectively. Therefore, when RVREC is a Rayleigh or Rician variable, SNR can be

expressed as SNREXP and SNRCHI respectively as shown below.

SNREXP =
RVEXP

(σ2 +Notr)
, (2.36)

SNRCHI =
RVCHI

(σ2 +Notr)
, (2.37)

where the mean and the variance of the above SNR will be as follows,

µEXP =
RVEXP

(σ2 +Notr)
, σ2EXP =

V AR(RVEXP )

(σ2 +Notr)2
(2.38)

µCHI =
RVCHI

(σ2 +Notr)
, σ2CHI =

V AR(RVCHI)

(σ2 +Notr)2
(2.39)
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Table 2.3 Depth, Transmission Distance, Transmitter and Receiver Depth for Shallow Long,
Medium, and Short Range Channels

Depth
(m)

Distance
(m)

Transmitter
Depth
(m)

Receiver
Depth
(m)

Channel Type Frequency
(kHz)

995 995 Long, Close to
bottom

1

1000 10000 5 5 Long, Close to
surface

1

5 995 Long, In be-
tween

1

95 95 Medium, Close
to bottom

10

100 1000 5 4 Medium, Close
to surface

10

5 95 Medium, In
between

10

8.5 8.5 Short, Close to
bottom

100

9 90 1 1 Short, Close to
surface

100

1 8.5 Short, In be-
tween

100

Using the values of exponential mean and variance and non-central chi-square mean and variance,

equations (2.38) and (2.39) become,

µEXP =
λ−1

(σ2 +Notr)
, σ2EXP =

λ−2

(σ2 +Notr)2
(2.40)

µCHI =
(K ′ + λ)

(σ2 +Notr)
, σ2CHI =

2(K ′ + 2λ)

(σ2 +Notr)2
, (2.41)

where K ′ > 0 represents the degrees of freedom, and λ > 0 represents the rate in the first equation

and non-centrality parameter in the second equation.
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2.5 Benefits of Channel Classification and Selection of Channels

In this section, first, the benefits of channel classification will be provided briefly and second,

selection of channels will be discussed. It is beneficial to classify the UAC channels according to

their environments. Once the UAC environments are determined, the appropriate channel repre-

sentation can be used. In shallow channel environments, close to surface channel may have line of

sight path (if both the transmitter and receiver are in sight of each other) arriving first, followed by

one time surface reflected path, then one time bottom reflected path, followed by bottom-surface

one time reflected path, surface-bottom one time reflected paths, followed by other multiple re-

flected paths. In close to bottom channel, the paths will be in the order of LOS, bottom reflected,

surface reflected, bottom-surface one time reflected path, surface-bottom reflected path followed

by other multiple reflected paths. In in-between channels, if the difference |zs − zr| is small the

order of the paths will be LOS, surface, bottom, surface-bottom one time reflected, bottom-surface

one time reflected path followed by multiple reflected paths. If the difference |zs − zr| is large, the

paths will be LOS, surface, bottom, bottom-surface, surface-bottom followed by rest of the multiple

reflected paths. Once the channel environment and hence the path origins are identified, it may be

easier to retrieve the signal information. For example, a surface only reflected path will be affected

by surface wave and other surface agitations. Knowledge of path origin will allow applying noise

cancellation and small scale fading compensation techniques suited for surface boundary agitation.

The UAC channels can be affected by geographical location of communication (longi-

tude/latitude), transmitter and receiver distances from the surface and the bottom boundaries;

water column height; transmission range; frequency; sound velocity, the water environment etc.

Channel parameters unique to each UAC environment is used to differentiate each environment

and its corresponding channel equations. For example, the longitude/latitude of location, time

of year or season, wind velocity will determine the roughness of the sea surface. Knowing these

parameters in addition to the transceiver depth from surface will determine if the channel is close

to rough or smooth surface. Once rough surface is identified, scatters due to rough surface may be

taken into account, and the channel equations corresponding to close to rough surface environment

may be utilized.
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The Cognitive Intelligence (CI) can sense channel environment parameters and map them

to accurate UAC channel environment according to parameter values [4]. Once the UAC channel

environment is determined, the UAC channel environment can be mapped [5] onto any one of the

appropriate channel representations that were presented in the previous sections.

In an event, when the channel database does not contain an exact match of a UAC envi-

ronment, CI can choose a channel representation that fits closest to the UAC environment. This

may happen when a significant number of channel parameters and/or parameter values defining the

specific UAC environment differ from a known UAC environment in the database. For example,

the depth value in a new UAC environment may be larger than the depth threshold for close to

surface environment in the database, the temperature and the location in the world may indicate

the new environment to be in between the surface and the bottom. But the type of ocean traffic

and the type of marine life concentration may indicate the new UAC environment to be a close

to surface channel environment. In such a case, depending on the deviation of parameter values

of the new UAC environment from the thresholds of parameter values of a known UAC environ-

ment in the channel database, the in between surface and bottom environment may be selected.

Correspondingly, the channel representation for in between surface and bottom can be chosen for

communication.

2.6 Simulation Results of UAC Channels

The simulation is carried out using the parameters in Table 2.3, MATLAB, and the Bellhop

model [16] used and provided by the AcTUP software module [17]. The range to depth ratio

can define an underwater channel to be shallow or deep. A range to depth ratio of 10:1 may

define a channel as shallow [18] and the transmission can be considered horizontal. The range of

transmission can define a channel to be short, medium, or long. A long range channel over several

tens of kilometers is limited to a few kHz; a medium-range channel over several kilometers has a

bandwidth in the order of tens of kHz, while a short range channel over several tens of meters may

have hundreds of kHz [2] available.
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First, the simulation results of the channel impulse response are presented. Second, the

results of the fading characteristics of various channels are presented.

2.6.1 Channel Impulse Response in Different UAC Environments

• Shallow Channel (Constant Sound Velocity), Smooth Surface and Bottom: In a shallow

in between surface and bottom channel environment, when the boundaries are smooth, the

CIR will contain paths from surface only reflection, multiple surface bottom reflections,

bottom only reflection, multiple bottom surface reflections, and paths due to other reflec-

tions/refractions/scatters from in between objects as in (2.10). The CIR of in between chan-

nels in Fig. 2.8, 2.11, and 2.14 contain all these groups of paths. Fig. 2.6, 2.9, and 2.12

illustrate close to smooth surface channels. If the paths reflected from the bottom are weak,

they can be neglected. Fig. 2.7, 2.10, and 2.13 illustrate close to smooth bottom channels. If

the paths reflected on the surface are weak, they can be neglected. In close to surface smooth

channels, the values of source depth, zs and receiver depth, zr will be smaller compared to

water column height, H or transmission range, D. When both H and D are small, in case of

short range, the paths LOS, surface only, bottom only, bottom-surface, surface-bottom, paths

will be more distinctly apart from each other. If D is high as in long range channels, the above

paths will arrive close to each other and will be less distinct. For short and medium range,

if H is higher, multiple boundary reflected paths will be grouped together and will almost

overlap. For example, paths resulting from 2H will be grouped together, 3H will be grouped

together (using (2.4)). Equations, (2.4) and (2.6) are used to generate delay and transmission

loss amplitudes of Fig. 2.15, where a) Depth 9m, distance 90m, transmitter depth 1m, receiver

depth 1m, frequency 100kHz (b) Depth 100m, distance 1000m, transmitter depth 5m, receiver

depth 4m,frequency 10kHz, and (c) Depth 1000m, distance 10000m, transmitter depth 5m,

receiver depth 5m, frequency 1kHz. In this figure, only the LOS, surface only, bottom only,

bottom-surface, and surface-bottom paths are displayed. For short range channel (a), D is

small and H is small, hence the LOS and surface only paths are distinct. For medium (b)

and long (c) range channels, both D and H are high and these two paths almost overlap each
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other. Paths interacting with the bottom boundary arrive later but these paths are close to

the LOS and surface only reflected paths in terms of loss and delay and hence cannot be

neglected. If zs and zr are small enough and H and D are large enough, the paths interacting

with the bottom will have larger delay and loss and hence can be neglected as seen in equa-

tions (2.13). In a short range, shallow, close to smooth surface channels, as in Fig. 2.6, the

paths are more spread out at each delay i.e. at each delay, neighboring paths arrive without

overlapping. In Fig. 2.8, short range, in between surface and bottom channel, the paths are

less spread out compared to close to surface case. In a close to bottom channel, as in Fig. 2.7,

the paths are least spread out among the three short range channels. Compared to the short

range channels, the medium range channel paths are much less spread out and are almost

overlapping, and are arriving as an overlapped bundle at each delay. This can be observed in

Fig. 2.9 through Fig. 2.11. In long range channels, the neighboring paths completely overlap

each other. As a result, at each delay, there is only one path instead of spreading of paths.

Fig. 2.12 through Fig. 2.14 illustrate this. In the shallow channel environments presented

above, the paths in different groups arrive very close to each other. Because of this reason,

the paths in different groups are not separately shown in the figures.

• Shallow Channel (Constant Sound Velocity), Rough Surface and Bottom: If the bottom or

the surface varies in shallow channels, the power delay profile varies drastically, where only a

few paths arrive at the receiver at different delays and at different power levels. For a varying

surface, the number of paths, their amplitudes, and delays in Fig. 2.6, 2.9, and 2.12 will vary.

This variation will be more prominent in short and medium range channels. For a varying

bottom, the number of paths, their amplitudes, and delays in Fig. 2.7, 2.10, and 2.13 will

vary. This variation will be more prominent in short and medium range channels.

• Deep Channel Simulation (Varying Sound Velocity Profile): Sound velocity will vary in a

deep channel. Considering a variable sound velocity profile simulation can be carried out in

SOFAR and other deep channels. Simulation results will be similar to that of the shallow

channel figures as presented above. Because of high depth and long range that characterize
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the deep channels, there will be high loss associated with each path arriving at very long

delays.

2.6.2 Fading Characteristics of WSS Uncorrelated Tap Channel

In Fig. 2.16, the power (power calculated in terms of path loss) ratios of direct path to other

paths, in various ranges, in shallow water close to bottom channels are illustrated. The power values

are taken from Fig. 2.7, 2.10, and 2.13. All the arrived paths are considered. In medium and long

range channels, the ratio is greater than 1 at all three distances, indicating Rician or Gaussian

fading. At 6000 meter in long range and at 600 m in medium range, it is Gaussian fading. At

3000m in long range and at 200m in medium range, it is also Gaussian fading. At longer distances,

the direct path loses power significantly and becomes comparable to the less dominant paths. Hence

at 1000m in medium and at 10000m in long range channels, it becomes Rician fading. In short

range channels, the indirect paths have significant power and hence results in mostly Rayleigh

fading at all three distances.

2.7 Measurement Results

This section presents the setup and results of underwater acoustic communication channel

measurement carried out at University of South Florida, St. Petersburg, FL campus.

2.7.1 Measurement Setup

The measurement is conducted in an indoor tank in Marine Science laboratory, University of

South Florida, St. Petersburg, FL. The tank inner dimension is of length 2.38m, width 1.16m, and

water surface to bottom depth of 0.88m. The tank is made up of nylon material. The tank water

temperature and salinity measured is 68.9◦F and 30.80 respectively. Two RESON transducers are

used to transmit and receive the signal while a signal generator generates the transmitted signal

and an oscilloscope is used to record the transmitted and received signals. The transducers are 18

degrees conical directional transducers with operating resonant frequency of 200 KHz, operating

bandwidth of 40 KHz, and with maximum power level of 50 Watt or 47 dB. The voltage and

frequency range of the signal generator is 32V peak to peak and 50MHz respectively. The range of

40



the oscilloscope is 100V per division with probe on the Y axis and 100µsec per division on the X

axis. Figures 2.17, 2.18, 2.19, 2.20, and 2.21 illustrate the tank, the transducers, salinity instrument,

signal generator, and oscilloscope. The transducer transmits signal at 200kHz with peak to peak

voltage of 20V. Fig. 2.22 (a) presents the measurement configuration by varying the depth of the

transducers between the water surface and bottom. In this figure one transducer position is shown,

the other transducer will have identical position variation on the opposite side. Both transducers

are placed at the mid length position of the longer side of the tank wall. The transducers are 1.16m

from each other. Position A denotes the placement of the transducers 1 inch from water surface,

facing each other, and adjacent to the tank walls along the length of the tank. Position B denotes

the placement of the transducers mid point between surface and bottom of the tank, facing each

other, and adjacent to the tank wall along the length of the tank. Position C denotes the placement

of the transducers 1 inch from the bottom of the tank, facing each other, and adjacent to the tank

wall along the length of the tank.

Fig. 2.22 (b) presents the measurement configuration by varying the range of the transducers

along the longer side of the tank walls. In this figure one transducer position is shown, the other

transducer will have identical position variation on the opposite side. Position F denotes the

placement of the transducers at the mid point between surface and bottom, facing each other, and

adjacent to the tank walls along the shorter length of the tank, 2.38m from each other. Position

G denotes the placement of the transducers at the mid point between surface and bottom, facing

each other, and 1.19m from each other and 0.595m away from the shorter wall of the tank. Position

H denotes the placement of the transducers at the mid point between surface and bottom, facing

each other, and 0.595m from each other and 0.8925m away from the shorter wall of the tank.

2.7.2 Measured Results

Figures 2.23, 2.24, 2.25, 2.26, 2.27, and 2.28 illustrate the transmitted and received signal

snapshots from the oscilloscope at corresponding positions of the transducers in Fig. 2.22 under

smooth surface and bottom conditions. The input or transmitted channel on the oscilloscope is

calibrated with 10V per division on the Y axis and the output or received channel is calibrated
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with 20mV per division on the Y axis. The channel analysis in section 2.3 is based on the fact

that the UAC channel is bounded by 2 boundaries, namely the surface and the bottom. However,

the UAC channel in the tank measurement is bounded by 6 boundaries, 4 tank walls in addition

to surface and bottom boundaries. This difference in the channels may contribute to differences in

the CIR between analysis and measured results.

Fig. 2.29 presents the CIR of the transmitted signal, which is a single pulse with a peak to

peak voltage of 20V. The noise in the system contributes to an amplitude of less than .01V. Fig. 2.30,

2.31, and 2.32 present the CIR of the received signal at position A, B, and C respectively. When the

communication channel is close to either of the two boundaries (positions A and C), the received

signal strength is higher compared to the signal from in between surface and bottom channel

(position B). For close to surface and close to bottom channels, the reflected and/or scattered

paths from the surface and bottom respectively propagate shorter paths that contribute to stronger

arrived paths. In addition for these two types of channels, reflected and/or scattered paths from

the opposite boundaries travel longer paths losing strength when arrived at the receiver. Therefore,

there is a significant difference in earlier and latter paths in the CIR of these two types of channels.

Between positions A and C, when the channel is close to the bottom boundary, the received signal

is subjected to diffraction and absorption by the bottom surface of the tank resulting in lower

received signal strength compared to close to surface scenario. For the in between surface and

bottom channel, paths reflected/scattered on both boundaries travel longer paths compared to

channels in positions A or C resulting in lower similar amplitude signal strength in most of the

arrived paths. It may be noted that because of the transducer positions adjacent to the walls, some

paths are absorbed, diffracted by the tank walls.

Fig. 2.33, 2.34, and 2.35 present the CIR of the received signal at position F, G, and H

respectively. In the longest range, position F, the signal is indistinguishable from the surrounding

noise. In position G, medium range, the received signal strength is still at the noise level. However,

in position H, short range, the signal strength is high and the CIR is clearly distinguishable. Since

compared to all other positions, at H, the transducers are closest to each other in range, the paths

arrive earlier compared to other scenarios. Additionally even though it is a short range in between
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Figure 2.6 Transmission Loss/amplitude at Various Delays and Ranges, Short, Close to Surface,
Shallow Smooth Surface and Bottom, Depth 9m, Distance 90m, Frequency 100kHz

surface and bottom channel, the paths are stronger compared to position B. This is due to the fact

that the short range makes the surface and/or bottom reflected/scattered paths to travel shorter

distance.

2.8 Conclusion and Future Research of UAC Channel Representation

Once the UAC environments are determined from the channel parameters, the channel rep-

resentations can be derived according to the environments. In this chapter, a high level classification

of the UAC channel environments are presented and channel representations are proposed, which

are derived according to the classified UAC environments. The channel analysis is shown in terms

of channel impulse response equations and fading characteristics of the received signals. As part of

future research, classification and channel representation of non-WSS channels and correlated taps

can be considered.
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Figure 2.7 Transmission Loss/amplitude at Various Delays and Ranges, Short, Close to Bottom,
Shallow Smooth Surface and Bottom, Depth 9m, Distance 90m, Frequency 100kHz
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Figure 2.8 Transmission Loss/amplitude at Various Delays and Ranges, Short, Between Surface
and Bottom, Shallow Smooth Surface and Bottom, Depth 9m, Distance 90m, Frequency 100kHz
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Figure 2.9 Transmission Loss/amplitude at Various Delays and Ranges, Medium, Close to Surface,
Shallow Smooth Surface and Bottom, Depth 100m, Distance 1000m, Frequency 10kHz
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Figure 2.10 Transmission Loss/amplitude at Various Delays and Ranges, Medium, Close to Bottom,
Shallow Smooth Surface and Bottom, Depth 100m, Distance 1000m, Frequency 10kHz
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Figure 2.11 Transmission Loss/amplitude at Various Delays and Ranges, Medium, Between Surface
and Bottom, Shallow Smooth Surface and Bottom, Depth 100m, Distance 1000m, Frequency 10kHz
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Figure 2.12 Transmission Loss/amplitude at Various Delays and Ranges, Long, Close to Surface,
Shallow Smooth Surface and Bottom, Depth 1000m, Distance 10000m, Frequency 1kHz

46



0 2 4 6 8 10 12
0

1000

2000

3000

4000

5000

6000

7000

8000

9000

10000

Delay (sec)

R
a

n
g

e
 (

m
)

 

 

T
ra

n
sm

is
si

o
n

 lo
ss

 a
lo

n
g

 r
a

y 
(d

B
)

50

60

70

80

90

100

Figure 2.13 Transmission Loss/amplitude at Various Delays and Ranges, Long, Close to Bottom,
Shallow Smooth Surface and Bottom, Depth 1000m, Distance 10000m, Frequency 1kHz
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Figure 2.14 Transmission Loss/amplitude at Various Delays and Ranges, Long, Between Surface
and Bottom, Shallow Smooth Surface and Bottom, Depth 1000m, Distance 10000m, Frequency
1kHz

47



0.059 0.0592 0.0594 0.0596 0.0598 0.06 0.0602 0.0604
0

50

100

T
ra

n
s
m

is
s
io

n
 L

o
s
s
 (

−
d

B
)

6.66 6.68 6.7 6.72 6.74 6.76 6.78 6.8
0

50

100
0.67 0.675 0.68

0

50

100

(a)

(b)

(c)

LOS
Surface only

Bottom only

LOS
Surface only

Bottom only

Bottom−Surface only
Surface−Bottom only

Bottom−Surface only

Surface−Bottom only

Bottom only
Bottom−Surface only
Surface−Bottom only

LOS

Surface only

Figure 2.15 Transmission Loss at Various Delay, Smooth Surface and Bottom Shallow Channel,
Close to Smooth Surface

48



40 50 60 70 80 90

0.7
0.8
0.9

P
o

w
e

r 
R

a
ti
o

: 
D

ir
e

c
t 

P
a

th
 t

o
 O

th
e

r 
P

a
th

s

200 300 400 500 600 700 800 900 1000
0

2

4

3000 4000 5000 6000 7000 8000 9000 10000
0

5

Range
Figure 2.16 Top, Short, Close to Bottom Shallow, Middle, Medium, Close to Bottom Shallow,
Bottom Long Close to Bottom Shallow

Figure 2.17 Measurement Tank

49



Figure 2.18 Transducers

Figure 2.19 Salinity Measuring Instrument

50



Figure 2.20 Signal Generator

Figure 2.21 Oscilloscope
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Figure 2.22 Tank Measurement Configuration

Figure 2.23 In Tank, Position A, Close to Surface
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Figure 2.24 In Tank, Position B, In between Surface and Bottom

Figure 2.25 In Tank, Position C, Close to Bottom
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Figure 2.26 In Tank, Position F, Long Distance, In between Surface and Bottom

Figure 2.27 In Tank, Position G, Medium Distance, In between Surface and Bottom

54



Figure 2.28 In Tank, Position H, Short Distance, In between Surface and Bottom
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Figure 2.29 In Tank, CIR of Source Signal
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Figure 2.30 In Tank, Position A, Received Signal CIR
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Figure 2.31 In Tank, Position B, Received Signal CIR
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Figure 2.32 In Tank, Position C, Received Signal CIR

−500 0 500 1000 1500 2000
−0.02

−0.015

−0.01

−0.005

0

0.005

0.01

0.015

Micro Seconds

V
ol

ts
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Figure 2.34 In Tank, Position G, Received Signal CIR

−200 0 200 400 600 800 1000
−0.025

−0.02

−0.015

−0.01

−0.005

0

0.005

0.01

0.015

0.02

Micro Seconds

V
ol

ts

Figure 2.35 In Tank, Position H, Received Signal CIR
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CHAPTER 3 :

ESTIMATION AND COMPENSATION OF DOPPLER SHIFT IN UAC OFDM
SYSTEMS

Doppler effect 1 causes loss of orthogonality in Orthogonal Frequency Division Multiplexing

(OFDM), which in turn may severely degrade receiver performance. In high data rate underwater

acoustic communication (UAC), the effect of Doppler shift varies considerably over OFDM fre-

quency band. In the past and current UAC OFDM literature [19]- [24], the frequency domain

Doppler shift is presented in terms of path dependent Doppler scale in time domain. This chapter

proposes and presents two algorithms to estimate Doppler scale induced by time variability of the

channel. The performance of these estimation methods is evaluated under varying sampling period,

varying number of channel taps, and varying channels.

3.1 Problem with Varying Doppler Shift in UAC OFDM Systems

In underwater acoustic communication (UAC) channel, Doppler causes significant degrada-

tion in transmission. According to the literature [2], [25], the two Doppler effects, shift and spread,

are caused by two different sources. The Doppler shift is a function of the relative velocity of the

transducers/hydrophones and other objects, variable acoustic velocity, and signal frequencies. The

Doppler spread on the other hand, is primarily caused by the wind speed on the surface waves and

by the internal currents. The total Doppler effect is a combination of Doppler shift and Doppler

spread, where the average Doppler shift is much larger compared to overall Doppler spread [25].

In OFDM systems Doppler causes loss of orthogonality. This in turn may severely degrade

receiver performance. In underwater OFDM, the bandpass frequency is comparable (for example,

in Hz or kHz) to the baseband subcarrier frequencies (for example, in Hz or kHz). In such cases, the

1Part of the this chapter has been published in Proc. IEEE The Military Communicatins Conference,(MILCOM),
San Diego, CA, USA, Nov 2008. Permission is included in Appendix C.
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Figure 3.1 Varying Effect of Doppler Shift over OFDM Subcarriers

individual subcarrier frequency variation from the bandpass frequency is significant. Therefore, the

effect of Doppler shift on OFDM signal will vary over subcarriers. The shift on the kth subcarrier

due to the mth scatterer in baseband OFDM can be expressed as,

FDkm =
vw
cw
fkcosθm , (3.1)

where fk is the kth subcarrier frequency, θm is the scattering angle of the mth scatterer, cw is

the sound speed in water, and vw is the mobile velocity in water. Compared to the narrowband

terrestrial RF, Doppler shift effect in UAC is more severe over OFDM subcarriers. This is primarily

due to, A) Very low acoustic velocity compared to RF velocity, ca i.e. cw << ca) giving rise to high

Doppler shift effect, B) The comparable Doppler amount to the low values of subcarrier frequencies

effect each subcarrier, and C) The variable Doppler shift effect over subcarriers due to low bandpass

frequencies. Fig. 3.1 illustrates the varying effect of Doppler shift over OFDM subcarriers. In this

chapter, two methods of time domain estimation of Doppler scale are proposed. The performance
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of these estimation methods is evaluated under varying sampling period, varying number of channel

taps, and varying channels. The contribution of this chapter are listed below.

• Two Doppler scale estimation methods are proposed to estimate the Doppler scale in time

domain that causes Doppler shift over OFDM subcarriers in frequency domain. In both meth-

ods, at the transmitter, a known reference OFDM symbol is transmitted prior to transmiting

data OFDM symbols. At the receiver, the received reference symbol, which is convolved with

the channel, is cross-correlated at different delays, with the local known symbol, provided by

the receiver that has not been convolved with the channel. The correlation operation deter-

mines the channel tap positions. In the first method, channel tap positions in the absence of

Doppler are assumed known. The tap positions in the presence and in the absence of Doppler

are compared to estimate the Doppler scale. In the second method, the channel tap positions

in the absence of Doppler are unknown and a data OFDM symbol is auto-correlated at the

receiver. The tap positions within the cross correlated reference and auto correlated data

OFDM symbols are compared to determine the Doppler scale. Fig. 3.2 (a) illustrates the first

method and Fig. 3.2 (b) illustrates the second method.

• Analysis of the two methods are derived. Simulation results are provided.

The rest of the chapter is organized as follows. In Section 3.2, a brief literature study is presented

on Doppler effect in underwater acoustic OFDM. In Section 3.3, the proposed algorithms to es-

timate Doppler scale are presented. In Section 3.4, the analysis of Doppler effect is presented.

In Section 3.5, the simulation results are provided for both the algorithms. In Section 3.6, the

concluding remarks are presented.

3.2 Related Work on Doppler Shift in UAC OFDM

In [26], an iterative receiver is proposed to estimate Doppler and channel parameters and

decode in an iterative manner where previous iteration values are used to compute future estima-

tions. In [27], Doppler is treated as carrier frequency offset (CFO) and the CFO is estimated in

an iterative manner. In this chapter, the proposed Doppler scale estimation methods do not treat

61



Figure 3.2 Signal Structure, Doppler Scale Estimation Methods

Doppler as CFO. Doppler scale results from time variability of the UAC channel and therefore,

is not fixed over time. In the proposed methods, no previous estimated values are used in future

estimations.

In [28], an adaptive frequency domain equalizer is utilized in coded OFDM. In [29], over-

sampling is done in frequency domain to mitigate Doppler effect. In this chapter, the proposed

estimation methods conduct the estimation, resampling, and compensation in time domain.

In [30], two ICI mitigation techniques are proposed. In the first method, ICI is explicitly

estimated and in the second, instead of determining ICI values detection is done by adaptive deci-

sion feedback equalization. In [31], a factor graph based equalization method is utilized to mitigate

both ICI and inter block interference (IBI). In this chapter, the proposed Doppler scale estimation

and compensation are conducted in time domain. No ICI values or its components are determined.

In [32], adaptive detection method is proposed in MIMO OFDM signals to compensate

non-uniform Doppler. In [33], a multiband OFDM is utilized to tackle Doppler. In this chapter,

the Doppler scale estimation methods are proposed for single band OFDM systems.
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In [20]- [23] a Doppler rate factor is determined to estimate Doppler and is compensated

in the time domain. Similar to these publications, the two proposed Doppler estimation methods

in this chapter estimate Doppler scale in time domain. However, in the prior publications, two

extra identical OFDM symbols are transmitted prior to transmitting the data OFDM symbols.

At the receiver, these two transmitted symbols are correlated to determine the Doppler scale. In

other cases, a preamble and a postamble are transmitted with the OFDM block. By comparing

the length of the received OFDM block with the expected length, the Doppler scale is determined.

In this chapter, in the proposed Doppler scale estimation methods, one reference OFDM symbol is

transmitted prior to data OFDM block. This reference OFDM is used with a local known symbol

at the receiver to estimate Doppler scale in the first method. In the second proposed method, one

data OFDM symbol is used in addition to estimate Doppler scale.

In [34], [35], the bounds of optimal resampling factor is determined when the Doppler scale

varies over taps. In this chapter two Doppler scale estimation methods are proposed to estimate

Doppler scale, when the scale is non-varying over taps and when it is varying. No optimal resam-

pling factor is derived.

3.3 Proposed Estimation Techniques

The proposed Doppler scale estimation algorithms operate in time domain. Fig. 3.2 illus-

trates the signal structure for both algorithms. In both methods a known OFDM reference symbol

is transmitted prior to transmitting the data symbols. This reference is cross correlated with the

local known symbol at the receiver.

In the second proposed method, in addition to the reference cross-correlation, a data OFDM

symbol is autocorrelated. In Fig. 3.3, the reference OFDM symbol is shown preceding the data

OFDM block at the end of the IFFT operation. Fig. 3.4 (a) illustrates the receiver architecture

for the first algorithms and Fig. 3.4 (b) for the second. The rest of this section presents the two

methods.
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Figure 3.3 Transmitter Block Diagram

3.3.1 First Estimation Algorithm

The estimation algorithm is presented below.

• Cross correlate received reference symbol with the local known OFDM symbol.

• Determine the peak location/s.

• Compare each peak location with the corresponding known peak location. The difference

determines the Doppler scale.

In the scenario, where the Doppler scale is assumed to be same on all taps, the scale is averaged

over multiple peak differences. When the scale varies over taps, each peak will correspond to each

path dependent Doppler scale.
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Figure 3.4 Receiver Block Diagram

3.3.2 Second Estimation Algorithm

In the second estimation method, in addition to the reference symbol, an OFDM data

symbol is auto correlated. The algorithm is described below:

• Cross correlate received reference symbol with the local known OFDM symbol.

• Determine the peak location/s.

• Auto correlate the successive data OFDM symbol. Determing the peak location/s.

• Compare the peak location within the reference with the corresponding peak location within

the data OFDM. The difference in peak location pairs determines the Doppler scale.
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3.4 Analysis of Time Varying Channel in UAC OFDM Systems

A frequency selective and time varying channel can be expressed as [36],

h(t, τREF ) =
L−1∑

l=0

αl(t, τREF )δ(τREF − τl(t)), (3.2)

where αl(t, τ) and τl(t) represent time varying attenuation coefficient and time varying tap delay of

the lth delay bin respectively. Both parameters are function of time and depend on the scatterers

arriving within the lth bin. The variable L represents the total number of multipaths or delay bins

and δ represents the Dirac Delta function. In discrete domain (3.2) can be expressed as,

h(n, nTs) =
L−1∑

l=0

αl(n, nTs)δ(nTs − τl(n))

=
L−1∑

l=0

hl(n),

= h0(n) + h1(n) + h2(n) + ..., (3.3)

where variable Ts denotes the sampling period, nTs represents the time corresponding to the nth

sample. The channel impulse h(n) is a complex quantity. It can be assumed that the real and imag-

inary components of h(n) are independent and identically distributed (i.i.d.) and follow Gaussian

distribution. Under such condition, the modulus of h(n) or |h(n)| will follow Rayleigh distribu-

tion [36]. Each scatterer causes a Doppler shift while M scatterers arriving at the same instance

within the delay bin will cause Doppler spread.

The Doppler shift in frequency domain is caused by both time varying attenuation and time

varying delay of each tap as seen in (3.3). In accordance to the literature in UAC, the time varying

delay in time domain is considered to be the primary cause of Doppler shift in frequency domain.

The time variability of each delay bin can be quantified with a scale factor known as Doppler scale.

In the rest of this section, first the general analysis is presented. Then individual analysis

for each estimation method is presented. The following assumptions are made for simplicity of

analysis,
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• Each individual channel scatter within a channel tap, ideally, is associated with an attenua-

tion, a delay, and a Doppler scale. It is reasonably assumed that all scatters within a channel

tap have same delay, and Doppler scale, but different attenuation.

• It is reasonably assumed that channel tap attenuation, time invariant part of the delay, and

Doppler scale parameter remain same over a block of OFDM symbols.

• The Doppler scale is first assumed to be same over all channel taps. This assumption is later

removed.

• The tap attenuation is invariant over time, i.e. αl(n) h αl.

The time varying delay, τl(n) can be expressed as

τl(n) = τl − an

τl(n) = lTs − alTs, (3.4)

where a denotes the Doppler scale. In a frequency selective and fast fading channel, the kth channel

frequency sample using (3.3) and (3.4) , can be expressed as,

Hk(n) =

L−1∑

l=0

hl(n)e
−j2πfkn

=
L−1∑

l=0

hle
−j2πfkτlej2πfkan (3.5)

The OFDM signal structure is represented as follows. After performing inverse fast Fourier

transform (IFFT) on the frequency domain OFDM symbol, the nth discrete time sample of the

transmitted OFDM symbol can be expressed as,

Xn =
N−1∑

k=0

Xke
j2π nk

N 0 ≤ n ≤ N − 1, (3.6)
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where N is the total number of FFT points. Replacing nk/N in (3.6),

Xn =
N−1∑

k=0

Xke
j2πfk(nTs) 0 ≤ n ≤ N − 1,

=
N−1∑

k=0

Xke
j2πfk(n) 0 ≤ n ≤ N − 1, (3.7)

where the real and imaginary components of the complex sample Xn are assumed to be i.i.d.

Gaussian distributed [37]. If the channel is frequency selective, an additional cyclic prefix (CP) of

length G will be added to each OFDM symbol such that, G ≥ M . The sample of the transmitted

OFDM symbol with CP can be expressed as (similar to [38]),

X ′
n =







Xn 0 ≤ n ≤ N − 1

XN+n −G ≤ n ≤ −1

After the removal of the cyclic prefix, the above equation deduces to (3.7).

The received OFDM signal is expressed as follows. In a frequency selective and a fast

fading channel, the received OFDM symbol can be expressed as a discrete convolution between the

transmitted symbol and the channel (similar to [38], [39]). Then the nth time sample Yn of the

recieved symbol is,

Yn =
L−1∑

l=0

hl(n)Xn−l 0 ≤ n ≤ N − 1,

= h0(n)Xn + h1(n)Xn−1 + h2(n)Xn−2... (3.8)

where the n in hl(n) denotes the time variation of the lth tap or bin. After performing fast Fourier

transform (FFT) on the time domain received symbol, the frequency domain kth sample can be

expressed as, Yk = 1
N

∑N−1
n=0 Yne

−j2π nk
N = 1

N

∑N−1
n=0 Yne

−j2πfkn. Using (3.8),

Yk =
1

N

N−1∑

n=0

[ L−1∑

l=0

hl(n)Xn−l

]

e−j2πfkn. (3.9)
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hl(n) = αlδ(nTs − (τl − an)), (3.10)

When the Doppler scale varies over channel taps, i.e. each channel tap is associated with a different

Doppler scale, eqn. (3.10) becomes

hl(n) = αlδ(nTs − (τl − aln)), (3.11)

where al denotes the Doppler scale specific to lth tap delay. The received reference symbol, after

convolving with the time varying channel, using (3.8) and (3.10) can be expressed as,

Y [n] = h0Xn−an + h1Xn−1−an + h2Xn−2−an + ..., (3.12)

where Xn−an are known values at the receiver and the time variation of tap delays correspond to

the convolution of channel taps with samples at time variant sample locations. When Doppler scale

varies per channel taps, eqn. (3.12) becomes,

Y [n] = h0Xn−a0n + h1Xn−1−a1n + h2Xn−2−a2n + ..., (3.13)

In the First Estimation Method, as presented in section 3.3, applying the Doppler scale

estimation algorithm, the correlation operation at different lags between the received reference and

the local known clean OFDM symbol, can be expressed as (using eqn. (3.12)),

RRD[an] = E[Y [n] ∗X[n− an]]

= h0|Xn(1−a)|2 + 0...,

= PRD0 + 0...

RRD[an− 1] = E[Y [n] ∗X[n− an− 1]

= h1|Xn(1−a)−1|2 + 0

= PRD1 + 0..., (3.14)
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Using eqn. (3.14), each tap value can be determined by,

|hl| =
PRDl

|Xn(1−a)−l|2
, (3.15)

Using eqn. (3.14), each tap location within the reference OFDM symbol in the presence of Doppler

can be determined by,

[nRD1
] = argmaxRRD[n]

[nRD2
] = argmaxRRD[n], n 6= PRLD1,

[nRD3
] = argmaxRRD[n], n 6= PRLD1, n 6= PRLD2, ..., (3.16)

where each peak location, in terms of sample index, PRLD1 = [nRD1
], PRLD2 = [nRD2

], PRLD3 =

[nRD3
] gives the time variant sample location after Doppler displacement of each tap. This location

is compared with the known tap location in the absence of Doppler to estimate Doppler scale. Let

the peak locations in the absense of Doppler be denoted as, PLND1, PLND2, PLND3 etc. Then

the Doppler scale ar can be determined using eqn. (3.16) as follows,

âr =
PLND1 − PRLD1

nND1
,

âr =
nND1 − nND1 + arnND1

nND1
, (3.17)

where nNDi denotes the sample location of the peak in the absence of Doppler. Averaging over all

taps, using eqn. (3.17), the estimated Doppler scale becomes,

âr =
1

L

L−1∑

i=0

arinNDi

nNDi
(3.18)

When Doppler scale is variable over taps, by considering multiple peaks for multiple taps and

their corresponding sample locations, the tap/path dependent Doppler scales, arl can be estimated.

If the actual Doppler scale is denoted by a, then the difference between actual and estimated
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scale can be determined by,

a− âr = a− 1

L
ar

L−1∑

i=0

nNDi

nNDi

= a− ârβ (3.19)

Therefore, the estimated scale will be equal to the actual a if β in the second term in (3.19) is equal

to 1. From (3.19), the following can be stated,

• the estimation accuracy is a function of number of taps. More number of taps can also imply

the accuracy will be more prone to noise from each tap.

• Since the location of correlated peaks is used in estimation, the higher the values of taps, the

more accurate will be the estimation.

• the estimation accuracy depends on the known code sequence used. In other words the

reference symbol must possess strong autocorrelation property such that (3.14) yields a 0 at

cross correlated positions. To express this (3.14) can be modified to have,

RRD[an] = E[Y [n] ∗X[n− an]]

= PD0 + ǫ...

RRD[an− 1] = E[Y [n] ∗X[n− an− 1]

= PD1 + ǫ..., (3.20)

then ǫ = 0. The noise present in the received reference symbol will contribute to noise in the

cross correlated peaks.

In the Second Proposed Estimation Method, a data OFDM is auto correlated in addition to the

operations on the reference OFDM in the first method. The auto correlated peaks within the data
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OFDM, PDDis can be expressed as,

RDD[0] = E[Y [n] ∗ Y [n]]

= h20|Xn(1−a)|2 + h21|Xn(1−a)−1|2 + h22|Xn(1−a)−2|2...,

RDD[0] = PDD0 + PDD1 + PDD2 + ... (3.21)

Using eqn. (3.21), each tap location within the data OFDM symbol in the presence of Doppler can

be determined by,

[nDD1
] = argmaxRDD[n]

[nDD2
] = argmaxRDD[n], n 6= PDLD1,

[nDD3
] = argmaxRDD[n], n 6= PDLD1, n 6= PDLD2, ..., (3.22)

where each peak location, PDLD1 = [nDD1
], PDLD2 = [nDD2

], PDLD3 = [nDD3
] gives the time

variant sample location after Doppler displacement of each tap within the data OFDM. This lo-

cation is compared with the tap locations in the cross correlated reference OFDM found in equa-

tions, (3.16). Then the Doppler scale aRD can be determined using eqn. (3.16) and (3.22) as

follows,

PRLD0 − PDLD0 = nRD0
− nDD0

= TOFDM + ˆarDnND0

ârd =
nRD0

− nDD0
− TOFDM

nND0

ârd =
(nRD0

− nDD0
)−N

nND0
(3.23)
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Averaging over all taps, using eqn. (3.23), the estimated Doppler scale becomes,

ârd =
1

L

L−1∑

i=0

(nRDi
− nDDi

)−N

nNDi
(3.24)

The noise present in the received reference and data symbols will contribute to noise in the cross

correlated peaks and auto correlated peaks respectively. When Doppler scale is variable over taps,

by considering multiple peaks for multiple taps and their corresponding sample locations, the

tap/path dependent Doppler scales, ardl can be estimated.

If the actual Doppler scale is denoted by a, then the difference between actual and estimated scale

can be determined by,

a− ârd = a− 1

L

L−1∑

i=0

(nRDi
− nDDi

)−N

nNDi
(3.25)

Therefore, the estimated scale will be equal to the actual a if the second term in (3.25) is equal to

0. The same three statements derived from (3.19) can be stated for (3.25) with the addition that

the data sequence in the data OFDM may need to have good autocorrelation property as well.

In both of the proposed methods, in order to accurately estimate Doppler scale, the sampling

period needs to be carefully chosen such that, either ar or ard is a multiple of the sampling period,

ar = mTs,

ard = mTs, (3.26)

where m denotes a fraction multiple.

The ICI and SIR can be expressed as follows. Using (3.6) in (3.9),

Yk =
1

N

N−1∑

n=0

[ L−1∑

l=0

hl(n)
(N−1∑

k=0

Xke
j2πfk(n−l)

)]

︸ ︷︷ ︸

Ak

·e−j2πfkn. (3.27)
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The Ak of (3.27) can be expanded using (3.5) and is expressed as below,

Ak =
[ L−1∑

l=0

hl(n)
(

Xke
j2πfk(n−l) +

N−1∑

p=0,p 6=k

Xpe
j2π(n−l)fp

)]

=
[

Xk

L−1∑

l=0

hl(n)e
j2π(n−l)fk +

N−1∑

p=0,p 6=k

Xp

L−1∑

l=0

hl(n)e
j2π(n−l)fp

]

=
[(

Xk

L−1∑

l=0

hl(n).e
−j2πfkl · ej2πfkn

)

+
( N−1∑

p=0,p 6=k

Xp

L−1∑

l=0

hl(n)e
−j2πfpl · ej2πfpn

)]

=
[(

ej2πfknXk

L−1∑

l=0

hl(n)e
−j2πfkl

)

+
( N−1∑

p=0,p 6=k

Xp

L−1∑

l=0

hl(n)e
−j2πfplej2πfpn

)]

=
[

ej2πfknXkHk(n) + ej2πfpn
N−1∑

p=0,p 6=k

XpHp(n)
]

(3.28)

Using the value of A from (3.28) in( 3.27) and after some simple computation, the received signal

can be expressed as,

Yk =
1

N

N−1∑

n=0

XkHk(n)

︸ ︷︷ ︸

Desired

+
1

N

N−1∑

n=0

N−1∑

p=0,p 6=k

XpHp(n)e
j2πn(fk−fp)

︸ ︷︷ ︸

ICI

,

=
1

N

N−1∑

n=0

XkHk(n)

︸ ︷︷ ︸

Desired

+
1

N

N−1∑

n=0

N−1∑

p=0,p 6=k

XpHp(n)e
j2πn∆f(p−k)

︸ ︷︷ ︸

ICI

(3.29)

where both the desired and the ICI are complex values incorporating time varying channel, where

n denotes the time variability. The time variation of each tap is expressed as time variation of the

delays in terms of Doppler scale. Using (3.5) in (3.29) the desired signal can be expressed as,

DNC =
1

N

N−1∑

n=0

Xk

L−1∑

l=0

hle
−j2πfklTs(1+a), (3.30)

DC =
1

N

N−1∑

n=0

Xk

L−1∑

l=0

hle
−j2πfklTs

(1+a)
(1+â) , (3.31)
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Table 3.1 Doppler Shift Simulation Parameters

Parameters Values

FFT Size 256
Carrier Frequency(kHz) 60
Bandwidth(kHz) 40
Number of taps 1,3
Channel(m) 100,50
Sampling rate (times) 10,50,1000
TxRx Speed(m/sec) [.01 : .1 : 3]
Signal Velocity(m/sec) 1350
Realizations 10000
Channel Actual

where DNC and DC denote the desired signal part without and with Doppler compensation respec-

tively. The symbol, â is the general Doppler scale and can be estimated using either of the two

proposed methods. Using (3.5) in (3.29) the ICI part can be expressed as,

ICINC =
1

N

N−1∑

n=0

N−1∑

p=0,p 6=k

Xpe
j2πn∆f(p−k)

L−1∑

l=0

hle
−j2πfklTs(1+a), (3.32)

ICIC =
N−1∑

n=0

N−1∑

p=0,p 6=k

Xpe
j2πn∆f(p−k)

L−1∑

l=0

hle
−j2πfklTs

(1+a)
1+â , (3.33)

where ICINC and ICIC denote the ICI components in the absense and in the presence of Doppler

effect respectively.

When Doppler scale is estimated accurately, i.e. (1+a)
(1+â) h 1 in (3.31) and in (3.33), there

will be no contribution of time varying effect into the desired signal part and into the ICI part

respectively. Taking into account an additive white Gaussian noise (AWGN) term with zero mean

and variance of σn, the signal to interference plus noise ratio (SINR) can be expressed as,

SINRICI =
Signalpower

ICIpower + noisepower

=
E|Desired|2
E|ICI|2 + σn

, (3.34)
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3.5 Simulation Results

The simulation is carried out using the parameters in Table 3.1. The results are provided

for realistic underwater acoustic channel responses provided in [40]. The simulation is carried out

for various SNR values. The following two sub sections discuss the simulation results for the two

estimation methods.

3.5.1 Simulation Using First Algorithm

Fig. 3.5 and 3.6 illustrates the coarse estimated Doppler scale in a 100m channel using

the first 3 channel taps for 10 times and 50 times the original sampling rate respectively. The

estimated Doppler scale values are more scattered with sampling rate of 10 compared to 50. The

corresponding BER plots are given in Fig. 3.7 and in Fig. 3.8.

Fig. 3.9 and 3.10 illustrates the coarse estimated Doppler scale in a 100m channel using

only the first channel tap for 10 times and 50 times the original sampling rate respectively. The

estimated Doppler scale values are more scattered with sampling rate of 10 compared to 50. The

corresponding BER plots are given in Fig. 3.11 and in Fig. 3.12.

Ideally, estimation with 3 taps should provide better accuracy. At the same time higher

number of taps inject more noise in the estimation calculation. In the above figures it can be seen

that compared to estimation with 3 taps, estimation with 1 tap gives less scattered values in both

sampling rate situations.

During estimation and data sampling, when the rate is 10 or 50, the Doppler shifted samples

are not hit because of low sampling rate and because of rounding the indexes during simulation.

So, even though there is Doppler shift, the effect is not seen in the above BER plots, that is Doppler

absence and presence act the same way.

Fig. 3.13 and 3.14 illustrates the coarse estimated Doppler scale in a 50m channel using

the first 3 channel taps for 10 times and 50 times the original sampling rate respectively. The

estimated Doppler scale values are more scattered with sampling rate of 10 compared to 50. The

corresponding BER plots are given in Fig. 3.15 and in Fig. 3.16. Fig. 3.17 and 3.18 illustrates

the coarse estimated Doppler scale in a 50m channel using only the first channel tap for 10 times
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and 50 times the original sampling rate respectively. The estimated Doppler scale values are more

scattered with sampling rate of 10 compared to 50. The corresponding BER plots are given in

Fig. 3.19 and in Fig. 3.20.

Ideally, estimation with 3 taps should provide better accuracy. At the same time higher

number of taps inject more noise in the estimation calculation. In the above figures it can be seen

that compared to estimation with 3 taps, estimation with 1 tap gives less scattered values in both

sampling rate situations.

During estimation and data sampling, when the rate is 10 or 50, the Doppler shifted samples

are not hit because of low sampling rate and because of rounding the indexes during simulation.

So, even though there is Doppler shift, the effect is not seen in the above BER plots, that is Doppler

absence and presence act the same way.

The estimated values in 100m channel using 3 taps and 10 times sampling rate is more

scattered compared to the corresponding values in 50m channel. The estimated values in 100m

channel using 1 tap and 50 times sampling rate is more scattered compared to the corresponding

values in 50m channel.

Fig. 3.25 and Fig. 3.26 illustrate the BER in a 100m channel, where the Doppler scale is

estimated using the first 3 channel taps with sampling rate of 10 and the data signal is sampled

1000 times the sampling rate. Fig. 3.27 and 3.28 illustrate the BER in a 100m channel, where the

Doppler scale is estimated using the first 3 channel taps with sampling rate of 50 and the data

signal is sampled 1000 times the sampling rate. In the above BER figures, the estimation is done

with a sampling rate of 10 and 50. But to show how Doppler compensation works, data is sampled

at 1000, so even after the rounding of sample index, some Doppler scale values cause Doppler shift

and hence Doppler distortion. For these effective Doppler scale shifts, when the data samples are

shifted back with the exact Doppler scale values, they show BER performance similar to the case

without Doppler. However when, the estimated Doppler scale values are used to resample, some

of the BER plots return to no Doppler state but others are not fully compensated and hence the

BER performance is not good for those Doppler scales.
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3.5.2 Simulation Using Second Algorithm

Fig. 3.21 and 3.22 illustrates the coarse estimated Doppler scale in a 100m channel using

the first 3 channel taps for 10 times and 50 times the original sampling rate respectively. The

corresponding BER plots are given in Fig. 3.23 and in Fig. 3.24.

During estimation and data sampling, when the rate is 10 or 50, the Doppler shifted samples

are not hit because of low sampling rate and because of rounding the indexes during simulation.

So, even though there is Doppler shift, the effect is not seen in the above BER plots, that is Doppler

absence and presence act the same way.

Fig. 3.29 and Fig. 3.30 illustrate the BER in a 100m channel, where the Doppler scale is

estimated using the first 3 channel taps with sampling rate of 10 and the data signal is sampled

1000 times the sampling rate. Fig. 3.31 and 3.32 illustrate the BER in a 100m channel, where the

Doppler scale is estimated using the first 3 channel taps with sampling rate of 50 and the data

signal is sampled 1000 times the sampling rate. In the above BER figures, the estimation is done

with a sampling rate of 10 and 50. But to show how Doppler compensation works, data is sampled

at 1000, so even after the rounding of sample index, some Doppler scale values cause Doppler shift

and hence Doppler distortion. For these effective Doppler scale shifts, when the data samples are

shifted back with the exact Doppler scale values, they show BER performance similar to the case

without Doppler. However when, the estimated Doppler scale values are used to resample, some

of the BER plots return to no Doppler state but others are not fully compensated and hence the

BER performance is not good for those Doppler scales.

In comparison to the first method, the second estimation method performs worse. The

estimated Doppler scale values deviate far from the actual values compared to the first estimation

method. This is due to the fact that in the second estimation method, noisy data symbol is

autocorrelated in addition to the cross correlation of reference OFDM symbol leading to more

noise in the calculation.
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3.6 Conclusion and Future Research on Varying Doppler Shift over OFDM Subcar-

riers

Doppler shift in frequency domain is caused by time selectivity of UAC channels in time

domain. This Doppler shift varies considerably over OFDM subcarriers in UAC OFDM causing

ICI and subsequently loss of orthogonality that may degrade receiver performance.

The variation of Doppler shift over OFDM subcarriers can be represented with Doppler

scale in time domain. In this chapter, two Doppler scale estimation methods are proposed. In both

methods, one known reference OFDM symbol is transmitted prior to the data symbols. The known

reference is cross correlated with the known local symbol at the receiver. In the first method, with

respect to the known tap locations the cross correlated peak locations give a coarse estimation of

the Doppler scale. In the second method, the cross correlated peaks of the reference are compared

to the auto correlated peaks of a data symbol to provide estimation of the Doppler scale. Between

these two methods, first one provides more estimation accuracy since clean reference is used without

usage of noisy data symbol. In the first method, the knowledge of the channel taps in the absence

of Doppler is needed. In the second method, although this prior knowledge is not necessary, the

noise from the auto correlated noisy data contribute to more noise in estimation.

As a continuation of this research in the future, strong code selection in the reference OFDM,

which is robust against UAC channels to reduce estimation error can be investigated.
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Figure 3.5 First Estimation Method, Channel 100m, Taps 3, Rate 10
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Figure 3.6 First Estimation Method, Channel 100m, Taps 3, Rate 50
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Figure 3.7 BER, Rirst Estimation Method, Channel 100m, Taps 3, Rate 10
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Figure 3.8 BER, First Estimation Method, Channel 100m, Taps 3, Rate 50
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Figure 3.9 Doppler Scale, First Estimation Method, Channel 100m, Taps 1, Rate 10

0 5 10 15 20 25 30 35
−1

−0.5

0

0.5

1

1.5

2

2.5
x 10

−3

Index

D
o

p
p

le
r 

S
c
a

le

 

 
Actual Value
Est at 0 SNR
Est at 5 SNR
Est at 10 SNR
Est at 15 SNR
Est at 20 SNR
Est at 25 SNR
Est at 30 SNR

Figure 3.10 Doppler Scale, First Estimation Method, Channel 100m, Taps 1, Rate 50
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Figure 3.11 BER, First Estimation Method, Channel 100m, Taps 1, Rate 10
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Figure 3.12 BER, First Estimation Method, Channel 100m, Taps 1, Rate 50
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Figure 3.13 First Estimation Method, Channel 50m, Taps 3, Rate 10
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Figure 3.14 First Estimation Method, Channel 50m, Taps 3, Rate 50
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Figure 3.15 BER, First Estimation Method, Channel 50m, Taps 3, Rate 10
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Figure 3.16 BER, First Estimation Method, Channel 50m, Taps 3, Rate 50
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Figure 3.17 First Estimation Method, Channel 50m, Taps 1, Rate 10
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Figure 3.18 First Estimation Method, Channel 50m, Taps 1, Rate 50

86



0 5 10 15 20 25 30
10

−4

10
−3

10
−2

10
−1

10
0

SNR

B
E

R

 

 

No comp, 0.0001
No comp, 0.0006
No comp, 0.0010
No comp, 0.0015
No comp, .0022
Act comp, 0.0001
Act comp, 0.0006
Act comp, 0.0010
Act comp, 0.0015
Act comp, .0022
Est comp, 0.0001
Est comp, 0.0006
Est comp, 0.0010
Est comp, 0.0015
Est comp, .0022

Figure 3.19 BER, First Estimation Method, Channel 50m, Taps 1, Rate 10
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Figure 3.20 BER, First Estimation Method, Channel 50m, Taps 1, Rate 50
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Figure 3.21 Second Estimation Method, Channel 100m, Taps 3, Rate 10
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Figure 3.22 Second Estimation Method, Channel 100m, Taps 3, Rate 50

88



0 5 10 15 20 25 30
10

−4

10
−3

10
−2

10
−1

10
0

SNR

B
E

R

 

 

No comp, 0.0001
No comp, 0.0006
No comp, 0.0010
No comp, 0.0015
No comp, .0022
Act comp, 0.0001
Act comp, 0.0006
Act comp, 0.0010
Act comp, 0.0015
Act comp, .0022
Est comp, 0.0001
Est comp, 0.0006
Est comp, 0.0010
Est comp, 0.0015
Est comp, .0022

Figure 3.23 BER, Second Estimation Method, Channel 100m, Taps 3, Rate 10
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Figure 3.24 BER, Second Estimation Method, Channel 100m, Taps 3, Rate 50
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Figure 3.25 BER, First Method, Channel 100m, Taps 3, Est. Rate 10, BER Rate 1000, First 4
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Figure 3.26 BER, First Method, Channel 100m, Taps 3, Est. Rate 10, BER Rate 1000, Last 4
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Figure 3.27 BER, First Method, Channel 100m, Taps 3, Est. Rate 50, BER Rate 1000, First 4
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Figure 3.28 BER, First Method, Channel 100m, Taps 3, Est. Rate 50, BER Rate 1000, Last 4
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Figure 3.29 BER, Second Method, Channel 100m, Taps 3, Est. Rate 10, BER Rate 1000, First 4
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Figure 3.30 BER, Second Method, Channel 100m, Taps 3, Est. Rate 10, BER Rate 1000, Last 4
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Figure 3.31 BER, Second Method, Channel 100m, Taps 3, Est. Rate 50, BER Rate 1000, First 4
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Figure 3.32 BER, Second Method, Channel 100m, Taps 3, Est. Rate 50, BER Rate 1000, Last 4
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CHAPTER 4 :

PERFORMANCE UNDER INTER-FRAME AND INTER-SYMBOL
INTERFERENCE IN ULTRA-WIDEBAND CHANNELS

Ultra Wideband (UWB) Systems 1 take advantage of collecting energy from a large num-

ber of multipaths. In high data rate systems for TH UWB transmission, these large number of

multipaths may leak into neighboring frames causing inter-frame interference (IFI). Most studies

so far avoid this IFI by placing one or more constraints on chip length, frame length, minimum

pulse to pulse duration, etc. In this first part of the chapter, IFI is investigated for BPSK and

PPM modulations in coherent transceivers. It is shown that IFI effect is insignificant for these

modulation options and transceiver architectures. Therefore, the constraints to avoid IFI can be

removed for those systems.

4.1 Inter-frame Interference in Ultra-Wideband

Ultra-wideband systems require transmission of very short pulse (in the order of nano

seconds) or pulse trains in extremely high bandwidth (greater or equal to 500 MHz) producing

a large number of resolvable multipaths. Coherent receivers such as RAKE receivers can collect

all the energy from these paths at the cost of estimating an impractically large number (in the

order of hundreds) of finger locations and channel coefficients. Sub-optimal RAKE receivers such

as partial RAKE or selective RAKE [41] reduce such estimation by collecting energy from the

first few or from the strongest multipaths, respectively. In coherent UWB transceivers, transmitted

information is typically replicated over multiple pulses over multiple frames using popular schemes

such as time hopping (TH). In a TH environment, pulses are transmitted within chips per frame

1Parth of this chapter has been published in Proc. IEEE Vehicular Technology Society (VTC), Montreal, Canada,
Sep 2006, in Proc. IEEE Radio and Wireless Symposium (RWS), Orlando, FL, Jan 2008 and in Geron Technology
Journal, vol. 7, no. 1, pp. 4857, Jan 2008. Permission is included in Appendix C.
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where the chip index determines the hopping sequence. If minimum pulse to pulse duration is not

chosen carefully, multipaths within a symbol from one frame may leak into the next frame of the

same symbol causing inter frame interference (IFI). Modulation options, multiple accessing schemes,

type of transceiver used all influence IFI, its amount and its effect on the system. Depending on

the leakage, IFI may or may not cause problem at the receiver. In most studies in the past, IFI

had been avoided by employing restrictions on chip length, frame length, minimum pulse to pulse

duration etc. [42]- [45]. In [46], IFI leading to (ISI) and inter block interference (IBI) have been

considered and evaluated using digital single carrier and multicarrier spreading codes in RAKE

type of receivers.

The main objective here is to carry out a comprehensive analysis and simulation of IFI in

context of popular UWB modulation schemes and commonly used UWB coherent transceiver in

TH environment. It is proved that IFI effect is negligible for high data rate systems and therefore,

the assumptions to avoid IFI can be safely removed. In the next section TH-IR scheme is presented

in terms of a generic system model.

4.2 Ultra-wideband Signal Structure

4.2.1 TH-IR Systems

Fig. 4.1 represents transmission of a single user in a generic TH multiple access environment.

Information is transmitted in blocks or bursts where each block is an array of N symbols. Pulses

of each user are hopped in time over multiple frames per symbol according to unique hopping

code. The following notations are used for various system parameters. Ts denotes symbol period

including guard interval between symbols, Nf denotes number of frames or pulse repetition per

symbol, Tf represents frame duration, Tc is chip duration, Nc is number of chips per frame, Tp is

pulse duration and Tg is maximum excess delay including pulse duration. Naturally, Ts may govern

data rate (R = 1/Ts), Nf may govern processing gain and PN code limit. Tf , Nc and Tc may

govern duty cycle and the multiple access capability (i.e. the number of users that a frame can

support). The parameters are related by Ts = Nf ∗ Tf and Tf = Nc ∗ Tc.

95



1 2 3 N 1 2 3 N
Time

Time

1 Chip 1 Frame

1 Symbol

Block B+1Block B
1 symbol

User 1 (c=[3 4 2 1]):

Figure 4.1 TH-UWB-IR Signaling Structure.

4.2.2 TH-IR System Model

The generic transmitted and received signal for user k in a multipath environment can be

denoted as sk(t) and rk(t) respectively and is expressed as follows,

sk(t) =
∑

j

Aβk⌊j/Nf ⌋ω(t− jTf − ckjTc − bk⌊j/Nf ⌋δ) (4.1)

rk(t) =
∑

j

L−1∑

l=0

Aβk⌊j/Nf ⌋γl

·ω(t− jTf − ckjTc − bk⌊j/Nf ⌋δ − τl) + n(t) (4.2)

where j is the frame index, A represents amplitude of each pulse, βk⌊j/Nf ⌋ is the change in amplitude

according to pulse amplitude modulation (PAM) schemes and ω(t) represents the transmitted and

received pulse. Decimal codes ckj are TH codes unique to user k. δ is the modulation index and

bk⌊j/Nf ⌋ represents bit value when Pulse Position Modulation (PPM) is used. γl represents path

coefficient and τl represents path delay of the lth received path. n(t) is the additive white Gaussian

noise (AWGN) with double-sided spectrum of No/2. For simplicity TH scheme is considered in a

single user environment in the following discussions and can be extended to any number of users.

In the following section, parameters affecting IFI are discussed.
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Figure 4.2 Received Signal, PRm Equals Maximum Excess Delay
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Figure 4.3 Received Signal, PRm is Less than Maximum Excess Delay
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Figure 4.4 Received Signal when Maximum Excess Delay is Greater than Frame Length

4.3 Is Inter-frame Interference (IFI) a Problem

Minimum pulse to pulse duration is defined as the minimum distance in time between

any two consecutive pulses of two frames within a symbol and can be denoted as PRm. In most
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studies so far, PRm is considered to be greater or equal to Tg of the channel. This inherently

avoids interference from multipaths between chips or pulses of any two frames within the same

symbol. It can be easily understood that in the worst case scenario PRm is one chip length. For

the purpose of discussion in this section, transmission of one symbol over 5 frames and 3 chips per

frame is considered. PN sequence is [3 1 3 1 1], which is one of the sequences generated randomly

according to TH code generation formula in [47]. The channel model considered is CM1 [48] and

the modulation is BPSK. According to the PN sequence, PRm is equal to one chip length. Fig. 4.2

represents each received pulse and its multipaths when PRm is equal to Tg
2. If however, PRm is

smaller than Tg then multipaths from one or more neighboring frames can leak onto other frames.

PN sequence may dictate the amount of leakage. This leakage is inter-frame interference (IFI) and

is represented in Fig. 4.3. Because PN sequence is random, some frames may have more or less

IFI, while others may not have any. Tg in Fig. 4.3, is greater than 3 chip lengths. Because of the

considered PN sequence, this causes interference from frame 1 onto frame 2, frame 3 onto frame 4

and frame 4 onto frame 5. If interference from future frames is ignored at this point (for a causal

system), frame 1 and 3 are interference free. When a pulse is transmitted in the largest chip index

(pulse is at the border of a frame) even with small Tg, naturally multipaths leak from its frame to

the next. This leakage may cross over to distant frame or frames if the frame length is less than

Tg. This may cause IFI to neighboring as well as distant frames within a symbol and is shown in

Fig. 4.4. IFI may also cause ISI by leakage between frames of different symbols in the absence of

guard interval.

IFI is discussed in terms of various system parameters when constraint (PRm greater or

equal to Tg) against IFI in TH UWB systems is relaxed. In IEEE UWB channel models, in CM1,

CM2, CM3 the mean excess delays are 5.05, 10.38, 14.18 nsec respectively [48]. Therefore, to avoid

IFI, PRm needs to be on average, at least equal to these values. This may result in a large Tc in

a TH environment. In high data rate UWB systems, Ts is small. For a data rate of 100Mbps with

transmitter and receiver distance of 10 m [49], Ts = 10nsec. It is clearly seen from these practical

values that it may be impossible to avoid IFI in high data rate (data or symbol rate R = 1/Ts)

2Minimum pulse to pulse duration for this example is the distance between chip 3 of first frame and chip 1 of
second frame
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systems. In the worst case , to avoid IFI between adjacent frames, Tc needs to be at least equal

to Tg. For a large Tc, if data rate is sacrificed i.e. Ts is large, Nf competes with Nc or number

of users (for constant Ts). Large Nf provides a good processing gain and more flexible PN code

limit. This may force smaller Tf and reduce Nc or users in the system. The above case leads to

sacrificing data rate and user capacity to avoid IFI. For a constant Ts, Tf cannot be too small and

therefore Nf cannot be too large leading to a limit on processing gain and PN code. In another

case, data rate is still sacrificed to secure against IFI but Tf is allowed to increase for a constant Ts.

Increase in Tf may increase user capacity but may compromise Nf leading to sacrificing processing

gain and limit on PN code. The cases considered so far to avoid IFI may result in sacrificing one or

more parameters such as data rate, user capacity, processing gain or possible number of different

PN codes. For very high data rate systems, IFI is almost unavoidable. For low data rate systems,

if IFI constraints is removed i.e. Tc is small, Nf may be increased, increasing processing gain and

PN code limit. Also Tf may be large to provide higher user capacity. Therefore allowing IFI may

increase data rate and may relax system parameter constraints. Note that guard interval between

symbols to avoid ISI still effects data rate. In the next section, IFI in terms of popular modulation

options and commonly used coherent transceiver is analyzed and evaluated.

4.4 Effects of IFI on Various Modulation Options and Coherent Transceiver Archi-

tecture

In this section, IFI is analyzed using equations and simulation for BPSK and PPM modu-

lations in All-Rake [41] receivers. For simplicity, certain constraints are first applied and removed

later on.

• ISI and MUI: Guard interval is present between symbols in order to avoid ISI. Single user

transmission avoids multiple user interference (MUI).

• Channel: Each frame experiences same channel within a symbol. Channel is perfectly esti-

mated at the receiver.
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Figure 4.5 IFI with Equal Delay

• Multipath pulse: Interfering pulse from interfering path aligns perfectly with the interfered

pulse. The pulse shape is same in every path.

• Delay: Arrived paths are at equal distance from each other. In reality path delays are random.

• Transmit/Receive pulse: Transmitted and received pulses are same. In reality they may be

different.

Frame in question may receive both causal (previous frame) and non-causal (future frames) IFI. In

reality, non-causal situation for prevail for very short chip lengths. In Fig. 4.4, frame 4 is affected

by both causal and non-causal interference from frames 3 and 5 respectively.

4.4.1 Analysis of IFI

According to the assumptions discussed, if equation (4.2) is simplified for one user, single

bit transmission, for unit pulse amplitude, and for BPSK, the received signal for each bit with no

IFI can be expressed as,

r(t) =
∑

j

L−1∑

l=0

γlβjω(t− jTf − cjTc − τl) + n(t) (4.3)

Ideal All-Rake receivers, gather energy from all arrived multipaths [41]. To understand IFI, in

the simplest form, 3 consecutive frames of received signal containing random delay multipaths can
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be considered. If frame 2 is the frame of interest, then, some paths of frame 2 may or may not

receive contribution from frame 1 as well as frame 3. Fig. 4.5 considers restricted delay case where

the delay between any two consecutive arrived paths is assumed equal. In a more generic form, if

frame in consideration is j and the interfering frames are denoted by i, then for jth frame, for each

multipath, there may or may not be contribution from other multipaths from ith frame or frames.

For each single path/tap l in jth frame, IFI contribution is the summation of all the contributions

from mth paths from other i frames (previous and future for causal and non-causal respectively).

Then for a single lth tap of frame j, for equal delay case, received signal is expressed as,

γlβjω(t− jTf − cjTc − τl)

+
m=L−1∑

m=0,i

γmiβiω(t− iTf − ciTc − τmi) + nl(t)

m is not equal to l (4.4)

where βj equals βi (pulse polarity same within one bit). Combining equations (4.3) and (4.4), the

received signal for a bit is,

r(t) =
∑

j

L−1∑

l=0

(

γlβjω(t− jTf − cjTc − τl)

+

m=L−1∑

m=0,i

γmiβiω(t− iTf − ciTc − τmi) + nl(t)
)

m is not equal to l,

m > l if j > i (causal),

m < l if j < i (non causal) (4.5)

where nl(t) is the AWGN noise contribution on each tap of jth frame. The three conditions in

(4.5) are denoted as C. At the receiver with perfect channel estimation, let template for a single
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tap be γqω(t− jTf − cjTc − τq), where taps are 0,1,2...q...L-1. Then local template

R(t)t=kTs =
∑

j

(

Φ(t)
L−1∑

l=0

(

γlβjω(t− jTf − cjTc − τl) +

m=L−1∑

m=0,i

γmiβiω(t− iTf − ciTc − τmi) + nl(t)
))

, C

for All-Rake receiver can be expressed as Φ(t) =
∑L−1

q=0 γqω(t−jTf−cjTc−τq). Using equation (4.5)

and the template, the decision variable at the output of correlators sampled at Ts can be expressed

as equation for R(t). It is clearly seen that the first part of R(t) is the desired non IFI term and

the third part is the AWGN noise contribution. It is the second term that is undesired due to IFI

contribution. For BPSK modulation, error occurs when R(t) > 0 if negative pulse is transmitted

or R(t) < 0 if positive pulse is transmitted. Similar to the derivation of BPSK, for binary PPM,

equation of received signal for each bit, for one user, for single bit transmission and for unit pulse

amplitude in non IFI case is derived and not shown due to space limitation. The pulses at two

different positions for PPM are considered orthogonal i.e. δ is at least equal to Tp. Within one

PPM bit, PPM pulse is situated on same side of nominal index in a chip for every frame.

R1(t)t=kTs =
∑

j

(

ψ(t)
L−1∑

l=0

(

γlω(t− jTf − cjTc − bjδ − τl)

+
m=L−1∑

m=0,i

γmiω(t− iTf − ciTc − bjδ − τmi)

+n′l(t)
))

, C

R2(t)t=kTs =
∑

j

ψ(t)

L−1∑

l=0

n
′′

l (t) (4.6)

Therefore, PPM acts similar to BPSK under the assumptions of section 4.4. Interfering

pulses (mth paths) fall on the same side of nominal as the interfered pulse (lth path). In equal

delay case, similar to BPSK, equation for PPM received signal can be derived. Within the same

bit, b⌊j/Nf ⌋δ is same in all frames and can be represented as bjδ. Let PPM template for All-Rake
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be ψ(t) =
∑L−1

q=0 γqω(t − jTf − cjTc − bjδ − τq). For binary PPM, PPM pulse may be on either

side of nominal according to bit. Decision variables at the output of correlators, sampled at Ts, is

given by equation (4.6) where n′l is the AWGN noise on the transmitted pulse position and n
′′

l is

the noise on non transmitted position. Using equation (4.6), R1(t) and R2(t) are compared and

the bit decision is made.

4.4.2 Semi-analytical Simulation Results in IFI Systems

The semi-analytical simulation is carried out using the assumptions of section 4.4. Some

of the assumptions are relaxed later and others may be removed in same way. For same pulse in

each multipath, IFI part of R(t) for BPSK may contain summation of same pulses as the pulse in

the l th path but attenuated by a different path coefficient and may have originated from different

frames, different chips and at different multiples of τl delay. In this context, IFI part of R(t) may

be simplified to depend on path coefficients or channel impulses alone. With further investigation

of R(t), it can be seen that IFI effect on each path is the cross correlation between desired path

(l = q) with interfering paths (m). Same group of multipaths/channel impulses are received in each

frame. Therefore, a closer observation of R(t) shows that for each frame, the overall IFI effect from

other frames is the autocorrelation of each frame at various lags. If Nf is very large i.e. Nf = ∞

and Tf is very small i.e. Tf = 0, then a frame can be considered to consist of a short impulse and

the bit consists of many such very short duration impulses/frames. Therefore, the auto correlation

of channel at various lags may be a measure of varying IFI effect on the bit due to varying IFI

contribution from other frames/impulses. To keep close proximity to theoretical Nf = ∞, very

large number of taps/impulses/frames for each channel model is considered in Table 4.1.

For understanding, first, autocorrelation is carried out for one realization over one actual

channel and over one artificial channel (with arbitrary taps less than the number of taps for the

actual channel but with same maximum excess delay as the actual channel) for CM1 through CM4

models in Fig. 4.6 and 4.7. In both figures, it is observed that for actual channel with large Nf ,

auto correlation value at smaller lags is negligible for all four models. This implies that at smaller

lags IFI contribution may be large for large Nf and very small Tf but the overall/average IFI
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effect of very large number of constructive/destructive interfering impulses may be negligible. For

artificial channel with small Nf autocorrelation value at smaller lags is not completely negligible.

It implies that at smaller lags, IFI contribution may be small for small Nf but the combined effect

of those less number of constructive/destructive frames/impulses may not be entirely destructive.

For the artificial channel, since number of taps is not large, depending on the density of taps, more

or less interfering frames/impulses hit or not hit the desired frame/impulse and therefore IFI effect

may be better or worse than average IFI (Nf very large) and can be denoted as instantaneous IFI.

CIR (channel to IFI interference ratio in dB) for actual and artificial channels for CM1 model is

simulated in Fig. 4.8. Noise in both cases is the IFI contribution and the signal is the normalized

maximum autocorrelation value. For actual channel due to large Nf , at smaller lags, overall IFI

effect is lower and so CIR is higher. For artificial channel due to smaller Nf , at smaller lags, overall

IFI effect may be higher or lower than large Nf channel. For artificial channel, the variation in CIR

curve which is more or less than actual channel at various smaller lags proves the above statement.

In practical situations, number of frames per bit is not ∞, Tf is not zero. Therefore, less

contribution of IFI from less number of frames may not make overall IFI effect negligible. Also

the random delay between paths make some frames to get more IFI than others. If the interfering

paths/pulses don’t exactly align with the interfered path/pulse, then there may be a time shift of

the mth path pulse i.e. the pulse corresponding to the mth path of ith frame may be represented

by ω(t− iTf − ciTc − τmi ± τpp), where τpp is the time shift. This may introduce partial correlation

between the lth path pulse and the interfering pulse of the m th path of the i th frame provided

pulse shapes are same. If pulse shape varies from one path to another in the equation for R(t),

then ω(t − iTf − ciTc − τmi) can be different from ω(t − jTf − cjTc − τl). This may contribute to

the variation of IFI on each tap.

Fig. 4.9 take second order Gaussian pulses into account before autocorrelation of actual

channels and plot variance of autocorrelation values at various lags for all 4 models. For any

convolved channel models, for each realization, at lag 0, the impulses are on top of each other

i.e. IFI contribution is maximum. But overall IFI effect is negligible. Therefore, autocorrelation

values at lag 0 (the integration of squared energy over all channel impulses convolved with pulse)
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Table 4.1 IFI Simulation System Parameters

channel model CM1, CM2, CM3, CM4

Modulations BPSK, PPM

Nc,Nf ,PN code 3,5,[3 1 3 1 1]

Tc equals Tp (IFI case) .41ns

Tc (non IFI) All taps(All-Rake), Tg (PRake)

Sampling Frequency 100GHz

Maximum Excess Delays, Tg nsec, 10, 20, 40, 80

Taps for analysis (actual) 2000, 2000, 4000, 9000

Taps for analysis(artificial) <2000,<2000,<4000,<9000

No. of realizations (analytical),(actual) 1e3,1e4

directly measures the total energy over all impulses in the entire realization. Variance of these

autocorrelation values at 0 lag gives the variation of total energy from one realization to another.

For smaller lags IFI contribution is still large and overall IFI effect is relatively small and so

autocorrelation value of each realization is still a measure of energy over many channel impulses

for that realization. Therefore, with small increase in lag, variance still gives a measure of energy

from one realization to another.

For PPM modulation scheme, from equation (4.6), R1(t) contains three parts as in the case

of BPSK and the second part is the IFI contribution. Analysis for BPSK is applicable to PPM as

well and results are similar to BPSK.

4.4.3 RAKE Receiver

Local template generation in RAKE receiver implies estimation of γq and τq for every

multipath q. When PRm is less than Tg, for BPSK and PPM, multipaths leak to the next frame (or

vice versa) and may affect the finger assignment strategy, finger amplitude, and phases depending on

the location, amplitude and phase of interfering multipaths within the frame of interest. Therefore,

template for new finger location or for modified amplitude and/or phase may need to be calculated

for each frame. Depending on PN sequence, some frames in a bit have more IFI than others and

so channel and finger location estimation may vary from frame to frame over the same symbol.

In the next section simulation results of TH-IR UWB systems under IFI is presented.

105



0  50 100 150 200  250 0  

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

Lags (ns)

C
o

rr
e

la
ti
o

n
 v

a
lu

e
s

0  50 100 150 200  250 0  

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

Lags (ns)

C
o

rr
e

la
ti
o

n
 v

a
lu

e
s

0 100 200

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

Lags (ns)

C
o

rr
e

la
ti
o

n
 v

a
lu

e
s

0 100 200
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

C
o

rr
e

la
ti
o

n
 v

a
lu

e
s

CM1: 
taps = 2000 

CM1: 
taps <2000 

CM2: 
taps = 2000 

CM2: 
taps <2000 

Lags (ns)

Figure 4.6 Average and Instantaneous IFI Effect: CM1 and CM2

4.5 Simulation Results of IFI in UWB Systems

Simulation is carried out for a single user and simultaneous single bit transmission for

All-Rake (considering all taps) and for Partial RAKE (PRake) receivers with BPSK and PPM

modulations using parameters in Table 4.1. For Tp = .41ns, Ts is 6.15 ns and .data rate is 163

Mbps. For shorter pulses, simulation can also be carried out for higher data rate such as 200Mbps

as in WPAN or 802.153a. IFI performance closely coincides with non IFI for All-Rake with both

BPSK and PPM modulation in Fig. 4.10 and for Partial RAKE, with both BPSK and PPM in

Fig. 4.11. Due to the space limitation all channel models are not shown. Although for partial

RAKE, number of taps is less than All-Rake, the constructive/destructive paths is sufficient to

cancel each other in overall IFI effect over many symbols and IFI performance closely resembles

non IFI case. In the following section possible future research direction is provided.

4.6 Conclusion and Future Research on IFI in UWB Systems

IFI is almost unavoidable for very high data rate UWB Impulse Radio systems. For single

bit transmission, in RAKE receivers with BPSK and PPM modulations, it has been proved semi-
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Figure 4.7 Average and Instantaneous IFI Effect: CM3 and CM4

analytically that overall IFI effect is negligible when Nf is very large and Tf is very small. With

small Nf , overall IFI may be constructive or destructive. In the scenario, when IFI (small Nf per

bit) effect over many bits is considered, combined IFI may be negligible. Actual simulation for All-

Rake (large tap number, small Nf ) and for Partial RAKE (small tap number, small Nf ) over many

bits produces IFI BER performance close to non IFI case and supports the analysis. Therefore, it

can be safely concluded that IFI may not be a problem for RAKE receivers for BPSK and PPM

modulation schemes and the restrictions on Tc, Tf , Nf to avoid IFI may be removed, which may

allow higher data rate, relax PN code limit, increase processing gain, increase user capacity etc.

As a future research IFI may be investigated for multiple user interference (MUI) and for ISI when

the guard interval between symbols are lifted. In the next section performance of coherent receiver

is investigated in the presence of both IFI and ISI in UWB systems.

4.7 IFI and ISI in UWB Systems

In high data rate systems, it may be impossible to prevent leakage of multipaths among

symbols in both coherent and noncoherent UWB receivers. The resulting ISI is addressed in the
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past for coherent [50, 51] and non-coherent [52, 53] receivers to improve receiver performance under

ISI. In this part of the chapter the ISI is evaluated in RAKE receivers using Pulse Amplitude

Modulation (PAM) and Pulse Position Modulation (PPM) schemes. The primary contribution of

this part is to show that for high data rate systems, ISI from a large number of symbols make the

overall ISI effect negligible on RAKE receiver performance. An analysis and supporting simulation

results prove such conclusions. The ISI is also investigated in the presence of IFI. In the following

section, signal structure for the RAKE receiver is presented. The same notations used in the

previous sections are used in the following sections as well.

4.8 Signal Structure in the Presence of Both IFI and ISI

In a generic TH UWB multiple access scheme, pulses of each user are replicated in time

over Nf number of frames according to a unique TH code. Each transmission block can contain N

successive symbols. The transmitted and received signals of the kth user in a multipath environment

can be expressed as sk(t) and rk(t) according to equations (4.1) and (4.2) respectively. A single

user case is considered in the following sections and hence the superscript k is omitted. The same
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Figure 4.9 Variance with Lags, Channel Convolved with Pulse of 0.41ns

analysis and results can be extended to any number of users. Without loss of generality if Nf = 1

and Nc = 1 is considered, equations (4.1) and (4.2) can be simplified to exclude the subscripts and

parameters for frame indices, chip indices and TH codes. The reduced equations are expressed as,

s(t) = Aβω(t− bδ) and r(t) =
∑L−1

l=0 Aβγlω(t− bδ − τl) + z(t).

In the following sections, Binary Phase Shift Keying (BPSK) and binary PPM schemes are

considered for modulation. The analysis can be extended to higher order modulation schemes as

well. It is noted that orthogonal PPM is used in here, where the value of δ is chosen to be equal to

Tp. In the presence of ISI, the received signal includes contributions from other N−1 symbols of the

same user. In BPSK, symbols are transmitted Tp and in PPM, 2Tp width apart. For convenience

of analysis, the channel is discretized to the timing resolution of either the receiver sampling rate

or to the pulse bandwidth. It is assumed that τl = l∆, where ∆ is the chosen minimum timing

resolution. Since consecutive symbols are transmitted Tp width apart and Tg is the path delay, the

range of ISI contributing paths of the nth symbol can be written as l = 1 to
Tg−Tp(n−1)

∆ (for PPM,

Tp is replaced by 2Tp). If
Tg−Tp(n−1)

∆ is denoted by LISIn, the received signal can be expressed as

eqn (4.7), where βn represent the change in pulse amplitude and bn represent the bit value of the

109



−20 −15 −10 −5 0 5
10

−3

10
−2

10
−1

10
0

Eb/No
B

E
R

RAKE with BPSK modulation

with IFI
No IFI

−20 −15 −10 −5 0 5 10
10

−3

10
−2

10
−1

10
0

Eb/No

B
E

R
RAKE with PPM modulation

with IFI
No IFI

Figure 4.10 All-Rake BER Performance for CM1

−20 −15 −10 −5 0 5
10

−3

10
−2

10
−1

10
0

Eb/No

B
E

R

Rake with BPSK: CM1

with IFI
No IFI

−20 −15 −10 −5 0 5
10

−3

10
−2

10
−1

10
0

Eb/No

B
E

R

Rake with BPSK: CM2

with IFI
No IFI

−20 −10 0 10
10

−3

10
−2

10
−1

10
0

Eb/No

B
E

R

Rake with PPM: CM1

with IFI
No IFI

−20 −10 0 10
10

−3

10
−2

10
−1

10
0

B
E

R

Rake with PPM: CM2

with IFI
No IFI

Eb/No

Eb/No Eb/No

Figure 4.11 Partial RAKE BER Performance for CM1, CM2

110



0   4500 9000 13500 18000
−0.2

−0.1

0

0.1

0.2

Multipaths in each frame and symbol (samples)

0   4500 9000 13500 18000 22500 27000
−0.2

−0.1

0

0.1

0.2
0     152715 305430

−0.2

0

0.2

BIT 0

GUARD

BIT 1

BIT 0 BIT 1
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nth symbol when PAM or PPM modulation scheme is considered respectively. The rISI(t)

rISI(t) =
L−1∑

l=0

Aβγlω(t− bδ − τl),

+

N∑

n=2

LISIn−1
∑

l=0

Aβnγlω(t− bnδ − τl − Tp(n− 1))

︸ ︷︷ ︸

ISIterm

+z(t). (4.7)

The of eqn. (4.7) excludes bδ and bnδ parameters when PAM is used and excludes β and

βn parameters when PPM scheme is used. In the following section, the analysis of ISI in UWB is

presented.

4.9 Analysis of ISI in UWB

For the analysis, it is assumed that the channel is constant over the ISI affected and its corre-

sponding ISI contributing symbols and the transmitted and received pulses are identical. In an ideal

All-Rake receiver, energy is gathered from all received multipaths by correlating the received signal

111



−0.05 0 0.05
0

50

100

150
CM1 : BPSK

−0.02 0 0.02 0.04
0

20

40

60

80

100
CM1 : PPM

−0.05 0 0.05
0

20

40

60

80

100

CM4: BPSK
−0.05 0 0.05

0

50

100

150

200

CM4: PPM

Figure 4.13 Histogram of Effective ISI for RAKE Receiver, Tp .41ns, ISIbits 99

with a local template and the correlator output is combined to form the decision statistics. Under

the assumptions of a perfectly estimated channel and a perfect synchronization at the receiver, the

correlator output of All-Rake receiver can be expressed as, yrk(t) =
∫ Tg

0 rISI(t)φ(t), where φ(t)

represents the local template at the receiver and, φ(t) = ψ(t) for BPSK and φ(t) = ψ(t)−ψ(t− δ)

for binary PPM. The value of ψ(t) is represented as, ψ(t) =
∑L−1

l=0 Aγlω(t− τl).

4.9.1 BPSK Modulation Scheme

After substituting (4.7) in yrk(t) and replacing φ(t) with ψ(t) along with some mathematical

computation (steps are omitted due to limited space) the decision variable for BPSK for bit 1,

summed over one frame and conditioned on β = 1 can be expressed as,

yrkBPSK(t) =

∫ Tg

0

(

T (t)M(t) + T (t)N(t) + T (t)I(t)
︸ ︷︷ ︸

ISI

)

,

= mBPSK +NBPSK + ISIBPSK , (4.8)

where, T (t) =
∑L−1

l=0 Aγlω(t − τl) represents the noise free local template for BPSK, M(t) =

∑L−1
l=0 Aβγlω(t− τl) represents the desired BPSK modulated signal and N(t) = z(t) represents the
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AWGN noise. Variable I(t) =
∑N

n=2

∑LISIn−1
l=0 Aβnγlω(t − τl − Tp(n − 1)) represents the ISI from

other bits . The decision rule for BPSK is as follows: if yrkBPSK(t) > 0, the transmitted bit is 1,

otherwise the bit is 0.

In order to derive the probability of error, each term of (4.8) can be evaluated similar to [50,

54]. In this chapter, Ns = Nf = 1 is considered. No pre-rake combining is applied. The NBPSK

is uncorrelated and zero mean random variable since N(t) is AWGN. Replacing the values for

T (t), M(t) and I(t) in (4.8) and after some straightforward derivation, the components and their

variances of yrkBPSK(t) can be expressed as follows,

mBPSK =
L−1∑

l=0

A2γ2l ω
2(t− τl),

V AR(NBPSK) =
No

2
E
( L−1∑

l=0

Aγlω(t− τl)
)2
, and

V AR(ISIBPSK) = E
( L−1∑

l=0

Aγlω(t− τl)

·
LISI2−1
∑

l=0

Aβ2γlω(t− τl − Tp(2− 1)) + ...

+
L−1∑

l=0

Aγlω(t− τl) ·
LISIn−1∑

l=0

Aβnγlω(t− τl − Tp(n− 1)) + ...+
L−1∑

l=0

Aγlω(t− τl)

·
LISIN−1
∑

l=0

AβNγlω(t− τl − Tp(N − 1))
)2
,

(4.9)

where, the E is the expectation or mean parameter. The variable, mBPSK is the desired correlator

output and is equal to the mean of yrkBPSK . It is assumed that ISIBPSK is a zero mean random

variable. The histogram in Fig. 4.13 validates this assumption. It is noted that each term within the

square of V AR(ISIBPSK) represents the correlation between ISI free template and ISI contributing

paths from each undesired bit. The detection SNR at the RAKE correlator output for BPSK can
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be expressed as,

SNRBPSK =
m2

BPSK

V AR(NBPSK) + V AR(ISIBPSK)
(4.10)

The result in (4.10) is valid for both β ∈ {±1}. When L and Tg are sufficiently large, central limit

theorem can be used to approximate ISIBPSK as Gaussian. Then the probability of bit error Pe

can be given by, Pe = Q(
√
SNRBPSK), where Q(x) =

∫∞
x

1√
2π
exp(−y2

2 )dy.

4.9.2 PPM Modulation Scheme

After substituting (4.7) in yrk(t) and replacing φ(t) with ψ(t) − ψ(t − δ) along with some

mathematical computation, the decision variable for PPM can be expressed as,

yrkPPM (t) =
∫ Tg

0

(

TPPM (t)MPPM (t)

+TPPM (t)NPPM (t) + TPPM (t)IPPM (t)
︸ ︷︷ ︸

ISI

)

, where, TPPM (t) =
∑L−1

l=0 Aγlω(t− τl)−
∑L−1

l=0 Aγlω(t−

δ − τl) represents the noise free local template for PPM, MPPM (t) =
∑L−1

l=0 Aγlω(t − bδ − τl)

represents the desired PPM modulated signal, NPPM (t) represents the AWGN noise. Variable

IPPM (t) =
∑N

n=2

∑LISIn−1
l=0 Aγlω(t− bnδ− τl − 2Tp(n− 1)) represents the ISI from other bits. The

decision rule for PPM is as follows: if yrkPPM (t) > 0, the transmitted bit value is 0 otherwise it is

1. (For bit ‘0’ transmitted on the ‘0’th position). In Fig 4.12, two successive symbols of a single

user is considered, where, Nf = 5, Nc = 3, the PN sequence is [3 1 3 1 1], and the minimum pulse
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to pulse duration is equal to one chip length. In the top sub-figure, two bits are transmitted, where

Tc = Tg, resulting in the absence of IFI or ISI. In the middle sub-figure, Tc < Tg results in IFI, while

a sufficient guard interval prevents ISI. In the bottom sub-figure, the guard is taken off allowing

both IFI and ISI. From Fig. 4.12, it is clear that allowing IFI and ISI increase data rate. In [55],

it is shown that IFI effect is negligible in All-Rake and Partial RAKE receiver performance. In the

next section, simulation results are provided under the influence of both IFI and ISI.

4.10 Simulation Results under ISI

The BER is evaluated in simulation for All-Rake receiver using BPSK and PPM schemes.

The CM1 and CM4 [48] channel models for indoor 802.15.3a standard are used. The total channel

taps are 1000 in CM1 and 4000 in CM4. The received paths are combined using Maximal Ratio

Combining (MRC). Three second order Gaussian pulses with Tp = .41ns, Tp = 1ns and Tp = 2ns

are used in the simulation and are shown in Fig. 4.14. When Nc = Nf = 1 and Ts = Tp, the

resulting data rates are 2.4, 1 and 0.5 Gbps. In a TH environment with Nf > 1, the same pulse

widths result in lower data rates depending on the values of Nf , Nc and Tf for Tc = Tp.

ISI contributing bits vary from one realization to another. If the maximum Tg over all

realizations is considered, it can be shown that for BPSK modulation schemes using Ts = Tp = .41ns

and Ts = Tp = 1ns , the ISI contributing bits exceed 100 in CM1. For Tp = 2ns, ISI bits is around

60. In CM4, Tg is larger and the the largest pulse width of Tp = 2ns results in ISI contributing bits

in excess of 100 and even more for shorter pulse widths. For PPM modulation, in CM1, Tp = 2ns

results in ISI bits less than 50 and in CM4, less than 100. In CM1, Tp = 1ns results in bits less

than 100. To include a high ISI contribution, the number of ISI contributing bits considered is 99,

although for PPM less number of bits produce ISI. The value of N is 100 for each transmission

block.

Fig. 4.15 and Fig. 4.16 illustrate the BER performance of All-Rake in the presence of ISI in

CM1 channel, while Fig. 4.17 and Fig. 4.18 present the BER in CM4 channel. There is negligible

performance difference between the presence and absence of ISI cases for both BPSK and PPM

schemes in both channel models. The ISI free template in All-Rake generates ISI terms that contain
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Figure 4.15 BER Performance in CM1 (BPSK)

no non-linear ISI [56]. This in turn prevents BER degradation due to non-linear ISI. According to

(4.8), the All-Rake decision variable consists of one ISI term and a noise term. Noise is pre-dominant

in the lower SNR values and the desired signal strength is weakened by noise in the absence of ISI.

As a result, ISI and ISI free performance coincide at low SNR. As the SNR increases, signal strength

increases in ISI free case and degrades in the presence of ISI due to dominating ISI term. As a

result, ISI performance is worse than ISI free performance at relatively higher SNR.

The PPM performance marginally supersedes that of BPSK in the ISI case. This can be

explained as follows. The PPM modulation allow the transmitted pulses to switch between two

positions. This makes some of the ISI contributing taps hit or miss the desired symbol taps.

Therefore, the overall effective ISI from all contributing bits may be reduced and performance is

improved. On the other hand, in BPSK, the undesired paths have more chance to hit the desired

paths.

It is seen that the ISI performance in CM4 is slightly better compared to the ones in

CM1 (Fig. 4.15 through 4.18) . This is due to the large number of paths present in CM4 that

result in a lower overall effective ISI compared to that of CM1. Fig. 4.13 illustrates the histogram

of effective ISI for BPSK and PPM schemes in CM1 and CM4 channel models. Data rate increases

significantly in the presence of ISI with negligible change in BER. In high data rate systems when

Nf > 1, IFI may also be present along with ISI. Fig. 4.19 presents the simulation results in the
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Figure 4.16 BER Performance in CM1 (PPM)
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Figure 4.17 BER Performance in CM4 (BPSK)

presence of both IFI and ISI, the PN considered is [3 1 3 1 1]. It is seen that the overall effects of

IFI and ISI on the BER is still negligible. In the next section, conclusion and discussion on future

research are addressed.

4.11 Future Direction of IFI and ISI in RAKE UWB

In high data rate UWB systems, the presence of ISI may be unavoidable. Prior studies on

ISI incorporated various techniques to improve coherent receiver performance under ISI. Here, ISI

117



−5 0 5 10 15
10

−3

10
−2

10
−1

10
0

Eb/No (dB)

B
E

R

 

 

Tp=.41ns, No ISI
Tp=.41ns, With ISI
Tp=1ns, No ISI
Tp=1ns, With ISI
Tp=2ns, No ISI
Tp=2ns, With ISI

Figure 4.18 BER Performance in CM4 (PPM)

−30 −25 −20 −15
10

−3

10
−2

10
−1

10
0

Eb/No

B
E

R

 

 

Tp=.41ns,No ISI

Tp=.41ns, With ISI

Tp=1ns, No ISI

Tp=1ns, With ISI

Tp=2ns, No ISI

Figure 4.19 BER Performance in CM4 (BPSK) (with IFI and ISI)

is evaluated for RAKE receivers. It is shown that the ISI effect is negligible on RAKE receiver

performance using BPSK and PPM modulation schemes. The ISI is also evaluated in the pres-

ence of IFI to show that the receiver performance is minimally effected due to both IFI and ISI.

These results can be extended to incorporate multiple user interference (MUI) and synchronization

error as part of future research. The next section addresses one of the key applications of ultra-

wideband technology in locating the whereabouts, and thus determining the wandering behavior

of Alzheimer’s patients.
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4.12 Ultra-wideband Application

Ultra wideband has numerous advantages over other technologies: First, UWB-RFID trans-

mission can operate over unlicensed frequency ranges from 3.1GHz to 10.6GHz. The 7.5GHz

bandwidth for UWB-RFID transmission comes with a severe restriction on power limit by the

FCC. However, the restriction enables UWB-RFID to coexist with other technologies (for example

802.11a/g radio) that share narrow or smaller bands with the frequency range of UWB-RFID.

UWB-RFID can therefore operate without creating interference for other users sharing the same

frequency range. The UWB-RFID transmission power level is similar to background noise levels,

i.e. a UWB-RFID signal may be deemed noise rather than an information signal by a non-UWB-

RFID device. Different power limits for indoor and outdoor UWB-RFID transmission are set by

the FCC; these limits also vary according to the transmitting UWB-RFID frequency. Since IR-

UWB-RFID signal transmission does not require the encoding of an information signal on a high

frequency carrier wave, the hardware and software necessary to process the signal is inherently

reduced making UWB-RFID transmitters and receivers simple and inexpensive compared to other

wireless communication technologies. The exceptionally large bandwidth available to UWB-RFID

allows high rate data transmissions (on the order of 1Gbps) over very short ranges (less than 1m).

UWB-RFID can tradeoff data rate against range allowing a variety of transmission modes according

to the needs of the application and local conditions. UWB-RFID can penetrate a wide variety of

materials including the human body, walls, and earth.

UWB’s unique features make it an extraordinary candidate for applications requiring high

data rate, low power, cost and complexity. A few of the current application areas include:

• Wireless Communication The high data rate and short range of UWB-RFID make it suitable

for wireless home networking and peripherals (UWB-RFID wireless mouse, keyboard, wireless

USB, high speed wireless personal area networking (WPAN), wireless body area network

(WBAN) etc.)

• Imaging The high penetration capability of UWB-RFID gives it a great advantage in radar

imaging systems, ground penetration radars, wall radar imaging, through-wall radar imaging,
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Figure 4.20 Floor Plan of Laboratory Testing Room

surveillance systems, medical imaging and imaging behind obstructions assisting firemen and

public safety authorities.

• Location Tracking A unique feature of UWB-RFID is its ability to resolve or capture electro-

magnetic energy from numerous individual paths or rays that arrive at the receiving end with

different time delays[12]. UWB-RFID can calculate the location of the transmitting point in

real time and track the whereabouts of a moving transmitter. Some prominent applications of

the location tracking capability of UWB-RFID are vehicular radar systems for avoiding colli-

sion, tracking targets in military applications, inventory tracking in warehouse environments

and patient tracking in hospital environments.

UWB-RFID’s strengths for determining location, patterns of movement and identity of multiple

household residents are crucial to a fuller understanding of how wandering evolves in community

settings for two reasons: 1.) diurnal rhythms in wandering behavior have been observed to occur

suggesting that the risk of elopement (unattended departure through exit ways of a care setting)
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Figure 4.21 Plot of Location Data Collected from UWB-RFID Tag

Figure 4.22 Shadowing Effect between Two Tags Carrying Human Subjects
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increases at specific times of the day, and 2.) Persons who wander do so in social environments and

may ”shadow” or follow other persons out of doorways in response to behavioral or environmental

cues.

Wandering within the home may not elevate risk, but wandering away from home definitely

increases the risk of injury and death. Behaviors such as following another resident as they near an

exit (shadowing) and remaining close to an exit door for extended periods (lingering) may therefore

predict eventual elopement.

In order to study these two pre-elopement behaviors longitudinally using UWB-RFID tech-

nology, the following operational definitions are proposed: (a) Lingering, where a wanderer persis-

tently remains near exitways and (b) Shadowing, where a wanderer closely follows or trails others

seeking to exit. The relationship of lurking and shadowing behaviors to each other and their

relationship to eventual elopement are unknown. Long term data collection will facilitate an un-

derstanding of the ontogeny of wandering and its evolving nature over the dementing process as it

occurs in home environments. Systems that reveal the complex interplay of pre-elopement lurking

and shadowing with behaviors of other household residents enhance our understanding of the phe-

nomenon and will accelerate the creation of best practice guidelines for managing wandering.

A second but equally compelling reason for using longitudinal systems to measure wander-

ing’s precursor behaviors is to fairly evaluate existing technologies available to caregivers who must

manage wandering in home settings. These technologies diverge in their theoretical assumptions

and run the gamut from expensive and elaborate alarm systems to cheap cloth barriers placed over

doorknobs and camouflage wallpapers, however their relative efficacies in home settings remain un-

known. Best practices for which technologies work best for patients at varying levels of impairment

must be informed by empirically sound methods which include longitudinal monitoring. A method

that reveals the progression of wandering, elucidates the relationship of two of its key components

(lurking and shadowing) to elopement; provides a relatively unbiased tool for assessing which tech-

nologies for managing wandering are best, and expands the knowledge base for the treatment of

dementia is therefore highly desirable. An ideal tracking technology to gather the information

needed to meet these objectives, should have the following characteristics.
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• Unobtrusive Gathering longitudinal data in home settings, ideally, should not impact the

normal behavior patterns of the residents. Additions to the home environment should be

consistent with the architecture and dcor and not draw attention. If devices must be worn

by the residents, they should be small, lightweight, waterproof, produce no social stigma,

and be maintenance free. Data extraction should be possible without disruption of residents’

routines.

• The range should be infinitely adjustable An ideal device must be able to detect a person

wearing a transmitter at any distance within the home.

• Should be constantly online The device must be capable of gathering information continuously

without interruption due to power line failure, and data storage must be permanent.

• Must differentiate a wanderer from another resident The device may not confuse a wanderer

with another person. Movement by one resident cannot be misinterpreted as originating

from another. The device’s accuracy must not be affected by furniture or human bodies

intervening between the recording device and the person(s) under study. It should never

record the behavior of anyone or anything that is not the subject of study.

• Must detect shadowing when it occurs The device must be able to physically differentiate

two individuals in close proximity and precisely track their arrival and departure times at a

monitored area.

• Must detect lingering when it occurs The device must detect when an individual is in a

monitored area and must precisely track their arrival and departure times from the areas

with high precision.

• Must detect an elopement when it occurs The device must correctly determine when an

individual passes over an exit threshold and successfully leaves the home. It must differentiate

close contact with the interior surface of a door from movement across its threshold. It must

record the time, date, and identity of the person crossing the threshold, and whether the

person crossed the threshold alone or accompanied, and by whom.
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Ultra wideband radio’s powerful location tracking characteristics, fulfilling the device criteria men-

tioned above, make it a prominent candidate to track the Alzheimer’s patients with a high precision

accuracy. A laboratory study of UWB-RFID technology is conducted here and its data presented.

Fig. 4.20 illustrates the laboratory testing floor plan, where the UWB fixed receivers are mounted

on the four walls. The test subjects carrying the UWB wrist tags or UWB transmitters, walk

around the room, while the tags transmit data to the UWB receivers. Fig. 4.21 shows the plot of

collected/recorded location data using UWB transceiver system, and Fig. 4.22 shows the shadowing

effect between two UWB tags, when the test subjects move around the room, one behind the other.

At the end of this laboratory testing, UWB systems are implemented in real homes of

Alzheimer’s patients, who are also veteran’s, to track their wandering behavior. This project is

funded by the Veterans Administration (VA) of USA.
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CHAPTER 5 :

CONCLUSION

Wireless communication technology, in the terrestrial radio frequency domain, is advancing

in lightning speed. The key reason being, the necessity and demand of consumers to have commu-

nication available, anywhere, anytime, and in anyway. The human habitats and livings on land,

necessitate the development of communication technology in the terrestrial RF domain. However,

future sustainability of human life on land depend on fully exploring and utilizing the vast water

resources in the underwater domain. In order to achieve this, advanced technology needs to be

researched and implemented to facilitate the exploration, understanding, and using the resources

available in the underwater domain.

This dissertation addresses three of the key difficulties that are faced by manned and/or

unmanned vehicles, during underwater acoustic communication with each other, while carrying out

their task of underwater exploration and/or applications. The contributions of this research involve

addressing these difficulties and provide feasible solutions to handle such difficulties.

5.1 Underwater Acoustic Communication Channel

The underwater acoustic communication (UAC) environment and consequently, the UAC

channel, varies in the degree of severity compared to terrestrial radio frequency (RF) commu-

nication environment. In addition, the UAC presents challenges that may be absent in the RF

communication domain.

5.1.1 Channel Representation

The UAC channels are highly variable in nature in time, frequency, and in spatial domains

according to the channel environment. It is imperative to represent the channels according to

125



the environment parameters that define each channel. This dissertation provides a comprehensive

classification and representation of the underwater acoustic communication channel based on the

channel environments.

5.2 Doppler Shift Effect in UAC OFDM Systems

In a UAC environment, the transmission bandwidth is often comparable to the carrier fre-

quency and the Doppler amount. This creates a varying Doppler shift effect over OFDM subcarriers

in UAC OFDM systems, which in turn leads to loss of orthogonality of OFDM subcarriers. This

dissertation proposes two Doppler scale estimation algorithms to estimate Doppler scale and use

the estimated values to mitigate varying Doppler shift effect over OFDM subcarriers.

5.3 Inter-symbol Interference in Ultra-wideband

Very large delay spread, which is a function of the UWB channel environments, can cause

severe ISI among the symbols in UWB systems. That in turn degrades receiver performance

significantly. This dissertation provides a feasible solution to long delay spread causing ISI by

allowing the symbols to overlap intentionally and presents the performance results under such ISI.
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Appendix A : Acronyms

Acronym Description

AWGN additive white Gaussian noise

BER bit error rate

BPSK binary phase shift keying

CI cognitive intelligence

CP cyclic prefix

CR cognitive radio

DFT discrete Fourier transform

FFT fast Fourier transform

ICI inter-carrier interference

IDFT inverse discrete Fourier transform

IEEE Institute of Electrical and Electronics Engineers

IFFT inverse fast Fourier transform

i.i.d. independent and identically distributed

IFI inter-frame interference

ISI inter-symbol interference

LOS line-of-sight

NASA National Aeronautics and Space Administration

NLOS non-line-of-sight

OFDM orthogonal frequency division multiplexing

PDF probability density function

PHY physical layer

QPSK quadrature phase shift keying

SPAWAR Space and Naval Warfare Systems Command
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Appendix A (Continued)

RF radio frequency

SNR signal-to-noise ratio

SIR signal-to-interference ratio

SINR signal-to-interference-plus-noise ratio

TPC transmit power control

UAC underwater acoustic communication

UWB ultra-wideband

WCSP Wireless Communications and Signal Processing

VA Veterans Administration
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