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Date of Approval:
November 3, 2013

Keywords: Edge windowing, partially overlapping tones, sidelobe suppression,
time-frequency analysis, uncoordinated networks

Copyright c⃝ 2013, Alphan Şahin



DEDICATION

To my family



ACKNOWLEDGMENTS

First and foremost, I would like to thank my advisor Dr. Hüseyin Arslan for his guidance, encouragement,
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ABSTRACT

In this dissertation, multicarrier schemes are reviewed within the framework of Gabor Systems. Their fun-

damental elements; what to transmit, i.e., symbols, how to transmit, i.e., filters or pulse shape, and where/when to

transmit, i.e., lattices are investigated extensively. The relations between different types of multicarrier schemes are

discussed.

Within the framework of Gabor systems, a new windowing approach, edge windowing, is developed to ad-

dress the out-of-band (OOB) radiation problem of orthogonal frequency division multiplexing (OFDM) based multi-

carrier schemes. To the best of our knowledge, for the first time, the diversity on the range of the users is exploited

to suppress the sidelobes of OFDM. In addition to that, the concept of using different filters in OFDM structure is

proposed. Besides the improvement on the OOB radiation performance of OFDM via edge windowing, conven-

tional lattice structure of OFDM frame is enhanced considering the diversity in the network. The lattice structure of

an OFDM frame is designed based on the statistical characteristics of the range of the users and the mobility. The

concept of channel-aware frame structure is developed, which allows more efficient and reliable transmission.

In addition to the aforementioned improvements on OFDM, interference issues in uncoordinated networks

are addressed in this dissertation considering different multicarrier schemes. It is stressed that the interference from

other links in the network sharing the same spectrum might degrade the link performance between the devices in

an uncoordinated network, significantly. Considering the degradation due to other-user interference, the concept of

partially overlapping tones (POT) is proposed. With the concept of partially overlapping tones, the interference energy

observed at the victim receiver is mitigated via an intentional frequency offset between the links. The usefulness of

intentional frequency offset to combat with the asynchronous nature of other-user interference without any timing

constraint between interfering signals is emphasized. To the best of our knowledge, for the first time, the efficacy of

non-orthogonal schemes are shown along with POT to address the other-user interference, which relies on the fact that

self-interference problem is easier than other-user interference problem in an uncoordinated network.

In the last part of this dissertation, required number of equalizer taps for multicarrier schemes is investi-

gated to address the potential self-interference problems (e.g. due to the non-orthogonal multicarrier schemes with the

concept of POT). Composite impact of transmit pulse shape, communication medium, and receive filter on the charac-

vii



teristics of the interference among the symbols in time and frequency is analyzed. It is emphasized that while taking

less number of taps into account for the channel estimation causes lack of description of the composite effect, using

more number of taps folds the noise into the estimated channel. The number of interfering symbols and their locations

are obtained in both time and frequency for a given multicarrier scheme and signal-to-noise ratio. It is shown that

correct number of taps yields not only improvement on BER performance but also less complex equalizer structures

in practice.
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CHAPTER 1

INTRODUCTION

1.1 Introduction

There are two fundamental issues that come into the prominence along with the communication over wireless

channels: dispersion and interference. A transmitted signal is dispersed in time and frequency due to the existence of

the multiple paths and the mobility in wireless communication channels. The amount of the dispersion depends on the

properties of the communication systems, e.g., communication range, operating frequency, and physical characteristics

of operation environment. Besides the dispersion, the signals might be interfered by the signals of other users or other

networks that access the same spectrum. The amount of interference and the type of the interference are related to

many factors, e.g., density of the network, path loss, and availability of the coordination mechanisms. Dealing with

the dispersion and the interference constitutes the main subject for the design of wireless communications systems [1].

In communications, waveform corresponds to the formations of the resources in time and frequency, based on

a specific structure. Conventionally, basic parameters related to the waveform structure, e.g., symbol rate, modulation

order, and modulation type, are optimized to increase the effective utilization of the resources in dispersive channels.

From the view point of waveform design, this approach has its own merits since the impact of dispersion is inherently

related to the waveform structure. Potential interference issues due to the other users or the other systems are mainly

managed via proper interference management strategies such as interference coordination mechanisms, scheduling,

interference cancellation/mitigation/alignment methods, and smart antennas, rather than the manipulations on wave-

form structure. However, waveform structure is also able to address the potential interference issues in the network,

which constitutes the theme of this dissertation.

Main motivation of this dissertation is to provide solutions considering potential interference issues in next

generation wireless communication systems and dispersion due the wireless communication channel by using the

waveform structure. To this end, conventional waveform-based methodologies are investigated, extended, and im-

proved by taking both dispersion and interference into account. The main difference of this investigation compared

to the existing techniques along the same line is the utilization of waveform structure itself, rather than developing

methods excluding the impact of waveform structure.
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In this introductory chapter, the challenges for waveform design based on interference and channel conditions

are outlined. Potential benefits of dealing with these problems are emphasized. Then, a brief outline of the dissertation

is presented.

1.2 Motivations for Waveform-Based Methodologies

First motivation for considering waveform-based approaches is to exploit the potential benefits emerging

from the diversity by using the waveform structure. The current transmission in point-to-multipoint links are based

on a single waveform with fixed parameters. Generally, the selection of these parameters is based on the statistics

that are obtained through the offline measurements. Most of the time, the worst-case statistics are used to ensure the

desired performance, at the expense of reduced spectral efficiency. Wireless communication standards often employ

adaptive modulation and coding, adaptive power control, adaptive resource scheduling, adaptive antenna parameters

configuration. In all these techniques, the physical layer parameters are adjusted accordingly for each communicating

node, based on the channel and radio parameters between the transmitter and receiver. However, waveform and its

related parameters are still fixed for each node. When waveform structure is design based on the individual physi-

cal signatures of the communicating nodes, e.g. location, mobility, channel condition, signal-to-noise ratio (SNR),

additional gains in the systems can be obtained.

Second motivation for taking waveform-based methodologies into account emerges from the trends toward

the network sharing the same electrospace. Orthogonal frequency division multiplexing (OFDM) offers a simple re-

ceiver architecture with fast Fourier transformation (FFT) and single-tap frequency domain equalization (FDE), which

is one of the reason of being a dominating multicarrier structure for many wireless standards, such as 802.11a/b/g

under WiFi alliance, 802.16 (WiMax), DVB-T/DAB-T, WRAN 802.22, and Long Term Evolution (LTE) of cellular

radio. However, OFDM is not designed to address the coexistence issues. Hence, it might not be the most efficient

method to access the spectrum for the networks sharing the same electrospace. Unfortunately, coexistence appeared

later in the game. If we know that coexistence will be there in the future, would orthogonal frequency division multiple

accessing (OFDMA) be the best choice? To answer this question, the suitability of OFDM to coexisting scenarios is

discussed in the dissertation. As it is investigated in Chapter 5, orthogonal waveform structures cannot address inter-

ference mitigation without losing their spectral efficiencies. However, non-orthogonal waveform structures are able to

address the constraints of uncoordinated networks without losing their efficiencies at the expense of attainable receiver

complexity.
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Third motivation for waveform-based approach is to control the localizations of resources in time and fre-

quency. A pulse shape is one of the main factor that determines the localization of waveforms. With the proper of

waveform structure, it is possible to control the concentration of a pulse shape in time and frequency. This adaptation

allows interference management in waveform domain. Therefore, waveform-based approaches exploits the degree-of-

freedoms due to the waveform structure to deal with the interference scenarios.

Another supporting motivation for developing waveform-based methodologies is the simple implementation

of different types of waveform structures by using poly phase networks (PPN). It is worth noting that discrete Fourier

transformation (DFT) is the core block for OFDM. The simple implementation of DFT via FFT makes OFDM an

appealing multicarrier scheme. However, it is also possible to synthesize or analyze other types of multicarrier schemes

with PPN which is also rely on FFT implementation. Besides, it is always possible to generate OFDM symbols via

PPN, considering the back-compatibility issues.

1.3 Potential Challenges for Waveform Design

Most of the challenging issues on waveform design arise due to the tendency of various sizes of networks to

coexist over the same electrospace. This trend is mainly because of the excessive demands for the throughput over

limited resources, wide variety of wireless communication applications, and increasing number of communicating

devices. In order to increase efficient utilization of time-frequency resources, while one path of the researches inves-

tigates the solutions to obtain more spectral efficient structures considering self-interference issues, i.e., inter-symbol

interference (ISI) and inter-carrier interference (ICI), the other path examines the cross-relation between the waveform

structures in terms of adjacent-channel interference (ACI) and co-channel interference (CCI). Based on these two

paths, potential challenges for waveform design are provided in the following subsections.

1.3.1 Channel-Aware Waveform Structures

Conventionally, waveform structure is designed based on the worst-case dispersion characteristics. While

this approach ensures the reliability in the network, it also limits the potential benefits arising from the diversity. It

is worth noting that networks get smarter day by day and they collect significant of amount information on physical

signatures of the communicating nodes. It is important to relate this information to the waveform structure. This issue

is addressed with the concept of multi-user aware frame structures in Chapter 4.
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1.3.2 Adjacent Channel Interference Mitigation with Waveform Structure

ACI becomes a significant problem when two asynchronous or distinct networks access the adjacent bands.

If sufficient precaution for out-of-band (OOB) radiation is not taken, the performance of the both networks might

degrade significantly. While OFDM offers nice features such as simple equalization, it also introduces large sidelobes

due to its pulse shape which is rectangular. Hence, OFDM without additional manipulation for sidelobe suppression

might decrease the spectrum utilization. This issue is addressed with a new type of sidelobe suppression method, edge

windowing, in Chapter 3.

1.3.3 Other-user Interference Mitigation with Waveform Structure

In next generation wireless communication systems, the network performance might be limited due to the

significant amount of other-user interference. In the literature, the interference between the nodes is often elaborated

with the approaches which question the amount of the interference power at the receiver location, excluding the

impact of the waveform itself. This is mainly due to the fact that orthogonal structure does not provide immunity

against asynchronous nature of uncoordinated networks without spectral efficiency loss, which is discussed with the

concept of partially overlapping tones (POT) in Chapter 5.

1.3.4 Self-Interference Mitigation Based on Waveform Structure

Next generation wireless communication systems might allow distinct networks accessing the same spectrum.

In such co-existing scenarios, controlling the time-frequency resources in a compact manner is critical to handle

the interference issues due to the other users. However, orthogonal structures, e.g., OFDM, cannot accommodate

concentrated pulse shapes in both time and frequency without losing their spectral efficiencies, based on Balian-Low

theorem discussed in Chapter 2. When non-orthogonal schemes are utilized in the network instead of orthogonal

schemes, it is possible to control the localization of the resources at expense of self-interference, i.e., ICI and ISI.

Hence, it is important to re-consider self-interference cancellation methods, e.g., equalization and waveform structure,

jointly. This issue is addressed by obtaining required number of equalizer taps for multicarrier schemes in Chapter 6.

1.4 Fundamental Approach for Waveform Design: Lattices and Filters

In this dissertation, waveform design issues are investigated based on a specific structure: multicarrier

schemes. When the resources in time and frequency rely on multiple simultaneously operating subcarriers, the wave-

form structure corresponds to a multicarrier scheme. Without loss of generality, a multicarrier scheme consists of three

basic elements: what to transmit, i.e., symbols, how to transmit, i.e., filter or pulse shape, and where/when to transmit,
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i.e., lattices. For example, OFDM is a multicarrier scheme based on rectangular filter and rectangular lattice structure

and symbols can be generated based quadrature amplitude modulation (QAM).

Throughout this dissertation, the time-frequency structure of a multicarrier scheme is discussed within the

framework of Gabor systems. A Gabor system essentially generates a signal space based on a prototype filter and its

translation in time and frequency, which fundamentally changes the understanding of multicarrier schemes, especially,

within the two last decades. This is mainly because of the fact that the synthesis of a signal with a Gabor system also

corresponds to generation of multicarrier signal. A comprehensive discussion that relates Gabor systems to multicarrier

schemes are provided in Chapter 2. Relying on this framework, the approaches followed in this dissertation are based

on the degree-of-freedom provided by Gabor systems, i.e., lattice and filter. In addition, multicarrier schemes are

represented via time-frequency plane, e.g. Figure 3.1, Figure 2.1, Figure 4.1, Figure 5.4, and Figure 6.1, where time

and frequency constitute its dimensions, which is a well-known notation for representing one dimensional signals in

two dimensions [2, 3]. This notation provides intuitive explanations on multicarrier schemes.

1.5 Dissertation Outline

1.5.1 Chapter 2: A Survey on Multicarrier Schemes: Filters and Lattices

The goal of Chapter 2 is not only to provide a unified review of waveform design options for multicarrier

schemes, but also to pave the way for the evolution of the multicarrier schemes from the current state of the art to future

technologies. In particular, a generalized framework on multicarrier schemes is presented, based on symbols, filters,

and lattices. Capitalizing on this framework, different variations of orthogonal, bi-orthogonal, and non-orthogonal

multicarrier schemes are discussed. In addition, filter design for various multicarrier systems is reviewed consider-

ing four different design perspectives: energy concentration, rapid decay, spectrum nulling, and channel/hardware

characteristics. Finally, evaluation tools which may be used to compare different filters in multicarrier schemes are

studied.

1.5.2 Chapter 3: A Filter Adaptation: Edge Windowing

In Chapter 3, we propose a new sidelobe suppression method for OFDM-based schemes. Unlike the con-

ventional windowing techniques where the same windowing is used for all the subcarriers within an OFDM symbol,

in the proposed approach, windowing is heavily applied to the subcarriers located at the edges of the band; shorter

windowing sizes are used for the inner subcarriers compared to edge subcarriers. This approach essentially correspond

to use different types of pulse shapes for each subcarriers. Instead of introducing additional windowing interval, in

the proposed approach, the windowing time is stolen from cyclic prefix (CP) duration. Therefore, with the proposed

5



approach, sidelobe suppression is achieved while maintaining the spectral efficiency. The proposed technique brings

about a trade-off between achieving spectrally efficient multicarrier scheme and introducing controllable ISI and ICI.

Then, this trade-off is exploited along with multi-user environment to overcome ISI and ICI without introducing com-

plexity at the physical layer, which is a unique approach for sidelobe suppression methods known in the literature.

1.5.3 Chapter 4: A Lattice Adaptation: Channel-Aware Frame Structures

In Chapter 4, we propose a channel-aware frame structure for doubly dispersive channels in order to increase

both spectral efficiency and frequency spread immunity of OFDMA based accessing schemes. Unlike the conventional

OFDMA based system where the fixed CP duration and subcarrier spacing are utilized within the frame structure

considering the worst case communication channel, in the proposed approach, multiple CP durations and subcarrier

spacings are employed. In order to build the proposed frame structure, the statistics of the mobility and the range of

the users are mapped to inter-carrier-interference and maximum excess delay to obtain multiple subcarrier spacings

and CP durations. Therefore, the lattice structure of OFDMA frame is modified based on the channel characteristics

in the network. Better immunity against frequency dispersion is achieved while increasing the spectral efficiency by

exploiting the doubly dispersive channel characteristics of the communicating nodes.

1.5.4 Chapter 5: Partial Overlapping Tones for Uncoordinated Networks

In an uncoordinated network, the link performance between the devices might degrade significantly due to

the interference from other links in the network sharing the same spectrum. As a solution, the concept of partial over-

lapping tones (POT) is introduced in Chapter 5. The interference energy observed at the victim receiver is mitigated

by partially overlapping the individual subcarriers via an intentional frequency offset between the links. Also, it is

shown that while orthogonal transformations at the receiver cannot mitigate the other-user interference without losing

spectral efficiency, non-orthogonal transformations are able to mitigate the other-user interference without any spectral

efficiency loss at the expense of self-interference. Using spatial Poisson point process, a tractable bit error rate analysis

is provided to demonstrate potential benefits emerging from partially overlapping tones (POT).

1.5.5 Chapter 6: Number of Required Equalizer Taps for Multicarrier Schemes

In a multicarrier scheme, transmit filter, communication medium, and receive filter result in a composite effect

that determines the characteristics of the interference among the symbols in time and frequency. However, precise

information to handle the interference is not available at the receiver due to the uncertain noise and the random nature

of the communication medium. While taking a smaller number of taps into account for channel estimation causes lack
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of description of the composite effect, using a larger number of taps folds noise into the channel estimation. Hence,

using fewer or more taps than the required ones degrades the bit error rate (BER) performance of the receiver. In this

chapter, this issue is theoretically investigated for multicarrier schemes. The number of interfering symbols and their

locations in both time and frequency are obtained for a given multicarrier structure. Considering practical scenarios,

the number of required equalizer taps is also extracted via Akaike information criterion. It is shown that considering

correct number of taps yields not only improvement on BER performance, but also less complex equalizer structures

in practice.
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CHAPTER 2

A SURVEY ON MULTICARRIER SCHEMES: FILTERS AND LATTICES

2.1 Introduction

The explosion of mobile applications and data usage in the recent years necessitate the development of adap-

tive, flexible, and efficient radio access technologies. To this end, multicarrier techniques have been extensively used

over the last decade for broadband wireless communications. This wide interest is primarily due to their appealing

characteristics, such as the support for multiuser diversity, simpler equalization, and adaptive modulation and coding

techniques.

Among many other multicarrier techniques, orthogonal frequency division multiplexing (OFDM) dominates

the current broadband wireless communication systems. On the other hand, OFDM also suffers from several shortcom-

ings such as high spectral leakage, stringent synchronization requirements, and susceptibility to frequency dispersion.

Transition from the existing OFDM-based multicarrier systems to the next generation radio access technologies may

follow two paths. In the first approach, existing OFDM structure is preserved, and its shortcomings are addressed

through appropriate solutions [4]. Considering backward compatibility advantages with existing technologies, this

approach has its own merits. The second approach follows a different rationale based on a generalized framework for

multicarrier schemes [5, 6], which may lead to different techniques than OFDM. In this chapter, we choose to go after

the second approach since it provides a wider perspective for multicarrier schemes, with OFDM being a special case.

Based on this strategy, the goals of the chapter are listed as follows:

• To provide a unified framework for multicarrier schemes along with Gabor systems by emphasizing their

basic elements: what to transmit, i.e., symbols, how to transmit, i.e., filters, and where/when to transmit,

i.e., lattices;

• To extend the understanding of existing multicarrier schemes by identifying the relations to each other;

• To review the existing prototype filters in the literature considering their utilizations in multicarrier schemes;

• To understand the trade-offs between different multicarrier schemes;
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• To pave the way for the further developments by providing a wider perspective on multicarrier schemes.

This chapter is organized as follows: First, preliminary concepts and the terminology are presented in Section

2.2. Various multicarrier schemes are provided in Section 2.3, referring to the concepts introduced in Section 2.2.

Then, known prototype filters are identified and their trade-offs are discussed in Section 2.4. Useful tools and metrics

to evaluate the filter performances are investigated in Section 2.5, and, finally, the investigation is concluded in Section

2.6.

2.2 Preliminary Concepts: Symbols, Lattices, and Filters

The purpose of this section is to provide preliminary concepts related to multicarrier schemes along with the

notations used throughout the chapter. Starting from the basics, symbols, lattices, and filters are discussed in detail

within the framework of Gabor systems. For a comprehensive treatment on the same subject, we refer the reader

to the books by I. Daubechies [7], H.G. Feichtinger and T. Strohmer [8], and O. Christensen [9]. Also, the reader

who wants to reach the development of Gabor systems from the mathematical point of view may refer to the surveys

in [6, 10–13]. Besides, it is worth noting [2, 3, 14–25] constitute the key research papers which construct a bridge

between the Gabor theory and its applications on communications. These studies also reveal how the Gabor theory

changes the understanding of multicarrier schemes, especially, within the two last decades. Additionally, [26–29] are

the recent complete reports and theses based on Gabor systems.

2.2.1 Fundamentals

In the classical paper by C. Shannon [30], a geometrical representation of communication systems is pre-

sented. According to this representation, messages and corresponding signals are points in two function spaces:

message space and signal space. While a transmitter maps every point in the message space into the signal space,

a receiver does the reverse operation. As long as the mapping is one-to-one from the message space to the signal

space, a message is always recoverable at the receiver. Based on this framework, a waveform corresponds to a specific

structure in the signal space and identifies the locations of the signals in the signal space. Throughout this survey, the

signal space is considered as a time-frequency plane where time and frequency constitute its coordinates, which is a

well-known notation for representing one dimensional signals in two dimensions [2, 3].
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When the structure in signal space relies on multiple simultaneously-transmitted subcarriers, the waveform

structure corresponds to a multicarrier scheme. It is represented by

x(t) =
∞∑

m=−∞

N−1∑
k=0

Xmkgmk(t) , (2.1)

where m is the time index, k is the subcarrier index, Xmk is the symbol (message) being transmitted, N is the number of

subcarriers, and gmk(t) is the synthesis function which maps Xmk into the signal space. The family of gmk(t) is referred

to as a Gabor system, when it is given by

gmk(t) = ptx (t − mτ0) e j2πkν0t , (2.2)

where ptx (t) is the prototype filter (also known as pulse shape, Gabor atom), τ0 is the symbol spacing in time, and ν0

is the subcarrier spacing. A Gabor system implies that a single pulse shape is considered as a prototype and others are

derived from the prototype filter via some translations in time and modulations in frequency, as given in (2.2). The

coordinates of the filters form a two dimensional structure in the time-frequency plane, known as lattice. Assuming a

linear time-varying multipath channel h(τ, t), the received signal is obtained as

y(t) =
∫
τ

h(τ, t)x(t − τ)dτ + w(t), (2.3)

where w(t) is the additive white Gaussian noise (AWGN). Then, the symbol X̃nl located on time index n and subcarrier

index l is obtained by the projection of the received signal onto the analysis function γnl(t) as

X̃nl = ⟨y(t), γnl(t)⟩ ,
∫

t
y(t)γ∗nl(t)dt , (2.4)

where

γnl(t) = prx (t − nτ0) e j2πlν0t . (2.5)

Similar to (2.1), γnl(t) given in (2.5) is obtained by a prototype filter prx (t) translated in both time and frequency,

constructing another Gabor system at the receiver.

The equations (2.1)-(2.5) correspond to basic model for multicarrier schemes illustrated in Figure 2.1(a),

without stressing the variables in the equations. In a crude form, a multicarrier scheme can be represented by a
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(a) A block diagram for communications via multicarrier schemes. Both the
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(b) Sampling the time-frequency plane. Modulated pulses are placed into the
time-frequency plane, based on the locations of samples. In the illustration,
the product of 1/τ0ν0 corresponds to the lattice density.

Figure 2.1 Utilization of the prototype filters at the transmitter and the receiver.

specific set of equations constructed in the time-frequency plane, i.e., these equations are synthesized at the transmitter

and analyzed at the receiver. In the following subsections, symbols, filters, and lattices in a multicarrier system are

discussed in detail.

2.2.2 Symbols

Without loss of generality, the transmitted symbols are denoted by Xmk ∈ C, where C is the set of all

complex numbers. As a special case, it is possible to limit the set of Xmk to real numbers, i.e. Xmk ∈ R, where R

is the set of all real numbers. One may choose Xmk as a modulation symbol or a part of the modulation symbol, e.g.

its real or imaginary part or a partition after a spreading operation. In addition, it is reasonable to consider finite

number of elements in the set, based on the limited number of modulation symbols in digital communications. Note
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that the set of the symbols may be important for the perfect reconstruction of the symbols since its properties may

lead one-to-one mapping from message space to the signal space [30], as in signaling over Weyl-Heisenberg frames,

faster-than-Nyquist signaling, or partial-response signaling [24, 25, 31, 32].

2.2.3 Filters

In digital communication, symbols are always associated with pulse shapes (also known as filters). A pulse

shape essentially corresponds to an energy distribution which indicates the density of the symbol energy (in time,

frequency, or any other domain). Hence, it is one of the determining factors for the dispersion characteristics of the

signal. At the receiver side, the dispersed energy due to the transmit pulse shape is coherently combined via receive

filters. Thus, the transmit and receive filters jointly determine the amount of the energy transfered from the transmitter

to the receiver. Also, they determine the correlation between the points in the lattice, which identify the structure of

the multicarrier scheme, i.e., orthogonal, bi-orthogonal, or non-orthogonal.

2.2.3.1 Matched Filtering

If the prototype filter employed at the receiver is the same as the one that the transmitter utilizes, i.e., ptx (t) =

prx (t), this approach corresponds to matched filtering, which maximizes signal-to-noise ratio (SNR). As opposed to

matched filtering, one may also use different prototype filters at the transmitter and receiver, i.e., ptx (t) , prx (t) [17].

2.2.3.2 Orthogonality of Scheme

If the synthesis functions and the analysis functions do not produce any correlation between the different

points in the lattice, i.e., ⟨gmk(t), γnl(t)⟩ = δmnδkl, where δ is the Kronecker delta function, the scheme is either orthog-

onal or bi-orthogonal. Otherwise, the scheme is said to be non-orthogonal, i.e., ⟨gmk(t), γnl(t)⟩ , δmnδkl . While or-

thogonal schemes dictate to the use of the same prototype filters at the transmitter and receiver, bi-orthogonal schemes

allow to use different prototype filters at the transmitter and the receiver.

A nice interpretation on orthogonality and bi-orthogonality is provided in [19]. Let R be a Gram matrix given

by R , QQH where QH is a block-circulant matrix in which the columns consist of the modulated-translated vectors

generated by an initial filter p(t). Then, the relation between the filters at the transmitter and the receiver for orthogonal

and bi-orthogonal schemes can be investigated by

Xmk = RR−1Xmk = R−ρRR−(1−ρ)Xmk = R−ρQQHR−(1−ρ)Xmk = R−ρQ ×

Transmitted signal︷             ︸︸             ︷
(R−(1−ρ)Q)HXmk︸                         ︷︷                         ︸

Received symbol

(2.6)
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where [·]H is the Hermitian operator and ρ is the weighting parameter to characterize orthogonality and bi-orthogonality.

Using (2.6), the prototype filters at the transmitter and the receiver can be obtained from the first rows of R−ρQ and

R−(1−ρ)Q, respectively, which yields

prx =
∑
m,k

R−ρpmk (2.7)

and

ptx =
∑
m,k

R−(1−ρ) pmk , (2.8)

where pmk is the column vector generated by modulating and translating p. As a simpler approach, it is also possible

to calculate (2.7) and (2.8) as

prx = S −ρp (2.9)

and

ptx = S −(1−ρ) p (2.10)

respectively, where S = QHQ. While the choice ρ = 1/2 leads to an orthogonal scheme, ρ → 0 or ρ → 1 result in

bi-orthogonal schemes [19]. When ρ = 1, minimum-norm dual pulse shape is obtained.

Note that orthogonal schemes maximize SNR for AWGN channel [19] since they assure matched filtering.

On the contrary, bi-orthogonal schemes may offer better performance for dispersive channels, as stated in [17]. In

addition, when the scheme has receive filters which are not orthogonal to each other, i.e., ⟨γn′l′ (t), γnl(t)⟩ , δn′nδl′l, the

noise samples becomes correlated, as in non-orthogonal and bi-orthogonal schemes [17].

2.2.3.3 Localization

The localization of a prototype filter characterizes the variances of the energy in time and frequency. While

the localization in time is measured by ∥tp(t)∥2, the localization in frequency is obtained as ∥ f P( f )∥2, where ∥·∥ is

the L2-norm and P( f ) is the Fourier transformation of p(t). The functions where ∥ f P( f )∥∥tp(t)∥ → ∞ are referred as

non-localized filters; otherwise, they are referred as localized filters.
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2.2.4 Lattices

A lattice corresponds to an algebraic set which contains the coordinates of the filters in the time-frequency

plane [19, 21, 22, 24, 26]. In other words, it is a set generated by sampling the time-frequency plane as illustrated

in Figure 2.1(b). It determines the bandwidth efficiency and the reconstruction properties of a multicarrier scheme.

Without loss of generality, a lattice Λ can be described by a non-unique generator matrix L as,

L =

x y

0 z

 , (2.11)

where x, z , 0. The generator matrix contains the coordinates of the first two identifying points of the lattice in its

column vectors, i.e., (0, x) and (y, z) [19]. The locations of other points are calculated by applying L to [m k]T , where

[·]T is the transpose operation.

2.2.4.1 Lattice Geometry

Generator matrix L determines the lattice geometry. For example, the choice

L =

T 0

0 F

 , (2.12)

yields a rectangular structure as in (2.2) and (2.5), with a symbol duration of T and subcarrier width F. Similarly, a

hexagonal (or quincunx) pattern [19, 24, 26] is obtained when

L =

T 0.5T

0 F

 . (2.13)

Lattice geometry identifies the distances between the points indexed by the integers m and k. For example, assuming

that F = 1/T , while the minimum distance between the points is 1 for the rectangular lattice in (2.12), it is
√

1.25 for

the quincunx lattice in (2.13) [26].

2.2.4.2 Lattice Density/Volume

Lattice density can be obtained as

δ(Λ) =
1

vol(Λ)
=

1
|det (L)| , (2.14)
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where |·| is the absolute value of its argument and vol(Λ) is the volume of the lattice Λ calculated via determinant

operation det (·). It identifies not only the bandwidth efficiency of the scheme as

ϵ = βδ(Λ), (2.15)

where β is the bit per volume, but also the perfect reconstruction of the symbols at the receiver. In order to clarify the

impact of the lattices on the perfect reconstruction of the symbols, the concept of basis is needed to be investigated

along with Gabor systems.

A set of linearly independent vectors is called a basis if these vectors are able to represent all other vectors

for a given space. While including an extra vector to the basis spoils the linear independency, discarding one from

the set destroys the completeness. From communications point of view, having linearly independent basis functions is

a conservative condition since it allows one-to-one mapping from symbols to constructed signal without introducing

any constraints on the symbols. Representability of the space with the set of {gmk(t)} is equivalent to the completeness

property, which is important in the sense of reaching Shannon’s capacity [16, 17]. Gabor systems provide an elegant

relation between the linear independence and the completeness properties based on the lattice density. This relation

for Gabor systems is given as follows [17, 23, 27, 33]:

• Undersampled case (δ(Λ) < 1): Gabor system cannot be a complete basis since the time-frequency plane

is not sampled sufficiently. However, this case gives linearly independent basis functions. Well-localized

prototype filters can be utilized, but the bandwidth efficiency of the Gabor system degrades with decreasing

δ(Λ).

• Critically-sampled case (δ(Λ) = 1): It results in a complete Gabor System. Bases exist, but they cannot uti-

lize well-localized prototype filters according to the Balian-Low theorem [3]. This theorem states that there

is no well-localized function in both time and frequency for a Gabor basis where δ(Λ) = 1. It dictates the

use of non-localized functions, e.g., rectangular and sinc functions. A consequence of Balian-Low theorem

can also be observed when the dual filters are calculated as in (2.7) and (2.8). If one attempts to utilize a

well-localized function, e.g., Gaussian, when δ(Λ) = 1, the Gram matrix R in (2.6) becomes ill-conditioned.

Hence, the calculation of the dual pulse shape becomes difficult. The degree of ill-conditioning can be mea-

sured via the condition number of R. As stated in [19], the condition number of R approaches to infinity

for Gaussian pulses when δ(Λ)→ 1.
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• Oversampled case (δ(Λ) > 1): It yields an overcomplete set of functions. Gabor system cannot be a basis,

but it may be a frame1 with well-localized pulse shapes. However, since the Gabor system is overcomplete,

representation of a signal might not be unique. Note that non-unique representations do not always imply

loss of one-to-one mapping from modulation symbols to signal constructed. For example, a finite number

of modulation symbols may be useful to preserve the one-to-one relation between the signal space and the

message space [25].

2.2.5 A Combined Approach: Lattice Staggering

It is possible to circumvent the restriction of Balian-Low theorem on the filter design with lattice staggering2

[14, 16, 33, 36, 37]. It is a methodology that generates inherent orthogonality between the points in the lattice for real

domain through mandating symmetry conditions on the prototype filter. Since the inherent orthogonality does not rely

on the cross-correlation between the filters, it relaxes the conditions for the filter design. It is worth noting that the real

domain may be either the imaginary portion or the real portion of the complex domain. Thus, in lattice staggering, the

real and imaginary parts of the scheme are treated separately. However, processing in real domain does not imply that

the real and imaginary parts do not contaminate each other. Indeed, they interfere, but the contamination is orthogonal

to the desired part.

The concept of lattice staggering is illustrated in detail in Figure 2.2. The lattices on real and imaginary

parts of the scheme are given in Figure 2.2(a) and Figure 2.2(b), respectively. They also correspond to the lattices

on in-phase and quadrature branches in baseband. While the filled circles represent the locations of the filters on the

cosine plane, the empty circles show the locations of the filters on the sine plane. Cosine and sine planes indicate

that the filters on those planes are modulated with either cosine or sine functions. First, consider the lattice given in

the cosine plane of Figure 2.2(a). According to the Euler’s formula, a pulse modulated with a complex exponential

function includes components on both cosine and sine planes. Hence, when the filters on this lattice are modulated with

complex exponential functions, there will be same lattice on the cosine and sine planes, as illustrated in Figure 2.2(a)

and Figure 2.2(b). It is important to observe that the cross-correlation among the points indicated by arrows in the

cosine plane of Figure 2.2(a) is always zero, when the filters are even-symmetric and the symbol spacing is selected

as τ0 = 1/2ν0. This is because of the fact that the integration of a function which contains a cosine function multiplied

with a symmetric function about the cosine’s zero-crossings yields zero, as illustrated in Figure 2.2(c). From the

communications point of view, this structure allows to carry only one real symbol without interference. Considering
1Frames are introduced in 1952 by Duffin and Schaeffer [34], as an extension of the concept of a basis. They can include more than the required

elements to span a space. This issue corresponds to an overcomplete system, which causes non-unique representations [9, 35].
2In the literature, this approach appears with different names, e.g. offset quadrature amplitude modulation (OQAM), staggered modulation.

Rather than indicating a specific modulation, it is referred as lattice staggering throughout the study.

16



Cosine Plane 

Sine Plane 

Orthogonality  

based on  

symmetry  

Orthogonality based on  

Nyquist filter design 

 

(a) Real part of the multicarrier signal (in-phase component).

Cosine Plane 

Sine Plane 

Orthogonality  

based on  

symmetry  

Orthogonality based on 

Nyquist filter design 

Orthogonality  

based on  

symmetry 
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(c) Illustration for the orthogonality based on even-symmetric filters. Inner product of
three functions is zero when τ0 is set to 1/2ν0.

Figure 2.2 Lattice staggering.

the same structure on the imaginary part by staggering the same lattice, illustrated in Figure 2.2(b), another real symbol

could be transmitted. Although transmitting on the imaginary and real parts leads to contaminations on the sine planes,

these contaminations are always orthogonal to the corresponding cosine planes when the filter is an even-symmetric

function.

Lattice staggering induces an important result for the filter design: In order to obtain an orthogonal or

biorthogonal scheme using lattice staggering, the correlation of the transmit filter and the receive filter should pro-
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Figure 2.3 Multicarrier schemes based on lattices, filters, and symbols.

vide nulls in time and frequency at the multiples of 2τ0 and 2ν0. In other words, the unit area between the locations

of the nulls in time-frequency plane is 2τ0 × 2ν0, which is equal to 2 since τ0 is set to 1/2ν0. This is because of the

fact that even-symmetrical filters provide inherent orthogonality between some of the diagonal points in lattice when

τ0 = 1/2ν0 even though the filters do not satisfy Nyquist criterion, as illustrated in Figure 2.2. Also, this approach

circumvents the Balian-Low theorem since δ(Λ) = 1/τ0ν0 = 2. Hence, lattice staggering allows orthogonal and

bi-orthogonal schemes with well-localized filters while maintaining bandwidth efficiency as ϵ = β. From the mathe-

matical point of view, lattice staggering corresponds to utilizing Wilson bases on each real and imaginary parts of the

scheme, which is equivalent to the linear combinations of two Gabor systems where δ(Λ) = 2 [10, 12, 18, 19].

2.2.6 Summary

As a summary, the relations between the fundamental elements of a multicarrier scheme, i.e. symbols, lattice,

and filter are given in Figure 2.3. One can determine these elements based on Gabor theory, considering the needs of

the communication system. For example, let the signaling be an orthogonal scheme which is based on a rectangular

lattice geometry without lattice staggering. Then, the localization of the filter is determined according to the statements

of Gabor theory. For instance, equipping this system with well-localized filters yields an ill-conditioned R when

δ(Λ) = 1. Other inferences can also be obtained by following Figure 2.3.

2.3 Multicarrier Schemes

In this section, the concepts introduced in Section 2.2 are harnessed and they are associated with known

multicarrier schemes. Rather than discussing the superiorities of schemes to each other, the relations between the

orthogonal, bi-orthogonal, and non-orthogonal schemes within the framework of Gabor theory are emphasized. An
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interpretation of the spreading operation in multicarrier systems (e.g., as in single carrier frequency division multiple

accessing (SC-FDMA)) is also provided in the context of Gabor systems. Finally, milestones for multicarrier schemes

reviewed for completeness.

2.3.1 Orthogonal Schemes

The schemes that fall into this category have orthogonal basis functions at both the transmitter and the receiver

and follow matched filtering approach. The phrase of orthogonal frequency division multiplexing is often used for a

specific scheme that is based on rectangular filters. However, there are other multicarrier schemes which provide

orthogonality. We begin by describing the orthogonal schemes which do not consider lattice staggering:

• Plain & Zero-padding OFDM: Plain OFDM is an orthogonal scheme which is equipped with rectangular

filters at the transmitter and the receiver when δ(Λ) = 1. In order to combat with multipath channel, one

can provide guard interval between OFDM symbols, known as zero-padding OFDM (ZP-OFDM) [38]. It

corresponds to stretching the lattice in time domain, which yields δ(Λ) < 1.

• Filtered multitone (FMT): Filtered multitone (FMT) is an orthogonal scheme where the filters do not over-

lap in frequency domain. There is no specific filter associated with FMT. Instead of the guard intervals in

ZP-OFDM, guard bands between the subcarriers can be utilized in order to obtain more room for the filter

localization in frequency domain. Hence, it is based on a lattice where δ(Λ) ≤ 1. For more details we refer

the reader to the studies in [5, 39–43].

• Lattice-OFDM: Lattice-OFDM is the optimum orthogonal scheme for time- and frequency- dispersive

channels in the sense of minimizing interference between the symbols in the lattice [19]. It relies on

different lattice geometries and orthogonalized Gaussian pulses, depending on the channel dispersion char-

acteristics.

The orthogonal schemes which consider lattice staggering are given as follows:

• Staggered multitone (SMT) and Cosine-modulated multitone (CMT): Both schemes exploit the lattice stag-

gering approach to obtain flexibility on the filter design when ϵ = β [5, 37], where ϵ is the bandwidth

efficiency and β is the bit per volume, introduced in (2.15). In these schemes, the symbols are real numbers

due to the lattice staggering, however, as a special case, they are either real or imaginary part of the mod-

ulation symbols. The main difference between the staggered multitone (SMT) and the cosine-modulated

multitone (CMT) is the modulation type. While SMT uses quadrature amplitude modulation (QAM) type
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Figure 2.4 Illustrations of various orthogonal multicarrier schemes.

signals, CMT is dedicated to vestigial side-band modulation (VSB). Yet, SMT and CMT are structurally

identical; it is possible to synthesize one from another by applying a frequency shift operation and proper

symbol placement [37].

Illustrations for plain/zero-padding OFDM (ZP-OFDM), filtered multitone (FMT), staggered multitone (SMT),

and cosine-modulated multitone (CMT) in time and frequency are provided in Figure 2.4.

2.3.2 Bi-orthogonal Schemes

These schemes do not follow matched filtering approach and do not have to contain orthogonal basis functions

at the transmitter and the receiver. However, transmit and receive filters are mutually orthogonal to each other.

• Cyclic-prefix OFDM: Plain OFDM is often utilized with cyclic prefix (CP) to combat with the multipath

channels. CP induces a lattice where δ(Λ) > 1. At the same time, it results in a longer rectangular filter

at the transmitter, compared to one at the receiver. Therefore, cyclic-prefix OFDM (CP-OFDM) does not

follow matched filtering and constructs a bi-orthogonal scheme [6, 22, 44]. Yet, it provides many benefits,

e.g. single-tap equalization and simple synchronization.

• Windowed-OFDM: OFDM has high out-of-band (OOB) radiation due to the rectangular filter. In order mit-

igate the out-of-band radiation, one may consider to smooth the transition between OFDM symbols. This
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operation smooths the edges of rectangular filter, and commonly referred as windowing. If the windowing

is performed with an additional guard period, a bi-orthogonal scheme where δ(Λ) > 1 is obtained.

• Biorthogonal frequency division multiplexing (BFDM): In [17], it is stated that extending the rectangular

filter as in CP-OFDM is likely to be a suboptimal solution under doubly dispersive channels, since this

approach does not treat the time and frequency dispersions equally. As an alternative to CP-OFDM, by

allowing different filters at the transmitter and the receiver, biorthogonal frequency division multiplexing

(BFDM) with properly designed filters can reduce the interference contribution from other symbols in dou-

bly dispersive channels. In [17], the design is given based on a prototype filter constructed with Hermite-

Gaussian function family and a rectangular lattice geometry when δ(Λ) = 1/2. In order to maintain the

bandwidth efficiency, one can utilize BFDM with lattice staggering, as investigated in [36, 45].

• Signaling over Weyl-Heisenberg Frames: Main motivation is to exploit overcomplete Gabor frames with

well-localized pulses and finite number of symbols for digital signal transmission. It is a unique approach

that allows a scheme where δ(Λ) > 1 with the perfect reconstruction property, which exploits subspace

classifications [25].

It is interesting to observe that bi-orthogonal schemes are closely related to the concept of equalization. For

example, transmitting the symbols over a non-orthogonal basis and forcing the correlations between the symbols to

be zero at the receiver is similar to zero-forcing equalization. Furthermore, one may harness bi-orthogonal schemes to

obtain single-tap equalization. For example, cyclic prefix (CP)-OFDM benefits from the extension of the rectangular

filter to yield a single-tap equalization in time-invariant multipath channels. A similar approach can also be obtained

via FMT. Consider a Gabor system at the transmitter, which utilizes sinc function that has a bandwidth greater than F,

e.g., F + Fcp. Also, assume that the subcarrier spacing is extended not to allow overlapping between the subcarriers,

i.e., ν0 = F + Fcp and τ0 = T . If the Gabor system at the receiver is equipped with another sinc function that has a

bandwidth F, which is smaller than ν0, a cyclic behavior within band of Fcp is obtained, similar to the one in time

domain for CP-OFDM. Therefore, a single-tap equalization would be sufficient for this scheme to combat with time-

selective channels (which only introduces frequency dispersion). This issue is also shown in Figure 2.9(e) using the

ambiguity surface for the extended null regions.

2.3.3 Non-orthogonal Schemes

The schemes that fall into this category do not contain orthogonal basis functions at the transmitter or the

receiver. Also, there is no bi-orthogonal relation between the filters at the transmitter and the filters at the receiver.
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• Generalized Frequency Division Multiplexing: Without loss of generality, generalized frequency division

multiplexing (GFDM) is a non-orthogonal scheme which allows correlation between the points in the lattice

in order to be able to utilize well-localized filters when δ(Λ) = 1 [46]. It utilizes complex symbols and

CP along with tail biting in the pulse shape. While tail biting allows channel shortening and CP provides

reliability against multipath channel. Main feature of GFDM is the fact that each subcarrier corresponds

to a pulse shaped single carrier transmission with cyclic prefix. As this structure yields a circulant channel

matrix (including transmit filter, multipath channel, and receive filter) for each subcarrier, it allows single

tap frequency domain equalization (FDE). However, when there are multiple subcarriers and δ(Λ) = 1,

orthogonality between the adjacent subcarriers cannot be maintained for localized filters. In [47], at the

receiver side, successive interference cancellation is suggested to remove the interference between the

symbols in frequency.

• Concentric Toroidal Pulses: By exploiting the orthogonality between Hermite-Gaussian functions, con-

centric toroidal pulses are introduced to increase the bandwidth efficiency of the transmission [48]. Four

Hermite pulses are combined on each point in the lattice and each Hermite pulse carries one symbol.

Although Gaussian-Hermite functions are orthogonal among each other, the pulses between neighboring

points are not orthogonal.

• Faster-than-Nyquist & Partial Response Signaling: When δ(Λ) > 1, certain conditions may yield the

reconstruction of the transmitted symbols. This issue firstly is investigated by Mazo in 1975 as faster-than-

Nyquist by addressing the following question: to what extent can the symbols be packed more than the

Nyquist rate without loss in bit error rate (BER) performance? It is shown that the symbol spacing can

be reduced to 0.802T without suffering any loss in minimum Euclidean distance between the synthesized

signals for binary modulation symbols and sinc pulse [32]. In other words, BER performance is still achiev-

able with optimal receivers even when the symbols are transmitted at a rate greater than the Nyquist rate.

The minimum symbol spacing that keeps the minimum Euclidean distance is later on referred as the Mazo

limit in the literature. By generalizing faster-than-Nyquist approach to other pulses, various Mazo limits

are obtained for root-raised-cosine (RRC) pulses with different roll-off factors in [49]. For example, when

roll-off is set to 0, 0.1, 0.2, and, 0.3, Mazo limits are derived as 0.802, 0.779, 0.738, and, 0.703 respectively.

The faster-than-Nyquist approach is extended to multicarrier schemes by allowing interference in time and

frequency in [50–52], which show that two dimensional signaling is more bandwidth efficient than one

dimensional signaling. Another way of developing a scheme where δ(Λ) > 1 is to transmit correlated
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symbols. This approach corresponds to partial-response signaling and introduced in [31]. Similar to the

faster-than-Nyquist signaling and partial-response signaling, in [24], Weyl-Heisenberg frames (δ(Λ) > 1)

is examined considering a hexagonal lattice geometry and sequence detector is employed at the receiver

for symbol detection.

2.3.4 Multicarrier Schemes with Spreading Approaches

Spreading operation is commonly used to reduce the peak-to-average-power ratio (PAPR) in multicarrier

schemes, in which modulation symbols are mapped to the multiple points in the lattice. One way to interpret and

generalize the spreading operation in multicarrier systems (e.g., as in SC-FDMA [53] and filter bank spread FBMC

(FB-S-FBMC) [54]) is to consider another Gabor system that spreads the energy of the modulation symbols into

multiple subcarriers. In other words, as opposed to using single Gabor system at the transmitter and receiver, two Gabor

systems combined with serial-to-parallel conversions are employed at the transmitter and the receiver. For example,

it can be said that SC-FDMA, which allows better PAPR characteristics and frequency domain equalization (FDE)

along with CP utilization [55–58], employs an extra Gabor system equipped with a rectangular filter and δ(Λ) = 1 to

spread the modulation symbols at the transmitter (i.e., discrete Fourier transformation (DFT)) and de-spread them at

the receiver (i.e., inverse DFT). On the contrary, in OFDM, since there is no spreading of the modulation symbols in

frequency domain, employed prototype filter for spreading is a Dirac function.

2.3.5 Milestones for Orthogonal Schemes

Having discussed the different variations of multicarrier systems in the earlier subsections, this subsection

provides a brief history on the development of aforementioned multicarrier systems. Earlier works related to or-

thogonal multicarrier schemes actually date back to 1960s [59, 60], which utilize a bank of filters for parallel data

transmission. In [59], Chang presented the orthogonality condition for the multicarrier schemes considering band-

limited filters. This condition basically indicates that the subcarriers can be spaced half of the symbol rate apart

without any interference. This scheme has then been re-visited by Saltzberg in 1967 [60] by showing the fact that

Chang’s condition is also true when the time and frequency axes are interchanged, based on offset quadrature ampli-

tude modulation (OQAM). Indeed, Chang and Saltzberg exploits the lattice staggering for their multicarrier schemes

which includes the basics of CMT and SMT. However, the idea of parallel transmission suggested in [59] and [60]

were unreasonably expensive and complex for large number of data channels at that time. In [61], through the use

of DFTs, Weinstein and Ebert eliminated the banks of subcarrier oscillators to allow simpler implementation of the

multicarrier schemes. This approach has been later named as OFDM, and it has become more and more popular after
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1980s due to its efficient implementation through fast Fourier transformation (FFT) techniques and FDE along with CP

utilization [62] compared to other multicarrier schemes. On the other hand, Weinstein’s DFT method in [61] limits the

flexibility on different baseband filter utilization while modulating or demodulating the subcarriers, but instead used

a time windowing technique to cope with the spectral leakage. In [63], by extending Weinstein’s method, Hirosaki

showed that different baseband filters may also be digitally implemented through DFT processing by using a poly

phase network (PPN) [64], [65]. Several other developments over the last two decades have demonstrated low com-

plexity and efficient implementations of lattice staggering, paving the way for its consideration in the next generation

wireless standards (see e.g., [5, 16, 66], and the references listed therein).

2.4 Filter Design

In a multicarrier scheme, a prototype filter determines the correlation between the symbols and the robust-

ness of the scheme against dispersive channels. This issue induces to design prototype filters which are suitable for

communications in time-selective and frequency-selective channels. The goal of this section is to review the filters

available in the literature. In order to reveal the connections between the filters, we categorized the filters based on

their design criteria: 1) energy concentration [19,67–77], 2) rapid-decay [78–81], 3) spectrum-nulling, and 4) channel

characteristics and hardware. Analytical expressions of the investigated filters are given in Table 2.1. For more detailed

discussions on the discussed filters, we refer the reader to the review papers [5, 82, 83] and the books [35, 43].

2.4.1 Design Criterion: Energy Concentration

In practice, limiting a pulse shape in time decreases the computational complexity and reduces the com-

munications latency, which are inversely proportional to the filter length. However, using shorter or truncated filter

may cause high sidelobes in the frequency domain. prolate spheroidal wave functions (PSWF) address this energy-

concentration trade-off problem through obtaining a time-limited pulse with minimum out-of-band leakage or a band-

limited pulse with maximal concentration within given interval. There are severals ways to characterize PSWFs [76].

A convenient definition for the prototype filter design is that PSWFs, {ψn,τ,σ (t)}, is a family that includes the orthog-

onal functions which are optimal in terms of the energy concentration of a σ-bandlimited function on the interval

[−τ, τ], where n is the function order. In the family, ψ0,τ,σ (t) is the most concentrated pulse and the concentration

of the functions decreases with the function order. In other words, ψn,τ,σ (t) is the most concentrated function after

ψn−1,τ,σ (t) and it is also orthogonal to ψn−1,τ,σ (t). Hence, if one provides the filter length and the bandwidth (where

the pulse should be concentrated) as the design constraints, the optimum pulse becomes ψ0,τ,σ (t) constructed based on

these constraints.
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Table 2.1 Analytical expressions of known prototype filters in the literature.
Filter Analytical Model Comments

Rectangular p(t) =

1 , |t| ≤ 1
2

0 , otherwise

It distributes the symbol energy uniformly in
time domain. It is the prototype filter for CP-
OFDM scheme.

Hanning
(Raised-cosine) p(t) =

 1
2 +

1
2 cos(2πt) , |t| ≤ 1

2
0 , otherwise

The function itself and its first derivative are
continuous. Hence, the power of the side-
lobes fall at 1/ |ω|3 per octave.

Exact Hamming p(t) =

 25
46 +

21
46 cos(2πt) , |t| ≤ 1

2
0 , otherwise

Exact Hamming filter places zero at the po-
sition of the first sidelobe.

Exact Blackman p(t) =

 7938
18608 +

9240
18608 cos(2πt) + 1430

18608 cos(4πt) , |t| ≤ 1
2

0 , otherwise
Exact Blackman filter places zeros at the po-
sitions of the the third and fourth sidelobes.

Tapered-cosine-in-
time (Tukey) p(t) =


1 , |t| ≤ 1−α

2
1
2 +

1
2 cos( πα

(|t| − 1−α
2

))
, 1−α

2 < |t| ≤ 1+α
2

0 , otherwise

It is the rectangular filter where the edges are
tapered by convolving a rectangular function
with a cosine lobe. When α = 1, it corre-
sponds to Hanning filter.

Tapered-cosine-in-
frequency (Tukey) p(t) = sin(πt)

πt
cos(παt)
1−4α2 t2

It distributes the symbol energy uniformly in
frequency domain when α = 0.

Root-raised-cosine p(t) =


1 − α + 4 α

π , t = 0
α√
2

[(
1 + 2

π

)
sin

( π
4α

)
+

(
1 − 2

π

)
cos

( π
4α

)]
, t = ± 1

4α

sin
(
(1−α)πt

)
+4αt cos

(
(1+α)πt

)
πt
(
1−16α2 t2

) , otherwise

It corresponds to tapered-cosine-in-
frequency after matched filtering.

Mirabbasi-Martin

p(t) =


a0 + 2

K−1∑
l=1

al cos(2πlt) , |t| ≤ 1
2 ,

0 , otherwise

kl = (−1)lal , k0 = −1 , k2
l + k2

K−l = 1 , k0 + 2
K−1∑
l=1

kl = 0 ,

K−1∑
l=1

lqkl = 0 , q ≥ 2 , q ∈ {2n|n ∈ Z}

It provides rapid-decaying. Power of the
sidelobes fall at 1/ |ω|(q+3) per octave, where
q is the derivation order. Last equation is
utilized to construct a complete set of equa-
tions.

Prolate p(t) = arg min
p(t)

{∫ ∞
−∞ |P( f )|2d f −

∫ σ
−σ |P( f )|2d f

}
.

It is the optimally-concentrated pulse in fre-
quency for a given filter length and band-
width.

Optimal finite
duration pulses p(t) =

N∑
l=0

a2lψ2l,τ,σ (t)

It is the optimally-concentrated pulse for a
given duration and bandwidth, which also
satisfies Nyquist criterion in both time and
frequency.

Kaiser
p(t) =


I0

(
β
√

1−4t2
)

I0(β) , |t| ≤ 1
2

0 , otherwise

I0(x) = 1 +
∑∞

k=1

[
(x/2)k

k!

]2

Kaiser filter has very similar time-frequency
characteristics of prolate filter. Although it is
suboptimum solution for concentration prob-
lem, its formulation is given in closed-from.

Modified Kaiser p(t) =


I0

(
β
√

1−4t2
)
−1

I0(β)−1 , |t| ≤ 1
2

0 , otherwise

In order to provide faster decaying, Kaiser
window is modified to obtain zeros at |t| =
1/2.

Gaussian p(t) = (2ρ)1/4e−πρt2 , P( f ) = pgaussian(t, 1/ρ)
It is the optimally-concentrated filter when
there are no restrictions on filter length and
bandwidth and ρ = 1.

IOTA

p(t) = F −1Oτ0FOυ0 pgaussian(t)
Oa x(t) = x(t)√

a
∑∞

k=−∞ ∥x(t−ka)∥2
, x(t) ∈ R

F −1X( f ) =
∫

X( f )e− j2π f td f , F x(t) =
∫

x(t)e j2π f tdt

IOTA yields optimally-concentrated func-
tion when there are no restrictions on filter
length and bandwidth. It also fulfills Nyquist
criterion after matched filtering.

Hermite
p(t) =

N∑
l=0

a4lψ4l,∞,∞ (t) ,

ψn,∞,∞ (t) = Hn
(√

2πt
)

e−πt2 , Hn (t) = (−1)net2 dn

dtn e−t2

By deforming the Gaussian filter with the
high-order Hermite functions, it obtains
zero-crossings to satisfy Nyquist criterion. It
has similar characteristics with IOTA.

Extended
Gaussian

p(t) = 1
2

[ ∞∑
k=0

dk,ρ,υ0

[
pgaussian(t + k/υ0, ρ) + pgaussian(t − kυ0, ρ)

]]
×

∞∑
l=0

dl,1/ρ,τ0 cos(2πlt/τ0)

It is a generalized family based on Gaussian
function which gives the closed-form expres-
sion of the filter derived via IOTA.
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PSWFs have many appealing properties [68, 72]. For example, they are the eigenfunctions of the operation

of first-truncate-then-limit-the-bandwidth. Therefore, these functions can pass through this operation without any

distortion or filtering effect excluding the scaling with a real coefficient, i.e, eigenvalue, which also corresponds to

the energy after this operation. Assuming that the energy of the pulse is 1, eigenvalues will always be less than 1.

Also, PSWFs correspond to an important family when τ = σ → ∞, known as Hermite-Gaussian functions which are

the eigenfunctions of Fourier transformation. Hermite-Gaussian functions provide optimum concentration in time and

frequency at the same time. Hence, they are able to give isotropic (same) responses in time and frequency. We also

refer the reader to the detailed discussions on the properties of PSWFs in [67, 69–71, 76, 77]

In the following subsections, the prototype filters that target time-frequency concentration are discussed.

Their characteristics are inherently related to the PSWFs.

2.4.1.1 Prolate Window

Prolate window addresses the energy concentration in frequency for a given filter length and bandwidth. In

time domain, its expression corresponds to ψ0,τ,σ ( f ) or 0th order Slepian sequence in time for the discrete case [71].

This issue is explained as a sidelobe minimization problem in [5], as shown in Table 2.1. The time and frequency

characteristics of prolate window are given in Figure 2.5.

2.4.1.2 Kaiser Function

An efficient solution for a filter with finite length is proposed by Jim Kaiser by employing Bessel functions to

achieve an approximation to the prolate window [73,82]. It offers a suboptimal solution for the out-of-band leakage. A

favorable property of Kaiser filter is its flexibility to control the sidelobes and stop-band attenuation, through a single

design parameter β with a closed-form expression. The expression is given in Table 2.1 where I0(x) denotes the zeroth

order modified Bessel function of the first kind.

2.4.1.3 Optimal Finite Duration Pulses

Although prolate window is an optimally-concentrated filter in terms of minimum sidelobe energy for a given

filter length and bandwidth, it does not satisfy the Nyquist criterion that ensures zero-interference between the points

in the lattice. Considering this fact, Vahlin exploits PSWFs to realize a new family which is referred as optimal finite

duration pulse (OFDP) [75] by generalizing the optimization procedure given for single carrier, presented in [74]. The

aim is to achieve a Nyquist filter in both time and frequency with the maximum energy in the main lobe for a given

bandwidth and filter length. In order to develop these pulses, as summarized in Table 2.1, Vahlin chooses the signal
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representation of OFDPs as the linear combinations of the PSWFs and formulates the constraints as an optimization

problem to find the weights al for lth PSWF for a given interval, using Lagrange multipliers and calculus of variations.

Since only the even-indexed prolate functions are even-symmetrical, only a2l are considered through the optimization

procedure. By applying similar optimization procedure, OFDP has been utilized in [66]. Also, another optimization

procedure which is based on deriving the composite matched filtering response of OFDP filter instead OFDP itself is

suggested in [84] to reduce the optimization complexity.

2.4.1.4 Gaussian Function

It is a prolate window when τ = σ → ∞. It is utilized with a parameter ρ in [19, 26, 42, 85] to control the

filter localization. Using the properties of Fourier transform, one may show that the frequency response of a Gaussian

function is also another Gaussian function [26]. When ρ = 1, it yields identical responses in time and frequency and

it corresponds to optimally-concentrated pulse among all functions. On the other hand, since it has no zero-crossings,

Gaussian filter does not satisfy the Nyquist criterion. In other words, it introduces interference from one point to other

points in the lattice.

2.4.1.5 Isotropic Orthogonal Transform Algorithm

Isotropic orthogonal transform algorithm (IOTA) targets to obtain a filter which preserves the optimum con-

centration property of Gaussian filter, and orthogonalizes it to prevent interference to neighboring points in the lat-

tice [16]. Starting with the Gaussian function, orthogonalized pulse is obtained as shown in Table 2.1 where F and

F −1 are the operators for Fourier transform and its inverse, respectively, and Oa is the orthogonalization operator.

This operation also corresponds to the orthogonalization process in (2.9) and (2.10) [19]. The constructed prototype

filter fulfills the Nyquist criterion and may yield isotropic response in time and frequency. For example, when ρ = 1,

τ0 =
√

2T/2 and ν0 =
√

2F/2, the pulse shape becomes identical to its Fourier transform as shown in Figure 2.5.

2.4.1.6 Extended Gaussian Function

Extended Gaussian function (EGF) corresponds to the analytical expression of the function obtained via

IOTA [86] as given in Table 2.1, where 0.528ν2
0 ≤ ρ ≤ 7.568ν2

0 and dk,ρ,ν0 are real valued coefficients. It is shown that

these coefficients can be computed (for finite number of coefficients bk, j) as

dk,ρ,υ0 =

jk∑
j=0

bk, je−(πρ/2ν2
0)(2 j+k) , 0 ≤ k ≤ K , (2.16)
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(a) Energy distribution in time.
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(b) Energy distribution in frequency.

Figure 2.5 Time and frequency characteristics of the filters, designed based on energy concentration.

where [87] lists the coefficients bk, j for 0 ≤ k ≤ 14 and 0 ≤ j ≤ 7. For ρ = 1, τ0 =
√

2T/2 and ν0 =
√

2F/2, EGF

gives the identical responses in time and frequency. In addition, one may truncate EGFs into one symbol duration to

handle the latency drawback due to the filter length while maintaining filter localization through some optimization

procedures [29, 66].

2.4.1.7 Hermite Filter

Hermite filter is obtained from the linear combinations of Hermite-Gaussian functions. By deforming the

Gaussian filter with the high-order Hermite functions, zero-crossings are provided to satisfy Nyquist criterion [81]. It

has similar characteristics with IOTA and yields isotropic response, which can be observed in Figure 2.5. Advanced

forms of the Hermite-Gaussian combinations also consider the dispersion characteristics of communication medium,

which is discussed in Section 2.4.4.2.

2.4.2 Design Criterion: Rapid-Decay

Even though PSWFs provide the optimum solution for the energy concentration problem, they do not address

the rapid-decaying of the sidelobes, as can be seen in Figure 2.5. Decaying of the sidelobes is related to the smoothness

of a filter. It is known that smoothness is measured by the number of continuous derivatives. If the mth derivative of a

function is impulsive, the sidelobes of the function in frequency falls at |ω|−m or 6m dB/octave, where ω is the angular

frequency [80, 82, 88].
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Table 2.2 Coefficients for Mirabbasi-Martin Filter.
K = 3 K = 4 K = 6 K = 8

a0 1 1 1 1
a1 0.91143783 0.97195983 0.99818572 0.99932588
a2 0.41143783 0.70710678 0.94838678 0.98203168
a3 0.23514695 0.70710678 0.89425129
a4 0.31711593 0.70710678
a5 0.06021021 0.44756522
a6 0.18871614
a7 0.03671221

2.4.2.1 Raised-Cosine Function (Hanning Filter)

The Hanning filter whose shape is captured through a period of cosine function, is a smooth function in time.

The zeroth and first order derivatives of the Hanning filter are continuous. Hence, sidelobes fall at 1/ |ω|3 per octave,

which corresponds to 18 dB/octave.

2.4.2.2 Tapered-Cosine Function (Tukey Filter)

Tapered-cosine function is a filter where the time-frequency localization is controlled by the roll-off factor

(α). While tapered-cosine function where α = 0 results in rectangular shape, the shape becomes a raised-cosine

function, i.e., Hanning filter, when α = 1. Hence, it provides a function family where the decaying range is between

6 dB/octave to 18 dB/octave.

2.4.2.3 Root-Raised-Cosine Function

Root-raised-cosine (RRC) is typically utilized to satisfy Nyquist criterion after matched filtering. It is derived

from the raised-cosine filter. RRC where α = 1 is known as half-cosine function (HCF), which is employed in

[5, 16, 37, 66, 85]. It provides a good compromise for time/frequency behavior; its relaxed transition bands allow

approximation through a relatively short time-domain filter, while achieving high attenuation in the stop-band [5]. On

the other hand, RRC filter with α = 0 becomes a sinc function. While sinc function results in minimal bandwidth, it is

very susceptible to truncation in time.

2.4.2.4 Mirabbasi-Martin Filter

Mirabbasi-Martin function is a filter where its coefficients are calculated by ensuring that the derivatives of

the function is continuous [78, 80]. Obtained filter coefficients are also specified for different K in Table 2.2. While
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(a) Energy distribution in time.
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(b) Energy distribution in frequency.

Figure 2.6 Time and frequency characteristics of the filters, designed based on rapid-decaying property.

the decaying rate is 1/ |ω|5 per octave when K = 6, it is 1/ |ω|7 per octave when K = 8 [80]. Its efficacy on decaying

can be observed in Figure 2.6. It has been investigated further in [79, 89] for multicarrier schemes, and was then

subsequently adopted to be used in the European Physical layer for dynamic access (PHYDYAS) project on filter bank

multicarrier (FBMC) [90, 91]. A similar approach based on polynomial functions is also proposed in [88].

2.4.2.5 Modified Kaiser Function

Since Kaiser window is not a continuous function, it decays at the rate of 1/|ω|. In order to provide faster

decaying, Kaiser window is modified to obtain zeros at |t| = 1/2 [83].

2.4.3 Design Criterion: Spectrum-nulling

As it can be realized, some of the functions in Table 2.1 follow a general form of the low-pass filters as

p(t) =


a0 + 2

K−1∑
l=1

al cos (2πlt) , |t| ≤ 1
2 ,

0 , otherwise

(2.17)

where K is the number of bins in frequency and al is the lth filter coefficient. The form given in (2.17) is a generalized

characterization to fulfill the spectrum-nulling criteria, since it corresponds to summation of sinc functions in the

frequency domain. By exploiting the coherent cancellation of the tails of the sinc functions, one may systematically

place zeros in the spectrum. This approach may not directly yield good prototype filters for a multicarrier scheme
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Figure 2.7 Time and frequency characteristics of the filters, designed based on spectrum-nulling approach and rect-
angular function.

because of the equal-ripple characteristics of the sidelobes. However, it is worth noting that the design criterion of

these filters has some similarities with the existing sidelobe suppression techniques for the OFDM-based schemes, e.g.

cancellation carriers [92]. The following filters are designed based on this approach:

2.4.3.1 Hamming Filter

Exact Hamming filter places a null at the position of the first sidelobe as shown in Figure 2.7.

2.4.3.2 Blackman Filter

Exact Blackman filter places nulls at the positions of the third and fourth sidelobes, as shown in Figure 2.7.

2.4.4 Design Criterion: Channel Characteristics and Hardware

Radio channel may hurt the orthogonality of the multicarrier schemes due to its dispersive characteristics in

frequency and time, and causes inter-symbol interference (ISI) and inter-carrier interference (ICI). In order to combat

with ISI and ICI, one may design pulse optimized to minimize interference among the points in the lattice.

2.4.4.1 Rectangular Function

Rectangular function distributes the symbol energy uniformly in time domain. It is the prototype filter for

conventional cyclic-prefix OFDM (CP-OFDM) scheme. It provides an effective solution to combat with ICI and ISI
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(b) Energy distribution in frequency.

Figure 2.8 Time and frequency characteristics of the filters, designed based on channel constraints.

in time-invariant multipath channels via an extension on its duration at the transmitter. This approach exploits the

uniformity of rectangular function.

2.4.4.2 Channel-based Pulses

Prototype filters can be designed to perform best for given channel characteristics. One of the methods is

to use of optimally weighted combinations of the Hermite-Gaussian functions to construct new pulse shapes that are

suitable for doubly dispersive channels. For example, in [93], the nulls in the ambiguity surface, which correspond to

zero-interference regions, are widened using the Hermite-Gaussian functions to increase the robustness of the scheme

in doubly dispersive channels. In [17], Hermite-Gaussian family is utilized as a basis to minimize ICI and ISI, while

in [94], they are utilized to maximize the signal-to-interference ratio (SIR) considering biorthogonal schemes.

Based on different considerations, e.g. maximum signal-to-interference-plus-noise ratio (SINR) [22] and

minimum ISI and ICI [23, 95], optimum pulses can be constructed using the Gaussian function itself an initial filter.

As opposed to data communications, in [96], two prototype filter design procedures are proposed by relaxing the

orthogonality constraint of the prototype filter for preamble transmission.

In addition to above considerations, one may design a prototype filter considering the hardware constraints.

For example, a prototype filter which addresses the PAPR and timing jitter problems by minimizing the tails of the

prototype filter is proposed in [97], which is shown in Figure 2.8.
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2.5 Evaluation Metrics and Tools for Multicarrier Schemes

In this section, various tools and metrics are introduced in order to have a better understanding of the pro-

totype filters and characterize their performance for multicarrier communications. These tools are instrumental for

assessing the performances of different prototype filters along with multicarrier schemes. First, Heisenberg uncer-

tainty parameter and direction parameter are given. Then, ambiguity surface is introduced and its usefulness on the

evaluation of interference characteristics of multicarrier schemes is discussed. Further details about these tools and

metrics may be found in [5, 7, 29, 82, 83].

2.5.1 Heisenberg Uncertainty Parameter

Time-frequency localization of a filter is measured by the Heisenberg uncertainty parameter ξ which is given

by

ξ ≡ ∥p(t)∥2
4πσtσf

≤ 1 , (2.18)

where

σt =

√∫
R

(t − t̄)2|p(t)|2dt , (2.19)

σf =

√∫
R

( f − f̄ )2|P( f )|2d f , (2.20)

σt is the time dispersion (or the standard deviation of the energy in time), and σf is the frequency dispersion (or the

standard deviation of the energy in frequency), and t̄ and f̄ are the mean values of the supports of the pulse in time and

frequency, respectively [5,19,26]. Filters with good localization characteristics have a Heisenberg parameter closer to

1. Heisenberg parameter is exactly equal to 1 with the Gaussian filter where ρ = 1.

2.5.2 Direction Parameter

The direction parameter κ ∈ [0,∞), which shows how a pulse shape lies in time-frequency plane, is given

in [85] as

κ =
σt

σf
. (2.21)
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For example, while κ is equal to 0 for the rectangular filter, Gaussian filter where ρ = 1 yields κ = 1 because of its

isotropic dispersion. A larger κ gives a pulse stretched more along the time axis compared to the frequency axis.

2.5.3 Ambiguity Function

In order to obtain the correlation between the points in the lattice, the projection of transmitter and receiver

prototype filters should be calculated at every integer multiple of symbol spacing in both time and frequency as

⟨gmk(t), γnl(t)⟩. By using fractional values instead of using n and l, ambiguity function is obtained as [5, 16, 26, 94]

A (ϕ, ψ) ,
∫ ∞

−∞
ptx

(
t +

ϕ

2

)
p∗rx

(
t − ϕ

2

)
e− j2πψtdt . (2.22)

The properties of ambiguity function are given below:

• Ambiguity function is a two dimensional correlation function in the time-frequency plane. It gives an

intuitive demonstration of the robustness against ICI/ISI due to different impairments, such as time and

frequency selectivity of the propagation channel [5, 16, 26, 94].

• Ambiguity function yields real values in case of even-symmetric prototype filters.

• One may express Nyquist criterion in terms of the ambiguity function [5] as

A (nτ0, lν0) =


1 , n = l = 0

0 , otherwise
. (2.23)

• Similar to time-frequency localization of a filter, ambiguity function also cannot be concentrated arbitrarily.

A similar expression to Heisenberg parameter is defined for ambiguity functions in [19].

Ambiguity surfaces for several filter pairs are provided in Figure 2.9. Without loss of generality, the filter

length is set to K × T , where T = 1/F and K is an integer number. In Figure 2.9(a), both transmitter and receiver

utilize a rectangular filter, which corresponds to plain OFDM. As it can be seen the nulls are located at the integer

multiples of T and F. In Figure 2.9(b), rectangular filter at the transmitter is intentionally extended in time compared

to the one at the receiver, which corresponds to the use of a CP. Hence, the nulls in the ambiguity surface are extended

in time domain, around t = 0. The dual response of extension-in-time is given with sinc filters in Figure 2.9(d)

and Figure 2.9(e) by extending the filter in frequency domain. Hence, same impact of cyclic prefix is obtained in

frequency, instead of time. In Figure 2.9(c), ambiguity surface is obtained for the half-cosine function, i.e. RRC
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(a) TX: Rectangular, RX: Rectangular (K =
1).

(b) TX: Rectangular (extended-in-time), RX:
Rectangular (K = 1).

(c) TX: Half-cosine, RX: Half-cosine (K =
16).

(d) TX: Sinc, RX: Sinc (K = 128). (e) TX: Sinc (extended-in-frequency), RX:
Sinc (K = 128).

(f) TX: Mirabbasi-Martin, RX: Mirabbasi-
Martin (K = 8).

(g) TX: Prolate, RX: Prolate (K = 4). (h) TX: OFDP, RX: OFDP (K = 4). (i) TX: Mirabbasi-Martin, RX: Mirabbasi-
Martin (K = 4).

(j) TX: Gaussian, RX: Gaussian (K = 4). (k) TX: IOTA, RX: IOTA (K = 8). (l) TX: Hermite, RX: Hermite (K = 8).

Figure 2.9 Ambiguity surfaces with known prototype filters in the literature (10 log10(|A (ϕ, ψ)|2)).
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where α = 1. Since it has band-limited characteristic, it lies on the time domain. Also, it fulfills the Nyquist criterion

as there are nulls located at the integer multiples of T and F. In Figure 2.9(f) and Figure 2.9(i), Mirabbasi-Martin

functions are investigated for K = 8 and K = 4, respectively. It can be seen that Nyquist criterion does not always hold

for Mirabbasi-Martin filter, especially in frequency. The ambiguity surface of prolate filter, given in Figure 2.9(g), is

similar to the one obtained for the Gaussian pulse in Figure 2.9(j). Although the prolate window provides optimum

concentration for a given filter length and bandwidth, it does not satisfy the Nyquist criterion. Since OFDPs in Figure

2.9(h) are derived from the proper combinations of prolate sequences, they are also concentrated while satisfying the

Nyquist criterion. One may observe the nulls at the multiples of T and F in Figure 2.9(h). The ambiguity surfaces

of Gaussian, IOTA, and Hermite-Gaussian combinations are given in Figure 2.9(j), Figure 2.9(k), and Figure 2.9(l),

respectively. Gaussian filter provides a circular ambiguity surface without any nulls in the surface. However, the

localization of Gaussian filter is the best compared to the other filters and decays fast in both time and frequency.

Hermite-Gaussian combinations and IOTA filters provide localized ambiguity functions, while satisfying Nyquist

criterion at the integer multiples of
√

2T and
√

2F. The main reason of the selections of
√

2T and
√

2F is to obtain

a prototype filter with identical responses in time and frequency, which is also suitable for the schemes with lattice

staggering investigated in Section 2.2.5.

2.5.4 Signal-to-Interference Ratio in Dispersive Channels

It is possible to write the average SIR performance as

S IR =
σ2

S

σ2
I

, (2.24)

where σ2
S and σ2

I are the power of the desired part and the interference leaking from other symbols, respectively.

SIR, as defined here, should ideally be infinity for orthogonal and biorthogonal schemes, since no other interference

sources are considered. However, orthogonality can be still spoiled by not only due to the lack of exact representation

of the filter in digital domain, e.g. truncation, but also due to the dispersive channel. In the literature, statistical

characteristics of the channel are generally described with wide-sense stationary uncorrelated scattering (WSSUS)

assumption [98, 99] given by

E [H(τ, ν)] = 0 , (2.25)

E
[
H(τ, ν)H∗(τ1, ν1)

]
= S H (τ, ν) δ(τ-τ1)δ(ν-ν1) , (2.26)
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where S H (τ, ν) is the channel scattering function and E [·] is the expected value operator. The term wide sense station-

ary means that the statical characteristics of the first two moments of the channel scattering function do not change

with time, and are only related to the time difference as in (2.26). The term of uncorrelated scattering implies that one

of the delay components of the received signal is uncorrelated to all the other delay components. However, note that

the WSSUS assumption ignores the non-stationary characteristics due to the distance dependent path loss, shadowing,

delay drift, and the correlation between the reflected rays from the same physical objects [100]. In addition, WSSUS

assumption is not valid for short-term channel characteristics, especially, when the specular reflections dominate over

diffuse scattering [101]. Yet, WSSUS assumption is widely used in the system models to characterize the wireless

channels because of its simplicity. For example, exponential decaying multipath with Jakes Doppler spectrum [102]

or ITU models [103] for different environments are commonly used for the channel scattering function for terrestrial

communications.

Considering WSSUS assumption, analytical expressions of σ2
S and σ2

I can be obtained as follows. Assume

that the impact of ICI and ISI on each subcarrier is statistically equal to each other, all subcarriers are utilized, Xmk are

independent identically distributed with zero mean, and ⟨ptx (t) , prx (t)⟩ = 1. Then, the power of desired part and the

power of interference from other symbols in the lattice are obtained as

σ2
S =

∫
τ

∫
ν

S H (τ, ν) |A (τ, ν)|2dνdτ , (2.27)

σ2
I =

∑
(m,k),(0,0)

∫
τ

∫
ν

S H (τ, ν) |A (mτ0 + τ, kν0 + ν)|2dνdτ , (2.28)

respectively. The illustration of (2.28) is given in Figure 2.10, where the absolute value of the ambiguity function at

the grid points (black circles) are equal to zero in time-invariant single-path channel, i.e., σ2
I = 0. Due to time-variant

multipath channel, the desired symbol (red circle at the middle) observes ISI/ICI from the neighboring points in the

lattice, which is captured through (2.28).

2.6 Concluding Remarks

In this survey, multicarrier schemes are examined based on a generalized framework which relies on Gabor

systems. The framework categorizes the multicarrier schemes based on their lattices, filters, and symbols. It explains

the conventional CP-OFDM systems, while at the same time providing insights into multicarrier schemes different

than CP-OFDM. Hence, the survey provides a useful framework to develop and analyze new types of waveforms,

which may pave the way for further enhancements for the next generation radio access techniques.
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Figure 2.10 Interference analysis using the ambiguity function of rectangular filter in Figure 2.9(a).

The combined effect of filters, lattices, and symbols introduce different characteristics into the multicarrier

schemes. Yet, for a given scenario, it is possible to addresses the system requirements via proper considerations

within the provided framework. For example, CP-OFDM addresses low-complexity receiver implementation and

multiple antenna functionalities, effectively. However, utilization of CP-OFDM may be an issue considering co-

channel interference scenarios and operation under the frequency dispersive channels. One may provide solutions for

these challenging issues via proper selections of lattices, filters, and symbols.
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CHAPTER 3

A FILTER ADAPTATION: EDGE WINDOWING

3.1 Introduction

The structure of orthogonal frequency division multiplexing (OFDM) is based on rectangular pulse shape as

discussed in Chapter 2, corresponding to combinations of sinc functions in frequency domain. Due to this specific

structure, OFDM suffers from high sidelobes, which results in significant out-of-band (OOB) radiation1. In the lit-

erature, there are many methods proposed to suppress the sidelobes and prevent OOB radiation. Disabling a set of

subcarriers, i.e., guard subcarriers, may be used for reducing the impact of the sidelobes. However, sacrificing these

subcarriers decreases the spectral efficiency of OFDM. One of the well-known techniques for suppressing the side-

lobes is to apply windowing to the OFDM symbol in time domain. In [106], raised cosine windowing is suggested.

However, an extra time period (in addition to cyclic prefix) is necessary between two consecutive OFDM symbols,

decreasing the spectrum efficiency. Another method for sidelobe suppression is to insert cancellation carriers instead

of guard carriers [92]. Cancellation carriers are modulated subcarriers with complex coefficients which are calculated

depending on the input data symbols. Drawbacks of this method are reduced bit error rate (BER) performance because

of the extra power consumption for cancellation carriers and additional computational processing [107]. In [108], a

sidelobe suppression method, which is based on smoothing the transition between consecutive OFDM symbols in an

adaptive manner, is proposed. This approach is similar to cancellation carrier technique, but it is in time domain and

it does not increase the peak-to-average-power ratio (PAPR). As it can be seen from the literature, all the successful

techniques introduce some penalties on the scheme for the sake of sidelobe suppression.

The major goal of this chapter is to suppress OOB radiation of OFDM while minimizing the penalties in-

troduced by the applied methodology, e.g., spectral efficiency degradation and high-complexity. To this end, in this

chapter, we propose a spectrally efficient sidelobe suppression method, referred to as edge windowing. Unlike the

aforementioned sidelobe suppression techniques, we use different pulse shapes on subcarriers by considering various

windowing durations. Heavy windowing is applied on the subcarriers located at the edges of the band (edge subcar-

riers) and light windowing is applied on the subcarriers located at the middle of the band (inner subcarriers), since
1The content of this section is partially published in [104, 105]. Copyright for these publications can be found in Appendix A.
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OOB radiation is mainly affected by the edge subcarriers. In addition, we reduce the cyclic prefix size of the edge

subcarriers to maintain the spectral efficiency.

Edge windowing offers a trade-off in achieving spectral efficient multicarrier scheme and self-interference,

essentially. As long as the self-interference problem is a manageable with some solutions, e.g., adaptive modulation

or equalization, the introduced trade-off allows sidelobe suppression while maintaining spectral efficiency. In this

investigation, in order to overcome the self-interference problem without complexity in physical layer, the advantage

of multi-user environment is taken into account, which is also new degree-of-freedom to known sidelobe suppression

methods. The dependency of the channel dispersion characteristics to the distance between the transmitter and the

receiver is exploited with edge windowing. Considering a proper scheduling, e.g., distance-based scheduling or delay-

spread based scheduling, in multiple accessing environments, inter-symbol interference (ISI) on the edge subcarriers

is avoided and inter-carrier interference (ICI) on the inner subcarriers located at the middle of the band is mitigated.

3.2 Edge Windowing

Consider an OFDM symbol with N available subcarriers, C cyclic prefix size, Ts symbol duration, and NG

guard carriers. In the conventional windowing techniques, the transition between two consecutive OFDM symbols is

smoothed in order to suppress the sidelobes. Therefore, an extra windowing time W is placed between two consecutive

OFDM symbols to maintain the smooth transition. While the subcarriers of the previous OFDM symbol fade out in

this interval, the subcarriers of the consecutive OFDM symbol fade in as in Figure 3.1(a). The smooth transition is

provided with point-to-point multiplication of the windowing function and the OFDM symbol extended with postfix2

and prefix3. Then, only W samples from the last part of the previous OFDM symbol and W samples from the beginning

part of consecutive OFDM symbol are overlapped to maintain the orthogonality. Since the duration of the windowed

OFDM symbol is N + C + W, conventional windowing decreases the spectrum efficiency of the OFDM symbol

depending on W. In addition, there is no self-interference problem due to the multipath delay spread as the cyclic

prefix part of the OFDM symbol remain same.

Edge windowing is based on the fact that the inner subcarriers have less impact on the sidelobes compared to

the edge subcarriers, since the subcarriers spread as sinc function in frequency domain [106]. Thus, the smooth transi-

tion between consecutive OFDM symbols can be achieved by considering mostly the edge subcarriers for windowing

operation. Therefore, windowing is heavily applied to Nedge edge subcarriers and the windowing size of the inner sub-

carriers is decreased to Winner < W. In addition, while the sizes of the cyclic extensions of the inner subcarriers remain
2Adding W samples from the beginning of the OFDM symbol to the end of it.
3Adding C +W samples from the last part of the OFDM symbol to the beginning of it.
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(c) Generating OFDM symbols with edge windowing.

Figure 3.1 Time-frequency representations of conventional windowing and edge windowing approaches.

as C, the sizes of the cyclic extensions of the edge subcarriers are reduced to Cedge < C. Subsequently, the remaining

parts from the cyclic extensions are utilized for the windowing of edge subcarriers as Wedge = C+Winner−Cedge. Thus,

the windowing is combined with the cyclic prefix and the duration of the OFDM symbol is reduced to N +C +Winner

as shown in Figure 3.1(b).

The important points for edge windowing are given as follows:

• Edge windowing maintains the spectrum efficiency of OFDM at the expense of self-interference while

achieving sidelobe suppression.

• A better spectrum shaping is provided by increasing Nedge. However, increasing Nedge results in less number

of inner subcarriers which have larger cyclic extensions and introduces more ISI and ICI, depending on

the channel dispersiveness. Also, increasing Wedge for a given time period of two consecutive OFDM
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symbols result in a better sidelobe suppression performance. However, it can cause more ICI and ISI, since

it reduces the cyclic extensions for the edge subcarriers.

• It is possible to make Winner = 0, which causes no windowing for inner subcarriers. In that case, sidelobe

suppression only relies on the edge subcarriers. This approaches maintains the spectral efficiency of OFDM

maximally.

• If the maximum excess delay spread is equal or less than Cedge, orthogonality is preserved on both edge

and inner subcarriers. On the contrary, if the maximum excess delay spread is larger than Cedge, both ISI

and ICI are observed in the edge subcarriers. In addition, since the orthogonality is lost between the edge

and inner subcarriers, ICI is observed at inner subcarriers.

• The first Wedge samples of the edge subcarriers constitutes the combinations of two consecutive OFDM

symbols as in Figure 3.1(b). Since the time distance between main parts of the two sequential OFDM

symbols is still more than C and the edge subcarriers of previous OFDM symbol fade out in windowing

period, the power of the observed ICI on the inner subcarriers will be mitigated by the characteristics of

used windowing function.

• Since inverse fast Fourier transformation (IFFT) and windowing are linear operations, edge windowing

method can be implemented by employing two branches for edge and inner subcarriers, i.e., an IFFT and

windowing just for inner subcarriers and another IFFT and windowing just for edge subcarriers as in Figure

3.1(c). Edge windowing requires point-to-point multiplication of windowing function and IFFT results and

point-to-point summation of the results of the two branches. Thus, edge windowing does not significantly

increase the computation complexity of the transmitter which is O(N log2 N) due to the IFFT operation.

• Edge windowing can be applied not only to OFDM, but also to other OFDM-like systems, e.g., single

carrier frequency division multiple accessing (SC-FDMA).

• In the literature, there are numerous windowing functions to suppress the sidelobes. Since edge windowing

is a method to apply the windowing function to OFDM, different windowing functions can be utilized with

edge windowing.

• For the sake of simplicity, edge windowing is exhibited via grouping the subcarriers as inner and edge

subcarriers with two windowing operations. It is possible to extend the edge windowing by employing

different windowing functions or different windowing sizes for more than two subcarrier groups.
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(a) Out-of-band radiation (Cedge = 32,Wedge = 36).
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(c) Out-of-band radiation (Cedge = 16,Wedge = 52).
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(d) Suppression performance relative to CP-OFDM (Cedge = 16,
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Figure 3.2 Sidelobe suppression performance of edge windowing.

3.3 Performance of Edge Windowing: Suppression, Spectral Efficiency, Self-Interference

In order to evaluate the performance of edge windowing, we consider raised-cosine function [106], which

corresponds to tapered-cosine function per subcarrier in time, given in Chapter 2.4.2.2. We set the parameters as

N = 1024, C = 64, Ts = 66.7 µs, NG = 100, W = 32, Winner = 4. We consider ITU Vehicular A given in [103]

for multipath channel model. We use Rayleigh distribution in each channel realization and normalize the total power

of the generated channel to 1. We perform the simulations over 5000 OFDM symbols and 20000 different channel

realizations.
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Figure 3.3 Average EVM on subcarriers for different Nedge and Cedge values.

In Figure 3.2, sidelobe suppression performance and OOB radiation of edge windowing and conventional

windowing are compared relative to the plain OFDM. We consider that Cedge = 32 (Wedge = 36) and Cedge = 16

(Wedge = 52). If Nedge increases, the suppression performance of edge windowing increases as in both cases. The

proposed method approaches to the suppression performance of conventional windowing when Nedge = 300. It is

worth noting that edge windowing offers sharper sidelobe suppression than the conventional windowing due to the

heavy windowing on edge subcarriers, which is important for cognitive radio applications.

In Figure 3.3, we analyze the impact of the edge windowing on the average error vector magnitude (EVM)4

performances of each subcarrier due to the self-interference in multipath channel for different Nedge and Cedge values.

The last tap of the ITU Vehicular A model is at 2510 ns (or nearly 39 samples for the simulation model). Thus, if Cedge

is selected as greater than or equal 39, self-interference will be avoided totally. If Cedge becomes less than 39, self-

interference is observed due to the insufficient cyclic prefix. Since ISI/ICI on edge subcarriers and only ICI on inner

subcarriers are observed. Therefore, EVM performance on the edge subcarriers is worse than the inner subcarriers.

Besides that, increasing Nedge results in more EVM for the cases of Cedge < 39, since the orthogonality between inner

subcarriers and edge subcarriers is lost for more number of edge subcarriers.

The impact of the edge windowing parameters on spectral efficiency, sidelobe suppression and average EVM

are summarized in Table 3.1 for a given cyclic prefix size. While increasing Nedge provides more sidelobe suppression,

it causes more EVM on subcarriers. If Wedge increases, more suppression is achieved but more error is observed due to

4EVM is well-known metric to evaluate the performance of the recoverability of the symbols at the receiver. It essentially corresponds the ratio
between the magnitude of error and the magnitude of ideal symbol.
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the insufficient cyclic prefix for edge subcarriers. On the other hand, employing larger Winner provides better sidelobe

suppression and less error while decreasing the spectral efficiency.

Table 3.1 Trade-offs introduced by edge windowing

Item Spectral Efficiency Suppression Error Cedge

↑ Nedge - ↑ ↑ -
↑ Wedge - ↑ ↑ ↓
↑ Winner ↓ ↑ ↓ -

Edge windowing reduces the additional windowing time of the conventional windowing approach. Hence,

edge windowing yields a more spectral efficient scheme than the system with the conventional windowing. The

increment on the spectral efficiency (∆R) is calculated in percent as

∆R = 100
W −Winner

N +C +Winner
. (3.1)

Considering the simulation parameters, edge windowing provides 5% increment on throughput relative to the system

with conventional windowing.

3.4 Leveraging Edge Windowing in Multi-User Environment

In this section, the introduced trade-off between spectral efficiency and self-interference by edge windowing is

discussed in multiple accessing environment. The dependency of the channel dispersive characteristics to the distance

between transmitter and receiver is exploited to eliminate self-interference due to the edge windowing. Scheduling

strategies which fits to the structure edge windowing in multiple accessing environment are investigated. Note that

scheduling in a practical system may follow various strategies based on different considerations, e.g., channel condi-

tions of the users, the demands of the applications, and fairness in the network. In this study, these strategies are not

considered in order to reveal the limits on the elimination of self-interference introduced by edge windowing.

3.4.1 System Model

Consider the downlink of an orthogonal frequency division multiple accessing (OFDMA) based system with

a coverage radius5 of R. The base station is located at center of the cell and the locations of mobile stations are

distributed uniformly. We assume the power delay profile of the multipath channel between the base station and the
5A circular shape is considered rather than hexagonal shape in order to simplify the analysis.
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mobile stations decaying exponentially. The model of the exponential decaying is given in [109]6 as

P[n] = Be−n Ts
Nτ0 , (3.2)

where B and τ0 are the constants to be obtained to adjust the desired average power and the desired root mean square

(RMS) delay spread (Trms) of the channel. The summation of P[n] is set equal to 1. Hence, B is derived as

∞∑
n=0

P[n] = 1→ B = 1 − e−
Ts

Nτ0 . (3.3)

Since Trms of the channel can be obtained from the second order central moment of (3.2), by calculating its inverse

function, τ0 is derived in [109] as

τ0 =
Trmsβ

2 ln
(
β
2 + 1

√
1 +

(
β
2

)2
) , β ≡ Ts

NTrms
. (3.4)

Also, we consider that Trms depends on the distance between base station and mobile station. The mathematical

expression which relates Trms and d is given [110] as

Trms = T1dϵy (3.5)

where d is the distance between base station and mobile station in kilometers, ϵ is a distance coefficient lies between

0.5 ≤ ϵ ≤ 1, T1 is the median value of Trms at d = 1 km, and y is a lognormal distributed random variable. The standard

deviation of y lies as 2 ≤ σy ≤ 6 in dB. Thus, the distribution of Trms is also lognormal.

3.4.2 Scheduling Strategies

According to the equation given in (3.5), the nearby mobile stations to base station have less dispersive

channels than the mobile stations located at farther distances. Therefore, the required cyclic prefix size for the nearby

mobile station is less than the one for the far mobile station. It is possible to exploit this feature to avoid ISI for

edge windowing. The proper scheduling approach for edge windowing is to group the mobile stations with similar

dispersion characteristics and to assign them to the proper subcarriers which do not cause ISI. In this section, we
6In [109], spike-plus-exponential model is proposed for channel power delay profile. We consider only the exponential part of this model for a

pessimistic scenario.
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Figure 3.4 Scheduling strategies.

investigate three scheduling strategies for the edge windowing; random scheduling, distance-based scheduling and,

delay-spread based scheduling.

3.4.2.1 Random Scheduling

Random scheduling strategy is considered to observe the impact of ignoring scheduling on the edge win-

dowing. In this scheduling strategy, all the spectrum resources are distributed randomly to the mobile stations as in

Figure 3.4(a). Thus, the channel dispersion characteristics and the distance between mobile stations and base station

are ignored for scheduling decision.

3.4.2.2 Distance-Based Scheduling

Distance-based scheduling exploits the relation between the distance and dispersion given in (3.5). Thus, it is

performed after estimating the distances of the mobile stations relative to the base stations with ranging operations. In

this scheduling approach, the nearby mobile stations are assigned to the edge subcarriers, and the far mobile stations

are assigned to inner subcarriers as shown in Figure 3.4(b). While the spectrum resources located at the center of
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the edge subcarriers are employed for the nearest mobile station, the spectrum resources located at the center of inner

subcarriers are used for the farthest mobile station.

It is worth noting that distance-based scheduling does not guarantee to group the mobile stations considering

their Trms values. Therefore, the mobile stations scheduled to subcarriers at the edges of the edge subcarriers (i.e.

located at middle distances) can observe severe ISI because of the having probability of high Trms. Also, the distribution

of the distance between the mobile stations and base station for uniformly distributed mobile stations in the cell area

is given by

fd(d) =
2d
R2 , 0 ≤ d ≤ R . (3.6)

Hence, the expected number of the mobile stations at farther distances is higher than the number of the closer ones.

Therefore, increasing Nedge also increases the probability of having ISI on these subcarriers.

3.4.3 Delay-Spread Based Scheduling

Delay-spread based scheduling is similar to the distance-based scheduling discussed in Section 3.4.2.2. How-

ever, it considers Trms for each mobile stations, rather than the link distance. The mobile stations with low Trms values

and mobile stations with high Trms values are scheduled to the edge subcarriers and inner subcarriers, respectively, as

in Figure 3.4(c). While the spectrum resources located at the center of the edge subcarriers are utilized for the mobile

station with lowest Trms, the spectrum resources located at the center of inner subcarriers are assigned for the mobile

station with highest Trms.

In order to achieve delay-spread based scheduling, the base station requires the channel dispersion informa-

tion of each mobile station. In most of the cases (i.e. Wi-Fi, LTE), the base station has ability to extract the downlink

channels of the mobile stations. Thus, it is reasonable to have Trms information of each mobile stations at the base

station. Also, we should note that Trms is a random variable depending on the distance between mobile station and the

base station as in (3.5). Thus, Trms scheduling approach does not guarantee that the mobile stations are ordered on the

spectral resources considering their distances.

3.5 Numerical Results

In order to reveal the performance of edge windowing along with aforementioned scheduling strategies, we

consider that N = 1024, C = 128, Ts = 66.7 µs, NG = 80, Cinner = 6 for scheme parameters and T1 = 1 µs, ϵ = 0.5,

and σy = 2 dB for the channel parameters for the urban environments. Therefore, edge windowing parameters become
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Figure 3.5 RMS delay spread on each resource block (Nedge = 192).

0 ≤ Cedge ≤ 128 and 0 ≤ Nedge ≤ 432. Also, we consider 12 subcarriers (one resource block) per mobile station and

72 mobile stations which are distributed uniformly in R = 1000 m cell radius. All results shown are obtained over 50

OFDMA symbols per channel realization and 300 different channel realization per mobile stations.

3.5.1 Grouping Users with Same RMS Delay Spread

Average Trms values of the channels on each resource block are provided in Figure 3.5 (Nedge = 192). Since

random scheduling does not consider the channel dispersion characteristics and the distances, average Trms does not

vary over the resource blocks. For distance-based scheduling, average Trms decreases on the resource blocks where

the windowing is applied and it increases at the middle of the OFDMA band. Since delay-spread based scheduling

exploits the knowledge of Trms of each mobile station’s channel, it provides a better grouping of the mobile station with

the same Trms. Thus, the average Trms values with delay-spread based scheduling are less than the ones with distance-

based scheduling at the center of the band of the edge subcarriers. Also, delay-spread based scheduling provides larger

average Trms values at the middle of the OFDM band.

3.5.2 Error Performance of Edge Windowing in Multi-User Environment

In order to investigate the impact of the scheduling, we simulate the average EVM on each subcarriers and

average EVM at different distances for different Nedge values (Cedge = 64, Wedge = 70) in Figure 3.6. If the scheduling

is performed randomly, the average EVM on the edge subcarriers become drastically high compared to the inner

subcarriers as shown in Figure 3.6(a). Since the cyclic extension size of the edge subcarriers are insufficient for

the mobile stations which have high dispersive channels, ISI reduces the EVM performances of these subcarriers

significantly. Especially, it impacts the mobile stations located at farther distances. As shown in Figure 3.6(b), the
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(f) Delay-spread based scheduling.

Figure 3.6 The impact of scheduling on average EVM of subcarriers (Cedge = 64, Wedge = 70, Winner = 6).

mobile stations located at the edge of the cell observe higher average EVM. It indicates that the average EVM increases

rapidly with the distance between the mobile station and base station. Also, it shows the dependency of average EVM

to Nedge.
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If the scheduling is performed considering the distance between the mobile stations and the base station,

average EVM rises on the edges of the edge subcarriers as in Figure 3.6(c). It is clear that the nearby mobile stations

which are assigned to the center of the edge subcarriers do not observe ISI since their channels are expected to be less

dispersive. However, the mobile stations which are scheduled to the edges of the edge subcarriers can observe severe

ISI due to their distances. The equation given in (3.6) shows that the average number of the mobile station increases

linearly with the distance. Since more mobile stations are located at the large distances, more mobile station have the

channels with high Trms as shown in Figure 3.5. Therefore, the mobile stations scheduled to these subcarriers can

observe high EVM with distance-based scheduling. This issue is also given in Figure 3.6(d). Since distance-based

scheduling strategy assigns the edge subcarriers of the edge subcarriers to the mobile stations at middle distances,

these mobile stations observe high EVM particularly. For instance, the mobile stations at 600 m away from the base

station have higher average EVM than the other distances when Nedge = 192 according to the simulation results shown

in Figure 3.6(d).

If the base station schedules the mobile stations considering the Trms of the each mobile station’s channels,

EVM performances on subcarriers increase significantly as in Figure 3.6(e). Since delay-spread based scheduling

provides better grouping of the mobile stations with the same Trms than the distance-based scheduling, it offers better

EVM performance. However, using higher Nedge values (i.e. Nedge ≥ 300) impacts the EVM on the edges of the edge

subcarriers. Also, increasing Nedge degrades the average EVM of the far mobile stations because they have highly

dispersive channels. The relation between the distance of the mobile station and average EVM is given for different

Nedge values in Figure 3.6(f). If we consider the Nedge = 192 for the system design, average EVM does not exceed the

0.16% in both Figure 3.6(e) and Figure 3.6(f).

3.6 Conclusion

In this study, a new windowing technique which introduces controllable trade-off between sidelobe suppres-

sion and self-interference while maintaining the spectral efficiency of OFDM is presented. Heavy windowing and

light windowing are applied to edge and inner subcarriers, respectively, to improve the suppression performance of

OFDM. In other words, different pulse shapes for various subcarrier groups are considered in a multicarrier scheme

via edge windowing. Then, edge windowing is levitated by exploiting the multi-user environment. For the first time,

the user diversity in the network is taken into account for the sake of sidelobe suppression. Self-interference due to

the edge windowing is eliminated by using the discrepancy of delay-spread characteristics of the users. As a result

of our analysis, a proper scheduling provides both sidelobe suppression and increments on the throughput with toler-
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able error levels on subcarriers. Delay-spread based scheduling along with provides sufficient improvement on error

performance of the edge windowing. In addition, it is important to emphasize that the introduced trade-off by edge

windowing can be also exploited further with subcarrier-based approaches like adaptive modulation and power control

to improve the performance of OFDM based wireless communication systems.
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CHAPTER 4

A LATTICE ADAPTATION: CHANNEL-AWARE FRAME STRUCTURES

4.1 Introduction

Efficient usage of the electrospace with orthogonal frequency division multiplexing (OFDM) based multi-

carrier schemes has gained an extra importance with the recent wireless communication standards, e.g. Long Term

Evolution (LTE)1 [112]. One of the fundamental reasons of this attraction on OFDM-based multicarrier schemes is

the fact that OFDM offers a simple and flexible structure to exploit the time-frequency plane efficiently, as discussed

in Chapter 2. In this chapter, our focus is the further utilization of time-frequency plane for OFDM in multi-user

environment. Essentially, we exploit having multiple users with different doubly dispersive channels by adapting the

lattice structure of orthogonal frequency division multiple accessing (OFDMA) frame.

Subcarrier spacing and cyclic prefix (CP) duration are the two fundamental parameters that determine the

lattice structure of an OFDMA frame. As a special case, larger subcarrier spacing in OFDM increase the distances

between symbols in frequency while decreasing the distance between symbols in time (see the illustration provided in

Figure 2.1(b)). Besides that CP corresponds to a guard period, which also increases the distance between the symbols

in time. The proper choices of subcarrier spacing and CP duration are related to both frequency spread and delay

spread characteristics of the channel. On one hand, a wider subcarrier spacing is desired to tolerate the inter-carrier

interference (ICI) due to the frequency spreading in the channel, on the other hand, decreasing subcarrier spacing

would be helpful to increase the spectral efficiency of the scheme due to less CP utilization. CP duration depends on

the delay spread characteristics of the channel. While longer CP duration is desirable to avoid inter-symbol interference

(ISI) between OFDMA symbols, employing shorter CP duration increases the spectral efficiency.

In the conventional lattice design for OFDM frame, subcarrier spacing and CP duration are set to certain

values considering the worst case channel scenario supported by the system. Hence, fixed symbol spacings in time

and frequency are used within the frame, as shown in Figure 4.1, as long as the orthogonality between subcarriers is

provided sufficiently for the worst case channel scenario. However, this approach does not exploit having multiple

users with different doubly dispersive channel characteristics. For example, it does not consider the nearby users
1The content of this section is partially published in [111]. Copyright for this publication can be found in Appendix B.
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Figure 4.1 Conventional and proposed frame structures in time and frequency domains.

to the base station, which have less maximum excess delays than the worst-case scenario [110]. Also, it does not

employ narrower subcarrier spacing to reduce the redundancy for stationary users. To address this issue, in this

chapter, we propose doubly dispersive channel adaptive lattice structure for OFDMA frames. Multiple CP durations

and multiple subcarrier spacings within the frame are employed to provide the adaptations to the doubly dispersive

channels of the users, which corresponds to various spacing in time and frequency as shown in Figure 4.1. While

multiple CP durations within a frame are utilized considering the distances between the users and the base station,

multiple subcarrier spacings within the frame are used to increase to the frequency spread immunity of the users

considering their mobility characteristics. The proposed channel-aware lattice adaptation is investigated with the

statistical approaches.

The chapter is organized as follows: The studies related to the lattice adaptation for OFDM-based systems

are discussed in Section 4.2. The proposed frame structure is introduced in Section 4.3. Determining the parameters of

the proposed frame structure with statistical approaches is investigated in Section 4.4. An example design is presented

is Section 4.5. Finally, the chapter is concluded in Section 4.6.
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4.2 Related Work

In literature, it is possible to find adaptation methods on the lattice structure of OFDMA frame. In [113],

adaptation on CP duration is investigated for OFDM-based systems. After the transmitter estimates the root mean

square (RMS) delay spread of the channel, CP duration is adaptively selected as twice of the estimated RMS delay

spread of the channel as a rule of thumb. Asserting the delay spread criterion is not sufficient to select CP duration,

the system capacity is given as a function of CP duration and signal-to-noise ratio (SNR) in [114]. Based on the

analysis of the distribution of the capacity, CP duration is investigated for the IEEE 802.11 channel models for the

distances between 3 m and 60 m. In their following studies, the joint allocation of the power and CP duration is

considered to maximize the system capacity [115] and the optimal criterion for the capacity is given to adapt CP

duration considering the power line communication systems [116]. However, as indicated in [117], the approaches

in [114–116] rely on given values of RMS delay spread. Therefore, being aware of the importance of the statistical

knowledge of the RMS delay spread, an adaptation scheme based on a priori knowledge of the channel statistics

is suggested to reduce feedback requirements in [117]. Employing the prior statistics of RMS delay spread, CP

duration is optimized considering the system capacity. In [118], subcarrier spacing is dynamically changed for each

OFDMA frame to increase the throughput. However, using different subcarrier spacing for each frame changes the

frame duration and increases the complexity of initial accessing and synchronization algorithms. Also, if all users

are mapped into the frame, performances of the users cannot be optimized with frame-to-frame adaptation. In LTE

and WiMaX, adaptations on CP duration and subcarrier spacing are employed, even if these standards are based on

fixed CP duration and subcarrier spacing within the frame. For example, CP duration is adaptive from one base

station to another one in LTE and WiMAX systems. For example, short CP duration (4.69 µs) and long CP duration

(16.6 µs) are used for small and large cells respectively, on the condition that fixed CP duration within the cell is

utilized. Also, different subcarrier spacing options are allowed in fixed WiMAX by keeping the subcarrier spacing

fixed for all users within a frame. In order to cope with signal-to-interference-plus-noise ratio (SINR) degradation due

to the mobility, general approach is to change the coding rate and modulation order adaptively instead of subcarrier

spacing. The number of subcarriers per unit bandwidth is doubled only for broadcasting scenarios in order to avoid

the overhead arising from the CP in LTE [112, p. 330]. Also, the reader can find the required SINR and modulation

order in [119, p. 221] for a given mobile speed (v) to obtain the desired spectral efficiency. As it can be seen from the

literature, even if the studies are aware of the advantage of the variation of the user channel characteristics, to best of

our knowledge, having multiple OFDMA symbols with various CP durations and subcarrier spacings within the frame

is not investigated statistically in the literature.
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4.3 Proposed Frame Structure

Proposed frame structure exploits the diversity of the users’ channels in the cell. As the users have different

delay spread and mobility characteristics in the cell, employing multiple CP durations and multiple subcarrier spacings

yields provide spectral efficient lattice structure and immunity against frequency spreading due to the mobility. It

is important to emphasize that RMS delay spread is related to the distance between the user and the base station

statistically. The mathematical expression relating RMS delay spread with a certain distance is proposed in [110] as

Trms = T1rϵy (4.1)

where r is the distance between the base station and the user in kilometers, ϵ is a distance coefficient lies between

0.5 ≤ ϵ ≤ 1, T1
2 is the median value of RMS delay spread at r = 1 km, and y is a lognormal distributed random

variable as

fy (y) =
ξ

σyy
√

2π
e
− (10 log10 y)2

2σ2
y . (4.2)

In (4.2), ξ is 10/ln(10) and σy is the standard deviation of y which lies as 2 ≤ σy ≤ 6 in dB depending on the

environment. If we assume the power delay profile of the channel decays exponentially, using the equations given
2Note that even if T1 is given as a constant in [110], its value changes for a given cell type e.g. the urban microcells (0.4 µs) and urban macrocell

(0.4 µs-1 µs). This change on T1 is in favor of the proposed frame structure in terms spectral efficiency increment compared to fixed frame structure.
For the sake of sticking to the proposed model in [110], T1 is considered as a constant.
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in [109], the relationship between maximum excess delay and RMS delay spread is obtained as Tmax � ln(X)Trms

where X shows the fall in linear scale relative to the maximum tap power. For example, if X = 20 dB, maximum

excess delay is approximately expressed as Tmax � 5Trms = 5T1rϵy. Thus, we can interpret that if the distance between

the user and the base station increases, higher maximum excess delay values are expected. Hence, if the cell is

divided into M inner circles with the radius of Rm where m = 1, 2, ..., M as in Figure 4.2, the sufficient CP duration

(TCP,m) for each area between consecutive inner circles is calculated statistically for a given confidence limit (γCP). The

confidence limit basically gives a probability for selected CP duration which is longer than γCP of the maximum excess

delay variation and it is between 0 and 1. For example, TCP,m can be selected as high as to cover 90% of the maximum

excess delay variation (which means γCP = 0.9) for given Rm−1 and Rm. Note that since TCP,m ≤ TCP,M , the spectral

efficiency of the system will increase compared to the conventional frame structure. In addition to using different CP

durations, L multiple subcarrier spacings (∆ fℓ) are employed within the frame where ℓ = 1, 2, ..., L. Considering the

different mobility characteristics of the users, ∆ fℓ is determined for given confidence limit (γ∆ f ), carrier frequency ( fc),

and tolerable ICI power (PICI). Similar to γCP, γ∆ f indicates ∆ fℓ which supports γ∆ f portion of the users at different

speeds in the cell and it lies between 0 and 1.

The number of OFDMA symbols with TCP,m and ∆ fℓ are determined using the distributions of r and v of the

users belonging to the base station, respectively. Consider that K OFDMA symbols are transmitted in the frame. The

number of OFDMA symbols with same TCP,m and the number of OFDMA symbols with same ∆ fℓ within the frame

are calculated as Km = ρmK and Kℓ = ρℓK, respectively. While ρm represents the ratio of the number of the users

located in the area between the circles with Rm and Rm−1 to the total number of users in the cell, ρℓ is the probability of

the covered speed variation in the cell where generated ICI is less than PICI between ∆ fℓ and ∆ fℓ−1. Also, each group

of OFDMA symbol with the same TCP,m and ∆ fℓ is determined as Km,ℓ = ρmρℓK.

The duration of the proposed frame structure is less than the conventional frame structure since the proposed

frame reduces the redundant CP usage. The increment on the spectral efficiency (∆R) compared to the conventional

frame structure with the same design criteria (i.e. bandwidth, PICI, γCP and γ∆ f ) are calculated in percent as

∆R =

 L∑
ℓ=1

100ρℓ
(
1 + ∆ fLTCP,M

)
1 +

∑M
m=1 ρm∆ fℓTCP,m

 − 100 . (4.3)
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4.4 Determining the Parameters of the Proposed Frame Structure

In this section, the selections of the parameters of the proposed frame structure are discussed. Firstly, the

distributions of Tmax and r are investigated to determine TCP,m and ρm, respectively. Then, the distributions of mobility

in the cell is obtained to find ∆ fℓ and ρℓ.

4.4.1 Determining TCP,m and ρm

In order to use multiple CP durations within the frame structure properly, cumulative distribution function

(CDF) of maximum excess delay should be calculated for a given Rm and Rm−1. In order to calculate the distribution

of r for a given area between consecutive circles, we rewrite (4.1) as

Tmax � ln (X)T1rϵy = krϵy (4.4)

for the sake of generalization for Tmax. If we assume that the user density is uniform in the area between the consecutive

inner circles, probability density function (PDF) of r is obtained as

fr (r) =
2r

R2
m − R2

m−1

. (4.5)

We should indicate that the user density might be different in the cell. If the difference between Rm and Rm−1 is

relatively small to R, the user density in the area of the consecutive inner circles can be assumed as uniform. Therefore,

considering PDF given in (4.5) would be approximately correct for other practical user densities i.e. Gaussian and

exponential.

Applying the rule of function of a random variable and derivations for PDF of RMS delay spread in [110],

PDF of maximum excess delay is found as

fTmax (Tmax) =

e
2σ2

y
ξ2ϵ2 T

2
ϵ −1

max erf|
10√
2σy

log10

(
Tmax

kRϵm−1

)
+

√
2σy
ξϵ

10√
2σy

log10

(
Tmax
kRϵm

)
+

√
2σy
ξϵ

ϵk
2
ϵ

(
R2

m − R2
m−1

) (4.6)
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where erf|ab = erf (a) − erf (b) and erf (·) is Gaussian error function. Integrating (4.6), closed-form CDF of maximum

excess delay is obtained as

FTmax (Tmax) =
1
2
− e

2σ2
y

ξ2ϵ2 T
2
ϵ

max [Λ(Tmax,Rm) − Λ(Tmax,Rm−1)]

2k
2
ϵ

(
R2

m − R2
m−1

) (4.7)

where

Λ(Tmax,Z) = erf

 10
√

2σy
log10

(Tmax

kZϵ

)
+

√
2σy

ξϵ

 − e−
2σ2

y
ξ2ϵ2

(Tmax

kZϵ

)− 2
ϵ

erf

 10
√

2σy
log10

(Tmax

kZϵ

) . (4.8)

Therefore, TCP,m is calculated as

FTmax

(
TCP,m

) ≥ γCP (4.9)

using (4.7) for given T1, Rm, Rm−1 and γCP. In order to calculate the number of OFDMA symbols with the same CP

duration within the frame, the probability of having of a user being in the area between consecutive circles should be

calculated. Once it is obtained via CDF of r for given Rm and Rm−1, ρm is obtained by calculating

ρm =Fr (Rm) − Fr (Rm−1) (4.10)

for every m.

Heuristically, we assume that geographical user distribution is uniform in the area. However, note that even

if the geographical user density is uniform, the users linked to the corresponding base station might not be uniform

depending on the overlapping cell scenarios and shadowing characteristics of the environment [120]. In order to

obtain a realistic user distance distribution, the methodology introduced in [120] is followed. In the geographical

environment, average path loss and shadowing are modeled as L(·) = A + B log10(·) and lognormal distribution with σ

standard variation, respectively. K base stations with equal transmission power (Ptx) are deployed at (rk, θk) coordinates

with equal distance (Ld). Additionally, the users are shared between base stations according to the received signal

strength indicator (RSSI) measurements. Therefore, by defining the link probability between a user located at (r, θ)

and kth base station as

Pk (r, θ) =
1
2
− 1

2
erf

Pmin + ∆ − Ptx + L(dk(r, θ))
√

2σ
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where Pmin is the receiver sensitivity, ∆ is the handover margin [121, Ch. 2], the distance between user and kth base

station is given by

dk(r, θ) =
√

r2 + r2
k − 2rrk cos (θ − θk) , (4.11)

and the distribution of r is given by

fr (r) =

∫ 2π
0 P (r, θ)rdθ∫ ∞

0

∫ 2π
0 P (r, θ)rdθdr

(4.12)

where

P (r, θ) =
K∑

i=1

γ(r, θ)P1 (r, θ)Ci−1 (r, θ) , (4.13)

Cx (r, θ) =
∑
∀L∈Kx

∏
l∈L

m∈Lc

Pl (r, θ)(1 − Pm (r, θ)) . (4.14)

In (4.13) and (4.14), P (r, θ) is the probability of establishing a link between a user located at (r, θ) to the (k = 1)th base

station considering all other deployed base stations, i is the sharing index, γ(r, θ) is the user sharing function which

is suggested as the ratio of the received signal power from (k = 1)th base station to the summation of the received

signal powers from all base stations for RSSI based sharing, Cx (r, θ) is the probability of observing x base stations

(excluding (k = 1)th base station) which can provide power more than Pmin + ∆ at the receiver, Kx is the set of index

subset generated with x-combinations of {2, ...,K}, L and Lc are index set and complementary index set, respectively.

By evaluating the integration of (4.12), it is possible to solve (4.10) for the sake obtain realistic ρm values.

4.4.2 Determining ∆ fℓ and ρℓ

In the literature, the mobility of the user is modeled with several PDFs, e.g., beta distribution [122] and

Rice-plus-normal distribution [123] including both urban streets and major roads. It is possible to find mobility

models which also take the car stops at crossroads [124] and different the street patterns [125] into account. Since the

suggested mobility model in [123] includes the validation with measurements, we consider the mobility model as

fv (v) =(1 − proad)
v
σ2

v
e
−

v2+v̄2
city

2σ2
v I0

(
vv̄city

σ2
v

)
+ proad

1

σv
√

2π
e
− (v−v̄road)2

2σ2
v (4.15)
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where proad is the probability of cars on the major roads, v̄city is the mean speed in the city, v̄road is the mean speed of

the major-road traffic, σv is the deviation of the speed, and I0 (.) is the modified Bessel function of the first kind with

order zero. Integrating (4.15), CDF of v is obtained as

Fv (v) = (1 − proad)
[
1 − Q1

(
v̄city

σv
,

v
σv

)]
+ proad

[
1 − Q

(
v − v̄road

σv

)]
(4.16)

where Q1 (·, ·) is the Marcum Q-function [126] and Q (·) is the Q-function.

Universal upper bound of the relative ICI power leaking from the normalized signal power due to the mobility

is given by [127]

PICI ≤
1
12

(
2π

fd
∆ f

)2

=
1
12

(
2π

v fc
c∆ f

)2

(4.17)

where fd is the maximum Doppler shift and c is the speed of the light. Therefore, combining (4.16) and (4.17), CDF

of ∆ f is derived as

F∆ f (∆ f ) = Fv

v = √3PICI

π fc
c∆ f

 . (4.18)

Using (4.18), ∆ fL is obtained as

F∆ f (∆ fL) ≤ γ∆ f . (4.19)

Since each selected ∆ fℓ indicates a speed limit on the curve of F∆ f (∆ fL) for a given PICI, ρℓ is found as

ρℓ = F∆ f (∆ fℓ) − F∆ f (∆ fℓ−1) . (4.20)

4.5 A Design Example

A design example is given in order to compare analytical findings with simulations and to investigate the

performance of proposed frame structure. An urban environment where the path loss characteristics is modelled as

Urban Macro (UMa) with the parameters given in [128] is taken into account. Operating frequency is set to 2 GHz.

Thus, the path loss parameters are obtained as A = 19.6 and B = 39, and σ = 4 dB. The channel scattering in time is

modeled with exponential decaying power delay profile where X = 20 dB. In addition, ϵ, σy, and T1 are selected as

0.5, 2 dB, and 0.41µs, respectively [110]. In the area, 7 base stations are deployed considering hexagonal tessellation
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Figure 4.3 CDF of maximum excess delay spread for the area between consecutive inner circles.

where Ld = 2400 m. Also, ∆ and Ptx is set to 4 dB and 36 dBm, respectively. The frame structure is generated with

K = 140 OFDMA symbols. In order to construct the frame structure of the center base station, we divide the cell into

M = 5 circles where Rm |m=1,2,...,5 = [0.3, 0.6, 0.9, 1.2, 1.5] in kilometers.

In Figure 4.3, theoretical and simulation results for CDF of maximum excess delay are given for the area

between the circles with radius of Rm and Rm−1. Monte Carlo simulations match with the closed-form CDF in (4.6). If

γCP is selected 0.95, sufficient TCP,m |m=1,2,...,5 are obtained as [2, 3, 3.8, 4.5, 5.1] in µs. Therefore, if the conventional

approach is employed for the same range, all OFDMA symbols should have at least 5.1µs for the CP duration for the

same γCP. In the proposed frame structure, 5 different CP durations which are between 2-5.1 µs are used in one frame.

In Figure 4.4, CDF of r is given using (4.12) in order to obtain the number of OFDMA symbol with TCP,m within the

frame. The values of ρm |m=1,2,...,5 are obtained approximately as 9%, 26%, 37%, 23%, 5%].

Table 4.1 The number of OFDMA symbols with different cyclic prefix durations and subcarrier spacings within the
frame.

TCP,m |m=1,2,...,5 = 2µs 3µs 3.8µs 4.5µs 5.1µs
∆ fℓ |ℓ=1 = 7.5 kHz ⇒ 7 19 27 17 3
∆ fℓ |ℓ=2 = 15 kHz ⇒ 5 13 19 12 3
∆ fℓ |ℓ=3 = 20 kHz ⇒ 1 4 5 4 1
Km,ℓ |m=1,2,...,5 = 13 36 51 33 7

For the mobility model, we consider proad = 0.4, v̄city = 20 km/h, v̄road = 70 km/h, and σv = 15 km/h.

Considering γ∆ f � 1 for PICI = −35 dB, three different ∆ fℓ where ∆ fℓ |ℓ=1,2 = [7.5, 15, 20] kHz are determined to

employ in the frame. CDF of ∆ f which satisfies PICI = −35 dB upper bound is given in Figure 4.5. Y-axis of CDF

curve shows the supported portion of the speed variation in the cell. When the subcarrier spacing is selected as 7.5
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Figure 4.5 CDF of subcarrier spacing which satisfies PICI = −35 dB upper bound where y-axis represents the portion
of the covered speed variation in the cell.

kHz, ICI will be less than -35 dB for v ≤ 40 km/h according to (4.17). On the other hand, ICI will be less than -35 dB

for v ≤ 80 for ∆ f = 15 kHz and v ≤ 105 km/h for ∆ f = 20 kHz. Therefore, ρℓ |ℓ=1,2,3 are obtained over calculating the

probability of less than 40 km/h, the probability of having between 40 km/h and 80 km/h and the probability of having

between 80 km/h and 105 km/h using Figure 4.5 as [52%, %38, 10%], respectively. As a result, 52%, 38% and 10%

of 140 OFDMA symbols have the same subcarrier spacings of 7.5 kHz, 15 kHz and 20 kHz, respectively. The number

of OFDMA symbols with same CP size and subcarrier spacing in the frame structure are obtained as in Table 4.1. The

increment on the spectral efficiency becomes nearly 5.5% according to (4.3). In order to compare the increment on the

spectral efficiency, the redundancy caused by CP duration is around 7% in LTE [119, p. 217].
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4.6 Conclusion

In this chapter, a channel-aware OFDMA frame structure is proposed to exploit the doubly dispersive chan-

nels of the users. Multiple CP durations and multiple subcarrier spacings are employed in the proposed frame struc-

ture. The values of CP sizes and subcarrier spacings which will be utilized in one frame are obtained based on a

priori knowledge of the statistical characteristics of Tmax and the user velocity in the cell. By employing proposed

frame structure, nearly %5.5 increment on the spectral efficiency compared to frame structure designed for the worst

case scenario is achieved by reducing redundant CP usage. At the same time, more frequency spread immune frame

structure is obtained.

Note that having multiple CP durations and subcarrier spacings within the frame impacts the media access

control (MAC) layer. While the users are assigned anywhere within the frame in the conventional scheduling, the

resource blocks which are suitable for the users are limited in the proposed frame structure. This might impact the

flexibility of the MAC protocols. Besides that, the time and frequency spread statistics are required for the proposed

structure. The static adaptation with the proposed frame structure might be problematic considering several issues

which requires dynamic adaptations. As an extension of this investigation, requiring feedback information, dynamic

adaptations methods and scheduling which consider the channel quality information can be investigated in order to

yield better frame structures.
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CHAPTER 5

PARTIAL OVERLAPPING TONES FOR UNCOORDINATED NETWORKS

5.1 Introduction

Traditional broadband wireless networks have been strained with emerging demands such as being always-

connected to the network and very high throughput to satisfy data-hungry applications such as real-time video. Satis-

faction of these demands constitutes the main driving force for heterogeneous networks (HetNets) in which multiple

tiers with varying coverage co-exist over the same network. In HetNets, interference among the tiers or the de-

vices might dominate the noise and create interference-limited networks. The interference issues become prominent

especially when dense and unplanned deployments such as device-to-device (D2D) communications are taken into

account. Considering this issue, a new technique in which certain features of the waveform itself are used to mitigate

the interference is proposed.

A waveform, which is one of the core elements determining the characteristics of a communication system,

describes the formation of associated resources in signal space [30, 129]. Robustness of the transmitted signal to

dispersion in the transmission medium, channel access, and hardware complexity are just few features affected by

the selected waveform. Hence, waveform design should be able to address the requirements specified by the system.

When the performance of the network is limited by noise, main consideration for the waveform design can naturally

be on individual link properties such as reducing the interference created by the time and frequency dispersion of the

channel [130]. However, interference created by other users is many times a major factor limiting the performance of

a network and as such the impact of the other-user interference might be more significant compared to the interference

due to the channel dispersion. Conventionally, the interference between the devices are elaborated with the approaches

which question the amount of the interference power at the receiver location without including the impact of the

waveform itself. Most of the solutions devised to address the interference problem rely either on media access control

(MAC) based coordination or interference cancellation. For example, interference coordination mechanisms with

proper scheduling and resource allocation aim to minimize the interference power [131]. In physical layer, methods

like interference cancellation [132], multiuser detection [133], and interference alignment [134] mitigate the other-
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user interference by exploiting the difference between desired and interfering signal strengths, codes, and multipath

channel.

As opposed to the conventional solutions, in this chapter, a new concept based on utilizing the time-frequency

characteristics of waveforms to reduce the other-user interference is proposed. The main contributions of this study

are:

• We introduce the concept of partially overlapping tones (POT) in which it is allowed for subcarriers allo-

cated to interfering links to partially overlap. The overlap is achieved by introducing an intentional CFO

between the links and its amount is controlled by appropriately designing the time-frequency utilization of

the waveforms.

• It is shown that with orthogonal waveforms, there is a tradeoff between other-user interference and spectral

efficiency. Mitigation of the other-user interference can be achieved at the expense of a loss in spectral

efficiency.

• It is further shown that with non-orthogonal waveforms, there is a tradeoff between other-user interference

and self-interference. Mitigation of the other-user interference can be achieved at the expense of increased

self-interference while spectral efficiency remains unchanged.

• A tractable bit error rate (BER) analysis for an uncoordinated network deployment is provided. The anal-

ysis allows to understand the system performance for various network densities and waveform designs.

The rest of chapter is organized as follows: Related work is discussed in Section 5.2. The system model

including the physical layer parameters is provided in Section 5.3 while the concept of POT for orthogonal and non-

orthogonal waveform structures is introduced in Section 5.4. Then, bit error rate (BER) analysis is provided in Section

5.5 and numerical results evaluating the performance of the proposed approach are provided in Section 5.6. Finally,

the chapter is concluded in Section 5.7.

5.2 Related Work

The concept of overlapping wireless channels exists within the several 802.11 families (e.g. Wi-Fi systems).

However, the simultaneous access to the channels is usually avoided due to interference. The utilization of overlapping

channels to improve throughput has been investigated in several papers [135–140]. In [135], it is emphasized that

the channel separation between the two pairs of Wi-Fi nodes can be interpreted as the physical separation between

the nodes. Therefore, if partially overlapping channels are used carefully, it can provide greater spatial re-use. These
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papers consider the total spectrum utilization of the transmission, and do not show the impact of the partial overlapping

on individual subcarriers. To the best of our knowledge, detailed time-frequency analysis on the interference due to

the partially overlapping pulse shapes is not available in the literature.

Some of the challenging aspects of the other-user interference are its asynchronous nature and its statistical

characterization, which depend on the deployment model and waveform structure utilized in the network. orthogonal

frequency division multiplexing (OFDM) is a well-investigated multicarrier scheme in case of asynchronous interfer-

ence, e.g., femtocell-macrocell coexistence [141–143]. By providing some timing offset between the tiers intention-

ally, the different types of the interference, i.e. inter-carrier interference (ICI) and inter-symbol interference (ISI), is

converted into each other in [143]. Yet, the total other-user interference is kept constant. A theoretical BER analysis

investigating ISI versus ICI trade-offs in OFDM downlink is provided in [144]. In [145], BER degradation due to

the adjacent channel interference is investigated by emphasizing superiority of filter bank multicarrier (FBMC) based

cellular systems over an OFDM based approach. Although these investigations provide useful intuitions on the per-

formance degradation, the analyses are performed for idealistic assumptions, such as grid-based cell deployment and

uniform user density. In [146], it is emphasized that even if the geographical user density is uniform, the distance of

the users linked to the corresponding serving points might not be uniform due to the irregular base station deployment

and shadowing characteristics. In [147,148], homogeneous Poisson point processes (PPP) are considered to model the

deployment of the base stations. This approach, which is pessimistic compared to highly idealized grid-based models

and real deployment scenarios, yields a tractable tool which exploits the stochastic geometry. In the following studies,

e.g., [149] and [150], analytical models for uplink and K-tier heterogeneous networks are provided using PPPs.

Investigation on the impact of PPPs on physical layer is limited, but available. For example, coexistence

between ultra wide band (UWB) and narrow band systems is investigated using PPPs and impact of pulse shape is

emphasized for aggregate network emission [147]. In [151], error rate analyses are provided for quadrature amplitude

modulation (QAM) and phase shift keying (PSK) modulations using PPPs, excluding the impact of waveforms.

5.3 System Model

Consider an uncoordinated network where transmission points (TP) and their corresponding reception points

(RP) are distributed in an area as a realization of homogeneous 2-D PPP of Φ with the intensity λ as in Figure 5.1.

Interfering TPs and the RP investigated are called as aggressors and victim, respectively. Without any loss of generality,

victim is located at the origin of the polar coordinates (0,0). The distance between the ith aggressor and the victim is

given as ri. Minimum distance between the aggressors and the victim is set to rmin. While the distance between RP and
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Figure 5.1 Illustration of interference in an uncoordinated network.

its associated TP for ith aggressor link is denoted by di, the same distance is expressed by dϵ for the desired link for

the victim. Also, it is assumed that aggressors are farther away than dϵ , i.e., ri > rmin ≥ dϵ , which is widely considered

for the interference analyses based on PPPs [152]. In the following subsections, signal model for transmission and

reception based on multicarrier schemes and channel model that includes large and small scale effects are given for

further discussions on partially overlapping tones (POT).

5.3.1 Signal Model for Transmission

The transmitted signal from the desired TP and the transmitted signal from the ith aggressor are given by

sϵ(t) =
∞∑

n=−∞

N−1∑
l=0

Xϵ
nlg

ϵ
nl(t) , (5.1)

and

si(t) =
∞∑

n=−∞

N−1∑
l=0

Xi
nlg

i
nl(t) , (5.2)

respectively, where Xϵ
nl and Xi

nl are the information symbols which are independent and identically distributed (i.i.d)

with zero mean on the lth subcarrier and nth symbol, N is the number of subcarriers, and gϵnl(t) and gi
nl(t) are the

synthesis functions which map information symbols into time-frequency plane based on a rectangular lattice as

gϵnl(t) = gϵ (t − nτ0) e j2πlν0t (5.3)

and

gi
nl(t) = gi (t − nτ0) e j2πlν0t . (5.4)
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The family of functions in (5.3) and (5.4) are often referred to as Gabor frame or Weyl-Heisenberg frame,

where gϵ (t) and gi (t) are the prototype filters employed at the transmitters, ν0 is the subcarrier spacing and τ0 is the

symbol spacing [2, 27]. For the sake of notation simplicity, ν0 and τ0 are given in units of F and T , respectively (e.g.,

ν0 = 1.2× F and τ0 = 1.3× T ), where F = 1/T and F is a number based on the design. Without loss of generality, the

energy of gϵ (t) and the energy of gi (t) are normalized as

∥gϵ (t)∥2L2(R) = ∥g
i (t)∥2L2(R) =

∫ ∞

−∞
|gϵ (t)|2 dt = 1 , (5.5)

where L2(R) denotes the square-integrable function space over R and ∥·∥ is the L2-norm of function.

5.3.2 Large Scale Impacts

Considering various path loss models depending on the environment, the path loss is characterized by Lm(·) =

a+b log10(·) where the path loss parameters a and b are scalars and the argument is the distance in meters. The received

interference power from the ith aggressor and the desired signal power at victim location per subcarrier are denoted

by Pi and Pϵ , respectively. Impact of shadowing is not considered in this study. Main reason for this issue is to give

insights on the POT rather than introducing extra complexity for the system model. However, using the methodologies

proposed for the moment generation function of the summations of lognormal distributed lognormal variables [153]

and [154], it is possible to include the impact of shadowing on the investigation.

For the link transmission, open loop fractional power control is applied and some amount of the path loss,

i.e., β(a + b log10(·)), is compensated, where β ∈ [0, 1] is the path loss compensation parameter. Note that TP might

transmit with the maximum transmit power in some cases. However, since link distances considered are small, the

possibility of transmission at maximum power is excluded.

5.3.3 Small Scale Impacts

Time-varying multipath channel is taken into account between all RPs and TPs. Channel impulse response

is characterized by h(τ, t) =
∑L−1
ℓ=0 ϱℓ(t)δ (τ − τℓ) where L denotes the total number of multipaths, ℓ is the path index,

and τℓ is the delay of the ℓth path. It is assumed that the path gains, ϱℓ(t), are independent and identically distributed

variables and the signals experience Rayleigh fading, which is a common model for interference analysis. Also, the

expected channel power is considered as
∑L−1
ℓ=0 E

[
|ϱℓ(t)|2

]
= 1. For the sake of notation, the channel between ith

interfering TP and the victim RP and the channel between desired TPs and the victim RP are expressed as hi(τ, t) and

hϵ(τ, t), respectively.
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5.3.4 Synchronization

As discussed in [155] and [156], synchronization to the received signal in the presence of interference might

be challenging, especially at low signal-to-interference-plus-noise ratio (SINR)s. However, the impairments like tim-

ing offset and carrier frequency offset (CFO) are often related to the preamble structure rather than the data portion

of the frame. Therefore, perfect synchronization at the pair of interest is assumed. Besides, timing misalignment be-

tween the aggressor’s signals and synchronization point of the victim is taken into account. The timing misalignment

of ith aggressor signal with respect to the synchronization point of the victim RP is denoted by ∆ti and its distribution

f∆ti (∆ti) is assumed as uniform between 0 and τ0. Besides, intentional CFO between ith aggressor and the victim RP

is given by ∆ fi in order to generate POT which is discussed in Section 5.4. The impact of CFO due to the hardware

mismatches between the aggressor’s signals and desired signal is ignored. This is because of the fact that the impact of

CFO due to the hardware mismatches is relatively smaller than ∆ fi for POT. For example, when carrier spacing is set

to 15 kHz and CFO is 500 Hz, normalized CFO becomes 0.033 (500 Hz / 15 kHz). However, the amount of normalized

∆ fi for POT, throughout the study, is at least 0.5, which is significantly larger than CFO due to the hardware error.

5.3.5 Signal Model for Reception

Considering all interfering TPs, and assuming a wide-sense stationary uncorrelated scattering (WSSUS)

channel model [98], the received signal at the victim is obtained as

r(t) =
√

Pϵ

∫
τ

∫
ν

Hϵ(τ, ν)sϵ(t − τ)e j2πνtdνdτ︸                                           ︷︷                                           ︸
Desired signal

+
∑
i∈Φ

√
Pi

∫
τ

∫
ν

Hi(τ, ν)si(t + ∆ti − τ)e j2πνtdνdτ︸                                                       ︷︷                                                       ︸
Interfering signals

+ w (t)︸︷︷︸
Noise

(5.6)

where Hϵ(τ, ν) and Hi(τ, ν) are the Fourier transformations of hϵ(τ, t) and hi(τ, t), respectively, and w (t) is the ad-

ditive white Gaussian noise (AWGN) with zero mean and variance σ2
noise. In order to get the information symbol

on the kth subcarrier and mth symbol, the received signal is correlated by the analysis function where γϵmk(t) =

γϵ (t − mτ0) e j2πkν0t . Then, the output of the correlator is sampled with the sampling period to obtain the received

symbol as

X̃ϵ
mk = ⟨r(t), γϵmk(t)⟩ ,

∫
t
r(t)γϵ∗mk(t)dt

=
√

PϵXϵ
mkAϵ

mkmk︸            ︷︷            ︸
desired part

+
√

Pϵ

K−1∑
n=−K+1

n,m

N−1∑
l=0
l,k

Xϵ
nlA

ϵ
nlmk

︸                         ︷︷                         ︸
self-interference part

+
∑
i∈Φ

√
Pi

K−1∑
n=0

N−1∑
l=0

Xi
nlA

i
nlmk︸                         ︷︷                         ︸

other-user interference

+ Wk︸︷︷︸
noise

, (5.7)
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Aϵ
nlmk=

∫
τ

∫
ν

Hϵ(τ, ν)
∫

t
gϵnl(t − τ)γϵ∗mk(t)e j2πνtdtdνdτ , (5.8)

Ai
nlmk=

∫
τ

∫
ν

Hi(τ, ν)
∫

t
gi

nl(t − ∆ti − τ)e j2π∆ fi(t−∆ti−τ)γϵ∗mk(t)e j2πνtdtdνdτ , (5.9)

and Ai
nlmk and Aϵ

nlmk show the correlation between the symbols (n, l) and (m, k) including the dispersion due the channel.

As it is seen in (5.7), while other-user interference is caused by aggressor links, self-interference can occur due to the

time-varying multipath channel, hardware impairments, or non-Nyquist filter utilization. Considering (5.7), SINR can

be expressed as

SINR =

Gϵ︷   ︸︸   ︷∣∣∣Aϵ
mkmk

∣∣∣2
K−1∑

n=−K+1
n,m

N−1∑
l=0
l,k

∣∣∣Aϵ
nlmk

∣∣∣2
︸                ︷︷                ︸

Iself

+
∑
i∈Φ

Pi

Pϵ

K−1∑
n=−K+1

N−1∑
l=0

∣∣∣Ai
nlmk

∣∣∣2︸                ︷︷                ︸
Gi︸                     ︷︷                     ︸

Ii︸                          ︷︷                          ︸
Iother︸                                                      ︷︷                                                      ︸

Itotal

+
σ2

noise

Pϵ

, (5.10)

where K is the filter length in terms of symbol spacing, Itotal is the total interference, Iself and Iother are the self-

interference and other-user interference, respectively, Ii is the interference due to ith aggressor, Gϵ and Gi are the

interference gains including fading and filter characteristics, and

Pi

Pϵ
= dϵ

b−βb
10 d

βb
10
i ri

−b
10 . (5.11)

Note that K is related to the representation of the filter in time domain. As long as K is selected properly, the filter

truncation has a minor impact on self-interference compared to the interference due to the time-varying multi-path

channel or hardware impairments at the RP and/or TP. While Gϵ is a random variable with unit mean exponential

distribution because of the Rayleigh fading [144, 145], Gi can be characterized for a given ∆ti and ∆ fi by exponential

distribution where its mean is given by

σ2
i (∆ti,∆ fi) =

K−1∑
n=0

N−1∑
l=0

∣∣∣⟨gi
nl(t − ∆ti)e j2π∆ fit, γϵ (t)⟩

∣∣∣2 , (5.12)

Conventionally, σ2
i (∆ti,∆ fi) is considered as 1 for link-level analyses [148], similar to the mean of Gϵ . However,

expressing it as in (5.12) gives flexibility to include the impact of transmit and receive filters and calculate interference

71



 

   

   

Aggressor’s subcarriers 

Victim’s receive filters 

Received interference power 

(a) Fully overlapping tones.

 

   

   
Intentional  

frequency offset 

  

Aggressor’s subcarriers 

Victim’s receive filters 

Received interference power 

(b) Partially overlapping tones.

Figure 5.2 Illustrations for full overlapping and partial overlapping.

when an additional processing is performed to reduce other-user interference. Finally, Iself is also a random variable

with exponential distribution where, considering the Rayleigh fading assumption [145], its mean is given by

σ2
self =

K−1∑
n=−K+1

n,m

N−1∑
l=0
l,k

∣∣∣⟨gϵnl(t), γ
ϵ (t)⟩

∣∣∣2 . (5.13)

Essentially, calculations of both σ2
self and σ2

i (∆ti,∆ fi) are based on the projection operation onto receive filters, which

can be derived via corresponding ambiguity functions [129].

5.4 Partially Overlapping Tones

The main goal of the POT is to mitigate other-user interference given in (5.12) by using the waveform struc-

ture. It relies on intentional CFO between aggressor’s Gabor system and victim’s Gabor system. For example, while

one of the links operates at carrier frequency fc, the other link operates at fc+ν0/2. By allowing this operation, instead

of full-overlapping between the subcarriers of the links, POT is obtained. This approach also fits the asynchronous

nature of other-user interference as it does not introduce any timing constraint between interfering signals. One can

interpret the intentional CFO as an interference alignment strategy in frequency domain.

In Figure 5.2, a motivating example based on filtered multitone (FMT) is illustrated for POT. In FMT, each

subcarrier is generated via a band-limited filter [40]. As opposed to the conventional understanding of OFDM, the

subcarriers are not overlapped in frequency domain. By providing additional guard bands, orthogonality between

subcarriers is maintained. Note that these guard bands are also useful to provide immunity against self-interference

due to the time-frequency impairments. In the provided example in Figure 5.2, these guard bands are exploited further
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and they are used to mitigate the other-user interference. By applying an intentional CFO between two different links,

other-user interference mitigation is provided in an uncoordinated network.

POT is fundamentally related to the utilization of the time-frequency plane by the waveform structure. Trans-

mit filter, receiver filter, and density of symbols in time-frequency plane determine the available resource opportunities

jointly for the other-user interference mitigation by using POT, as exemplified in Figure 5.2. Besides, further utiliza-

tion of the waveform structure via non-orthogonal schemes along with POT lead to a trade-off for uncoordinated

networks: other-user interference versus self-interference. This trade-off is desirable in an uncoordinated network

as long as self-interference is handled via self-interference cancellation methods, e.g., equalization. In the follow-

ing subsections, orthogonality of schemes is stressed in conjunction with POT. POT with orthogonal schemes and

non-orthogonal schemes are investigated theoretically along with numerical results and their potential drawbacks.

5.4.1 Partially Overlapping Tones with Orthogonal Schemes

For orthogonal schemes, transmitter and receiver utilize the same prototype filter, i.e., gϵmk(t) = γϵmk(t). In

addition, inner products of the different basis functions derived from the prototype filter yield zero correlations, i.e.,

⟨gϵnl(t), γ
ϵ
mk(t)⟩ = δnlmk. Many fundamental schemes, e.g., OFDM, FMT, and FBMC, rely on orthogonality. In digital

communication, orthogonality in a multicarrier scheme is generally perceived as a necessary condition. It simplifies the

receiver algorithms significantly and provides optimum signal-to-noise ratio (SNR) performance in AWGN channels.

Besides these features, orthogonal schemes have another fundamental property due to orthogonal basis functions at

the receiver: the energy of a signal before the projection onto receive filters is equal to the energy after the projection

onto receiver filters. This is typically expressed through the Plancherel formula given by

∥s(t)∥2=
∑
m,k

|⟨s(t), umk(t)⟩|2 , (5.14)

where s(t) is an arbitrary signal, and {umk(t)} is a set of orthogonal basis functions. Assume that s(t) is the interfer-

ing signal. When an orthogonal transformation, e.g., discrete Fourier transformation (DFT), is applied to s(t) at the

receiver, the total amount of the interference does not change after the transformation. This issue leads to an unde-

sirable result: only way to mitigate the other-user interference is to discard some of subcarriers or to construct an

incomplete Gabor system, i.e., τ0ν0 > 1 [129, 130], which causes less spectrally efficient schemes. In other words,

POT with orthogonal schemes would be beneficial only when some of subcarriers are not utilized or τ0ν0 > 1. Indeed,

norm-preserving feature of orthogonal transformations at the receivers explain why orthogonal schemes do not directly

provide immunity against the other-user interference.
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Figure 5.3 Other-user interference mitigation without introducing self-interference, but loss in spectral efficiency.

POT offers intentional CFO between the different links based on the fact that timing synchronization between

TPs in an uncoordinated network is a challenging issue. However, the intentional CFO approach also introduces some

constraints on the waveform structure. For example, orthogonal multicarrier schemes which provide non-overlapping

subcarriers in frequency domain, e.g., FMT, complies with the intentional CFO approach introduced by POT. However,

POT might not be as beneficial as in the case of FMT to the schemes where the orthogonality is maintained strictly on

certain localizations in the time-frequency plane, as in OFDM. Considering this issue, analyses throughout the study

are performed based on FMT.
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In Figure 5.3, considering timing misalignment between one aggressor and the victim, ∆ti is swept for one

symbol period when ∆ fi = ν0/2. FMT is generated based on root-raised-cosine (RRC) filter. Note that RRC filter is a

band-limited filter and the excess bandwidth of the RRC filter is controlled via a roll-off factor of α, where 0 ≤ α ≤ 1.

In Figure 5.3(a), σ2
i (∆ti,∆ fi) is calculated numerically, based on (5.12). In case of full overlapping, σ2

i (∆ti,∆ fi) is

mitigated maximally when ∆ti = 0.5 × T , τ0 = T , and ν0 = (1 + α) × F. This is because of the reduction of the

ICI components maximally due to the additional guard bands, when timing misalignment occurs. In case of partial

overlapping, impact of ∆ti is removed totally, and σ2
i (∆ti,∆ fi) is significantly reduced since the receive filters reject

the main portion of the interference, depending on the utilized α. Assuming the aggressor interference has a uniform

timing misalignment characteristics, trade-off between spectral efficiency and other-user interference is given for two

different FMT cases in Figure 5.3(b). When ν0 is set to (1 + α) × F, σ2
i (∆ti,∆ fi) decreases for both full overlapping

and partial overlapping due to the less ICI components with the timing misalignment, as given in Figure 5.3(a). When

α is fixed to 0.2, other-user interference is mitigated more via partial overlapping, since this approach provides more

gap in frequency for other-user interference mitigation.

Major concern of using POT with orthogonal schemes might be having less spectral efficient transmission for

the sake of other-user interference mitigation. However, as indicated before, it allows the devices interrupted by the

interference to achieve a better BER performance with a simple approach.

5.4.2 Partially Overlapping Tones with Non-orthogonal Schemes

Similar to the orthogonal schemes, transmitter and receiver utilize the same prototype filters for non-orthogonal

structures, i.e., gϵmk(t) = γϵmk(t). However, inner products of the different basis functions do not yield zero correlations,

i.e., ⟨gϵnl(t), γ
ϵ
mk(t)⟩ , δnlmk. For example, non-orthogonal frequency division multiplexing (NOFDM) can be con-

structed by using the rectangular lattice of OFDM with non-Nyquist transmit filters and receive filters, e.g., Gaussian

functions. For non-orthogonal schemes, the utilized basis functions at the receiver also corresponds to a nonorthogonal

transformations, i.e., ⟨γϵnl(t), γ
ϵ
mk(t)⟩ , δnlmk. In that case, the condition given in (5.14) is relaxed as

A∥s(t)∥2≤
∑
m,k

|⟨s(t), umk(t)⟩|2 ≤ B∥s(t)∥2 , (5.15)

where {umk(t)} is a set of non-orthogonal elements, A and B are the lower bound and upper bound, respectively, and

0 < A ≤ B < ∞. Based on (5.15), when a non-orthogonal transformation is applied at the receiver, the energy of

s(t) does not have to be preserved after the transformation. In other words, the non-orthogonal transformations at the
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Figure 5.4 Illustration for the trade-off between self-interference and other-user interference with the concept of POT
(Solid Line: Desired signal, Dashed line: Interfering signal).

receivers are able to alter the amount of the observed interference energy. Hence, when POT is taken into account with

non-orthogonal schemes, it is possible to mitigate other-user interference even when τ0ν0 = 1.

In order to understand the utilization of POT with non-orthogonal schemes, assume that τ0ν0 = 1 and the

transmit pulse shape and the receive filter are Gaussian filters. Gaussian filter is the optimally-concentrated pulse in

time-frequency domain and it is expressed as

p (t) = (2ρ)1/4e−πρt2
, (5.16)
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Figure 5.5 Other-user interference mitigation without loss in spectral efficiency and power, but at the expense of
self-interference.

where ρ is the control parameters for the dispersion of the pulse in time and frequency and ρ > 0. While the selection

of ρ = 1 yields a Gaussian filter that has isotropic dispersion in time and frequency, smaller ρ causes more dispersion

in time domain and less dispersion in frequency domain. Since Gaussian filter is not a Nyquist filter, consecutive

symbols overlap more with smaller ρ, yielding more self-interference in time, i.e., ISI. However, introducing more

ISI is also beneficial to mitigate the other-user interference, when POT is considered, as illustrated in Figure 5.4(a)

and Figure 5.4(b) for ∆ fi = ν0/2. In other words, non-orthogonal schemes yield a trade-off between the other-user

interference and self-interference by exploiting the POT.
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Considering the density of the symbols on time-frequency plane of the victim RP, it is important to emphasize

the differences between faster-than Nyquist (FTN) signaling [157] and POT with non-orthogonal schemes. In FTN

signaling, the density of the symbols in time-frequency plane is increased more than Nyquist rate, i.e., τ0ν0 < 1,

intentionally. However, each individual link operates at the Nyquist rate, i.e., τ0ν0 = 1, for POT. The time-frequency

plane of the victim RP is packed due to the aggressors’ signals, which is common in co-channel interference problems.

In addition, POT does not suggest a structured symbol packing into the time-frequency plane, as in FTN signaling. It

allows timing misalignment among the individual links.

Similar to the investigations given in Section 5.4.1, ∆ fi is set to ν0/2 and ∆ti is swept for one symbol period.

Impact of timing misalignment is given in Figure 5.5(a). In case of full overlapping, when ∆ti = 0, the receive filter

has full correlation with the concentric symbol of the aggressor and partial correlations with the neighboring symbols.

Hence, the total energy after the correlation becomes more than 1. In case of partial overlapping, receive filters only

capture energy from only the neighboring symbols of aggressors, which yields that σ2
self < 1 as in Figure 5.5(a). In

Figure 5.5(b), the trade-off between self-interference and average other-user interference is given, assuming uniform

timing misalignment. As in Figure 5.5(b), Gaussian filter provides flexible trade-off between self-interference and

other-user interference.

There are two potential drawbacks of this approach: 1) necessity for a self-interference cancellation method,

e.g., equalization, since the filters do not satisfy Nyquist criterion and 2) colored noise due to the non-orthogonal

receiver filters. For the first issue, the introduced complexity due to self-interference cancellation method might be

preferable in comparison with the complexities of the methods for handling asynchronous other-user interference. For

the second point, note that non-orthogonal transformations always introduce correlation between samples [130]. If

a sequence-based equalizer, e.g., maximum likelihood sequence estimator (MLSE), is employed, a whitening filter

should also be utilized to improve the performance of the receiver. Note that assuming the small link distances for the

pairs, noise might become a secondary problem when interference is a dominant issue.

5.5 Average BER Analysis

In this section, average BER analysis is provided for POT for orthogonal schemes that do not introduce self-

interference as discussed in Section 5.4.1. To obtain theoretical (but tractable) BER analysis, a useful method for BER

calculations introduced in [158] is combined with spatial PPP approaches [147, 148, 151]. First, BER is expressed

along SINR given in (5.10). Then, its expected value is obtained considering other-user interference. Its computation

complexity is significantly reduced by using spatial PPP and ambiguity function. For the trade-off introduced in
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Section 5.4.2, investigation on BER performance is performed through the numerical analysis in Section 5.6, since

achievable BER performance depends highly on the employed self-interference cancellation method at the receiver.

Closed-form expression for BER of a square M-QAM in AWGN channel is readily available in the literature

and it is given by

BER (S NR) =

√
M−2∑
q

cqerfc

(2q + 1)

√
S NR

2

 (5.17)

where M is the constellation size, cq are the constants depending on the modulation order and
∑√M−2

q=0 cq = 1/2 [159].

For instance, cq = {1/2} and q = {0} for 4-QAM and cq = {3/8, 2/8,−1/8} and q = {0, 1, 2} for 16-QAM, respectively.

By substituting (5.10) into (5.17), BER is obtained for given Itotal, Gϵ , and dϵ as

BER (Eb/N0|Gϵ , Itotal, dϵ) =

√
M−2∑

q=0

cqerfc


2q − 1
√

2

√√√√√ Gϵ

Itotal +
M − 1

3 log2 M
1

Eb/N0

 . (5.18)

Since the target is to calculate average BER under interference, the terms, Itotal, and Gϵ , have to be averaged out. In

order to obtain average BER, we refer to following lemma introduced in [158]:

Lemma-I: Let x and y be unit-mean exponential and arbitrary non-negative random variables, respectively.

Then

Ex,y

[
erfc

(√
x

ay + b

)]
= 1 − 1

√
π

∫ ∞

0

e−z(1+b)

√
z
Ly (az) dz

whereLy (z) = Ey
[
e−yz] is the moment generation function (MGF) with negative argument (or Laplace transformation)

of random variable y.

If Lemma-I is applied to (5.18) (see e.g., [144, 145, 158, 160]), average BER is obtained as

BER (Eb/N0|, dϵ) =

√
M−2∑

q=0

cq

1 − 1
√
π

∫ ∞

0

e−z(1+ 2
(2q−1)2

M−1
3 log2 M

1
Eb/N0

)

√
z

LItotal

(
2z

(2q − 1)2

)
dz

 , (5.19)

=
1
2
− 1
√
π

√
M−2∑

q=0

cq

∫ ∞

0

e−z(1+ 2
(2q+1)2

M−1
3 log2 M

1
Eb/N0

)

√
z

LItotal

(
2z

(2q + 1)2

)
dz . (5.20)

Therefore, the complexity introduced by (5.18) reduces to calculate Laplace transformation of Itotal. In the following

subsections, Laplace transformation of Itotal is calculated in cases of single aggressor and multiple aggressors.
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5.5.1 Single Aggressor

If only ith aggressor is considered, the Laplace transformation of the total interference is obtained as

LItotal (z) = EItotal

[
e-zItotal

]
(a)
= EIself

[
e-zIself

]
× EIi

[
e-zIi

]
= EIi

[
e-zIi

]
(b)
=

∫ τ0

0

f∆ti (∆ti)

1 + zdϵ
b−βb

10 d
βb
10
i ri

−b
10 σ2

i (∆ti,∆ fi)
d∆ti (5.21)

where (a) follows from the independent assumption of random variables Ii and Iself and the assumptions of zero self-

interference via orthogonal schemes, (b) is because of the exponential distribution of Iother and the randomness of

timing misalignment. Considering the uniform timing misalignment assumption and being a constant function of

σ2
i (∆ti,∆ fi) respect to ∆ti, as in Figure 5.3(a), (5.21) is simplified as

LItotal (z) =
1

1 + zdϵ
b−βb

10 d
βb
10
i ri

−b
10 σ2

i (∆ fi)
(5.22)

5.5.2 Multiple Aggressors

When multiple aggressors exist in the network, the choice of ∆ fi within the link affects the performance

of POT. In order to avoid the coordination, it is assumed that ∆ fi is selected randomly from the set Ω given by

[ψ0, ψ1, . . . , ψr, . . . ]. The selection is performed based on a probability mass function (PMF) where pr corresponds to

the probability of rth intentional CFO. Based on this assumption, the Laplace transformation of the total interference

is obtained as

LItotal (z) = EItotal

[
e-zItotal

]
(a)
= EIself

[
e-zIself

]
× EΦ,Ii

[
e-z

∑
i∈Φ Ii

]
(b)
= EΦ,Ii

[
e-z

∑
i∈Φ Ii

]
= EΦ

∏
i∈Φ
EIi

[
e-zIi

] (5.23)

(c)
= exp

[
−2πλ

∫ ∞

rmin

(
1 − EIi

[
e-zIi

])
νdν

]
(5.24)

where (a) follows from the independent assumption of random variables Iother and Iself , (b) is because of zero self-

interference via orthogonal schemes, and (c) is caused by the probability generating functional of PPP, which states

EΦ
[∏

i∈Φ f (x)
]
= exp

∫
R2 (1 − f (x))dx for an arbitrary function f (x) and the assumption of i.i.d interference from each

aggressor Ii and independent Φ from other random variables in the interference function Iother [148]. Considering
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randomness of aggressors’ distances di, EIi

[
e-zIi

]
is obtained as

EIi

[
e-zIi

]
=Edi,Gi

[
e-z Pi

Pϵ
Gi

]
=

∑
r

pr

∫ ∞

0

fu (u)

1 + zdϵ
b−βb

10 u
βb
10 ν

−b
10 σ2

i (ψr)
du (5.25)

which is based on the Laplace transformation of an exponentially disturbed random variable, uniform timing mis-

alignment assumption, and being a constant function of σ2
i (∆ti,∆ fi) respect to ∆ti. In (5.25), the probability density

function (PDF) of di is given by fu (u) = 2πλue−λπu2
[149]. Then, LItotal (z) is obtained as

LItotal (z) = exp

−2πλ
∫ ∞

rmin

1 −∑
r

pr

∫ ∞

0

2πλue−λπu2

1 + zdϵ
b−βb

10 u
βb
10 ν

−b
10 σ2

i (ψr)
du

 νdν
 (5.26)

by substituting (5.25) into (5.24). Note that (5.26) does not always yield a closed-form solution since
∫ ∞

0
xe−ax2

1+bxc dx

produces an expression in terms of standard mathematical functions depending on a, b, and c. Nonetheless, (5.26)

does not require Monte Carlo simulations.

5.6 Numerical Results

Numerical results are given in order to validate analytical findings with simulations and to investigate the

performance of uncoordinated networks along with POT. In the simulations, POT with orthogonal schemes and POT

with non-orthogonal schemes are exhibited by utilizing FMT with RRC filter and zero forcing equalization and by

using NOFDM with Gaussian filter and symbol-spaced MLSE equalization, respectively. For MLSE, 7 taps are utilized

for each subcarrier and trace-back depth for MLSE is set to 20. Unless otherwise stated, numerical result are obtained

for Rayleigh channels.

In Figure 5.6, impact of partial overlapping is presented in Rayleigh channel for the aforementioned trade-offs

when a dominant aggressor interrupts the transmission with the equal received signal power (i.e., signal-to-interference

ratio (SIR) is set to 0 dB). In Figure 5.6(a), α is set to 0.2 and the subcarrier spacing is swept from 1.2 × F to 2 × F,

referring to the POT with orthogonal schemes. Also, simulation results are verified with the theoretical results based

on (5.20) and (5.22). As it can be seen in Figure 5.6(a), efficacy of POT in the BER performance increases with

the subcarrier spacing, which also causes less spectrally efficient schemes. In Figure 5.6(b), the same analysis is

performed for NOFDM to address the POT with non-orthogonal schemes. When other-user interference do not exist,

orthogonal schemes reach the Rayleigh bound and introduce superior BER performance compared to non-orthogonal

schemes. This is mainly because of the fact that MLSE loses its optimality under the colored noise caused by the

non-orthogonal transformation at the receiver. However, when the other-user interference exists, orthogonal schemes
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Figure 5.6 BER performance with partial overlapping when there is a single aggressor.

capture the total amount of the other-user interference and BER performance deteriorates significantly. In contrast

to orthogonal waveforms, non-orthogonal schemes become notable with the concept of POT under the other-user

interference. By providing sufficient non-orthogonality, e.g., ρ = 0.1, BER performance remains the same of the case

without other-user interference for NOFDM for low to medium SNR, as it can be seen in Figure 5.6(b). Essentially, the

results show that BER performance is enhanced without sacrificing the spectral efficiency at the expense of complexity

at the receiver.
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Figure 5.7 BER performance with partial overlapping when there are multiple aggressors modeled with PPP.

In Figure 5.7, impact of POT on BER performance is shown when there are multiple aggressors. In the

simulation, the path loss is modeled with the parameters given in [161] as

L(d) =11.8 + 45 log10( fc) + 40 log10(d/1000) (5.27)

where fc is the carrier frequency in MHz (3500 MHz) and d is the distance in meters. Using given parameters, the

path loss formula is calculated as L(·) = 51.3 + 40 log(·) where the argument is in terms of meters. Accordingly, a

and b are set to 51.3 and 40, respectively. The intensity of TP and rmin are set to 1/(π502) and 25 m, respectively.
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In order to see the best possible BER performance, all aggressors’ signals are partially overlapped with the desired

signal. Then, BER curves are obtained for different victim link distance dϵ . As expected, BER is directly related to

the user distance. Especially, the degradation becomes severe for the users located at far distances. In Figure 5.7(a),

it is shown that orthogonal schemes allow better BER performance with the concept of POT by losing their spectral

efficiencies. Also, simulation results match with the theoretical results based on (5.20) and (5.26). In Figure 5.7(b), the

impact of non-orthogonal schemes on BER performance are shown for the same scenario and better BER performance

is obtained for high Eb/N0 without any spectral efficiency loss, but complexity at the receiver. Considering Figure

5.6(b) and Figure 5.7(b), it is important to emphasize that one may obtain the optimum ρ, considering the amount of

the attainable self-interference and the amount of mitigated other-user interference. Although the selection of ρ = 0.1

significantly improve the BER performance when the amount of the other-user interference is equal to signal power,

the same scheme might not yield optimum BER performance when other-user interference becomes weaker due to the

path loss. Essentially, this issue indicates that there is a point where non-orthogonality starts to be harmful. Therefore,

the best selection of ρ depends on the equalizer performance and the amount of the other-user interference.

5.7 Concluding Remarks

In this study, by allowing intentional CFO between the interfering links, other-user interference is miti-

gated in an uncoordinated network without any timing constraints via orthogonal or non-orthogonal schemes. For a

well-coordinated network, transmission over orthogonal schemes might lead to better performance compared to non-

orthogonal schemes due to the absence of self-interference. However, when other-user interference is inevitable and

significant in an uncoordinated network, spectral efficiency has to be sacrificed for orthogonal schemes in order to

allow other-user interference mitigation. Specifically, schemes which allow non-overlapping subcarriers in frequency,

e.g., FMT, complies with the intentional CFO approach to avoid timing misalignment problems with POT. As op-

posed to orthogonal waveforms, non-orthogonal schemes come into the prominence along with POT for an interesting

reason; self-interference problem is easier than other-user interference problem in an uncoordinated networks. By

utilizing non-orthogonal waveforms, POT is able to change the type of interference from other-user interference to

self-interference. This is beneficial when the receiver has proper self-interference cancellation mechanisms. Espe-

cially, it is promising when two pairs sharing the same spectrum are close to each other.

Throughout the study, POT is presented for two intentional CFO levels, i.e., fc and fc + ν0/2. Although the

POT with two intentional CFO levels heuristically matches to two-users scenarios, it might be a suboptimum solution

for the multiple-user scenarios. However, it is possible to utilize multiple CFO levels to extend POT to multiple-
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user scenarios. In addition, when the difference between the power levels of interfering signal and desired signal

are significantly large, well-known interference cancellation methods, e.g. successive interference cancellation (SIC),

might provide better results than POT. However, the combination of POT and interference cancellation techniques can

increase the performance substantially. Since POT is able to increase the difference between the norm of interference

and the norm of desired signal power, POT is also able to increase the separability of the signals.
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CHAPTER 6

NUMBER OF REQUIRED EQUALIZER TAPS FOR MULTICARRIER SCHEMES

6.1 Introduction

In a wireless communication medium, the transmitted signal travels along multiple paths and arrives at the

receiver at different time instants, which causes dispersion in time. Additionally, the signal strength might vary due to

mobility, which leads to dispersion in frequency. Hence, one symbol might be interfered by its neighboring symbols

in time and frequency, known as self-interference. In addition to the dispersive communication medium, the amount

of self-interference is related to the transmit filter and the receiver filter since their responses jointly determine the

occupancy of symbol in time and frequency [129]. Therefore, one can interpret that transmit filter, communication

medium, and receive filter result in a composite effect that determines the characteristics of the interference among the

symbols in time and frequency [162–164].

In order to handle the self-interference, one option is to employ an equalizer at the receiver, which requires

information about the self-interference characteristics, e.g., number of symbols that interfere the desired symbol, the

locations of the interfering symbols in time and frequency, and their strengths. However, due to the random dispersion

of the signal and the operation under the noise, the number of interfering symbols and their locations in time and

frequency are uncertain at the receiver. While taking a smaller number of interfering symbols than the required ones

into account does not remove the self-interference at the equalization stage completely, using a larger number of taps

folds noise into the channel estimation. This brings up a question that we investigate in this study: Considering the

uncertainty of the noise and the random characteristics of the dispersion in time and frequency, how many equalizer

taps are needed to be taken into account in the channel estimation for a multicarrier scheme to yield a precise receiver

design? Based on this question, the main contributions of this study are:

• It is explicitly shown that employing more equalizer taps than the required ones in the channel estimation

not only increases the complexity of the equalizer, but also degrades the bit error rate (BER) performance

of the receiver.
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• The number of required equalizer taps, which improves BER performance, is theoretically obtained. Fur-

thermore, under practical scenarios, the number of required equalizer taps is also extracted via Akaike

information criterion (AIC).

• The locations of interfering symbols in time and frequency are obtained for given multicarrier structure,

channel characteristics, and signal-to-noise ratio (SNR). Therefore, an additional information for self-

interference, which can be used in the equalization, is obtained.

The rest of paper is organized as follows: Related work is discussed in Section 6.2. System model based

on multicarrier schemes is provided in Section 6.3. The trade-off between folding noise into the channel estimation

and lack of description of the channel is investigated in Section 6.4, theoretically. Numerical results are provided in

Section 6.5. Finally, the paper is concluded in Section 6.6.

6.2 Related Work

In the literature, various methods are proposed to obtain the number of equalizer taps. One of the well-known

methods is to use the eigenvalues of the autocorrelation matrix of received signal with an information criterion, e.g.,

minimum description length (MDL) or Akaike information criterion (AIC) [165,166]. In [167], the method introduced

in [165] is applied to find the number of paths in communication channel. In [168], the complexity arising from the

calculation of the autocorrelation matrix and their eigenvalues is reduced by utilizing the power delay profile of the

channel. In [169], a method for the estimation of the channel length is suggested for single carrier communications,

based on the minimization of the mean square error (MSE) of channel estimation. In [170], length of channel impulse

response is analyzed considering the difference between the statistical characteristics of multipath channel response

and the noise. It is emphasized that while channel coefficients are effective for the window of channel length, additive

noise per tap is uniformly distributed over the length of estimated channel. By utilizing an auxiliary function, the

number of equalizer taps and estimation of noise variance are estimated. Although these studies provide promising

results for the estimation of channel length, they do not address that the required number of equalizer taps at the

receiver. In addition, to the best of our knowledge, the detailed investigation on the number of required equalizers taps

for multicarrier schemes in both time and frequency, which captures the composite effect of transmit filter, multipath,

and receiver filter, is not available in the literature.

This study is the extension of [171] which discusses the relation between the number of required equalizer

taps and the composite effects of the transmit filter, communication medium, and the receiver filter for multicarrier

schemes, heuristically.
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6.3 System Model

In this section, we introduce the system model that is considered throughout the paper. The system model

is based on a generalized framework for multicarrier schemes, which captures both orthogonal and non-orthogonal

schemes [129].

6.3.1 Signal Model for Transmission

In a multicarrier scheme, the symbols are transmitted as

x(t) =
∞∑

m=−∞

N−1∑
k=0

Xmkgmk(t) , (6.1)

where gmk(t) = ptx (t − mτ0) e j2πkν0t, ptx (t) is the transmit filter, m is the symbol index, k is the subcarrier index, N

is the number of subcarriers, τ0 and ν0 are the symbol spacing in time and frequency, respectively, and Xmk is the

independent and identically distributed symbol of zero mean. Throughout the study, ν0 and τ0 are given in units of F

and T , respectively (e.g., ν0 = 1.1 × F and τ0 = 1.2 × T ), where F = 1/T and F is a number based on the design.

6.3.2 Multipath Channel

A linear time-varying channel is assumed for communication medium and it is denoted as h(τ, t). After the

transmitted signal passes through the communication medium, the received signal is obtained as

y(t) =
∫
τ

h(τ, t)x(t − τ)dτ + ω(t)

=

∫
τ

∫
ν

H(τ, ν)x(t − τ)e j2πνtdνdτ + ω(t) , (6.2)

where H(τ, ν) is the Fourier transform of h(τ, t) and ω(t) is the additive white Gaussian noise (AWGN). The statis-

tical characteristics of the communication medium are described with wide-sense stationary uncorrelated scattering

(WSSUS) assumption [98] given by

E [H(τ, ν)] = 0 , (6.3)

E
[
H(τ, ν)H∗(τ1, ν1)

]
=S (τ, ν) δ(τ − τ1)δ(ν − ν1) , (6.4)
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where E [·] is the expected value operator and S (τ, ν) is the scattering function. Note that WSSUS assumption is widely

utilized to characterize the wireless channels. For example, exponential decaying multipath with Jakes Doppler spec-

trum [102] or ITU models [103] for different environments are commonly used models for terrestrial communications.

6.3.3 Signal Model for Reception

At the receiver, the received signal is correlated by analysis function γnl(t) = prx (t − nτ0) e j2πlν0t where prx (t)

is the receive filter. Then, the output of the correlator is sampled with the symbol period to obtain the received symbol

as

X̃nl = ⟨y(t), γnl(t)⟩ ,
∫

t
y(t)γ∗nl(t)dt

= XnlHnlnl︸  ︷︷  ︸
desired part

+

n+L+t∑
m=n−L−t

m,n

l+L+f∑
k=l−L−f

k,l

XmkHnlmk

︸                      ︷︷                      ︸
interference part

+ ωp︸︷︷︸
noise

. (6.5)

In (6.5), {L−t , L+t } and {L−f , L+f } define the boundaries of all possible region of supports (RoS) in time and frequency,

respectively, as illustrated in Figure 6.1. A RoS is denoted as R(L), where L is the number of symbols in RoS,

which also corresponds to the number of taps for a symbol-spaced equalizer. It is assumed that the amount of the

interference between the desired symbol and the symbols beyond these boundaries is 0. In (6.5), Hnlmk corresponds to

the projection of the transmit filter located at (m, k) to the receive filter located at (n, l) including the dispersion due the

communication medium as

Hnlmk =

∫
τ

∫
ν

H(τ, ν)
∫

t
gmk(t − τ)γ∗nl(t)e

j2πνtdtdνdτ . (6.6)

In other words, Hnlmk shows the composite effects of the transmit filter, communication medium, and receiver filter. It

is assumed that Hnlmk is a symmetric complex Gaussian random variable of zero mean, considering Rayleigh fading

channel. The analytical expression of the expected interference contribution from a symbol at the point (m, k) to the

desired symbol at the point (n, l) is given as

σ2
nlmk = E

[
|Hnlmk |2

]
=

=

∫
τ

∫
ν

S (τ, ν) |A ((m − n)τ0 + τ, (k − l)ν0 + ν)|2dνdτ , (6.7)
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Figure 6.1 Self-interference due to the transmit filter, dispersion in communication medium, and receive filter.

where A (ϕ, ψ) is the ambiguity function [129], given by

A (ϕ, ψ) ,
∫ ∞

−∞
ptx

(
t +

ϕ

2

)
p∗rx

(
t − ϕ

2

)
e− j2πψtdt . (6.8)

In the following subsections, we focus on a single subcarrier without loss of generality. For sake of increasing read-

ability, Hnlmk and σ2
nlmk are denoted as Hmk and σ2

mk.

6.3.4 Composite Channel Response

Let Σ be a matrix that shows the expected scattering in time and frequency for given transmit filter, receiver

filter, and channel scattering function as

Σ =


σ2

L+f L−t
· · · σ2

L+f L+t
... σ2

00

...

σ2
L−f L−t

· · · σ2
L−f L+t

 , (6.9)

which is based on (6.7). Providing that channel scattering function is presumable for the system design, Σ is also

known at the receiver. For example, orthogonal frequency division multiplexing (OFDM) with a cyclic prefix (CP)

does not introduce any correlation between the symbols in time-invariant channels. Hence, only σ2
00 is 1 while others

are 0. However, an non-orthogonal scheme would cause interference among the symbols and σ2
mk , 0 for some
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(m, k) , (0, 0). Using (6.9), the instantaneous response of the composite channel is given by

H =



hL+f
...

h0

...

hL−t


=



HL+f L−t · · · HL+f L+t
...

...
...

... H00
...

...
...

...

HL−f L−t · · · HL−f L+t


, (6.10)

where hk is 1× Lt vector which shows the interference of the symbols on kth subcarrier to the desired symbol at (0, 0).

One also can interpret that H is a map that indicates the amount of the interfere due to the neighboring symbols in time

and frequency. Based on (6.10), one may express the symbols in time on 0th subcarrier at the receiver as

yX = ΦXh + ω (6.11)

and

X =
[
xL−f · · · x0 · · · xL+f

]
, (6.12)

where ΦX is a block Toeplitz matrix, X is the symbol matrix, x̃k is the symbol vector on kth subcarrier, ω is the noise

vector, y is the received symbol vector, h is the LtLf × 1 channel vector as

h =
[
hL+f · · · h0 · · · hL−f

]T
. (6.13)

6.3.5 Channel Estimation

Without loss of generality, channel estimation is expressed as

h̃(L) = CL{yT,T} (6.14)

where CL{·, ·} is the channel estimation operation, L is the hypothesized number of equalizer taps, h̃(L) is the estimated

channel, yT is the received signal, and T is No × Lf matrix which includes the training symbols as

T =
[
tL−f · · · t0 · · · tL+f

]
, (6.15)
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where tk is the No × 1 training vector on kth subcarrier and No is the length of training sequence. Using (6.15),Φ, de-

fined in (6.1), becomes No×LtLf matrix where its columns have the cyclically shifted versions of {tL−f , · · · , t0, · · · , tL+f }

as

ΦT =

[
CtL−f

· · · Ct0 · · · CtL+f

]
, (6.16)

where Cx is a No × Lt circulant matrix where the first column of Cx is x. Note that expressing each tk circularly as

in (6.16) also corresponds to extend T cyclically at the transmitter, which allows the receiver to exploit all samples of

training sequence.

In order to estimate the channel properly, T should have good auto-correlation and cross-correlation proper-

ties, i.e., ensuring orthogonality between tk and their cyclically shifted versions in time and frequency. One way of

obtaining attainable correlation properties is to use random numbers, where longer sequence leads better correlation

results. Another method is to utilize Zadoff-Chu sequences [172]. While Zadoff-Chu sequences exhibits orthogo-

nality between its cyclically shifted shift versions and other sequences in the set, it gives constant cross-correlation

between two prime length Zadoff-Chu sequences, i.e., 1/
√

No. Similar to the pseudo number, longer sequence gives

better correlation properties in the case of using Zadoff-Chu sequences. Yet, one still may obtain a training sequence

with perfect auto-correlation and cross-correlation properties by losing the dimensionality of training sequence. For

example, a Zadoff-Chu sequence is taken into account as a seed. Then, the set is constructed from the cyclically

shifted version of the seed. As long as the amount of each shift is larger than Lt, it yields perfect auto-correlation and

cross-correlation properties. Throughout the study, although we do not apply any restriction on training sequence, we

generate T based on this approach to ensure that T has perfect auto-correlation and cross-correlation properties.

6.4 Determining Number of Equalizer Taps

Number of required equalizer taps that yields a good bit error rate (BER) performance is related to both

signal-to-noise ratio (SNR) and the amount of the self-interference. In this section, this issue is investigated to obtain

the number of equalizer taps that yields minimum error at the receiver, theoretically. In addition, the number of

required equalizer taps is discussed considering the practical systems.

6.4.1 Theoretical Approach

Intuitively, as the performance of the channel estimation gets worse due to the such reasons, e.g., low SNR or

undesired correlation properties of training sequence, the number of taps used in the equalization should be decreased
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not to allow the additional error due to the insufficient channel estimation. In order to understand this fact, consider

a training sequence with ideal correlation properties. Then, one can express the optimum channel estimation as least

square (LS) estimator for AWGN, given by

CL{yT,T} =
(
Φ

(L)
T
∗
Φ

(L)
T

)−1
Φ

(L)
T
∗
yT = Ψ

(L)yT , (6.17)

where Φ(L)
T is the matrix that includes the L columns of ΦT and Ψ(L) is the pseudo inverse of Φ(L)

T . The operation in

(6.17) corresponds to find a vector that includes the weights associated with the columns of Φ(L)
T to yield the closest

vector to yT, using Φ(L)
T . Based on (6.17), expected LS error and MSE of the channel estimation are obtained as (see

Appendix C for the proofs)

E
[
(yT − ỹT)∗(yT − ỹT)

]
= Noσ

2
R

(L) + (No − L)σ2
n , (6.18)

and

E
[
(h − h̃(L))∗(h − h̃(L))

]
= σ2

R
(L) +

L
No
σ2

n , (6.19)

respectively, where σ2
R

(L) is the total power at the outside of the RoS. The first terms in (6.18) and (6.19) indicate the

errors due to the lack of description of the channel, which are decreasing functions of L. The second terms shows the

impact of the noise in the channel estimation. Although it is a decreasing function of L for (6.18), it is a monotonically

increasing function of L for (6.19), which exhibits the trade-off between the lack of description of the channel and

folding noise into channel estimation.

It is worth noting that one can find L based on the minimization of (6.19). However, the selection that

minimizes the MSE of channel estimation does not consider the uncertainty of the noise component. Even though

the noise is assumed as a stationary process, actual values of the noise is different during the channel estimation and

equalization stages. In order to include this effect for the determination of L, we calculate the expected residual sum

squares (RSS) using the two hypothetical training signals as

yT,1 = ΦTh + ω1 , (6.20)

yT,2 = ΦTh + ω2 (6.21)
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where yT,1 and yT,2 are the received signals exposed to the same channel but different noise components. First, channel

estimation is perfomed based on yT,1. Then, expected RSS is calculated based on the estimated channel over yT,1 and

yT,2 as (see Appendix C for the proof)

E
[
(yT,2 − ỹT,1)∗(yT,2 − ỹT,1)

]
= Noσ

2
R

(L) + (No + L)σ2
n , (6.22)

Hence, (6.22) yields a cross-validation using two hypothetical training signal to obtain for the best L. Compared to

(6.19), (6.22) introduces an additional σ2
n, which is an additional penalty term for each symbol in training sequence

considering the uncertainty of the noise. In order to achieve a good performance, best number of equalizer taps is

obtained by

Lbest = arg min
L
{Noσ

2
R

(L) + (No + L)σ2
n} . (6.23)

In addition, providing that Φ(L)
T is a matrix that has the first L strongest column of Φ (depending on σ2

mk), it is also

possible to obtain the locations of the interfering symbols in time and frequency.

6.4.2 Practical Approach

In practice, it might be challenging to generate yT,1 and yT,2 and estimate σ2
n. To solve this issue and obtain

Lbest at the receiver dynamically, utilization of an information criterion is suggested. An information criterion indicates

a balance between bias and variance of the estimated parameter. It is well-studied subject and various information

criteria are available in the literature [166,173], e.g., AIC [174], corrected Akaike information criterion (AICc) [175],

and MDL [176].

Essentially, AIC is the estimation of the expected Kullback-Leibler discrepancy between the true model and

the fitted model [174]. Similar to the cross-validation in (6.22), it also utilizes two hypothetical independent signals

for estimation and cross-validation [166]. If the number of observations is large and the dimension of the fitted model

is small, it behaves as unbiased estimator. In other case, it yields a large negative bias and limits its effectiveness.

To obtain better estimation of the expected Kullback-Leibler discrepancy for small-sample applications, an additional

bias-correction term is introduced to AIC [175], which yields AICc as

AICc(Ko) = −2L(θ) + 2Ko +
2Ko(Ko + 1)
No − Ko − 1︸          ︷︷          ︸
additional term

, (6.24)
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Figure 6.2 Mean square errors based on (6.18) (dashed line) and (6.22) (solid line) (Channel: ITU Vehicular A).

where L(θ) is the log-likelihood function, θ is the estimate of the parameter set, and Ko is the model order [174].

Throughout the study, L is investigated via AICc for the dynamic approach, considering the small length of the training

sequence. However, one may follow the other information criteria in the literature.

If the statistical model of the random variable, i.e., noise, is characterized with AWGN, one may derive L(θ)

from the LS estimation and express (6.24) as

AICc(L) = No log
RS S (L)

No
+ 2Ko +

2Ko(Ko + 1)
No − Ko − 1

, (6.25)
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Figure 6.3 Region of support for different SNR (Channel: ITU Vehicular A, F = 1/T = 300 kHz).

where RS S (L) is the instantaneous RSS for a hypothesized L and Ko is L + 1. Since Kullback-Leibler discrepancy

indicates the information loss, the best model order among the set is obtained by minimizing AICc as

Lbest = arg min
L
{AICc(L)} . (6.26)

6.5 Numerical Results

In this section, theoretical results given in the previous sections are investigated numerically considering the

practical receivers. For the numerical investigations, ITU Vehicular A channel model is taken into account. Channel

estimation is performed based on (6.17). Zadoff-Chu sequence is used for the channel estimation and No is set to

131. Two multicarrier schemes are taken into account: OFDM and non-orthogonal frequency division multiplexing

(NOFDM) (ν0 = F and τ0 = T ). Rectangular and Gaussian filters are taken into account for OFDM and NOFDM,

respectively. Note that Gaussian filter is the optimally-localized pulse in time-frequency and it is given by

p (t) = (2ρ)1/4e−πρt2
, (6.27)

where ρ is the control parameters for the dispersion of the pulse in time and frequency and ρ > 0. For the equalization,

maximum likelihood sequence detector (MLSD), which is optimum in AWGN, is considered.

In Figure 6.2, expected LS error in (6.18) and expected RSS in (6.22) are given for different L and Es/N0.

As it can be seen in Figure 6.2, while dashed lines based on (6.18) monotonically decrease with L due to the better
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Figure 6.4 Practical performance using Akaike information criterion (Channel: ITU Vehicular A, F = 1/T =
300 kHz).

description of received signal, solid lines corresponding to (6.22) increase after certain value of L which indicates

that the impact of the noise. Based on (6.23), single-tap equalizer is sufficient for a rectangular filter when F is set

to 15 kHz, which also corresponds to OFDM in Long Term Evolution (LTE) where CP duration is set to 0.07 × Ts.

However, if F is set to 300 kHz for the sake of demonstration, the same multicarrier structure requires significant

amount of equalizer taps. For the same channel, required number of taps in the case of utilization of Gaussian pulse

shape is less than the that of rectangular filter, which is reasonable for a practical receiver. Since higher Es/N0 yields

a better channel estimation performance, it allows to use a larger number of equalizer taps.

In Figure 6.3, locations of interfering symbols and the minimum Es/N0 levels that interfering symbol starts

to be effective on desired symbol, i.e., best RoS to improve the error performance at the receiver, are provided. For

NOFDM, the neighboring symbols in both time and frequency cause significant amount of interference due to the

Gaussian filter. The choice of ρ = 1 yields an isotropic ambiguity surface in time and frequency for an ideal channel.

However, the symmetrical shape is distorted due to the dispersion in the multipath channel, and more interference is

caused by the previous symbols. When ρ is set to 0.4, more overlapping is introduced in time, which also yields a

larger number of equalizer taps in time domain.

In Figure 6.4, the average number of required equalizer taps is provided for NOFDM, based on AICc. It is

shown that AICc, which is suggested for practical receiver structures, follows the theoretical results based on (6.23).

In Figure 6.5, BER performance of the receiver is investigated for various number of equalizer taps and Es/N0

for binary phase shift keying (BPSK). As it can be seen from Figure 6.5, using fewer or more taps than required ones

degrades the BER performance. Theoretical result for Lbest based on (6.23) approaches the minimum achievable BER

for a given Es/N0 in both Figure 6.5(a) and Figure 6.5(b). It is worth noting that the strategy for Lbest in (6.23) targets
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Figure 6.5 BER versus number of equalizer taps (Channel: ITU Vehicular A, F = 1/T = 300 kHz).

to minimize expected RSS for the channel estimation by applying hypothetical cross-validation with another received

signal as discussed in Section 6.4. Considering the performance in Figure 6.5, it is possible to choose a smaller

number of equalizer taps at the expense of negligible BER degradation in practical conditions, which corresponds to

apply more penalty term for the noise component in (6.23).

6.6 Concluding Remarks

In this study, we investigate the number of required equalizer taps for multicarrier schemes, based on the

composite effects of the transmit filter, communication medium, and the receiver filter response. We explicitly show

that employing more equalizer taps increases the complexity of the equalizer and degrades error rate performance of

the receiver. Considering this issue, number of required equalizer taps and their locations in the time-frequency lattice

are given theoretically as a function of communication medium characteristics, transmit filter, receive filter, and SNR.

By exploiting the introduced concept for the determination of the number of required taps in multicarrier scheme, it is

possible to develop adaptive multicarrier scheme based on the processing abilities at the receivers, or adaptive receiver

architectures for a given multicarrier scheme. In other words, this approach promises a flexibility on both multicarrier

schemes and receiver structures to adapt to the different conditions, e.g., dispersions in communication mediums.
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Appendix C : Mean Square Error of Channel Estimation

Let yT,1 and yT,2 be the received signals exposed to the same channel but different noise components as

yT,1 = ΦTh + ω1 ,

yT,2 = ΦTh + ω2

where ω1 and ω2 are the noise vectors. Consider that the channel estimation is performed based on yT,1 using (6.17).

Then, expected LS error based on yT,1, MSE of the channel estimation, expected RSS based on yT,2 are given as
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(h − h̃(L))∗(h − h̃(L))

]
= E

[
(h − Ψ(L)yT,1)∗(h − Ψ(L)yT,1)

]
a
= E

[
h∗(I − Ψ(L))∗(I − Ψ(L))h

]
+ E

[
ω∗1Ψ

(L)∗Ψ(L)ω1

]
c
= E

[
tr

{
h∗(I − Ψ(L))∗(I − Ψ(L))h

}]
+ E

[
tr

{
ω∗1Ψ

(L)∗Ψ(L)ω1

}]
d
= E

[
tr

{
(I − Ψ(L))∗(I − Ψ(L))hh∗

}]
+ E

[
tr

{
Ψ(L)∗Ψ(L)ω1ω

∗
1

}]
e
= tr

{
(I − Ψ(L))∗(I − Ψ(L))E

[
hh∗

]}
+ tr

{
Ψ(L)∗Ψ(L)E

[
ω1ω

∗
1
]}

= σ2
R

(L) +
L

N2
o

Itr
{
E

[
ω1ω

∗
1
]}

= σ2
R

(L) +
L

No
σ2

n , (C.2)
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Appendix C (Continued)

and

E
[
(y2 − ỹ1)∗(y2 − ỹ1)

]
= E

[
(Q(L)Φh + P(L)ω1 + ω2)∗(Q(L)Φh + P(L)ω1 + ω2)

]
a
= E

[
h∗Φ∗Q(L)∗Q(L)Φh

]
+ E

[
ω1
∗P(L)∗P(L)ω1

]
+ E

[
ω2
∗ω2

]
b
= E

[
h∗Φ∗Q(L)Φh

]
+ E

[
ω1
∗P(L)ω1

]
+ Noσ

2
n

c
= E

[
tr

{
h∗Φ∗Q(L)Φh

}]
+ E

[
tr

{
ω1
∗P(L)ω1

}]
+ Noσ

2
n

d
= E

[
tr

{
Q(L)Φhh∗Φ∗

}]
+ E

[
tr

{
P(L)ω1ω1

∗
}]
+ Noσ

2
n

e
= tr

{
Q(L)ΦE

[
hh∗

]
Φ∗

}
+ tr

{
P(L)E

[
ω1ω1

∗]} + Noσ
2
n

f
= Noσ

2
R

(L) + (No + L)σ2
n (C.3)

respectively, where

Q(L) = I − P(L) = I −Φ(L)(Φ(L)∗Φ(L))−1Φ(L)∗ .

In (C.1), (C.2), and (C.3), (a) follows from being independent variables of symbols and noise, (b) is because

of the features of the projection matrices, i.e., P(L)∗ = P(L), Q(L)∗ = Q(L), P(L)2
= P(L), and Q(L)2

= Q(L), (c) is because

of having 1 × 1 matrix in the argument of expected value operation (i.e., 1 × 1 matrix is equal to its own trace), (d) is

due to the circulant property of the trace operation, (e) is due to the linear operations of expected value and trace, and

(f) follows that the rank of P(L) is L, the rank of Q(L) is No − L, and Φ has orthogonal column vectors, i.e., training

sequence has perfect auto-correlation and cross-correlation properties.
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