
Operating Converter Interfaced
Microgrids

by

Ramachandra Rao Kolluri

Thesis
submitted in partial fulfilment

of the requirements of the degree

Doctor of Philosophy

Department of Electrical and Electronic Engineering

November 2016



i

Abstract

Microgrids have potential applications for both developing as well as developed coun-

tries. In developed countries, microgrid deployment can help in lowering carbon-dioxide

emissions and increasing resiliency of the electricity network. In developing countries,

microgrids can be used to improve rural electrification levels. The microgrid trend is go-

ing to disrupt the traditional energy generation paradigm of monolithic generation. This

thesis addresses some challenges that arise with the evolution of microgrids.

Microgrids are small sections of the electrical network that comprise of local gener-

ation and load. Microgrids, by definition, must be able to operate in isolation from the

main grid. In isolated operation, the co-ordination between sources is very important to

achieve stability and ensure operational longevity. Two control hierarchies are popular

in microgrid design: 1) master-slave control, and 2) master-less control. These controls

are implemented on the sources’ power electronic converters.

In master-slave control based microgrids, sizing and operating storage systems in com-

bination with local generation is deemed beneficial for reasons like, facilitating pre-meter

consumption and leveraging the time-of-use price arbitrage. In this thesis, a model of ra-

dial master slave microgrid network with distributed generation and storage is developed.

The model developed can be readily adopted to DC master-slave microgrids as well as AC

master-slave microgrids with high power factor. Using this model, a central optimization

algorithm is proposed. This algorithm allows users to size, position and operate batteries

in an intelligent manner where all the network constraints are satisfied and the network

costs (capital + operational) are minimized. On solving the problem as a mixed integer

linear program (MILP) we obtain appropriate battery sizing decisions at each house in

the network and their intended temporal charging and discharging profiles. We extend

our results using Monte-Carlo simulation based analysis to address forecasting errors in

generation and demand.
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On the other hand, the design and operation of master-less converter-based micro-

grids depend on various factors. Little explored is the effect of component mismatches

and parameters drifts on the stability and power sharing properties of these systems.

On this subject, this works also aims to comprehend the stability and steady state be-

haviour of multi-master converter based microgrid systems under the presence of non-

identical components and parameter drifts. It is shown that microgrid wellness is very

sensitive to such changes. We propose a set of co-ordination controls based on sparse

(inter-node) communications to improve the stability margin and ensuring desired power

sharing properties. Stability conditions are developed using Lyapunov’s indirect method.

The performance of the proposed microgrid design is verified using simulation results.

For master-slave microgrids, the proposed optimization algorithm improves the eco-

nomics of microgrid storage while ensuring better power quality. For master-less mi-

crogrids, robustness of power sharing is made independent of parameter drifts, load and

sources changes using the proposed methods. Scalability and source modularity are also

well-preserved for the master-less scenario using the distributed control laws introduced.
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Introduction

1.1 Background

T
HE electricity industry is undergoing a revolution due to technological advance-

ments, changes in demand patterns, and the more widespread introduction of

intermittent renewable generation sources. As a result, there is an increased need for

solutions that are flexible with regard to variable supply and demand and can adapt to

dynamically changing requirements in ways that lead to optimal economic and opera-

tional outcomes.

In recent years, integration of distribution level renewable energy generation with

or without storage is becoming an increasingly common phenomenon. With rising at-

mospheric carbon dioxide (CO2) levels and a push to promote carbon neutral or green

technologies, a major transition into renewable energy based generation seems immi-

nent [58, 114]. Strong reductions in the costs of renewable technologies (putting them

at grid parity in many parts of the world) are also promoting renewable energy intake.

While many large-scale renewable generation plants exist, often renewables are intro-

duced in small-scale and distributed ways (and indeed wind and solar are both well

suited to this) making them more distributed/scattered throughout the grid. Small iso-

lated electricity networks based on distributed generation, known as microgrids, appear

1
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as a natural extension to this decentralization [24, 81]. Although microgrids are envi-

sioned as exciting opportunities, providing services identical to the traditional electrical

power system, often referred to as the grid, is much more complicated.

Traditional or inertial generation is very well understood and its availability is

deemed very important to maintain the voltage and frequency levels within acceptable

limits while producing the required amount of energy. The inherent dynamics of inertial

generation within the grid govern power sharing and synchrony between various sources.

However, the generation mixture in the microgrid scenario is quite different. Most of the

renewable energy sources need a power electronic interface to merge into and utilize the

existing power system infrastructure. Improved understanding of power electronics, over

the years, has made the control and grid integration of these distributed sources familiar.

Nonetheless, our understanding of interconnected operation of these distributed power

electronic converter interfaced systems in microgrids scenarios is not very mature and

relies on fairly recent technological developments. Given that microgrids tend to have

a major portion of their generation from power electronic interfaced sources, or sim-

ply converter based sources, it is very important to understand the interactions between

such systems. Therefore, the main objective in microgrid design is to maintain reliability,

robustness and stability that is comparable with the traditional grid model. Sometimes,

as in scenarios involving critical loads, the reliability requirements of microgrids are far

higher than traditional grid models making proper microgrid design and analysis excep-

tionally important.

The majority of the methods envisaged to operate and achieve synchrony between

connected converter-based sources build either on generator emulation or simple feed-

back methods. A few challenges such as, sizing energy storage, ensuring power sharing

and stability, etc., still exist in this domain and they limit opportunities the power elec-

tronic converters might provide. In this light, this thesis addresses operating converter
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interfaced microgrids from both theoretical and practical perspectives.

1.2 Objectives

The primary research objectives of this thesis are:

• To establish an accurate understanding of how to model generation in various

microgrid scenarios.

• To demonstrate a control design shown to be effective in sizing and operating

storage devices for a master-slave microgrid topology.

• To identify the effects of component mismatches and parameter drifts on stability

and power sharing in droop controlled converter interfaced microgrids.

• To propose control designs that can achieve better power sharing and improve

overall stability of droop controlled microgrids under component mismatches.

1.3 Specific research questions

In view of the above objectives, we formulate specific research questions as follows:

Part 1: Addressing energy deficits using storage

• What is a method to model a microgrid network that is based on a

master-slave topology?

• What is a way to size the batteries at individual households within a

master-slave microgrid and operate them to satisfy realistic physical/

financial constraints?

• How to address uncertainty? In other words, how to improve the per-

formance of the proposed method under uncertain load and generation

forecasts?
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Part 2: Controlling parallel converter based generation under mis-

matches

• How does clock accuracy/drifts affect the stability and power sharing of

both angle and frequency droop controlled systems?

• What is a way to alleviate the effects of clock drifts on power sharing

and stability for any arbitrary topology in a droop controlled microgrid?

• What assumptions should be made in solving this problem of clock drift

effect and are these realistic?

• What are the conditions for achieving stability and power sharing for

the methods introduced?

• How crucial is the output impedance design in angle droop controlled

converter interfaced microgrids and what effect does impedance mis-

match have on power sharing?

• How can control design overcome the negative effect impedance mis-

match has on power sharing?

A detailed introduction to the concept of microgrids, master-less and master-slave

topologies, energy storage sizing and operation, impact of component mismatches in

parallel converter based microgrids will be provided in the later chapters which will

bring the research questions posed above well into context.

1.4 Thesis Outline

This thesis is structured as follows:

Chapter 1 This chapter introduces the topics covered in this research thesis and pro-

vides a brief background together with a chapter-wise summary of this report.

Part I: DISTRIBUTED GENERATION
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Chapter 2 This chapter provides an in-depth background of distributed generation

based on power electronic converters. It provides a critical summary of various

traditional control techniques that are fundamentally used in power electronic

converter based generation. Some market research and economic motivations for

microgrids are also presented in this chapter.

Chapter 3 This chapter provides in-depth analysis and a review of state-of-the-art

technologies in microgrids along with some illustrative examples. We present a

section here that includes the research questions being addressed in this thesis and

pertinent literature.

Part II: ENERGY STORAGE SYSTEM DESIGN

Chapter 4 In this chapter we provide a framework that can be used in sizing, position-

ing and operating batteries in a grid-connected distribution network or a master-

slave microgrid. We use mixed integer linear programming (MILP) based opti-

mization approach considering various operational/capital costs and constraints

to guarantee better network quality and make financial benefits simultaneously.

The performance of our approach is validated using simulations. We also present

some extended results based on Monte-Carlo type simulations and receding hori-

zon control.

Part III: CONTROLLING PARALLEL CONVERTER BASED GEN-

ERATION

Chapter 5 This chapter discusses the modelling of clock drifts in converter based

systems. The power sharing mismatch and instability that occur as a consequence

of the clock drifts in frequency droop controlled microgrids are identified. Based on
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this, we introduce a sparse communication-based control technique that alleviates

power sharing errors. We analyze the stability of the microgrid operating with the

proposed technique. Simulation results are presented to validate the performance

of the proposed methods.

Chapter 6 This chapter discusses the impact of impedance distribution and clock drifts

on angle droop controlled microgrids systems. These mismatches cause huge power

variations that can be destabilize the microgrid if left uncontrolled. We then pro-

pose a two-part control technique that uses sparse communication to rectify the

power sharing errors and subsequently analyze the stability of the modified micro-

grid. Simulation results are presented to validate the performance of the proposal.

PART IV: CONCLUSION

Chapter 7 The thesis is concluded in this chapter. Some directions for future research

that are aligned with the topics covered in this thesis are presented.

1.5 Contributions

The research contributions made in this thesis can be encapsulated into two distinct

parts.

Part 1: Addressing energy deficits using storage

1. A linear radial master-slave microgrid model is developed in Chapter 4 using prin-

ciples and devices described in Chapters 1, 2 and 3. This model encapsulates the

network characteristics, local generation and demand characteristics using simple

Kirchoff’s laws. The model is then used in developing an optimization framework

that sizes, positions and operates batteries in a distributed manner within the mi-
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crogrid. Various physical and financial constraints are used in in the constraint set

for the optimization algorithm. We solve the problem as an MILP to accommodate

integer battery sizes. The results show improvement in the network quality as well

as the economics of operating the microgrid. Monte-Carlo simulation analysis is

used in extending the results of the optimization algorithm to address uncertainty

in forecasts.

Part 2: Controlling parallel converter based generation under clock

drifts and mismatches

1. In Chapter 5 we identify the ill-effects of clock/ frequency mismatches on the power

sharing and stability of frequency droop controlled converter-based microgrids. To

counteract these ill-effects, especially in terms of power sharing, we introduce a

modified frequency droop controller. This controller is based on sparse inter-node

communications, where all the converters influence their neighbours to achieve a

global consensus in power sharing without compromising frequency synchroniza-

tion. We impose some conditions on the integral control variable (within modified

frequency droop) to establish microgrid stability. These conditions are developed

using an eigenvalue analysis of a linearized state space model of the microgrid con-

taining constant impedance loads. Simulation results are presented to illustrate

the performance of the proposal.

2. In addition, we identify the effect of disproportionate impedance distribution be-

tween angle droop controlled converters in a microgrid in Chapter 6. We also iden-

tify that frequency/ clock mismatches can impact the stability and power sharing

accuracy of angle droop controlled converter-based microgrids. We propose modi-

fied angle droop as a method to cope with these problems. The proposed controller

is based on sparse inter-node communications and comprises two control stages:

one to establish frequency consensus and one to counteract the power sharing de-

viations. Conditions that ensure frequency consensus and power sharing accuracy

are developed. It is shown that for a given network, its physical characteristics and
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the overlaying communication network connectivity are crucial in developing sta-

bility conditions. The performance of the proposal is illustrated using simulation

results.

]]]
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Background

Notation

The variable t represents time. Derivative of a function u(t) with respect

to time is represented by u̇ =
du(t)

dt
. For any sinusoidal signal, e(t) =

e0 sin(ft+ g), e0 represents the amplitude, f represents the frequency and g

represents the phase angle. The phasor representation of the above sinusoidal

signal, e(t) is e0∠g. The phasor notation is valid if and only if the frequency,

f is a global constant. Let y = a+ jb be a complex number with j =
√
−1;

its real part is given by <{y} = a and the imaginary part is given by ={y} =

b. The complex number y∗ denotes the complex conjugate of the complex

number y, i.e., y∗ = a − jb. We define the n-dimensional column vector

x = col(xi) = [x1, x2, . . . , xn]T where (.)T represents a transpose function.

Let diag(xi) be a (n×n)-dimensional diagonal matrix with xi in the ith row

and ith column and 0 elsewhere. The (n × n)-dimensional identity matrix

is given by In = diag(1). The matrix 1n×n is a (n × n)-dimensional matrix

with all elements equal to 1. The communication network is represented

as a graph Gc = (Vc,Ec). Vc is the set of nodes and Ec is the set of

edges which represent the communication links between nodes. We define the

communication degree matrix Dc , diag(deg(i)), where deg(i) is the number

10
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of communication links connected to the ith node and n is the number of

active nodes in the system. Adjacency matrix Ac represents the connection

between nodes in the communication graph with aij = aji = 1 if the nodes

i and j are connected, and aij = aji = 0 otherwise. Self loops are avoided,

resulting in aii = 0 for any node i. We denote the communication graph

Laplacian Lc = Dc −Ac. The vector 1n is basis of the kernel of Lc i.e., for

any vector v = θ1n, θ ∈ R \ {0} we have Lcv = 0n and since the matrix is

symmetric we also have vTLc = 0Tn . Its eigenvalues {λc,1, λc,2, . . . λc,n} obey

the relationship 0 = λc,1 < λc,2 ≤ . . . λc,n.

2.1 Introduction

P
OWER flow in the traditional electricity grid is radial, i.e., power is produced

at central generation stations and flows to the customers through various trans-

mission and distribution stages as shown in Figure 2.1. The hierarchy followed by this

traditional grid is typically vulnerable and has some significant disadvantages. At the

generator level, the energy conversion efficiency of these large central generators can be

as low as one third, without considering waste heat recovery and the subsequent CO2

emissions [160]. The transmission and distribution line losses accumulate to 8% of the

energy produced on an average [1]. These losses alone account for about 1.2 trillion

metric tonnes of annual CO2 emissions [61].

Other important factors in evaluating the traditional grid are energy sufficiency,

proper utilization and economic impact. In many networks, as much as 20% of the

generation (and transmission) capacity exists only to supply peak demand, which may

only occur once or twice a year. This forces the generators to run at a reduced efficiency

during off-peak periods leading to significant under-utilization. In recent years, the

economics of the radial grid are not very attractive either. The expenses for the supply

capacity and losses have to be borne by the consumers.
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Figure 2.1: Traditional grid paradigm.

2.2 Distributed generation

Distributed generation (DG) is an approach that employs small-scale technologies to

produce electricity close to the end users of power [152]. Recent years have seen dis-

tributed generation, particularly at the residential or commercial level, becoming more

and more widely installed in many countries. Distributed generators, such as roof-top

photovoltaic (PV) system, are currently very attractive in countries like Germany and

Australia where abundant sunshine is matched with government incentives to encour-

age consumer participation. The market structure is envisaged to see major changes to

accommodate these new technologies [14]. While sustainability and independence from
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fossil fuels are the major advantages of distributed generation, others may include:

• Reduced capital cost per capacity - given the generation is local.

• Reduced carbon emissions when the local generation is based on non-conventional

energy sources like solar energy.

• Reduced electricity bills by avoiding major line losses, behind-the-meter consump-

tion and grid feed-in.

• Increased resilience to grid disturbances (in off-grid operation) and electricity price

fluctuations.

Most of the advantages scale inversely proportional to the availability of efficient and

widespread network infrastructure. However, this is hard to achieve in most countries,

for example see [66]. For all of these reasons, there is increased interest and economic

motivation for the use of distributed energy generation, and the use of microgrids.

However, most distributed generation is not independent of the utility grid. Grid-

connected operation of distributed generation is very common and well understood. The

grid supervises the power quality and harmonizes the interaction between the distributed

generators to avoid any ill-effects the latter may introduce. For example, uncontrolled

distributed generation may increase voltage levels up a distribution line. The substa-

tion transformer will then become a control point where the moderator can change the

transformer tap set-point to cope with the voltage rise. It is also the responsibility of

the grid to maintain the frequency of a distribution line within acceptable limits. Over-

all, the grid has a unifying influence to maintain the health and safety of the network.

Therefore, we can conclude that any grid-connected distributed generation system only

reduces the need for energy from the grid but does not alleviate the need for transmission,

distribution and other power quality services.
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2.3 Introduction to microgrids

A set of standards known as, IEEE 1547 Series of Standards for Interconnecting Dis-

tributed Resources with Electrical Power Systems were introduced in 2004 to govern the

design and integration of distributed sources into the grid [17]. However, in 2011 a

modification to [17] was made to facilitate the design and operation of interconnected

standalone distributed sources [140]. This modification introduced a global definition for

distributed resource island systems (DRIS), often referred to as microgrids. According

to [140], the term microgrids is used for sections of electrical power systems that:

• have at least one distributed generation resource and a load,

• have the ability to disconnect from and parallel with the area electrical power

system, i.e., main grid,

• include the local electrical power system and may include portions of the area

electrical power system, and

• are intentionally planned.

Over the last few years, there has been an observable increase in the number of

critical loads [24]. Supplying critical loads, such as military facilities, hospitals and so

on, without interruption was one of the primary original motivations for the introduction

of microgrids. In addition, new business models are emerging in many countries where

cheap distributed generation (often with storage) can replace the need for transmission

line upgrade or installation, leading to the formation of further microgrids. The operating

modes for microgrids are recognized and defined [140, Clause 4] as follows:

1. Grid-connected mode,

2. Transition to island mode,

3. Island mode, and

4. Reconnection mode.
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Figure 2.2: A typical microgrid example.

With renewable energy sources being naturally replenished, successfully operating

microgrids in isolation will increase the areas’ security of supply to critical loads (from

disturbances in the grid), reduce the losses that are incurred from energy transmission

(if it were from a central generator far away from the area) and provide several other op-

portunities. A graphical representation of a low voltage microgrid is given in Figure 2.2.

Observe that the point of common coupling (PCC) is generally located at the distribu-

tion substation and controls the microgrid disconnection/reconnection. Although Figure

2.2 is one possible configuration, the PCC can be located anywhere in the network. A

single line diagram showing possible islanding combinations is extracted from [140] and

shown in Figure 2.3.

2.3.1 Economic significance of microgrids

It is predicted that close to 80% of countries will have solar generation reach grid parity

(in terms of retail cost of generation) by the year 2017 [127]. With such improvements in

renewable energy prices it is evident that there is significant potential for rapid growth

in the microgrid market, which in turn will impact global electricity markets. Accord-
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Figure 2.3: Few possible island configurations for microgrids [140].

ing to research conducted by Asmus et al. in 2013 the revenue of the global microgrid

market is $8.3 billion and is expected to increase to at least $40 billion by the year

2020 [9]1. As shown in Figure 2.4, about 1500 megawatt (MW) of microgrid capac-

ity was deployed globally in 2011 and this is projected to increase to about 4500 MW

by 2017 [11]. The projections in [11] are accurate up to 2013 according to the mi-

crogrid deployment status reports [9, 10]. Some microgrids currently deployed/under

research can be found in [25, 44, 60, 76, 102]. With growing security requirements and

renewable energy promotions, microgrids are ready to hit the mainstream power gener-

ation and distribution market very soon. Although most current deployments are not

predominantly power electronic converter-based sources, with such immense interest in

1Based on average penetration and various other relevant assumptions.
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Figure 2.4: Forecast on global microgrid capacity (segmented by sector) between 2011

- 2017 based on an average penetration [11].

renewable energy based microgrid, fully converter-based renewable energy microgrids

seem very likely.

2.4 Source disparity

Microgrids with local generation have always formed part of the electrical power sys-

tem. Until recent years, however, the generation was usually via synchronous generators

(rotating machines) operated on readily available fossil fuel. One advantage of these

synchronous generators is that they operate on kinetic energy from the combustion of a

transportable fuel and therefore can be operated for extended times. Renewable energy,

on the other hand, is mostly a converted form of energy. Most renewable energy sources

like solar photovoltaic systems, generally have a direct current (DC) supply character-

istic and connect to an alternating current (AC) or DC load through a power electronic

interface known as a converter. Unlike synchronous generators, the operation of these
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Figure 2.5: Cutaway view of a synchronous AC generator (used with permission from

[53]).

converter-based renewable energy sources is limited by the amount of energy on the DC

side. These energy bounds, however, can be extended by installing a battery storage

system.

2.4.1 Inertial generation

This section gives a brief introduction to energy generation based on rotating machines.

The prime mover, for example a steam turbine, is attached to the coil-wound rotating

shaft of generator known as a rotor. The coil-wound stationary part of the generator, or

simply stator, is mounted over the rotor. The conductive coil windings on the rotor are

called rotor windings or field windings and those corresponding to the stator are known

as stator windings or armature windings. Figure 2.5 shows a cutaway illustration of a

typical synchronous generator with a rotor shaft and a stator [107]. There is a current
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flowing in the rotor winding which is supplied by the rotor exciter. The rotation from

the prime mover produces a change of flux in the stator windings which in-turn produces

an electromotive force, termed as voltage. This voltage gives rise to the flow of electrical

current through a closed electrical path, thereby harnessing electrical energy. Electro-

magnetic induction is the basis for this type of generation. Most inertial generation

sources use this or a similar structure to generate electrical energy from mechanical

energy. We refer to [73] for more information.

2.4.2 Non-inertial generation

Generation sources based on power conversion, on the other hand, do not involve rotating

parts. These devices are a combination of semiconductor switches that are controlled to

provide alternate current flow paths. Traditionally power converters are classified based

on their input and output characteristics. Thus, we have:

• DC / AC converter, commonly known as an inverter, interfaces a DC system to

an AC system - average power flow will, therefore, be from the DC to the AC side.

• AC / DC converter, commonly known as a rectifier, interfaces an AC system to a

DC system - average power flow will, therefore, be from the AC to the DC side.

• DC / DC converter

– Buck converter - The output DC voltage is lower than the input DC voltage

– Boost converter - The output DC voltage is higher than the input DC voltage

– Buck/Boost converter - The output DC voltage is either higher or lower than

the input DC voltage based on the application.

• AC / AC converter - the voltage and frequency of the output is varied according

to the application - for e.g. variable frequency drives, cycloconverters etc.

Structurally, the DC / AC and AC / DC converter systems are equivalent, there-

fore they can be used to achieve bidirectional power transfer depending on their set-up
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and switching/control mechanism. Transfer of energy in a converter system is achieved

through proper circuit design and appropriate switching of the semiconductor switches

within. Further details regarding the characteristics and operation of various semicon-

ductor switches can be found in [96]. Another classification in DC / AC converter sys-

tems is based on the current and voltage waveforms at their DC port. Current sourced

converters are those in which the DC side currents retain their polarity after conversion,

while in voltage sourced converters the DC side voltage retains the polarity. Average

power flow in current sourced and voltage sourced converters is, therefore, determined

by the polarity of their DC side voltages and currents, respectively.

2.5 Modelling distributed generation

2.5.1 Synchronous generators

A synchronous generator can be modelled as a voltage source behind an impedance, Z.

This impedance is defined as,

Z = R+ jX,

where j =
√
−1 is the imaginary unit, and R and X are the resistance and reactance,

respectively. The magnitude of the output voltage of a synchronous generator depends on

the magnitude of its output impedance and its rotor excitation current. This behaviour

is attributed to, what is generally known as, the electrical part. The electrical part of the

synchronous generator can be demonstrated with a simple per phase equivalent circuit as

shown in Figure 2.6. Here the internal rotor circuit resistance and the external variable

resistance of the rotor excitation circuit are combined together to form Rr, and Lr is

the inductance of the field coil. The subscripts (·)r and (·)s represent rotor-side and the

stator-side, respectively.

The per phase output voltage of the synchronous generator, vo, is given by:

vo = es − isRs − Ls
dis
dt
,
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Figure 2.6: Per phase equivalent circuit diagram of a synchronous generator with the

rotor circuit on the left and the stator circuit on the right.

and the internal / no load voltage es is given by:

es =
d

dt
(Mir cos θgen) = Mir ˙θgen sin θgen −Mi̇r cos θgen,

where M is the mutual inductance between the coils as shown in the Figure 2.6 and

θgen is the angle between the stator and the rotor windings. Therefore, for constant

load and winding parameters, the output voltage, vo is directly proportional to the rotor

excitation current, ir. See [164] for equivalent discussion on three-phase synchronous

machines.

Furthermore, the rotating speed of the rotor is responsible for the frequency of the

generator; and this is called the mechanical part. These frequency dynamics can be

represented by the swing equation [154]:

Jθ̈gen = Tm − Te −Dpθ̇gen,

where θgen is the angular position of the rotor in radians, J is the moment of inertia of

the rotor and its parts, Te is the electromagnetic torque, Tm is the mechanical torque

and Dp is the damping factor. The mismatch between mechanical torque and electrical

torque is reflected in the generator frequency and the angular position as a consequence.

Here the angular position, θgen is given by:

θgen = ωt+ δgen,
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Figure 2.7: A half-bridge inverter with sine-triangle PWM switching control.

where ω is the system frequency. Therefore, if ωr =
dθ

dt
is the angular speed of the rotor

in the synchronous generator, then δ =
∫

(ωr − ω)dt is the angle between the rotor and

the system, often called the load-angle. We refer to [41] for a detailed description on

synchronous generator fundamentals. Observe that the moment of inertia, J is involved

in the dynamics and has an impact on this system, therefore generation of this kind is

known as inertial generation.

2.5.2 Converter technology

Distributed generation sources based on power electronics converters is the basis of the

majority of this thesis. This section covers the fundamentals of such generation systems.

The fundamental building block of non-inertial or converter-based generation is the

half-bridge converter.

2.5.2.1 Half-bridge inverter

A half-bridge DC / AC inverter is given in Figure 2.7. This fundamental circuit, qual-

itatively, forms the basis of any inverter circuit. The semiconductor switches Q1 and

Q2 are switched using gating signals from the pulse width modulation (PWM) block,
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Figure 2.8: Pulse width modulation and the corresponding half-bridge voltage output.

thereby providing alternate paths to currents from the DC side (From Vdc) to the AC

side (vo).

Pulse width modulation (PWM) is a type of modulation scheme where a high fre-

quency triangular waveform (also known as the carrier signal) is compared to a low

frequency modulating waveform (also known as the control signal) to generate pulses

of varying duty-cycle. This is illustrated in Figure 2.8. The modulating waveform, m,

for the DC / AC inversion is generally a (scaled) sinusoid. The amplitude of the carrier

signal, ftri, and the control signal, m, is between ±1 with ftri,max > depth of modulation

mmax. Therefore, the pulse width modulation signal to the switch Q1 is given by:

PWM1 =


0, if ftri ≥ m,

1, otherwise.

This logic is implemented on a control platform, for example a microcontroller. The
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Figure 2.9: Full or H-bridge inverter.

microcontroller generates the carrier signal within itself and the control signal m is

presented as input. An inverted PWM is supplied as a gating signal to switch Q2.

However, a deadband time gap is required between PWM1 and PWM2 to avoid shorting

the legs of the half-bridge [3]. The output of the inverter is passed through a low pass

inductor (L) or inductor-capacitor (LC) or inductor-capacitor-inductor (LCL) filter to

eliminate the high frequency components of the switched voltage, vo, thereby producing

a smoother sinusoidal voltage, v̂o. Disregarding losses within the half-bridge circuit and

the filter, the relationship between the control signal, m, and filtered output voltage, v̂o,

is given by,

v̂o = m
Vdc
2
. (2.1)

So, it is understood that the control signal, m is used to vary the output voltage, vo of

the inverter.

2.5.2.2 3-level H-bridge inverter

With half-bridge inverters, the maximum peak-to-peak output voltage is only one half of

the DC side voltage, Vdc. For larger AC outputs one can use either a step-up transformer
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on the AC side or a voltage booster on the DC side. This requirement can be mitigated

using a full-bridge inverter. As shown in Figure 2.9 two half-bridges are connected in

parallel to form a H-bridge inverter. Similar to a half-bridge inverter, the H-bridge in-

verter also operate on PWM switching. Two carrier signals, ftri and −ftri are used

to generate PWM signals for leg a (switches Q1, Q2) and leg b (switches Q3, Q4), re-

spectively. From Figure 2.10 it can be observed that the output voltage of the inverter

vo is measured between terminals va (the voltage between leg a and common) and vb

(the voltage between leg b and common). This output voltage vo also has three levels

(0,±Vdc). The filtered output voltage, v̂o for a H-bridge inverter is given by,

v̂o = mVdc.

Therefore, the maximum output is the same as the DC voltage, Vdc. In reality, the

peak-to-peak amplitude of the control signal m needs to be a little less than that of the

carrier ftri to ensure PWM accuracy and subsequently the sinusoidal shape of the signal.

So the amplitude of m is generally chosen to be in the range of (0.7 - 0.8) units.

2.5.2.3 3-phase 6-switch inverter

A three-phase inverter is composed of three parallel half-bridge inverters as shown in

2.11. Here the control signal m, is a vector ~m = [ma;mb;mc]. The control signal ma is

phase shifted by 2π
3 and −2π3 to obtain mb and mc, respectively. Therefore, three distinct

PWM waveforms are generated through modulation, which are then applied to the three

legs of the inverters. The output voltage of each leg is mVdc
2 on average.

From the circuit diagram of an averaged three-phase inverter shown in Figure 2.12,

a state-space model of the inverter can be developed. Assuming equal filter parameters

(L,C and R) on all three phases, i.e., La = Lb = Lc = L, Ca = Cb = Cc = C and

Ra = Rb = Rc = R, and applying Kirchhoff’s voltage and current laws yield,

L
d~i

dt
= ~vt − ~vs −R~il, (2.2)

C
d~vs
dt

= ~il − ~io, (2.3)
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Figure 2.10: Full bridge inverter switching waveforms and output voltages.

where ~il = [ila; ilb; ilc] is the vector inverter terminal current, ~io = [ioa; iob; ioc] is the

vector inverter output current, ~vt = [vta; vtb; vtc] is the vector inverter terminal voltage,

and ~vs = [vsa; vsb; vsc]
′ is the vector inverter capacitor voltage. Substituting ~vt = ~mVdc

2 ,

the equation (2.2) is transformed into:

L~̇il = ~m
Vdc
2
− ~vs −R~il. (2.4)

Applying the synchronous frame transform (see Appendix A) to (2.4) and (2.3) yields,

L
dild
dt

= md
vdc
2
− vsd −Rild + Lωilq,

L
dilq
dt

= mq
vdc
2
− vsq −Rilq − Lωild,

C
dvsd
dt

= id − ild + Cωvsq,



27

Vdc
va
vb
vc

Q1

Q2

Q3

Q4

Q5

Q6

−

+

ftri

ma

to Q2

to Q1
−

+

ftri

mb

to Q4

to Q3

−

+

ftri

mc

to Q4

to Q3

PWM

Figure 2.11: Three phase inverter.
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Figure 2.12: Simplified circuit model of a three-phase inverter with three phase LC

filter supplying a microgrid.

C
dvsq
dt

= iq − ilq − Cωvsd,

where ω is the frequency of the sinusoidal control signal m. The importance of frequency,

its evolution with time (ωt) and its relevance to the present work will be explicit in the

subsequent chapters. From the above equations it can be seen that, if the currents and
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voltages are fed-forward along with the frequency, the coupled system in synchronous

reference frame is transformed into two decoupled subsystems making the measurement

and control block design easier [158]. The frequency measurement is important since

the decoupling process requires frequency information as shown in Appendix A. A state

space model of the inverter in standard form:

dx

dt
= Ax+Bu,

where x = [id; iq; vsd; vsq], u = [ild; ilq;md;mq],

A =



−R
L

ω
−1

L
0

−ω −R
L

0
−1

L
1

C
0 0 ω

0
1

C
−ω 0


and B =



0 0
vdc
2L

0

0 0 0
vdc
2L−1

C
0 0 0

0
−1

C
0 0


.

This state space model is typically used in designing application specific control for

the converter. The next part of this chapter discusses the control techniques used in

controlling power electronic converters in more detail.

2.5.3 Control of power electronic converters

2.5.3.1 Feedback control basics

Tracking a known reference signal can be achieved using feedback. For a better under-

standing, consider a physical system with transfer function G(s) (in s domain2) with

input and output in time-domain, u and y, respectively. Such a system can be repre-

sented by an input and output to the plant block (enclosed in dashed box) in Figure 2.13.

Let y∗ be the reference signal that should be tracked. Closing the loop using unity-gain

output feedback, we generate an error signal, (e = y∗ − y) which is passed through a

controller whose transfer function is H(s). The output of the controller acts as the new

input to the plant, G(s). A set-up for feedback control is as shown in Figure 2.13. Let

U(s), Y (s) and Y ∗(s) be the Laplace transformations of their time domain counterparts

2s is a Laplacian operator.
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Figure 2.13: Closed loop system with unity-gain feedback.

u, y and y∗, respectively. The closed loop system will now have the form:

Y (s)

Y ∗(s)
=

G(s)H(s)

1 +G(s)H(s)
.

For efficient signal tracking, the compensator H(s) is designed such that the gain of

the closed loop transfer function becomes close to unity. Using standard frequency

domain methods, such as loop shaping [158] or similar, the controller can be designed

for application specific requirements.

2.5.3.2 Proportional-integral (PI) and Proportional-resonant (PR) controllers

In operating converters the reference signals can either be a DC signal or an AC signal.

Controllers of the type known as Proportional-integral (PI) controllers are very efficient

at DC signal tracking [167]. The transfer function of a PI controller is typically in the

form:

HPI(s) = kp +
ki
s
,

where kp and ki are the proportional and integral gains respectively. With DC reference

and as t→∞, zero steady state error is ensured in tracking as

lim
ω→0
|HPI(jω)| =∞.

Employing a PI controller for AC or any other periodic signal tracking results in steady

state amplitude and phase error [158] for common gains. Accurate periodic signal track-

ing can only be achieved by a high gain PI controller, which is hard to implement amidst

various actuation constraints. On the other hand, various applications, especially in re-

newable energy generation, require AC signal tracking owing to network compatibility
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issues[54].

A proportional resonant (PR) controller can be used to meet the metrics associated

with AC signal tracking [142, 167]. The transfer function of a PR controller is typically

in the form:

HPR(s) = kp +
krs

s2 + ω2
o

,

where kp, kr and ωo are the proportional gain, integral gain and resonant frequency,

respectively. It can be seen that the gain of the resonant term reach infinity at ωo.

Therefore, with proper design the steady state error is eliminated in tracking a sinusoid

of frequency ωo and a desired transient behaviour can be achieved simultaneously [54].

See [68] for more details on controllers and [109] for the design of output harmonic filters

used in renewable energy generation.

2.5.3.3 Control of a grid connected half-bridge inverter

A half-bridge inverter with inductor filter is shown in Figure 2.14. Its dynamics are

described by,

L
di

dt
= vt −Ri− vs, (2.5)

where L is the filter inductance, R is the filter resistance, vt is the inverter terminal

voltage and vs is the grid voltage. Applying a Laplace transformation to (2.5) yields,

sLi(s) = Vt(s)−Ri(s)− Vs(s).

Using (2.1), the open loop transfer function of the half-bridge inverter can be graphically

represented as shown in Figure 2.15. For the system to supply a specific amount of power

a closed loop current control is necessary3.

The closed loop control of this system is given by Figure 2.16 (modified from [158]).

The feedback error, (iref − i) is fed through a controller. The output of the controller

3Only current control is required since the grid voltage is not manipulatable locally
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Figure 2.16: Closed loop control of grid-connected single phase inverter.

is scaled by the DC gain, Vdc
2 to compensate for its gains through the feedback loop

and this becomes the modulating signal which drives the inverter. As discussed ear-

lier, the controller is suitably chosen to ensure accurate tracking of the reference signal.

Similar control can be applied to three-phase inverters. Since the phases a, b and c are

coupled to each other in a three-phase system, decoupling transformations are used to

transform these variables into independent variables and consequently reduce the com-

plexity of implementation. See Appendix A for stationary reference frame (αβ) and

synchronous reference frame (dq) transformations. Usually the current feedback control

is used to provide a better dynamic performance and it is feasible to implement over-
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current protection [68]. Voltage control is therefore indirectly achieved through current

control. Various configurations and current control strategies of inverters are discussed

thoroughly in [68, 158].

The grid interactive operation of an inverter based energy source requires a phase

locked loop (PLL) for obtaining the voltage, frequency and phase information of the

grid. The inverter controls use these frequency and phase angle values as references and

follow them. Synchronization in frequency is a critical requirement here. The real and

reactive power (P and Q) outputs of the inverter are subsequently controlled by the

current controller using the phase variable as the reference input. Supplying current in-

phase with the grid voltage corresponds to a real power supply (P at a power factor = 1)

and out-of-phase corresponds to a real and reactive power supply (P and Q at a power

factor 6=1). The current controllers for the three-phase operation are implemented in

either a stationary reference frame (αβ) or synchronous reference frame (dq) to simplify

the control and also preserve the three-phase coupling [158] as shown in the Appendix

A.

2.5.4 Control in unbalanced conditions

Synchronous reference transformation converts three-phase balanced voltages into DC

quantities. A proportional-integral (PI) control (DC signal tracking control) can there-

fore be used for balanced networks. In unbalanced networks, the synchronous reference

transform does not result in DC quantities owing to the improper coupling between

phases. Therefore, using stationary reference transformation is more appropriate when

the networks are unbalanced or contain non-linear loads. A periodic signal tracking

controller known as PR control can then be used to track the reference signals resulting

from the stationary reference transformation [158]. Apart from power generation, power

electronic devices are also used in static compensator [40] and other flexible AC trans-

mission system devices [57]. Also, more details about single-phase phase locked loops

can be found in [30], and three-phase phase locked loops can be found in [29].
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Figure 2.18: Dual loop voltage controller for an islanded voltage source converter.

2.5.5 Control of islanded converters

Controlling converters in islanded mode is an important topic for microgrids. Supply

robustness is a key constraint in operation of a microgrid. The absence of the grid will

present some requirements for the inverter apart from simple power (P and / or Q) con-

trol when compared to the grid-connected scenario. Typically, the primary requirement

would be to maintain the frequency (AC) and the voltage (DC and AC) at a certain level

when supplying a given load. This kind of control can be accomplished in two ways: a) a

single loop voltage regulator as shown in Figure 2.17 or b) a dual loop voltage regulator

as shown in Figure 2.18. Either of these systems use the load voltage as feedback signal

to estimate the error between the present and the desired voltage and subsequently com-

mand the PWM switching in a way that the desired voltage is reached, in terms of either

frequency or amplitude or both. However, the dual loop controller shown in Figure 2.18

presents a few advantages like better transient performance and overcurrent protection,

when compared to the single loop method. Observe that both the methods will need

a reference voltage signal (vref (t), DC or AC) for tracking which can be generated by

manual set-point methods or based on power or current feedback loops. These reference

generating subsystems of islanded converter control will be discussed in the more detail

in the later parts of this work.
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2.6 Energy Storage

Energy availability is crucial for the reliable operation of microgrids. If there is a suffi-

cient amount of base load being generated from traditional sources, a significant amount

(approximately 50%) of renewables can be tolerated [34]. However, in most cases energy

storage becomes imperative for renewable energy penetration beyond half the micro-

grid capacity. The reason being its intermittent nature - the generation variability of

renewable energy sources can cause energy deficiencies which might disrupt microgrid

operation. For example, a large cloud passing over a local solar farm can cause an

immediate power shortage and jeopardize supply. Improvements can be made to the

renewable energy penetration levels if load shedding can be used to compensate for in-

termittent supply. Microgrids are less able to use such solutions due to the presence

of critical loads. Energy storage provides more flexibility for balancing generation and
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Table 2.1: A summary of various storage technologies [141].

Parameter Battery Flywheel SMES SuperCap NaS

Efficiency (%) 60 - 80 95 - 98 95 - 98 95 70

Energy density (Wh/kg) 20 - 200 5 - 50 30 - 100 <50 120

Power density (W/kg) 25 - 1000 103 - 5×103 103 - 105 4000 120

Response time (ms) 30 5 5 5 <100

Cycle life (no. of cycles) 200 - 2000 >2000 106 >5000 2000

Cost (US$/kWh) 150 - 1300 380 - 2500 high 250 - 350 450

demand and therefore is considered essential to increase the proportion of renewable

energy generation in microgrids. A brief summary of energy storage technologies which

have potential application in microgrids is given in Table 2.1.

• Electrochemical or Battery storage - Batteries store energy in the form of electro-

chemical reactions. Some examples of battery chemistries are, Lead-acid, Nickel-

cadmium (NiCd), Nickel-Iron, Lithium-Ion etc. They all have reasonable efficiency

and power density.

• Flywheel energy storage - energy in the form of rotational kinetic energy is stored

in flywheels. Their efficiency and power density are higher than that of electro-

chemical storage but the limiting factor remains their cost.

• Superconducting magnetic energy storage (SMES) - In this type of energy storage,

a superconducting magnetic field stores energy. These are highly efficient with

very high power density. Since this type of storage inherently relies on conducting

material and stabilizers, their cost has to be considered in estimating its price per

capacity.

• Supercapacitors - in this type of energy storage technology energy is stored in the

two series capacitors with a electrical double layer in between. Their efficiency is

comparable to flywheel energy storage.
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• Sodium Sulfur (NaS) batteries - Extensive research is being carried out on sodium-

sulfur batteries to increase the energy density reduce their operating costs.

2.7 Preliminaries of Lyapunov’s indirect method

Lyapunov’s indirect method uses linearization of a system to determine its stability

around an equilibrium. Let us consider a system

ẋ = f(x, t),

with f(x0, t) = 0 for all t ≥ 0. Here x is the state vector, x0 is the equilibrium vector,

f() is a function that determines the evolution of the states and t represents time. Let

A(t) =
∂f(x, t)

∂x
|x=x0

be the Jacobian matrix of f(x, t) with respect to x evaluated at the equilibrium. Let us

also define a time independent linearized system

A =
∂f(x)

∂x
|x=x0

which is obtained by linearizing the time independent non-linear system ẋ = f(x). The

eigenvalues of A (or A(t) in the time dependent case) determine the local stability of

the system i.e., the stability of the system f(·) around the equilibrium x0. The Jacobian

matrix A defines three main subspaces:

• The space spanned by the generalized eigenvectors corresponding to the eigenvalues

λ with real part <(λ) < 0 → stable subspace;

• The space spanned by the generalized eigenvectors corresponding to the eigenvalues

λ with real part <(λ) > 0 → unstable subspace; and

• The space spanned by the generalized eigenvectors corresponding to the eigenvalues

λ with real part <(λ) = 0 → center subspace.

We refer to [101] for more details.
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2.8 Summary

Predominantly renewable energy based microgrids rely on a master source/s backed

by energy storage to produce the voltage the converter controls can use as a reference

and work as grid-connected systems. Design and placement of energy storage systems

becomes crucial for such master-slave microgrids systems. However, in the next chapter

we see some control techniques that do not rely directly on master source/s for microgrid

operation. We identify the advantages and disadvantages of the techniques which will

then allow us to formulate precise research questions.

]]]
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Microgrids

Microgrids will evolve to become a “fundamental building block” of the 21st-

century grid.

– NEMA [104]

3.1 Interaction between AC voltage sources

M
ULTIPLE sources must be connected together to increase the overall generation

capacity within a microgrid. There are two simple ways of connecting multiple

sources: 1) designate a master source and allow the remaining sources to follow the

master source’s voltage and supply real and/or reactive power - a master-slave topology;

and 2) connect sources in parallel - a master-less topology. This chapter will provide an

introduction to master-slave and master-less microgrids following the principles covered

in Chapter 2. One main benefit of connecting sources in parallel, rather than connecting

them in a master-slave topology, is to improve the robustness from loss of generation.

Typically, these generators are voltage sources that, in the ideal scenario, share the load

in proportion to their power ratings. This phenomenon is known as power sharing or

load sharing.

38
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V1∠δ1

Z10∠θ1I10

V2∠δ2

Z20∠θ2I20

ZL∠θL

IL

V0∠δ0

Figure 3.1: Power flow within a system consisting of two voltage sources supplying a

common load.

Why is power sharing important?

• Coordination amongst sources is of utmost priority given that the microgrid sce-

narios are energy limited in most cases - especially when sources with a power

electronic interface have some power limitations[67].

• Power sharing can be implicitly used to achieve energy balance between sources.

• In microgrids, lines are typically heavily loaded to allow maximum utilization which

makes the system stability susceptible to small disturbances in power sharing.

Disproportionate power sharing may also cause system outages in some cases[137].

• Energy capacity or state of charge (SoC) estimation of storage systems becomes

easier for given initial conditions.

• Global parameters such as frequency, can be used to estimate the global load and

thereby deduce the loading on each source.

Power sharing between any two voltage sources operating at the same constant frequency

can be described using simple proportional approximations when the constituent network

is dominantly inductive or dominantly resistive. Here, we revisit a simple power sharing

example presented in [77]. When both voltage sources in Figure 3.1 are operating

at an exact common frequency, we can represent them by Vi∠δi using phasor notation.

Subsequently, the phasor power flow between the source at node 1, represented by V1∠δ1,
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and load at node 0, represented by V0∠δ0, is given by:

S10 = P10 + jQ10 = V 1I
∗
1 = V 1

(
V 1 − V 0

Z10

)∗
, (3.1)

where the complex variable S represents apparent power, I represents current, V repre-

sents voltage and Z represents impedance as a complex sum of resistance R and (imag-

inary) reactance X and the subscript (·)10 indicates flow direction from node 1 to node

0. Expanding the equation (3.1) we obtain real and reactive powers:

P10 + jQ10 =
V 2
1 (cos θ1 + j sin θ1)√

R2
10 +X2

10

− V1V0(cos(δ1 − δ0 + θ1) + j sin(δ1 − δ0 + θ1))√
R2

10 +X2
10

,

=
V 2
1 cos θ1 − V1V0 cos(δ1 − δ0 + θ1)√

R2
10 +X2

10

+ j
V 2
1 sin θ1 − V1V0 sin(δ1 − δ0 + θ1)√

R2
10 +X2

10

.

(3.2)

For arbitrary values of resistance and reactance, the coupling between voltage, phase

angle, real power and reactive power is very complex. However, for inductive lines (or

for systems having inductive output impedances) we can use the property X/R � 1.

This means that the impedance angle is approximately equal to
π

2
radians. Substituting

R ≈ 0 and θ1 ≈
π

2
in (3.2) yields,

P10 ≈ V1V0 sin(δ1 − δ0)/X10, (3.3)

Q10 ≈ V1(V1 − V0 cos(δ1 − δ0))/X10. (3.4)

For small angle differences (δ1−δ0) the trigonometric (sine and cosine) functions in (3.3)

and (3.4) can be replaced by their truncated Taylor series expansions:

cos(δ1 − δ0) ≈ 1,

sin(δ1 − δ0) ≈ (δ1 − δ0).

Substituting these truncated values in (3.3) and (3.4) results in,

(δ1 − δ0) ∼= χ10P10, (3.5)

(V1 − V0) ∼= χ10Q10V0, (3.6)
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where χij , Xij/(ViVj), is the reciprocal of maximum power that can flow between nodes

i, j at any given instance. As observed from (3.5) and (3.6), the amount of real power

flowing between two nodes can be controlled by altering the phase angle between them

and the amount of reactive power flowing can be controlled through voltage variations.

3.2 Parallel operation of converters

As discussed earlier, integrating a number of inverter based energy sources operating in

isolation as a microgrid is a challenging task and many technical issues may arise [82].

This section presents a literature review of such microgrid structures along with strategies

used for power sharing, frequency and voltage control.

Note: This part of the literature is based on a recent modification to IEEE

Standard 1547.2003 [17] in 2011 [140] which allows intentional islanding.

Any anti-islanding schemes (for example [28]) that may normally exist are

disabled in such approved islanded microgrids.

3.2.1 Load sharing techniques

One simple way to share loads in an electrical network is to determine the desired

power set-points for each inverter using some sort of communications and then to use

these set-points in a communication-based master-master topology. Another alternative

is a communication-based master-slave topology where a central converter control as-

signs power set-points to all the other inverters depending upon their power ratings and

the master converter’s capacity [59]. Traditional master-slave topology is an implicit

communication-based load sharing technique as reported in [151, 153]. In this type of

control a master inverter maintains the voltage and frequency of the entire microgrid

and the slave inverters follow the master inverter’s voltage and frequency information

while supplying the desired (or available) amounts of real and reactive power.
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A PLL based system can be used to obtain the local voltage and frequency informa-

tion for the slave inverters. This type of architecture reflects a grid formation. Therefore

the strength and reliability of the master inverter dictates the reliability of the microgrid.

This master-slave configuration is deemed to be a weak strategy due to the associated

robustness to loss-of-generation, especially at the master[82]. However, some works have

parameterized the energy requirements for such systems. According to [78, 79] the

master inverter should have at least 5% energy rating compared to the entire microgrid

it is supporting. While their metric gives us an insight into the energy requirement

for master-slave control, there is no standard measure that guarantees stability under

generation uncertainty known to us.

3.2.2 Virtual inertia for inverters

Master-less or parallel operation of sources within a microgrid can be achieved when

the sources are operating in voltage control mode, i.e., when their output voltage is

controlled (as seen in Section 2.5.5). Synchronous generators are voltage sources and

are well known to work in parallel [77]. One main difference between a simple sinusoidal

wave generator and a synchronous generator is how the latter’s output voltage depends

on it’s mechanical characteristics. We have seen that inertia plays an important role in

the dynamics of synchronous machines in Section 2.5.1. Intuitively, connecting sources

in parallel becomes easier if inverters can behave in a manner similar to synchronous

machines. However, inverters are not capable of generating an inertial response naturally

since there are no rotating parts involved. Therefore, a virtual inertia behaviour must

be introduced into the inverters to mimic synchronous generator operation. Since the

inverters are controlled by fast processors and respond to changes very quickly, the

inertial response emulation can be achieved with ease by using a closed loop voltage

control. Chandorkar et al., first introduced frequency and voltage droop controllers for

inverters [26]:

ωi = ω∗ −mi × (Pi − P ∗i ), (3.7)
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Vi = V ∗ − bi × (Qi −Q∗i ),

where ω∗, V ∗, P ∗i and Q∗i are the global nominal (rated) frequency, global nominal volt-

age, local nominal real power and local nominal reactive power, respectively. The con-

stants mi and bi are the droop coefficients to modify real and reactive power, respectively

and are given by,

mi ≤
ωmax − ωmin
Pi,max − Pi,min

=
∆ω

∆Pi
,

bi ≤
Vmax − Vmin

Qi,max −Qi,min
=

∆V

∆Qi
,

where subscripts (·)min and (·)max denote the minimum and maximum allowable values

of the parameter, respectively. The permitted range for frequency variations is ±0.2%

[13] and voltage variations is +10% and −6% [15] in Australia.

In an attempt to facilitate power sharing, some design conditions on droop coefficients

and nominal power ratings were also introduced in [26]. They are:

miP
∗
i = mjP

∗
j := ξ ∀i, j = 1, . . . , n, (3.8)

biQ
∗
i = bjQ

∗
j := κ ∀i, j = 1, . . . , n, (3.9)

where n is the number of inverter based distributed generators in the microgrid that

are using droop control. The power sharing properties of the constituent sources can be

understood as follows. The total load in the microgrid is given by the sum of the load

and line losses. The converter-based sources, however, cannot distinguish between loads

and losses since they use local feedback. When (3.8) and (3.9) are used in designing the

droop coefficients, power sharing may be achieved between the inverters without any

explicit communication. Here, power sharing refers to the actual power consumed and

the losses being shared proportionately. A typical inverter interfaced microgrid is given

in Figure 3.2.
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Figure 3.2: An example inverter-interfaced AC microgrid with n inverters, u 3-phase

loads and w single-phase loads.

3.2.3 Power sharing by droop control: an illustrative example

Real power sharing between two inverters using frequency droop control is illustrated in

Figure 3.3. The droop coefficients are represented by lines with negative slopes, m1 and

m2 on the frequency axis. Their gradients are different indicating different power sharing

capacities. At time, t = to the real power supplied by each inverter is P ∗1 = P ∗2 = 0W.
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Recall that the condition miPi = mjPj for mi 6= mj and P ∗i = P ∗j is satisfied only

at P ∗i = P ∗j = 0W. Therefore, the total load on the system is 0W. The frequencies

corresponding to these powers are ω∗1 = ω∗2 = ω∗. Suppose a load change occurs at

time t = to + T and; from the design criteria, we can clearly see that the real powers

P1(t0 + T ) and P2(t0 + T ) are not equal owing to the non-identical droop slopes. The

system frequency is synchronized to a new (lower) value ωsync = ω1(t0+T ) = ω2(t0+T ).

The relationship between voltage and reactive power also descends in a similar fash-

ion, albeit there may be no single synchronous voltage as a result of disproportionate

impedances (if any). To improve the transient response of the (P − ω) droop, integral

(only used in grid-connected mode) and derivative terms are added to the proportional

droop controller [45]. Proper tuning of these terms will ensure zero steady state error in

tracking reference powers in grid-connected mode and better transient performance of

the inverters [150]. Altogether, this power sharing control technique is generally known

as primary microgrid control. In an ideal scenario, islanded converters that are using

frequency droop as their control law only achieve accurate power sharing, voltage stabil-

ity and frequency synchronization. The steady state deviations (from nominal values)

in frequency and voltage are addressed by controllers that work on a slower time-scale.

This is known as secondary control and it will be discussed in the later parts of this

chapter.

3.3 State-of-the-art

3.3.1 Network characteristics and their effect on power sharing

From (3.2) it can be observed that real and reactive power decoupling and power sharing

between inverters is highly dependent on the output / network impedance. With network

cables offering a significant proportion of impedance in some cases, a closer look into

the cable inductance and resistance characteristics provides a better intuition into power

sharing. Table 3.1 gives the approximate cable reactance-to-resistance ratios at various
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Figure 3.3: Power sharing between two inverters via conventional droop control. Load

is increased at time t = to + T . (left) P − ω characteristic of the two inverter system at

time t = to and (right) at time t = to + T .

Table 3.1: Cable reactance-to-resistance (X/R) ratios at various voltage levels.

Voltage level Low Voltage Medium Voltage High Voltage

Type of network Distribution Sub-transmission Transmission

Voltage range (kV) < 10 10 < MV < 100 >100

X/R ratio (p.u) �1 ≈1 �1

voltage levels. The (P − ω) and (Q− V ) droop controls work satisfactorily for inverters

operating in high voltage networks where the cable X/R ratio is very high. Conversely,

for networks with low or medium X/R ratios the droop controls do not achieve desired

synchronization and power sharing objectives.

By substituting a low reactance-to-resistance (X/R) ratio into (3.2) and following

a similar deduction procedure, we conclude that voltage affects real power and concur-

rently the phase angle plays a primary role in reactive power transfer. Building on this

characteristic, several authors [80, 148] introduced reactive power - frequency, (Q + ω)

boost and active power - voltage, (P − V ) droop controls.

A transformation matrix method is introduced in [32] which takes, as inputs, the
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Figure 3.4: Influence of real and reactive power on voltage and frequency for different

line impedance ratios, (left) high voltage networks; (centre) medium voltage networks;

(right) low voltage networks.

real and reactive power and transforms them into suitable quantities (using the cable

reactance-resistance ratios) in a manner that allows the conventional (P−ω) and (Q−V )

droops can be used in any type of network. In [113] a detailed explanation is given about

how the droop controller should be modified for different output/network impedances.

This explanation uses a transformation matrix method that follows from (3.2) and is

given by equation (3.10). The influence of impedance on real and reactive power is shown

graphically in Figure 3.4.

P ′
Q′

 =


X

Z
−R
Z

R

Z
−X
Z


P
Q

 (3.10)

3.3.2 Virtual impedance emulation

Extending conventional (P −ω) and (Q−V ) droop techniques to operate at any voltage

level is useful. This is especially true when all the well established theories from conven-

tional droop control of synchronous machines can be applied to converter based sources

with little or no modification. Consider the situations where:

1. the per-unit output impedances of all the inverters that are being operated in

parallel should be same to achieve accurate reactive power sharing [162].
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2. the impedance design is a critical step to achieve a desired transient response in

real power sharing.

Drawing motivation from these requirements the authors of [45] and [32] introduced

techniques which are in general known as virtual impedance emulation. This method al-

lows impedance matching to provide the desired interaction between paralleled inverters.

Subsequently, using this emulation technique the inverter behaves as an inductive output

voltage source and facilitates the use of traditional droop equations at any voltage level

without line loss trade-off. A simple control diagram shown in Figure 3.5 illustrates the

processes involved in implementing a droop controlled inverter. The droop equations de-

termine the reference signal (in terms of voltage and frequency). The dual loop voltage

regulation scheme is used in this case. The outer voltage loop and inner current loop

together provide the modulating signals to the PWM switching scheme. The virtual

impedance modifies the reference signal at each inverter as:

vnewi,ref (ti) = vi,ref (ti)− io(ti)Rv − Lv
dio
dti

,

where io is the output current, Rv and Lv are the desired output virtual resistance and

inductance, respectively.

While virtual impedance emulation can cope with the reactive power (or real power

in low voltage networks) sharing problems, its design and analyzing large networks that

use virtual impedance matching between sources is not straightforward [83]. Moreover,

the changes in the frequency (as normally seen in droop controlled systems) will intro-

duce some major complications in the virtual impedance loop design. Adaptive virtual

impedance [45] is a possible solution but increases the complexity and subjects the sys-

tem to unforeseen new dynamics.

A scheme to regulate the effect of load on load voltage and consequently power shar-

ing was proposed in [116]. But the proposed scheme fails to capture the effect of droop

control on power sharing. Both the effects of load voltage drop and the voltage drop
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Figure 3.5: Implementation block diagram for a single phase inverter system with

virtual output impedance.

induced by droop control can be captured using the method introduced in [162], where a

robust droop controller is presented to achieve accurate power sharing in networks with

disproportionate impedance distribution without using virtual impedance. This method

uses (communicated) load voltage to modify the droop voltage and uses the modified

voltage as a control input to achieve accurate power sharing.

In [113] (P − ω) droop and (Q + V ) boost controls are analyzed for inverters with

capacitive output impedance emulation. This work is an enhancement of [161, 165]

where the output impedance of the inverter is controlled to behave like a capacitor.

Although capacitive impedance emulation has little relevance to impedance matching
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and power sharing for microgrids, it could be used to reduce the total harmonic distortion

(THD) of the system. A question, ”does capacitive impedance emulation behaves like a

capacitor in all ways?” has not been addressed.

3.3.3 Other parallel operation techniques for AC microgrids

As discussed in Chapter 2 the DC side of the converter based sources could either be

a source or a combination of a source and storage. Both DC and AC variables are

indicative of some important parameters with the source and using them may provide a

higher degree of flexibility in the microgrid. Based on this and also based on conserving

the qualitative behaviour of droop control presented in [26], many different droop based

technologies have been derived to achieve specific aims. They can be broadly divided

into three categories based on the choice of variables utilized: 1) those based on AC side

variables, 2) those based on DC side measurements, and 3) hybrid control techniques.

3.3.3.1 Control based on AC variables

With little modification to traditional droop control, the paper [45] proposed an im-

proved droop control where integral coefficients are used together with the proportional

coefficients to achieve better steady-state behaviour for grid-connected microgrids. A

major droop control scheme is the angle droop control introduced in [92, 94]. Using

relationship between angle difference and real power flow (3.5), the phase angle, δ is

chosen as the control variable to achieve real power sharing, instead of the frequency.

However, since there is no equivalent alternative to voltage, no changes are made to

the reactive power controller. The local measurements of voltage and current are used

to obtain the real and reactive power. The real power is then used in the angle droop

control equation (3.11) to obtain the desired output angle.

δi = δ∗i −mi × (Pi − P ∗i ). (3.11)

These angle measurements at each inverter have to be calculated over a common time

/ frequency reference, for example 50 Hz. This angle droop controller is modified from
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a simple proportional control to a robust proportional-differential controller in [93] to

improve the transient performance. Furthermore, in [164] all the parameters (such as

excitation current, damping ratio, moment of inertia, etc.) are added to the inverter

control forming a “synchronverter”. It is shown that this kind of inverter mimics all

aspects of the synchronous generators. Grid connected operation of synchronverters is

presented using simulations results. The authors also remark that the droop control is

implicitly followed when synchronverters are operated in parallel increasing the interop-

erability.

3.3.3.2 Control based on DC variables

A change in the DC link voltage is used as an energy balance indicator in [147]. They

proposed a control technique which uses the inverter DC terminal voltage as a droop

parameter to regulate its AC terminal voltage based on this energy balance phenomenon.

It appears that measurement accuracy may play a major role in implementation of this

control methodology. Acknowledging this fact, they have modified their droop scheme

to capture the balance between dispatch capacity and available energy of the energy

source. Here the inverters are operated either using conventional (or reversed droop)

controls or the DC link voltage droop control depending on the power available at the

DC side. They have also identified that the normalized DC link voltage can be used as

a global variable for estimating various characteristics of such microgrids [145].

In [89], a state-of-charge based droop control is presented where the battery source

with highest state-of-charge injects more power into the microgrid, assuming the initial

conditions of the batteries are known. Considering the battery capacity level, a simple

(inverse) proportional change in droop coefficients is presented in [47] as shown below,

m =
mmin

α
,

where mmin is the droop coefficient at full charge and 0 < α < 1 is the level of charge of
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the battery. To ensure bounded droop values, the battery charges are saturated between

1 and 0.01.

3.3.3.3 Hybrid control techniques

Communication based power sharing between parallel inverters based on droop con-

trol considering both the DC and AC side variables is another important area for re-

search. Several groups [87, 98, 99, 103] discussed the application of communication based

consensus control in improving the power/energy sharing and state-of-charge balancing

capabilities of droop controlled inverters connected in parallel. Communication based

consensus voltage droop control for accurate reactive power sharing is discussed in [121].

Several papers of Shoeiby et al. [128–130] have identified the limitations droop con-

trol introduces, especially in the loss of current control on the voltage. To mitigate this

limitation they have introduced a technique to operate parallel inverters using current

control. Their current control strategy is combined with a predictive voltage controller

to achieve voltage stability and a current droop controller to achieve better (somewhat

less accurate) power sharing between inverters. In the most recent of these papers [130],

they claim that the current controller they identified has an intrinsic droop characteristic

that causes deviations in system frequency. Based on this observation, they introduce a

frequency regulator based current control to mitigate the drawback of the current control

strategy in [128]. Grid connected operation of the current controlled microgrid is dis-

cussed in [129]. Power sharing accuracy of these current-control techniques is influenced

by the impedance distribution between converters, making proper impedance design an

imperative.

Some recent works [35, 63–65, 138] proposed a virtual oscillator type control of

inverters to facilitate parallel operation. Making use of the fast response time provided by

power electronic devices, the inverters are controlled to emulate non-linear ”deadzone”

oscillators using only local information. Their results show better power sharing and
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transient response compared to the simple droop controlled inverters [138].

3.3.4 Dynamic stability and frequency synchronization

Stability of conventional droop controlled microgrids based on the design parameters

such as, droop co-efficients, power filter cut-off frequencies, etc has been the focus of pa-

pers [21, 47, 111, 119]. Detailed dynamic (state space) models of constant impedance

load microgrid systems are developed in [111, 119, 122]. The non-linearities in the dy-

namics of each subsystem are linearized and combined to form a small signal dynamic

model of the entire microgrid. In [119] some conditions that guarantee the stability of

the linearized dynamical system are proposed. On the other hand, in [111] the eigenval-

ues of a typical microgrid example are calculated and the power controller is reported

to be the most sensitive part of the entire system. For fixed system parameters the sta-

bility of their microgrid model is very sensitive to any change in the droop gains. Their

study also examines the effect of both voltage and current controller gains and harmonic

filter parameters on system stability. A sensitivity analysis (from system eigenvalues)

is performed on their linearized system to identify the participation of different state

variables in system stability. In general, linearized approaches have been very popular

and important in analyzing microgrid stability.

In [52] a time domain optimization is carried out to find control gains that minimize

the eigenvalue based objective functions, thus ensuring stability. It is worth mention-

ing that microgrid modelling in [52] is carried out in a manner similar to [111]. The

state-transition matrix of the entire microgrid is determined from individual subsystem

models. With optimized parameters as the control gains and droop coefficients (con-

strained to maximum and minimum values) a particle swarm optimization is performed

to minimize the eigenvalue based objective functions. The effect of electrical network

connectivity and impedance characteristics on the voltage and frequency stability is dis-

cussed in [122] Subsequently stability conditions are presented based on linear dynamics

models by making some assumptions on line impedance characteristics.
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Improved transient stability offered by virtual impedance emulation is discussed

in [46, 48]. The stability an angle droop-controlled inverter-based microgrid is discussed

in [91, 118]. The stability issues arising from battery charge based droop control are

discussed in [47]. Even though synchronverters are believed to provide a better un-

derstanding of inverter-interfaced microgrid from a stability point-of-view, no work so

far has shown any results proving this belief. The stability of consensus based droop

control for microgrids with constant power loads is discussed in [87]. The stability of

communication-based droop-free control introduced in [103] is also discussed in the same

paper. The works [8, 19, 87, 103, 121, 136] have used distributed communication be-

tween inverters for achieving various aims.

While most papers use linearization of the nonlinear dependencies to analyze the sta-

bility of microgrids, a few works have conducted a complete nonlinear analysis on droop

controlled microgrids. In [135] the operation of inverters in parallel supplying constant

power loads is described as a multi-rate Kuramoto model of coupled oscillators. The

authors use a Kuramoto oscillator dynamics type formulation to analyze the stability of

droop controlled inverters using the well established Kuramoto oscillator physics. Using

the droop control dynamics coupled together with network admittance distribution, a

non-linear analysis is carried out from which necessary and sufficient conditions for fre-

quency synchronization were obtained. They have also determined the rate of frequency

synchronization as a function of the network connectivity and system loading. Although

they have only considered first order dynamics of sources and constant power loads, their

work bridged the gap between the analysis based on droop coefficient design and that

based on network power imbalance.

Conditions for synchronization of virtual oscillator control based inverters coupled

through linear network impedances is presented in [64]. A main finding of this work is

that the synchronization condition is independent of the number of oscillators present in
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Figure 3.6: Secondary control: Nominal power is modified to achieve frequency syn-

chronization between the microgrid and the grid.

the network. An array of hardware experiments is conducted to validate their proposals.

According to the authors, the oscillator control restores the system to steady state

operation even after a large disturbance, an issue which has not been addressed in droop

control research. While works [35, 64] concentrate on single phase implementation, three

phase operation is reported and validated using hardware in [63].

3.3.5 Control hierarchy in droop controlled AC microgrids

While traditional droop control provides an explicit communication independent archi-

tecture to control the microgrid, it primarily concentrates on local power sharing only.

As we have seen in the microgrid definition, the operation of a microgrid also extends

to providing an array of services like grid synchronization, etc. In conventional power

systems in particular the control of energy sources is carried out in a hierarchical man-

ner. The interactions between droop controlled inverters have been divided into three

control levels [48, 49, 62]:

1. Primary control - power sharing and synchronization in island mode

2. Secondary Control - synchronization and grid transition

3. Tertiary Control - grid-connected operation
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Since the previous sections have described the primary control in detail, this section

concentrates on the secondary and tertiary control of microgrids. When the droop

controlled microgrid needs to be reconnected to the grid, the frequency of the grid,

ωgrid must be obtained at each inverter (through some form of communications). The

synchronization to grid process needs to be accurate [45] to avoid large power transients

in between the grid and the microgrid. The secondary control is made to operate on a

slower time-scale so that its impact on the primary control dynamics are minimized.

3.3.5.1 Secondary control: an illustrative example

Once the inverter obtains the grid information, a secondary control action (as depicted

by two small arrows in Figure 3.6 (right)) which essentially moves both the droop lines

upward, is initiated. This control is carried out by changing the nominal power, P ∗i of

each inverter to a new value, P ∗i,new in such a way that the microgrid operates at the

desired frequency while supplying the given load, thus, facilitating reconnection. This

secondary control operation is, essentially, a phase locked loop system acting between

the grid and each inverter in the microgrid. The droop curves are now modified to as

shown in Figure 3.6. The voltage, V and the reactive power, Q changes are analogous,

and therefore not discussed here.

3.3.6 Grid synchronization using communications

Centralized secondary control is proposed in [150], where a central controller calculates

the frequency offset between the microgrid and the grid and then communicates the fre-

quency offset value to each inverter. The inverters include the frequency offset in their

droop equations and react accordingly. However the central controller provides a single

point of failure which is undesirable. Mitigating this drawback, a distributed secondary

control approach is introduced in [126] using sparse-communications. The effects of com-

munication latencies on secondary control are also discussed in this work. The authors

of [19], on the other hand, propose a multi-agent based secondary control wherein all the
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constituent inverters act as agents in achieving a frequency consensus. The secondary

control implicitly depends on the time-scale separation between primary control and grid-

connection control, in which case a load change after ”connect to grid” causes a steady

state error in frequency restoration. Mitigating these drawbacks, [136, 137] propose a

time-scale independent distributed-averaging proportional-integral (DAPI) controller to

achieve secondary control. This structure uses minimum communication and is shown to

be able to regulate the network frequency under large and rapid (but still slow compared

to the bandwidth of the internal control loops) variations in load.

Secondary control is, reportedly, not required for angle droop techniques presented

in [92, 94] since there is no deviation of system frequency from the nominal value. For

synchronverters in [164], a dedicated synchronization (phase locked loop) unit is used.

After making some necessary changes to the core of the synchronverter controller a self-

synchronized system is proposed in [163]. Secondary control of the DC link based droop

controller proposed in [147] is presented in [146].

The grid-connected operation of the microgrid is achieved through tertiary con-

trol [49]. The real power flow from and to the microgrid (or grid) can be controlled

by changing the frequency of the microgrid. With grid (swing bus) in the configuration,

this leads to a change in phase angle between the two entities in steady state. In general,

a simple PI controller is implemented to achieve this tertiary control. The authors of

[149] propose a control scheme based on the droop method which automatically adjusts

the inverter parameters by using a grid-impedance estimation method. This estimation

is based on analysing the voltage and current variations at the point of synchronization

(POS) or PCC.

3.3.7 Other aspects of AC microgrids

High frequency switching in converters may results in harmonics in the network. These

harmonics can arise from either the source side or the load side. Source side harmonics
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arise as a result of improper DC component filtering, while load side harmonics arise

from harmonic or non linear loads [155]. The elimination of DC side harmonics can

be achieved through proper filter design. The potential to reduce THD through ca-

pacitive impedance emulation is shown in [161, 165]. Also, supplying these harmonic

currents is necessary in the case of some harmonic loads. Virtual impedance emula-

tion enhances harmonic current sharing (by adding a virtual harmonic resistance for

the necessary harmonics) [46]. Harmonic load sharing via harmonic current injection is

discussed in [20, 48]. Papers [26, 46, 144] discussed the inherent ability of droop control

in non-linear load sharing.

In many countries, loads at the distribution level are connected single-phase. These

single phase loads may cause phase current imbalance which in turn leads to unwanted

zero sequence currents. Therefore maintaining the microgrid under these conditions

needs a control mechanism which acts individually on each phase. The disadvantage of

this method is that the individual control, without any co-ordination from each phase,

might result in a higher overall imbalance. The maximum permissible levels of voltage

unbalance are ±2% according to NEMA standards [110]. From [110] it can be seen

that a negative sequence voltage component exists in unbalanced systems. In [117] an

unbalance compensation technique is presented in which each inverter injects a negative

sequence reactive power reducing the negative sequence voltage and consequently elimi-

nating the unbalance in the system. The compensation effort is also shared between the

sources in a distributed manner.

Energy balancing in the microgrid scenario is of primary importance since the sce-

nario is highly energy limited. The flexibility that energy storage systems provide to

the microgrid is effectively applied in [86] to autonomously achieve supply-and-demand

balance. The energy storage system draws power when the frequency (droop controlled)

of the microgrid is greater than a threshold limit. Between the threshold frequency and

allowable minimum frequency, the system behaves as a simple droop controlled inverter.
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It has to be mentioned that the threshold frequency levels are known from the power

measurements assuming perfectly nominal frequencies. It is determined in [38] that an

effective inverter based control design should depend on both regulation and the DC

source characteristics.

3.3.8 DC microgrids

As discussed earlier, microgrids offer exciting opportunities for electrical networks that

have a high penetration of renewable energy generation. The majority of the renewable

energy systems produce their energy in DC form making them most attractive and di-

rectly compatible to DC microgrid systems. The parallel operation of DC sources in a

microgrid has also been a topic of great interest in recent years. As with AC microgrids,

power sharing accuracy and voltage stability are recognized as the main issues in DC

microgrids.

A DC microgrid operation based on a central controller is well addressed in the

literature [50]. Master-slave DC microgrid systems and their stability are discussed in

[51]. It is apparent that a central controller based on a master-slave design provides

a single point-of-failure. To alleviate the single point of failure, a parallel operation

scheme for DC sources using droop control was proposed in [88]. Similar to reactive

power - voltage droop (Q − V ) in high voltage (HV) AC microgrids, power sharing in

droop controlled DC microgrids depends on the output impedance ratio between the

sources and the loads [56]. While proper impedance design can alleviate a majority

of the power sharing issues, such a design becomes increasingly difficult for large and

complex networks. For this reason many communication based techniques are proposed

in the literature to address the power sharing mismatch, for example see [97].
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3.4 Research focus of this thesis

This section reviews all the literature that addresses the topics covered as research

contributions in this thesis. Continuing from the state of the art exploration, certain

research gaps are identified here and listed as research questions.

3.4.1 Part 1: Addressing energy deficits using storage

Storage technologies play a tremendously important role in increasing the rate of renew-

able energy uptake for a number of reasons such as the intermittent nature of renewable

energy as well as their unpredictability. With increasing demand on electricity net-

works, network operators and consumers are now finding many benefits in using storage

and photovoltaic systems in combination. The majority of recent literature are focused

on demand control for providing better power quality and voltage stability to the net-

works [33, 72, 84, 95, 108]. A further important research area is the operation of energy

storage (at the distribution network level [2] and the household level [4, 100]) for eco-

nomic gain, by exploiting temporal arbitrage made possible by a time-varying price

signal or tariff structure. The impact of rising electricity tariffs and falling feed-in tariffs

is considered in the lifetime evaluation of solar systems linked with storage [100]. In

[105], the authors addressed the problem of operating distributed storage systems of a

given size to satisfy some network constraints. The main contribution of the paper was

utilizing the time-of-use price arbitrage to reduce the operational cost of batteries.

As seen in the background chapters, master-slave microgrids are a good alternative in

situations where master-less microgrids are difficult to implement [23]. In master-slave

microgrids, energy dispatch has to be intelligently controlled to improve the overall per-

formance and longevity, and at the same time make the microgrid robust to energy

deficits. Researchers have considered the battery sizing problems from various per-

spectives. It is known that sizing and optimal operation of batteries is subject to the

stochastic nature of the renewable energy supply. This fact was considered in [27] where
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the authors applied a mixed integer linear programming approach to find the optimal

battery size that can alleviate the power imbalance in the network under forecast uncer-

tainties. Mismatch in the response times between synchronous and inverter-interfaced

generation has also been considered in sizing batteries [156]. A survey of the battery

types was conducted and a subsequent techno-economic viability of batteries was per-

formed in [115].

Many papers in literature addressed the energy storage system sizing problem for mi-

crogrids from an energy/power balance perspective, [70] for example. A recent paper [6]

proposed a framework that can be used in sizing energy storage systems in a distributed

manner within a microgrid. Optimal battery sizing for microgrid data-centres consider-

ing financial as well as environmental constraints is discussed in [143]. Constraints on

microgrid frequency deviation were used in obtaining storage decisions in [157]. Sizing

for long term microgrid operation has been addressed in [5]. Unit commitment based

optimal battery storage sizing for wind power based microgrids under forecast errors

using particle swarm optimization has been discussed in [71].

Sizing and proliferation of storage systems has potential benefits not only in improv-

ing the economics of a microgrid but also in achieving better network quality. Distributed

voltage control, power balancing and avoiding reverse power flow are some key criteria

in operating a master-slave microgrid. An integrated approach that solves the battery

sizing problem in conjunction with voltage control, power balance and operational cost

minimization is not available, to the best of our knowledge.
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3.4.2 Part 2: Controlling parallel converter based generation under

mismatches

3.4.2.1 Modelling master-less sources

Moving on to primary control of sources in a master-less microgrid. Based on the back-

ground literature, we use the following voltage source inverter model in the remainder of

this thesis. Any sinusoidal voltage source is a simplified representation of a DC source

interfaced to the AC network via a power electronic inverter interface. Each inverter

has a DC energy source such as a battery or photovoltaic system. Assuming that there

is sufficient energy in the DC source and its terminal voltage is maintained well within

inverter limits, the DC and AC sides of the inverter can be decoupled and each inverter

can be approximately modelled as a voltage source behind an impedance [155]. This

assumption is preceded by an implicit assumption that the switching frequency of the

inverter is much faster than any other control loops within the power electronics inter-

face. Since, typical inverter switching frequencies are of the order of a tens of kHz and

the control loops within are much slower, dynamics of switching average out over the

time interval under consideration [69]. In such a scenario, the output voltage of the

inverter vi(t) can then be represented by

vi(t) = diVi,DC cos (ωt+ δi) , (3.12)

where t is the time, di is the modulating signal, Vi,DC is the voltage across the DC source,

ω is the inverter output frequency and δi is its phase angle. Typically the modulation

depth di is chosen between 0 and 1 to preserve the sinusoidal shape of the output. From

(3.12) it can be seen that any changes in di or ω or δi will reflect changes in vi(t) .

3.4.2.2 Clock drifts

In this thesis, we particularly focus on the consequences of clock accuracy, and the impact

this has on implementing a global frequency across the microgrid. The majority of the



63

literature generally assumes that inverters can maintain a particular nominal frequency,

yet this nominal / operating frequency can fluctuate. As there are no synchronous ma-

chines, there is a compelling case to considering the consequences of clock drift. In

practice, as a consequence of clock drift, an inaccuracy of 0.1% in frequency is quite

typical in commercial inverters [37, 112, 123] (see also Table 3.2). In a grid-connected

scenario these inaccuracies may lead to some fluctuations in power factor. But, in au-

tonomous microgrid operations with inverters operating in parallel these drifted clocks

have much larger implications. In some cases these small fluctuations will hamper the

system performance and may affect the system’s lifetime.

To facilitate such an analysis, we denote the voltage at each inverter in terms of a

common reference time t and represent the local time ti at the ith inverter with respect

to the reference time t [120]:

ti = t (1 + εi) , (3.13)

where εi is the drift of the local clock with respect to the reference clock. Here we con-

sider a time invariant drift. The stability results will allow us to infer robustness with

respect to slow time varying drifts. When there is no master clock in the system a drift

in local clocks is natural.

From the above definitions the ith inverter based source can be modelled in terms of

the reference time t (with a slight abuse of notation) as

vi(t) = Vi cos(ωit+ δi), (3.14)

where Vi = diVi,DC is the voltage amplitude, ωi = ω+ηi with ηi = εi×ω is the frequency

generated by inverter i and δi being the phase angle.

Using commonly reported values for the clock drift, εi a frequency drift in the order

of 0.03 Hz (for reference frequencies around 50 or 60 Hz) is to be expected, as seen in
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Table 3.2: Drifts in commercial inverters.

Reference |η|(Hz) γ

[123] 0.05 1 ± 0.001

[37] 0.025 1 ± 0.0005

[112] 0.05 1 ± 0.001

[90] 0.06 1 ± 0.001

[159] 0.025 1 ± 0.0005
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Figure 3.7: Time drifts, ε1 = 0 and ε2 = 0.01.

Table 3.2. The table lists η = εω as well as the corresponding per unit time scale variable

γ = 1/(1 + ε). The physical effect of this drift is shown in Figure 3.7 with a two voltage

source example. It can be clearly seen that inverter 2 appears to produce a higher

frequency output when viewed from the perspective of inverter 1 despite implementing

the same frequency, ω.

Under isolated operation, the plug and play capability of sources and the load-

independent stability of the microgrid are very important. Broadly, our work falls into

the category of methods to improve the modularity of inverter based sources in a micro-

grid. Although there is an extensive literature available for microgrids, very little focus
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is made on understanding critical criteria like manufacture and design induced stability

issues. When the system stability / flexibility is at risk it is crucial not to underestimate

these kind of mismatches. In this work, we present a method which can increase the

stability margin and make power sharing more robust in microgrid systems with minimal

changes to their design topology.

3.4.2.3 Frequency droop and mismatches

As seen in Section 3.3.4 and 3.3.1, the majority of the work in inverter interfaced mi-

crogrids based on droop control focuses on the stability and efficiency of these systems

under certain assumptions. Papers [131, 162] comment on the significance of compu-

tational delays, numerical errors and parameter uncertainties and show their effect on

power sharing between systems and overall stability. A simulation analysis in [131] shows

the effect of computational delays on microgrid stability. In [162] a qualitative analysis

was performed to demonstrate the contribution of these component mismatches to inac-

curacy in power sharing (specifically those arising from voltage, where (P − V ) droops

were used for a LV network). A robust voltage controller was then proposed to mitigate

these effects. The authors make no attempt to comprehend the effects of the parame-

ter mismatches on the stability of the system, particularly when the mismatches are in

the form of frequency (or, equivalently, angle) errors. Some authors have acknowledged

the issues arising from these mismatches but have not discussed them in extensive de-

tail [85, 148, 162]. While it is possible to have frequency related mismatches arising from

various scenarios like crystal inaccuracies or inaccurate pre-synchronization of inverter

interconnection [148], the stable frequency assumption has pervaded the research com-

munities until recently. Stability issues arising from clock uncertainties have been looked

into in more detail by [120]. However, their conservative assumptions on line impedances

and small clock drifts might not always hold. It has also been shown in a recent work [75]

that distributed averaging based proportional integral controllers[133] that are used in

secondary control cannot guarantee proper power sharing in the presence of clock drifts.
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3.4.2.4 Angle droop and mismatches

As already seen, one well known decentralized control technique is the angle droop control

introduced in [92]. Implemented only on real power (Pi - for highly inductive networks),

this scheme is motivated by the well-known fact that small angle differences will cause a

change in the power sharing between the sources. Therefore, each inverter i is controlled

to change its phase angle, δi, according to its real power output, Pi. Depending on

the network characteristics, the angle droop control is also modified to control the real

or reactive power flow in microgrid networks [94]. Although their implementation is

supposedly harder than frequency droop control, angle droop controlled inverter based

systems provide better stability margins [91, 118] owing to their inherent reliance on

frequency accuracy. Unlike frequency droop control [26], angle droop control produces

a zero steady state frequency error [92].

It has been shown that power sharing between angle-droop controlled inverters is

subject to the impedance distribution between them [94]. This is owing to the fact

that impedance distribution introduces a phase angle shift between inverters which is

not taken into consideration when designing the droop coefficients. The power shar-

ing inaccuracy that results from disproportionate impedance distribution in angle droop

controlled microgrids is analogous to reactive power sharing in (Q−V ) droop controlled

systems (as seen in [126] and [121]).

3.5 Specific research questions

Here, we re-iterate the research questions posed in the beginning of this thesis.

Part 1: Addressing energy deficits using storage

• What is a method to model a microgrid network that is based on a

master-slave topology?

• What is a way to size the batteries at individual households within a
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master-slave microgrid and operate them to satisfy realistic physical/

financial constraints?

• How to address uncertainty? In other words, how to improve the per-

formance of the proposed method under uncertain load and generation

forecasts?

Part 2: Controlling parallel converter based generation under mis-

matches

• How does clock accuracy/drifts affect the stability and power sharing of

both angle and frequency droop controlled systems?

• What is a way to alleviate the effects of clock drifts on power sharing

and stability for any arbitrary topology in a droop controlled microgrid?

• What assumptions should be made in solving this problem of clock drift

effect and are these realistic?

• What are the conditions for achieving stability and power sharing for

the methods introduced?

• How crucial is the output impedance design in angle droop controlled

converter interfaced microgrids and what effect does impedance mis-

match have on power sharing?

• How can control design overcome the negative effect impedance mis-

match has on power sharing?

]]]
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Optimally Sizing Batteries for a

Microgrid

4.1 Introduction

I
N this chapter we address the problem of how to size (and also to position, as size

will include the option of having no battery at a location) and operate household

batteries in a master-slave microgrid. The problem will be formulated in such a way to

ensure that the power quality, and the network constraints (cable current limits, voltage

limits) are taken into account. Simultaneously, we formulate the problem in a way that

reduces both economic cost of running the network as well as the installation costs.

4.1.1 Modelling sources and loads

An example microgrid network with three houses, acting as slaves, and a master gen-

erator at the beginning of the radial line is given in Figure 4.1. The kind of network

adopted for analysis accommodates grid-connected households that have roof-top solar

systems and are intending to go off-grid with the support of a master source. In terms of

co-ordination and battery operation this method can be used by a third-party network

aggregator that finds mutual benefit in reducing energy demand. One example for this

69
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Figure 4.1: An example of a microgrid.

kind of scenario is that of using the communication-based master-slave system presented

in [166]. Another example is a decentralized approach where the slaves unite to decide

on battery sizing and operation so that they can reduce the energy consumption from

an external master.

• Grid forming source: The grid forming source is ideally a voltage source that

is capable of supplying the entire microgrid in scenarios where local generation

provides no output. This voltage source can be based on an inertial generator or

converter based generation [119]. This type of voltage source will be either DC or

AC depending on the network type.

• Household loads: In general, houses contain a variety of loads and they can be

accurately represented as impedances. Consequently, an ideal model would formu-

late houses as impedances varying over time. On the other hand, data loggers at

distribution substations measure the amount of power consumed at a transformer

level, meaning impedance information for each house is generally unknown. In

such cases, it is often assumed that the houses are current-sinks varying over time.

This assumption relaxes the condition that the consumption at a household de-

pends on the local voltage pattern. Another advantage to this approach is that

the power at the transformer can be averaged (divided by the number of houses)

to find the current demand at each house. Therefore, throughout this chapter the

household loads are considered as current loads varying from one interval to the

next. Observe that, in principle the consumer can be any point in a grid where

energy is required.
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• Roof-top photovoltaic systems: we consider a conventional PV system that is im-

plementing a phase locked loop (PLL) based grid connection and the power output

of this system is driven by the maximum power point tracking (MPPT) algorithm.

We assume a unity power factor supply from the PV system. The power can

then be expressed in direct current (DC) terms as supplied to a system at a given

voltage. Note that the PV system produces a constant power output for a given

insolation and does not depend on the voltage. For example, if the voltage at a

house goes below the nominal voltage the current output will increase to main-

tain a constant power, for a given insolation. To avoid non-linear constraints,

we will consider the roof-top PV systems as voltage-independent current sources,

throughout this work.

• Batteries: These can act as sources or sinks. In an ideal scenario, batteries act

as constant power loads or generators with current-limited capability from their

respective DC-AC converters. Similar to the modelling carried out in the earlier

sections, we can assume that batteries will be either current sources or current

sinks for a given time period and are voltage-independent. The amount of current

flowing in and out of the battery is constrained by the charge capacity and charging

current limitations. These will be discussed in detail in the later sections.

4.1.2 Network model and constraints

We divide the finite time interval of interest for the design into T discrete time intervals

each of length τ . So the problem formulation now becomes discrete and has time entries

from the set T = {τ, 2τ, . . . , T τ} where τ is the length of each time slot.

We consider a radial master-slave microgrid network as shown in Figure 4.2. This

a very practical network configuration on the distribution level [33] and any future

reference to the network corresponds to a network of similar topology where the houses

are connected to a voltage source in a single line. However, our analysis can be extended

to a branched network with very little modification. In Figure 4.2, the houses are indexed
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Vs

R1 c1(t)

h1(t) −b1(t)

−p1(t)

V1(t)

R2 c2(t)

h2(t) −b2(t)

−p2(t)

V2(t)

hn(t) −bn(t)

−pn(t)

Rn cn(t)

Vn(t)

Figure 4.2: A radial resistive low voltage distribution network model. Each house in

the network is equipped with a photovoltaic system and a battery storage system.

by the set N = {1, 2, 3 . . . n}. The number assigned to each house is in an ascending

order which places house 1 closest to the master source, Vs, and the house n farthest

away.

According to [33], distribution networks generally have a high cable resistance to

reactance (R/X) ratio. Based on this, we can reduce the full complex AC network equa-

tions to DC equations, thereby, simplifying the analysis. Also assuming unity power

factor loads and sources makes our method directly applicable to DC as well as AC

systems. This justifies the DC-type network and constraint description in the subse-

quent sections. Our analysis is based on a quasi steady-state assumption, as we are only

interested in energy dispatch, not transient stability.

Each house, x in the network has a local voltage Vx and is potentially fitted with

a battery together with a rooftop photovoltaic system. The current flowing from the

network into a load at house x at time t is hx(t), where x ∈ N and t ∈ T. As men-

tioned in Section 4.1, the household load is modelled as a current sink, which reduces

the non-linear dependence of current on local voltage and converts the load into a linear

independent term.

The current flowing through the cable (of resistance Rx) between house x−1 and x is

given by cx(t). The battery current at house x at time t is bx(t). Since, the current flow

through the battery is bidirectional, we define charging as the period when the current

is flowing into the battery i.e., bx(t) > 0 and discharging when bx(t) < 0.
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The photovoltaic current at a house x at time t is given by px(t). We assume

all currents are constants during a time interval, τ . In Figure 4.2 the household load

is represented by a variable resistor and the PV current source is represented by a

dependent current source to signify the variance in loads and the dependency on solar

irradiance, etc., respectively.

4.1.3 Voltage Constraints

In general, it is the responsibility of the network operator (or consumer in the decen-

tralized scenario) to maintain the voltage between specified levels at every node (house

or grid forming source) of the network. In Australia this should be between 6% below

(0.94 p.u) and 10% above (1.1 p.u) the nominal 230V rms (root mean square) value [15].

Violating the voltage limits could adversely affect the operation and life-span of house-

hold loads and network infrastructure. From the radial model shown in Figure 4.2 and

the assumptions made in the previous sections, the voltage at the xth house at time t

for a stable voltage source can be written as :

Vx(t) = Vs(t)−
x∑
i=1

Ri

 n∑
j=i

hj(t) + bj(t) + pj(t)

 ,

where x ∈ N and t ∈ T. The voltage constraints can be written as,

Vmin ≤ Vx(t) ≤ Vmax,

where the suffixes Vmin and Vmax represent minimum and maximum permissible voltage

levels.

4.1.4 Nominal Current Rating Constraints

The losses on cable sections are directly proportional to the amount of current flowing

through them squared. Prolonged heat losses can cause permanent physical damage

to the cables. To avoid physical damage to the cables the amount of current flowing

through each cable segment has to be limited. From the system model given in Figure
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4.2, in a given time interval the amount of current flowing through the cable prior to

house x can be written as,

cx = hx + bx + px + cx+1

The current constraints can be written as,

−cmax ≤ cx(t) ≤ cmax,

where x ∈ N and t ∈ T, cmin cmax is the maximum cable currents that can flow through

the cables without causing any significant physical damage to them.

4.1.5 Constraints on Batteries

4.1.5.1 Fixed capacity

Batteries cannot charge or discharge beyond their capacity ratings. For this reason it

is required to impose a capacity constraint on the battery at each house. The absolute

state of charge of each battery at a specified time t′, Cx(t′), depends on the Cx(t′− 1) of

the battery and the current flowing through the battery during the time interval (t′− 1)

and (t′). This can be written as shown in (4.1).

Cx(t′) = τ
t′∑
t=1

bx(t) + Cx(0), (4.1)

where x ∈ N, t, t′ ∈ T, Cx(0) represents an initial state of charge and τ is the length of

the time slot. The associated constraint can be written as,

Cmin,x ≤ τ
t′∑
t=1

bx(t) + Cx(0) ≤ Cmax,x,

where Cmin and Cmax are the minimum and maximum charge capacity the battery can

hold. As seen in the earlier scenario, we can replace the global capacity constraints with

local capacity constraints which will satisfy the above inequality.

It is worth mentioning that the charge capacity is assumed to be independent of the

battery voltage and cycling regimes, which otherwise, make the problem complex and

very hard to solve.
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4.1.5.2 Optimal sizing

We can find the optimal battery size by formulating the optimization problem as a

combined (scaled) cost of 1) operation of battery and 2) the optimum size of battery at

each house. Let Γx denote the capacity of the battery [Ah] (typically a discrete value)

at each house. The ”Ah” denotes ampere hour units as subsequently used in Table 4.2.

We can write the battery charge capacity constraints as:

Cmin,x ≤ τ
t′∑
t=1

bx(t) + Cx(0) ≤ Γx ≤ Cmax,x (4.2)

where x ∈ N, t′ ∈ T and Γx ∈ {1, · · · , Cmax,x}. Here we assumed that the discrete

valued battery sizes as integers in [Ah] capacity. This form of normalization allows us

linearize the problem and also allows to encapsulate battery capacities over a wide range

as integer values, for example, 230 Wh as 1 Ah at 230V nominal voltage which gives

four choices within a kWh capacity. We acknowledge that the optimization method

remains sub-optimal for some arbitrary choice of battery sizes (see Remark 4.2.1). If the

battery sizes are available in sizes that are varying in linear steps, normalizing the entire

optimization problem to result in integer battery sizes remains an option. Non-linear

profiles in battery sizes, however, cannot be accommodated in the proposed method.

4.1.5.3 Charge rating constraint

In general, batteries have specified charging and discharging rates. Exceeding these

ratings is not always possible and, if it happens, might reduce the operational lifetime

of the battery. These limits are generally imposed on the current flow of the battery (at

the rated voltage of the battery converter). Therefore, it is essential to impose bounds

on the amount of current that can flow to or from the battery. Let bmin,x and bmax, be

the minimum and maximum input and output current ratings of the battery at house x,

respectively. This can be enforced by a battery current constraint which is written as,

bmin ≤ bx(t) ≤ bmax,
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where x ∈ N and t ∈ T. The majority of the time the battery current limitations are

proportional to its size and charging capacity. This is depicted by the constraint:

δminΓx ≤ bx(t) ≤ δmaxΓx,

where δmin and δmax are the minimum and maximum charge rating factors, respectively.

4.2 Optimization Problem

In this section we define our optimization problem, which is to minimize the cost of im-

porting electricity, J(bx,Γx), from the grid forming source while satisfying the network

and battery constraints. Assuming that the users have unrestricted communications, un-

restricted control over the batteries and reasonable forecasts of load, PV and prices for a

given time horizon T we formulate the optimization problem as shown in equation (4.3).

In (4.3), we define the vector of battery currents, b := [b1(τ), . . . , b1(Tτ), . . . , bn(Tτ)],

the vector of battery sizing decisions Γ := [Γ1, . . . ,Γn]. Observe that, sizing based on

reasonable forecasts will avoid significant undersizing or oversizing. However, if the op-

timization is used to obtain short term charging and discharging decisions for installed

batteries, optimal operation can only be guaranteed by short yet precise forecasts.

In most microgrid scenarios, the grid forming source that is supplying energy has

restricted energy feed-in for various reasons. The optimization problem can be formu-

lated in such a way that the overall self consumption is maximized and the batteries are

sized appropriately for the same application. Table 4.1 provides the description of all

the variables used in the optimization problem. The formulation results in a MILP with

integer battery sizing decisions.

min
b∈RnT ,Γ∈Zn

J(b,Γ) = τVs

Tτ∑
t=τ

Pi(t)
n∑
j=1

(hj(t) + bj(t) + pj(t)) + γ
n∑
x=1

Γx + β (4.3)
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subject to

Vmin ≤ Vs(t)−
x∑
i=1

Ri

 n∑
j=i

bj(t) + hj(t) + pj(t)

 ≤ Vmax
−cmax ≤

n∑
j=x 6=1

(bj(t) + hj(t) + pj(t)) ≤ cmax

Cmin,x ≤ τ
t′∑
t=1

bx(t) + Cx(0) ≤ Γx ≤ Cmax,x

δminΓx ≤ bx(t) ≤ δmaxΓx

(4.4)

and

0 ≤
n∑
j=1

(hj(t) + bj(t) + pj(t)) ≤ cmax (4.5)

if the master source has energy feed-in restrictions.

Remark 4.2.1. The relaxed version of (4.3) is a LP problem where battery sizes are

no longer integer multiples of a given size. Solving such a problem, of course, will result

in non-integer battery sizes which should eventually be rounded to the nearest available

(integer or discrete) battery capacity. However, in doing so the battery distribution and

temporal operation might no longer be optimal nor feasible. For that reason, we have

formulated the problem to be a MILP instead of a linear program (LP).

Remark 4.2.2. In (4.3) β is a daily charge that should be paid by the customers for

accessing the network and maintaining voltage. Although β is an uncontrollable overhead,

for example, from the contract between the grid forming source and the customers, it is

added to the optimization problem to indicate that the grid forming source is always

being paid for supplying and maintaining the network infrastructure and maintaining

the voltage that is required for the proper functioning of the network.

Remark 4.2.3. Since there are no assumptions made on controllability and deferability

of household loads, the practical realization of this optimization procedure is achievable

with minimum changes to current infrastructure. With the advent of technologies like
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communication ready smart energy meters [39] and battery inverters[139], the proposed

scheme is readily implementable.

Table 4.1: Description of parameters used in (4.3).

Parameter Description (units)

x index of house, x ∈ N

t index of time, t ∈ T

τ length of time slot (hr)

Vx(t) voltage at a house x ∈ N (V) at time t

Vs voltage at the grid forming source (V)

Rx resistance of the cable between house (x− 1) and house (x) (Ω)

Pe(t)/Pi(t) price of electricity exported/imported ($/kWh) at time t

cx(t) current through the cable segment

between house x− 1 and house x (A) at time t

bx(t) current through the battery at house x (A) at time t

hx(t) current through the load at house x to the ground (A) at time t

px(t) current from the PV system

(could go to battery, house, or cable) at house x (A) at time t

Cx(t) charge in the battery at house x (Ah) at time t

γ daily proportion of capital investment on batteries

considering the lifetime/ payback period ($/Ah.day)

Γx Maximum battery capacity at house x (Ah)

δ charge rating factor (1/hr)
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4.3 Simulations and discussion

4.3.1 Case 1: Optimization under perfect forecasts

In this case, we consider the following optimization problem: the network and battery

sizing parameters used in this case are given in Table 4.2. The demand current of house

1, h1(t) (shown in Figure 4.3 (bottom)) is populated using data averaged on a monthly

basis from [16]. The demand data for the remaining houses is different but obtained

from the same reference. Houses 1, 2 and 5 have a 1.5 kW roof-top PV. The roof-top

PV output data used here is obtained from [100]. The average data is extrapolated to

12 days by adding white Gaussian noise (with signal to noise ratio (SNR) = 20 when

p(t) 6= 0) to account for variability during the day. Variability during the night is sup-

pressed by simply adding Gaussian noise only when p(t) < 0. This shown in Figure

4.3 (top). The generation at each house equipped with PV is made identical to capture

closeness between houses and is scaled to 1.5 kW capacity (from 2.5 in [100]) to ensure

that the system is not overly constrained. For the price, we use a two part time-of-use

tariff. Each kWh imported from the master source is priced at $0.30 between 3 pm to 9

Table 4.2: Numerical values for parameter used in the example case study.

Parameter Value

n 6

T 24×12 (hours × days)

τ 1 hours

Rx 1/30 Ω ∀x ∈ N

Cmin, Cmax, Cx(0) 0, 11, 0 Ah ∀x ∈ N

Vs,Vmax,Vmin 230, 253, 216 V

cmax 120 A

γ (1 year payback) 0.2 $/Ah.day

δmin,δmax -1, 1 (1/hr)
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pm and $0.20 during other times, daily.

The voltage and cable current profiles of each house, when the batteries are not

installed, are shown in Figure 4.4. It can be seen that the voltage profiles follow the

aggregate network demand profile. As observed from the figure, drops in voltage coincide

with times where the aggregate demand is higher that the overall PV generation. There

are also instances where a small amount of energy is fed into the master source. These

times are depicted by reverse current flow as seen on the first cable section (thick blue

line in Figure 4.4 (bottom)). It is important to note that master sources may have

restricted energy feed-in. So, in such cases this microgrid cannot be sustained in the

current form unless the PV output is wasted.
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Figure 4.3: Graphs showing (top) output of a 1.5 kW roof-top PV system obtained by adding white Gaussian noise on an

hourly basis, and (bottom) household electricity demand in terms of load current h1(t) for a house in Victoria over a period

of 12 days (12× 24 = 288 hours).
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Figure 4.4: Voltage (top) and cable current (bottom) profiles at houses 1,3 and 6 in Case 1 when there are no batteries

installed in the microgrid over a period of 12 days (12× 24 = 288 hours).
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Table 4.3: Battery capacities to be installed at each house according to the proposed

algorithm under perfect forecasts (Case 1).

House No. 1 2 3 4 5 6

Battery Capacity (Ah) 11 6 0 7 0 3

Considering the same parameters (shown in Table 4.2) we solved the MILP (4.3) with

constraints (4.4) and (4.5) in MATLAB. These results are presented in Figures 4.5, 4.6

and 4.7. According to the solution, suitable storage system positions and sizes are shown

in Table 4.3. From Figure 4.5 (top) it can be seen that the voltage profile looks different

from earlier scenario given that there is battery charging and discharging involved. The

major result here is that the cable current prior to house 1, c1 is not less than zero (or

the change in voltage, ∆V1 is never going above 0 p.u) indicating zero energy feed-in

as shown in Figure 4.5 (bottom). The charging and discharging profiles of the batteries

are shown in 4.7. The batteries at houses 1 and 2 act as (virtual) loads when there

is supposed to be current injection back into the master source and discharges during

energy deficits. The main role of the remaining batteries in this case is to satisfy their

local constraints during battery operation. The battery profiles (as shown in Figure 4.7)

will ensure that the network and battery constraints are satisfied.

The optimization problem is solved to output a battery size that ensures local con-

straints are not violated by charging or discharging. A histogram distribution of the

cable currents and voltages at each house is shown in Figure 4.6. It can be clearly seen

that the voltage on house 1, V1 fluctuates between 1.01 p.u and 0.985 p.u when the

batteries are not installed. Similar to the voltage deviations, the cable currents are both

positive and negative at this house when there is no storage. When the batteries are

installed, the lowest current on cable prior to house 1 is zero. The voltage deviation on

house 1 is restricted as well. It is also seen that the voltage at any house remains within

the limits (∆Vx>1 between 0.1 p.u and -0.06 p.u) when the batteries are installed. As we
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have also included prices in the optimization algorithm, in most cases, the current drawn

from the master source minimized. However, if it has to be drawn from the master, it is

mostly done during the off-peak periods to accommodate loads in th peak periods. In

this manner the overall benefit is increased substantially.

For this network, the benefit can be calculated based on the amount of PV energy

wasted when the batteries are absent. The cost of installing batteries for the operational

period is approximately $65 and is calculated using the value γ listed in 4.2. The net

profit of installing batteries is $6 for this day period not taking into consideration that

the batteries are also acting as energy buffers to sustain the microgrid. Profit is low

mainly owing to the quick payback period we have chosen. This increases to $33 when

the wasted PV energy is also considered. The cost of PV energy wasted is calculated

using the daily energy price curves. For overly constrained networks or under-sized

microgrids, using the proposed battery sizing algorithm to estimate suitable battery

sizes can achieve grid independence (as an energy source). Since this case study is based

perfect forecasts the decisions made can become sub-optimal for some cases.
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Figure 4.5: Voltage (top) and cable current (bottom) profiles at each house when batteries are installed over a period of

12 days (12× 24 = 288 hours ).
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during the time period of interest in Case 1.
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operation.
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4.3.2 Case 2: Optimization under uncertainty using Monte-Carlo sim-

ulations.

Solving for battery sizes under perfect scenarios only produces conservative results in

terms of operational economics for longer periods of time. This is especially true tak-

ing into account the variability of load and generation at the distribution level or the

small microgrid level. It is well known that forecast uncertainty has a profound effect on

sizing and installation problems in general [12]. Typically, the solution that copes with

the worst case scenario is chosen in such situations. But, such decision may oversize the

batteries for prolonged operation thereby reducing the overall benefit in the microgrid.

Since the availability of a master source is essential in our case, assuming that large

deviations in energy are taken care of by this source, we can perform a Monte-Carlo

simulation based analysis to address uncertainty in demand and generation forecasts.

In this manner, we can analyze the networks response to varying demand profiles, and,

choose the sizing decision that can withstand certain level of deviation from predictions.

For the Monte-Carlo simulations, we have chosen daily demand data from the annual

demand data for a typical Victorian customer [16]. The PV data is also chosen in a

similar fashion adding white Gaussian noise with SNR = 20 to PV data from [100].

Each simulation begins on a random day in a year and runs for 12 days at an instance.

We ran approximately 4000 simulations to derive the best estimate on sizing decisions.

It should be mentioned that we used linear programming to obtain the sizing decisions

and rounded them to the nearest greater integer, mainly due computational constraints.

The number of decision variables = 6 battery currents × 24 hours in a day × 12 days

+ 6 battery sizing decisions = 1734 for one instance of simulation. The constraint

matrix is size 13872 × 1734 and the time taken to solve the problem as an LP is 10

seconds on average. With integer decision variables on battery sizing, the time taken

to solve increases to 69 seconds on average, where majority of the time is spent on

iterations for obtaining integer values for the sizing decisions following an optimal LP
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Table 4.4: Battery sizing scenarios following Monte-Carlo simulation analysis (Case 2).

House No. 1 2 3 4 5 6

Battery Capacity (Ah) scenario 1 0 0 0 0 0 0

Battery Capacity (Ah) scenario 2 11 0 0 4 4 4

Battery Capacity (Ah) scenario 3 11 0 0 7 7 7

Battery Capacity (Ah) scenario 4 11 11 11 11 11 11

solution. Hence, the LP has been chosen the fastest approach to address the problem.

The rounding decision may depreciate the optimality of the sizing decision. This is

reduction in optimality is comparable with that arising from forecast error.

The histograms in Figure 4.8 show the distribution of sizing decisions over all the

scenarios simulated. It can be clearly seen that house 1 needs a 11 Ah size battery

to cope with the excess PV generation. The sizes of batteries at the remaining houses

highly varies. However, house 4,5 and 6 need at least a small battery (approximately 4

Ah in all cases) to satisfy local constraints. As remarked in Remark 4.2.1, the rounded

LP solutions may be sub-optimal for each particular instance. Once the batteries deci-

sion are made using the Monte-Carlo simulation analysis, we can use our optimization

algorithm with (4.1) instead of (4.2) to obtain the battery charging and discharging de-

cisions that satisfy given constraints for varying fixed length forecasts, thereby reaching

a local optimum for the network based on the rounded battery size. Observe that com-

plexity of the optimization problem is reduced by the number of battery sizing integer

decisions, thereby reducing the overall computational overhead. This method is termed

as receding horizon control.

We have used such control to see how our sizing decisions, based on Monte-Carlo

simulations, can cope with weekly (7 day) load and generation changes in a year. The

data used here is similar to the earlier case, albeit being an year long. These results are

shown in Figure 4.9. In this figure, we compare the economics of four different scenarios
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Figure 4.8: Distribution of battery sizing decisions from Monte-Carlo type simulations

(Case 2).

given in Table 4.4. Scenarios 2 and 3 are based on the histograms and have similar

battery positions. However, the constituent battery sizes are different. In scenario 1, no

batteries are installed making the capital investment on batteries zero. The operational

costs are the highest of all scenarios as the price arbitrage cannot be utilized. The reverse

power flow impedes PV generation in scenarios 1 and 2. The PV curtailment is carried

out by reducing the PV output to zero when the voltage constraints are violated. The

violations are on an hourly basis in a 12 day window since the problem is solved 12 days

at a time. We re-solve the optimization problem for an entire year with the curtailed PV

output to obtain the results post-curtailment. Cost of the PV energy wasted is calculated

as the value of the PV energy at a specified time based on the daily price curves. The

batteries in scenario 4 are extremely oversized for the given network if the forecasts

are reasonable. The lower operational costs are compromised by the huge investment

upfront. The optimal solution, in this case, is scenario 3 where the PV is not wasted

and the battery sizes are moderate. This leads to proper utilization of time-of-use price

arbitrage as well as all the PV generation. The smaller battery sizes will also need much

lower capital investment than scenario 4 adding to the overall benefit.
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Figure 4.9: Cost of operating the microgrid under different sizing scenarios given in

Table 4.4.

4.4 Summary

In this work we have shown how to optimally size and place a battery in a radial master-

slave microgrid network. We formulated an optimization problem and solved it for a

particular example of a radial network of 6 houses with monthly average profiles over

one year using MILP block-set in MATLAB. Being a simplified optimization approach,

our method relies on the accuracy of the load, generation and price forecasts. How-

ever, when the accuracy of the forecasts is under question and the battery sizes are

fixed, our optimization algorithm can be used for receding horizon type control or on-

line optimization-based control to maximize the benefit of operating batteries. Results

obtained from the Monte-Carlo simulations extend our understanding of the given mi-

crogrid by subjecting it to a range of forecasts. Sizing decisions that follow from the

Monte-Carlo simulation analysis are shown to be more resilient to small changes, albeit

being sub-optimal from an economic perspective.

]]]
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Modified Frequency Droop

5.1 Frequency droop and clock mismatches

F
REQUENCY droop is envisaged as a complete solution to address the problem

of operating converter interfaced sources in parallel over many years. The impact

of clock drifts on frequency droop controlled microgrids has been neglected by majority

literature and will be discussed in this chapter.

5.1.1 Assumptions

In the remainder of this chapter we assume the following:

• there are n inverters in the microgrid that are interfaced via controllable power

electronics and have a DC link (for example, a storage unit) that can allow bi-

directional power flow. Since we are not looking at long term operation of the

sources, the battery here can also be considered as an infinite DC bus in the time

period of interest;

• the output voltage amplitude of the inverter is held at a constant value. In other

words, the analysis carried out here does not consider the dynamics of voltage

amplitude and any voltage amplitude control loops such as, reactive power voltage

droop, etc., are neglected;

93
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• the line resistances, although present, are assumed to be small as per the tradi-

tional frequency/angle droop controller assumptions. In this regard, if this was

not the case, a virtual impedance emulation technique can be used to ensure this

assumption is valid;

• we analyze the network based on Kron reduction using an assumption that the

loads are constant impedance type. So we have Yii as the self-admittance on

inverter i and Yik as the admittance between inverters i and k . The admittance

is defined as Yik = Gik + jBik = |Yik|∠φik where G is the conductance, B is

the susceptance at the nominal frequency and θ is the admittance angle. We

recommend the reader to refer to Appendix C for more details on Kron reduction

and [18] for discussion on implications that arise from different load types.

• the reference signal, vi,ref (ti) is perfectly tracked by the inner (voltage/current)

control loops of the inverter, any changes to the reference signal, either in voltage

amplitude and / or frequency are reflected by equivalent proportional changes in

the output voltage. For proper voltage reference tracking, the reference signal

vi,ref (ti) at each inverter is assumed to be a constant value within the carrier

interval, i.e., the switching frequency [55]. This essentially means that any control

that changes the reference signal should not act faster than the switching dynamics.

• following the previous assumption, microgrid inverter modelling adopted in this

chapter is consistent with Section 3.4. For example, in Figure 5.1 the sources v1,

v2 and v3 are the simplified representations converter based generation that have

a local clock but represented in a global time t.

5.1.2 Power sharing mismatches in steady state

It is well-known from the literature, see for example [32, 119, 136, 137], that the power

frequency droop controller has first order oscillator dynamics. Here, we revisit the theory

considered in [135] and provide an extension to their stability theorem. Consider a
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Figure 5.1: An example of microgrid consisting of three converter based sources sup-

plying three constant impedance loads.
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Figure 5.2: Star topology - n droop controlled inverter systems supplying a common

load P0. Each droop controlled inverter is represented by a voltage, vi and it is connected

to the load P0 at v0 through an output admittance Yi0, respectively.

star connected frequency droop controlled microgrid, as shown in Figure 5.2. Each

droop controlled source, vi is supplying a (common) constant power load, P0 through an

impedance Yi0, respectively. It is assumed that the voltage amplitude at each voltage

source is constant. It is also assumed that the lines have no resistance, i.e., the lines are

lossless. Although some resistance is required to be able to define a proper equilibrium,

this system is still a good approximation for quasi-steady state analysis. The power flow

equations in such a lossless microgrid network are given by the algebraic expression

P0 = −
n∑
i=1

ViV0|Yi0| sin(δi − δ0).
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5.1.3 Clock drift effect

The integration process at each inverter will be affected by the clock drifts [120]. Using

definitions from (3.13), we can express the local integration/differentiation as follows ,

d(·)
dti

= γi
d(·)
dt

,

where γi =
1

1 + εi
. Both γi and εi are variables that describe how the local clock deviates

from the global clock. As described earlier, we need to modify the droop equation to

show the effect of clock drifts on frequency synchronization. Hence, we rewrite the

frequency, ωi incorporated with the effect of clock drifts as follows:

ωi = γiδ̇i,

This transforms the droop controller in (3.7) to,

γiδ̇i = ω∗ −mi(Pi − P ∗i ). (5.1)

The feedback power Pi is a local variable measured at the ith inverter output, ω∗ and

P ∗i are the local constants. The above equation can be rewritten as,

Diγiδ̇i = Diω
∗ + P ∗i − Pi,

where Di = m−1i . By making use of the load flow equations for a star connected lossless

differential algebraic network the above equation can be re-written as,

Diγiδ̇i = P ∗d,i − ViV0|Yi0| sin(δi − δ0), i ∈ {1, . . . , n}, (5.2)

where P ∗d,i = Diω
∗ + P ∗i is the nominal power of the ith inverter. The equation above

is exactly of the form equation (6) in [135]. The synchronizing frequency, ωsync can now

be calculated by summing the expression (5.2) over i, to arrive at

ωsync =

n∑
i=0

P ∗d,i/
n∑
i=1

Diγi,
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with D0 = 0 and P0 = P ∗0 . Based on this frequency, we provide an extension to the

parametric stability condition provided in [135] as shown below1:

Ξ , max
i∈{1,...,n}

|(P ∗d,i − ωsyncDiγi)/ai0| < 1,

where ai0 = ViV0|Yi0| is the physical maximum power that can flow through the cable

section. Refer to [135] for the full proof. However, our primary interest is to show that

there are power deviations associated with this clock drift.

Consider the star connected scenario with two inverters i, j. The power supplied by

the ith inverter, Pi is given by,

Pi = P ∗d,i − ωsyncDiγi.

Similarly, the power supplied by the jth inverter is given by,

Pj = P ∗d,j − ωsyncDjγj .

The difference between the powers supplied by these inverters is given by,

∆Pij = Pi − Pj

= (P ∗d,i − ωsyncDiγi)

− (P ∗d,j − ωsyncDjγj).

Assuming all other parameters are exactly the same, the power sharing deviation intro-

duced by (non-identical) clock drift is:

∆Pij = D[ωsync(γi − γj)].

This shows that the power sharing is perturbed by clock deviations which may give rise

to instabilities, especially when cable sections are heavily loaded, i.e., Ξideal� 1. Anal-

ogous results can be derived for other configurations [136].

1Γ is replaced by Ξ to avoid abuse of notation in later sections
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An alternative method to verify the effect of clock drifts is to consider the dynamics of

the phase angle alone in droop controlled inverter based systems. The phase evolution of

droop controlled systems is given (5.1). Considering the same example of two inverters,

i, j, we have

δ̇i = γ−1i (ω∗ −miPi +miP
∗
i ),

δ̇j = γ−1j (ω∗ −mjPj +mjP
∗
j ).

In stable steady state if any, both these values are equal leading to

γ−1i (ω∗ −miP
s
i +miP

∗
i ) = γ−1j (ω∗ −mjP

s
j +mjP

∗
j ),

where P si , P
s
j are the steady state output powers of inverters i, j respectively. Assuming

P ∗i = P ∗j = 0 and mi = mj = m, we have

ω∗

γi
− ω∗

γj
= m

(
P si
γi
−
P sj
γj

)
. (5.3)

In general, the maximum power sharing deviation the results from non-identical clocks

is

max ∆P

ω∗
= max

i

(
1

γimi

)
−min

j

(
1

γjmj

)
, ∀i 6= j ≤ n.

In some situations these power variations can cause phase angles to navigate beyond

their stability boundary (c.f [136]) causing instability.

To summarize, there are two variables that largely affect the power sharing. First,

the droop coefficient, mi - it can be made large subject to large frequency deviations

and oscillatory transient response. It follows that we must consider the clock drift in

designing the droop control. But, the clock drifts are unknown and very hard to measure.

Second, the (relative) clock drifts, γi - which are hard to measure as well. Therefore,

it is very useful to find a method that ensures proper power sharing and stability for

arbitrarily small droop coefficients even in the presence of unknown clock mismatches

without the need of measuring extra variables. Another major advantage is that the
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resilience for frequency dependent loads will then automatically be ensured without any

extra control owing to the small frequency deviation from small droop coefficients. In

other words, when the control is effective, the network model as adopted is justified.

5.2 Modified frequency droop and stability analysis

From (3.7), considering the clock mismatches the dynamics of the phase angle of the ith

inverter in a frequency droop controlled microgrid are represented by:

γi
d

dt
δi = ωi = ω∗ −miPi +miP

∗
i .

The feedback power Pi is a local variable measured at the ith inverter output; ω∗ and

P ∗i are the local constants. It is therefore understood that there is no requirement for

additional communications for the simple frequency droop controller implementation.

This power measurement often involves a filter stage and the associated dynamics are

as follows:

τiγi
d

dt
Pi = −Pi + pi. (5.4)

where τi is the low-pass filter time period and pi is the actual output power of the ith

inverter which is given by [77]:

pi = GiiV
2
i +

∑
j 6=i
|Yij |ViVj sin(δi − δj + φij).

For more details on Kron reduction, see Appendix C. As seen earlier, the above

criterion ensures proper power sharing between inverters under ideal conditions. We have

also seen that the power sharing properties will be destroyed in the presence of frequency

uncertainties; this was also shown in [120, 162]. To counter-act this anomaly we introduce

a modified frequency droop control. We make use of inter-node communications to

include an integral control action that enables inverters to share power according to a

sharing criterion even in the presence of clock uncertainties. This kind of communication

architecture is most commonly used in power systems for secondary control ([7] for

instance).
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Remark 5.2.1. We introduce an integral term zi defined as follows:

γi
d

dt
zi = ki

∑
j∼Ni

(miPi −mjPj), (5.5)

where ki > 0 is the local integral control gain and Ni represents the set of inverters

communicating with the ith inverter. We include this integral control term as a negative

feedback to the frequency droop controller as:

γi
d

dt
δi = ω∗ −miPi +miP

∗
i − zi. (5.6)

The integral terms have zero initial value. The importance of this will be made

clear in the later parts of this chapter. It is apparent that there are no extra measure-

ments required to perform the integral control and the communications associated are

distributed. Thus, the complexity of implementation is not significantly increased and

the system robustness / modularity requirements are still well-preserved. The ability of

this control technique to ensure proper power sharing and stability is discussed next.

5.2.1 Stability analysis

Definition 5.2.2. Define vectors / matrices:

1n := col(1),

0n := col(0),

Pm := col(Pi),

P∗ := col(P ∗i ),

Pa := col(pi),

δ := col(δi),

V := col(Vi),

Z := col(zi),

M := diag(mi),

Γ := diag(γi),

K := diag(ki),

T := diag(τp,i).

From equations (5.4), (5.5) and (5.6) and using the vector notation (from Definition

5.2.2) the dynamics of the microgrid can be represented by:

Γδ̇ = ω∗1n −M(Pm −P∗)− Z,

ΓTṖm = −Pm + Pa,

ΓŻ = KLcMPm.

(5.7)
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Assumption 5.2.3. We assume that there exists a steady-state in the system, the equi-

librium vectors are denoted by δs, Vs, Ps
m and Zs and the deviation of these state vectors

from their equilibrium points is denoted by the deviation vectors δ̄, V̄, P̄m and Z̄, re-

spectively. We also assume that the equilibrium phase angle vector is in the n-torus,

δs ∈ Tn : {−π, π} s.t π
2
> |δsi − δsk + φik| i, k = 1, . . . , n.

Definition 5.2.4. Linearizing the non-linear power flow term Pa in the ordinary dif-

ferential equation set (5.7) with respect to δ at equilibrium vectors δs,Vs yields a linear

dynamical system which is much easier to analyze. This linearization is defined as:

Ln :=
∂Pa

∂δ |δs,Vs
=


∂p1
∂δ1

. . .
∂p1
∂δn

...
. . .

...

∂pn
∂δ1

. . .
∂pn
∂δn


|δs,Vs

.

The matrix Ln is a network Laplacian with positive diagonal elements (lii), non-

positive off-diagonal elements (lik) as shown in (5.8), (5.9) which obey condition (5.10):

lii =
∑
i 6=k

aik cos(δsi − δsk + φik), (5.8)

lik = −aik cos(δsi − δsk + φik), (5.9)

lii = −
n∑

k=1,k 6=i
lik, (5.10)

with aik = V s
i V

s
k |Yik|. The matrix Ln has a simple eigenvalue that is zero and the

remaining eigenvalues have a positive real part [119]. It is also important to note that

the vector 1n forms the basis of the kernel of Ln i.e., for any vector w = β1n, β ∈ R we

have Lnw = 0n.

Assumption 5.2.5. We assume that the power measurement low-pass filter coefficients

of each inverter system are identical, i.e., T−1 = fIn, i = 1, . . . , n. We also assume

that the integral control gains are identical i.e., K = kIn, i = 1, . . . , n.

Following linearization and embedding the Assumptions 5.2.3 and 5.2.5 into (5.7) we

have the following closed loop microgrid model that reflects the dynamics around the
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equilibrium:

(I3 ⊗ Γ)


˙̄δ

˙̄Pm

˙̄Z

 =


0n×n −M −In

fLn −fIn 0n×n

0n×n kLcM 0n×n


︸ ︷︷ ︸

:=F


δ̄

P̄m

Z̄

 . (5.11)

The eigenvalues of the state transition matrix F defined in (5.11) will determine the

stability of the modified frequency droop controller based microgrid around the given

equilibrium point.

Theorem 5.2.6 (Power sharing). Suppose that σi is the ith the eigenvalue of the

matrix product MLn and similarly, µi is the ith eigenvalue of the matrix product LcMLn.

Consequently, the modified frequency droop control system represented by (5.11) possesses

(3n− 2) eigenvalues that have a negative real part (the remaining are zero eigenvalues)

for a choice of k given by:

k < f min
>0
<
(
σi
µi

)
. (5.12)

leading to proportional power sharing within the microgrid.

Proof: We utilize the arguments explored in [8, 119] for our proof. Firstly, in stable

steady state, the integral controller ensures that the power shared between inverters

meets the prescribed power sharing criterion. Recall that the matrix Lc is the communi-

cation Laplacian with positive eigenvalues along with one zero eigenvalue. Consequently,

in steady state we have,

0n = kLcMPs
m ⇐⇒ MPs

m = ν1n ⇐⇒ miP
s
i = mjP

s
j ,

where ν ∈ R \ {0} is a constant for all the inverters i, j ∈ n and is based on the initial

conditions and network aggregate load. To prove the second part of our claim, we operate

on the linear state transition matrix F. Consider the characteristic equation of F given
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by,

det(λFI3n − F) =

∣∣∣∣∣∣∣∣∣
λFIn M In

−fLn (λF + f)In 0n×n

0n×n −kLcM λFIn

∣∣∣∣∣∣∣∣∣ .
Using identities from [132], we have

det(λFI3n − F) = det(Q(λF)),

where

Q(λF) = λ3FIn + fλ2FIn + fλFMLn + fkLcMLn. (5.13)

To compute the eigenvalues, let v ∈ Cn be any vector with v∗v = 1. Left multiplying

the characteristic polynomial (5.13) by v∗i and right multiplying by vi, ∀i = 1, . . . , n,

yields,

Φiλ
3
F,i +Πiλ

2
F,i + ΨiλF,i +Σi = 0, i = 1, . . . , n, (5.14)

where Φi = 1, Πi = f , Ψi = fv∗i (MLn)vi and Σi = fkv∗i (LcMLn)vi, i = 1, . . . , n.

• When v1 = ψ1n, ψ ∈ R \ {0} we have v∗1MLnv1 = 0 and v∗1LcMLnv1 = 0, by

definition. Consequently (5.14) becomes:

λ2F,1(Φ1λF,1 +Π1) = 0.

This implies that λF,11,2 = 0 are the two zero eigenvalues of the matrix F. The

third eigenvalue associated with this eigenvector (λF,13 =
−Π1

Φ1
= −f < 0) is

always negative, by definition.

• The remaining (3n− 3) eigenvalues (λF,i1,2,3 , i = 2, . . . , n) will have a negative

real part if and only if,

ΦiΣi < ΠiΨi, i = 2, . . . , n. (5.15)
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We can ensure (5.15) is always satisfied by imposing bounds on k. We know

ΠiΨi = f2v∗iMLnvi, i = 2, . . . , n,

= f2σi, (5.16)

from the theorem statement. Based on properties of matrices Ln, Lc and M we

observe that only the vector 1n forms the basis of the kernel of LcMLn. We remark

that this product term has only one zero eigenvalue since Ln cannot map any non-

zero vector to the basis of its kernel owing to orthogonality of kernel and image

spaces [22]. Therefore, from the theorem statement we also have

ΦiΣi = fkv∗iLcMLnvi, i = 2, . . . , n,

= fkµi. (5.17)

Using (5.16) and (5.17), we observe that the choice of k according to (5.12) ensures

that (5.15) holds and will consequently result in remaining eigenvalues that only have a

negative real part and ensure stability as discussed in Section 2.7. In practice, observe

that the matrix Γ is an invertible diagonal matrix with positive entries close to unity

and hence positive-definite. The signs of the eigenvalues of F are not affected by the

positive definite tensor product I3 ⊗ Γ, finishing the proof.

5.2.2 Eliminating redundancy

We have shown in the proof of Theorem 5.2.6 that there are two zero eigenvalues for

the linearized closed-loop system (5.11). Next we show that we can factor out the

dynamics of the centre manifold (c.f Section 2.7) thus proving exponential stability. For

this purpose we define a new state vector, y, by utilizing the translational invariance in

phase angle, δ. The elements of y are given in (5.18). We can also redefine z1 as shown

in (5.19) by imposing zero initial conditions on all the integral control variables, zi, i.e.,

zi(t=0) = 0 and based on the fact that vector 1n is the basis of the kernel of Lc (by
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which Z is defined) and Assumption 5.2.5.

y` = δ` − δ1, ∀` = 2, . . . , n (5.18)

z1 = − 1

γ1

n∑
`=2

γ`z`, ∀` = 2, . . . , n (5.19)

The evolution of the new state, y` can be written as

γ`ẏ` = γ`δ̇` − γ`δ̇1

= ω∗ −m`(P` − P ∗` )− z` +
γ`
γ1

(m1(P1 − P ∗1 )− ω∗)− γ`
γ21

∑
`

γ`z`

Definition 5.2.7. Define

Znew := col(z2, · · · , zn),

γnew := col(γ2, · · · , γn),

Γnew := diag(γnew),

R0 :=
[

0(n−1)×1 I(n−1)

]
,

V :=

[
m1

γ1
γnew −R0MRT

0

]
,

LnR
T
0 =

∂Pa

∂y |ys,Vs

.

We also define ȳ = y − ys and Z̄new = Znew − Zsnew, where ys and Zsnew are the

equilibrium vector associated with y and Znew, respectively.

Based on the new definitions, the linearized closed loop system can be given by

U


˙̄y

˙̄Pm

˙̄Znew

 =


0(n−1)×(n−1) V

−γnewγ ′new
γ21

− I(n−1)

LnR
T
0 −fIn 0n×(n−1)

0(n−1)×(n−1) kR0LcM 0(n−1)×(n−1)


︸ ︷︷ ︸

:=Fnew


ȳ

P̄m

Z̄new



where U = diag(Γnew,Γ,Γnew). The matrices F and Fnew represent the same modified

frequency droop controlled system, albeit the latter having the redundant variables re-

moved. It can be proved that this system is devoid of the zero eigenvalues by showing
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Fnew has a non-zero determinant. The determinant of Fnew is

det(Fnew) =

∣∣∣∣−γnewγ ′newγ21
− I(n−1)

∣∣∣∣
∣∣∣∣∣∣ LnR

T
0 −fIn

0(n−1)×(n−1) kR0LcM

∣∣∣∣∣∣
Since k and f are greater than zero by definition, we have:

det(Fnew) ∝
∣∣∣∣−γnewγ ′newγ21

− I(n−1)

∣∣∣∣ ∣∣R0LcMLnR
T
0

∣∣ (5.20)

By induction, we can show that the magnitude of the first term in (5.20) is 1+
n∑
j=2

γ2j /γ
2
1

which is monotonously increasing with n and always greater than one for values of γ

considered in this chapter. The last term in (5.20) is obtained using Cauchy Binet’s

determinant formula [22]. Since the basis of the kernels of Ln and Lc cannot be mapped

through the matrices RT
0 and R0, respectively, we can say that the determinant of this

term is never zero. The remaining is a product of non-zero values proving det Fnew 6= 0.

5.3 Simulations and discussion

Network 1

We initially present simulation results of a simple network shown in Figure 5.3 under

clock drifts. We assumed lossless network for the sake of simplicity. According to our

condition (5.12) any value of 0 < k < 5 will achieve stability and equal power sharing.

This is shown in Figure 5.4. Hopf bifurcation behaviour (the eigenvalues have zero real

part, i.e. pure imaginary eigenvalues) is shown when k = 5 and the system is rendered

unstable for a value of k > 5. This is shown in Figure 5.5 using the frequency difference,

(ω1 − ω2).

Network 2

Here we present simulation results of a microgrid system consisting of three single phase

inverters and three loads (shown in Figure 5.1) which is representative of a typical
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v1
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v2

12.5Ω

12.5Ω

Figure 5.3: Kron reduced two inverter microgrid with parameters mi = 10−6 Hz/W,

Vi = 250Vrms, P
∗
i = 0W, ω∗ = 50Hz, γ1 = 1, γ2 = 0.9998 and Lc = [1 − 1;−1 1].
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Figure 5.4: (a*) Frequency and (b*) power of inverters under (*1) traditional frequency

droop with drifts and (*2) modified frequency droop with drifts and k = 1. – Inverter

1, - - Inverter 2.

distribution level islanded microgrid. The parameters of the system under consideration

are given in Table 5.1 and are modified from [131]. The simulations are implemented in

MATLAB Simpowersystems. Several case studies are simulated and the corresponding

results discussed in this section.

It is worth mentioning that typical low voltage microgrids, like the one shown in simu-

lations, are confined to relatively small neighbourhoods and the output impedances may

be dominantly resistive. However, it is still reasonable to model the output impedance

as inductive by taking advantage of virtual impedance emulation techniques [85] as re-
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Figure 5.5: Frequency difference, (ω1 − ω2) between inverters for various values of k.

Table 5.1: Simulation parameters for (P − ω) droop control based microgrid.

Parameter Value

Vi 250Vrms

Zi, i=2,4 0.02 + j0.2 Ω

Zi, i=1,3,5 0.03 + j0.3 Ω

ZiL, i=1,2,3 12.5 Ω

f 10 Hz

mi 1× 10−6 Hz/W

ω∗,P ∗i 50 Hz, 0 W

marked in the assumptions and also at the beginning of this thesis.

Case 1 : Inverters with identical clocks, disproportionate output impedances

and no consensus controller

Initially we chose the clocks to be perfectly synchronized. There is no active consensus

controller in this case. The corresponding results are shown in Figure 5.6. We can

clearly see from the figure that after a small transient the frequency converges to a
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constant (which is less than the rated value of 100π rad/s) and the power sharing between

sources is accurate and according to the sharing plan. For this reason, the term LcMPm

converges to zero even when the control gain, k is zero. It must be noted that the

distribution of line impedance has no effect on the real power sharing properties in

inductive frequency droop controlled microgrid. The voltage remained at a constant

value throughout, as controlled.
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Figure 5.6: Outputs of the system with ideal clocks and ki = 0. (a) Real power, (b)

frequency, (c) LcMPm, and (d) Voltage. Inverter at bus 1 is represented by (—), at bus

2 by (- -) and at bus 3 by (-·-).
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Case 2 : Inverters with non-identical clocks, disproportionate output impedances

and no consensus controller

In the next set of simulations we chose the following clock drifts: γ1 = 0.9998, γ2 =

0.9996 and γ3 = 0.9994. No integral action was implemented, i.e., k = 0. The results

corresponding to these simulation parameters are shown in Figure 5.7. The frequencies

still converge to a global average as mentioned earlier and the voltage is maintained

constant as shown in Case 1. However, the clock drifts have a profound effect on power

sharing. Since the inverter at bus 2 is at the average frequency its power output is

according to the power sharing plan. However, the power sharing between the inverters

1 and 2 is largely perturbed. The calculation given below validates our discussion on

clock drifts (5.3) earlier :

We have,

P1 =
(γ2 − γ1)

m

ω∗

γ2
+
γ1
γ2
P2

=
(0.9996− 0.9998)

2π10−6
× 100π

0.9996
+

0.9998

0.9996
5000

= −5003.0012006 or u −0.5× 104W

The inverter on bus 1 consumes the excess power generated by its counterpart at bus 3

according to the power sharing criteria. It is clear that the inverter 1 is charging its DC

side source. If there is no flexibility or restricted bidirectional power flow as assumed,

the system loses its source and this might in turn lead to instability by overloading the

remaining sources.

Case 3 : Inverters with non-identical clocks, disproportionate output impedances

and active consensus controller

In the following scenario we have chosen the same clock drifts, namely, γ1 = 0.9998, γ2 =

0.9996 and γ3 = 0.9994. The integral gain control is chosen to be k = 0.3, following our

condition (5.12). Although there is a perturbation in the power sharing, the integral

controller ensures proper power sharing as seen in Figure 5.8 (a). A small transient
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Figure 5.7: Outputs of the system with clock drifts and ki = 0. (a) Real power (b)

frequency, (c) LcMPm, and (d) Voltage. Inverter at bus 1 is represented by (—), at bus

2 by (- -) and at bus 3 by (-·-).

change is initiated in the frequencies of inverters by the integral controller modifying the

phase angle in such way that the power sharing plan is accurately followed. The integral

term reaches zero at around 10 s, depicting the same. As in all the previous cases the

voltage remains constant as controlled. Tuning the values of k will increase / decrease

the speed of convergence of the powers. Choosing a very large value for k may achieve

faster convergence but the stability of the system becomes susceptible.
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Figure 5.8: Outputs of the system with drifted clocks and ki = k = 0.3. (a) Real

power, (b) frequency, (c) żi, and (d) Voltage. Inverter at bus 1 is represented by (—),

at bus 2 by (- -) and at bus 3 by (-·-).

5.3.1 Reactive power sharing with frequency boost controller

For low voltage microgrids that use reactive power frequency (Q+ ω) boost controllers,

we can modify our control law to proportionally share reactive power under the presence

of clock drifts as follows:

γiδ̇i = ω∗ + ni(Qi −Q∗i ) + zq,i

γiQ̇i = −fq,iQi + fq,iqi

γiżq,i = `i
∑
j∼Ni

(niQi − njQj),
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Table 5.2: Simulation parameters for (Q+ ω) boost control based microgrid.

Parameter Value

Vi 250Vrms

Zi, i=2,4 0.2 + j0.02 Ω (at ω∗)

Zi, i=1,3,5 0.3 + j0.03 Ω (at ω∗)

ZiL, i=1,2,3 j12.5 Ω (at ω∗)

f 10 Hz

ni 1× 10−5 Hz/VA

ω∗,Q∗i 50 Hz, 0 VA

where ni is the (Q+ω) boost coefficient, qi = BiiV
2
i −

∑
k 6=i |Yik|ViVk cos(δi−δk+φik) is

the reactive power, Qi is the filtered reactive power, fq,i is reactive power filter cut-off,

zq,i is the integral control variable of the ith inverter and `i is its integral controller

gain. The network set-up and parameters used in this set of simulations are all the same

except the resistance and reactance values are interchanged. The integral controller

value is chosen to be unity, i.e., `i = ` = 1. The clock drifts are exactly the same as the

earlier case. Figures 5.9 (a),(b) represent the response of a microgrid with traditional

frequency boost controller and Figures 5.9 (c), (d) represent the response of a modified

frequency boost controller. It can be clearly seen that the larger droop coefficient leads

to a faster steady state convergence given some frequency deviation is allowed. However

the clock drifts still have an impact on reactive power sharing. The modified controller

provides accurate power sharing unlike its traditional counterpart. Qualitatively, the

analysis of reactive power frequency boost control is carried out in a similar fashion to

power frequency droop control.

5.3.2 Comparison with other known works

A few works have considered the power sharing problem in frequency droop microgrids

from different perspectives. For example, in [125] the authors discussed a consensus
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Figure 5.9: Response of a (Q+ω) boost controlled low voltage resistive microgrid (top)

with clock drifts and `i = ` = 0, and (bottom) with clock drifts and `i = ` = 1. (a, c)

Frequency, (b, d) reactive power. Inverter at bus 1 is represented by (—), at bus 2 by

(- -) and at bus 3 by (-·-).

power sharing problem assuming the presence of accurate clocks and lossless networks.

They have used average power sharing correction, where all the converter based genera-

tion systems communicate to each other, compute the average and reach to a consensus

on the average real or reactive powers using PI control loops. Our technique, on com-

parison, benefits from the fact that clock affect is made explicit, communication is only

nearest neighbour and since we can use our control technique with very small droop co-

efficients we can simultaneously avoid secondary control. We have also proved stability

for lossy microgrid systems that have a high X/R ratio.Some papers used distributed

averaging techniques: 1) to correct frequency deviation and provided accurate power

sharing, see [134]; and 2) to provide SoC sharing within specified power limits, see [43];

in the absence of clock drifts. However, a recent paper by some co-contributors of [134]

has made it explicit that distributed averaging based secondary control techniques may

not provide accurate power sharing in the presence of clock drifts, see [74], for which our

control technique is especially designed for.
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5.4 Summary

We have shown that the power sharing properties of frequency droop controlled inverters

are very sensitive to uncertainty in frequencies that arise as a result of clock drifts.

We proposed a power sharing controller which based on peer-to-peer communication

and improves the stability margin of the system. We presented conditions of stability

using Lyapunov’s indirect method of stability assessment. We have also shown that our

modified droop controller can be used for reactive power sharing in resistive microgrids

with minimal changes. Since the structure of the proposed design uses sparse inter-node

communications, the modularity and robustness of microgrid design are well preserved.

]]]
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Modified Angle Droop

U
NLIKE frequency droop, angle droop is implemented on a quantity that only

has a definition in relative terms, the phase angle. On one hand, clock drifts

are crucial is assessing stability and power sharing for angle drop controlled systems

however, the disproportion in output impedances can also have a detrimental effect on

its power sharing properties. This chapter addresses the angle droop control problem in

more detail. The assumptions listed in Section 5.1.1 and models/definitions introduced

in Section 3.4 are also applicable to the remainder of this chapter.

6.1 Angle droop and component mismatches

The implementation of angle droop controlled inverter is shown in Figure 6.1. The

main aim of the angle droop controller is to provide robust and fair power sharing

without imposing a master-slave relationship on the system. Therefore, it is important

to understand how power sharing between inverters is achieved using angle droop control.

6.1.1 Two source one load case

From Figure 6.2 and our discussion in Chapter 3, if we assume that the network impedances

have a high X/R ratio and the voltage amplitudes are constant, for the (real) power flow

116
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Saturation and PWM generation

Gating signals

Control block

Figure 6.1: Implementation block diagram for a single phase traditional angle droop

controlled inverter system.

from the sources to the load

Pi0 ≈ ViV0 sin(δi − δ0)/Xi0.

V1∠δ1

Z10∠θ1

V2∠δ2

Z20∠θ2

ZL∠θL

V0∠δ0

Figure 6.2: Power flow within a system consisting of two voltage sources supplying a

common load.
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Assuming the difference between the phase angles to be small, we can write:

(δi − δ0) ∼= χi0Pi0 (6.1)

In this case, the angle differences between the sources and the load of Figure 6.2 can be

given by (6.1) as follows:

(δ1 − δ0) ∼= χ10P10, (6.2)

(δ2 − δ0) ∼= χ20P20. (6.3)

Assuming that the sources 1 and 2 are operated on angle droop control and also assuming

δ∗i = miP
∗
i = 0, the angle between the two sources can be represented by :

(δ1 − δ2) ∼= m2P20 −m1P10. (6.4)

Solving equations (6.2), (6.3) together with (6.4) yields

P10 (χ10 +m1) = P20 (m2 + χ20) , (6.5)

where χij := Xij/ViVj . It can be seen from (6.5) that only a choice of mi � χi0 will

result in the desired power sharing ratio m1P10 ≈ m2P20. If mi � χi0 or if there exists a

non-negligible link resistance, then we require a more sophisticated technique to ensure

proper power sharing.

6.1.2 Other topologies

The power sharing correction for topologies like those shown in Figures 6.3 and 6.4

is more complex. For the system shown in Figure 6.3 load voltage communication

or a central controller based supervision may be used to implement a power sharing

correction [92], but such systems are then susceptible to a single point-of-failure. Also

this solution is difficult to scale, as any change in the topology requires also a change in

the control law. Power sharing between inverters the system shown in Figure 6.4 is:

δ1 − δ2 = χ1a − χ2a,

δ2 − δ3 = χ2b − χ3b,

δ3 − δ4 = χ3c − χ4c.
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Figure 6.3: Star topology - n angle droop controlled inverter systems supplying a

common load ZL. Each inverter is represented by a phasor Vi∠δi and is connected to

the load (V0∠δ0) through an output impedance Zi0∠θi0.

V1∠δ1

I1a
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I2b

V3∠δ3

−I3b

Ib

Vb∠δb I3c

Ic

−Ic4
V4∠δ4

Vc∠δc

Figure 6.4: An example four inverter three load microgrid.

Given that each source implements angle-droop, we also have

δ1 − δ2 = m2(P2a + P2b)−m1P1a,

δ2 − δ3 = m3P3b −m2(P2a + P2b),

δ3 − δ4 = m4P4c −m3(P3b + P3c).

In this case, choosing δi,rated or mi,new to counteract the power sharing error is pro-

hibitively difficult due to the unavailability of partial power terms. Measuring the partial

power terms for δi,rated correction becomes impractical, and the also load voltage feedback

method (modifying mi to mi,new) will not ensure accurate power sharing. A commu-

nication based central controller can be used to implement a power sharing correction

technique as shown in [94], but such a system is susceptible to a single point-of-failure.
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To the best of our knowledge, in the literature no control method using only lim-

ited communications can adequately ensure fair power sharing in angle droop controlled

systems. Selecting large values for mi or modifying mi based on load voltage commu-

nication may provide power sharing, but (especially when Xij/(Vi Vj) is large) this will

erode the stability margin of the microgrid system [92], and hence this is not a practical

approach. Also obtaining accurate information on Xij for all branches in a network is

difficult.

6.1.3 Effect of clock drift on power distribution

Observe that the implementation of angle droop control requires a common clock signal

and the angle measurements are made with respect to a common angular frequency ω∗

(50 or 60 Hz for example) [94]. Using the global positioning system (GPS) based time

synchronization was presented as a possible solution for time synchronization in [94].

A disadvantage of such design is that the entire network is dependent on an external

timing source.

Let us consider how the power sharing between inverters is affected by clock drift.

First, define the average frequency in the network as

ωavg =
1

n

n∑
i=1

ωi.

Over a short period of time, the average frequency can be viewed as the global system

frequency, and we rewrite the ith inverter local voltage (3.14) in terms of this average

network frequency ωavg as follows,

vi(t) = Vi cos(ωavgt+ δ′i(t)), (6.6)

where δ′i(t) = δi + (ωi−ωavg)t is a time varying phase angle. The short period of time is

O(1/ε) (with ε as defined in Section 3.4) and hence it is a reasonably large time interval

over which we can consider the stability of the network.
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Given any network, we continue our analysis using its Kron reduced form [77]. The

active power at the ith inverter, pi, in the Kron reduced network, using (6.6), is of the

form1:

pi = GiiV
2
i +

n∑
k=1,k 6=i

|Yik|ViVk sin(δ′i − δ′k + φik) (6.7)

where Yik = Gik + jBik is the complex admittance and φik is the admittance angle

between inverters i and k in the Kron reduced network. Refer to Appendix C for more

details on Kron reduction method. Recall that the analysis conducted here is with re-

spect to a global reference time t, and a global frequency ωavg.

The sinusoidal terms in pi are functions of time due to the clock drifts as follows:

sin(δ′i − δ′k + φik) = sin((δi + (ωi − ωavg)t)

− (δk + (ωk − ωavg)t) + φik),

= sin(δi − δk + (ωi − ωk)t+ φik).

Since in our setting (ωi − ωk) = (εi − εk)ω is not zero, the power flow pi (6.7) varies

(slowly) with time as a sum of sine functions, each sine function having a small frequency

given by the frequency error between two inverters. (Using the data in Table 3.2, observe

that the time scale for these power flow variations is in the order of 30 seconds.)

In summary, in order to achieve power sharing, we need a control scheme that can

overcome both the line impedance effect and the frequency mismatch effect. To enable

such control, and allow the above model over a significant period of time to be valid,

we first implement a frequency restoration control to suppress any beating phenomenon

caused by frequency differences.

1The time argument is neglected for simplicity
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6.2 Modified angle droop and stability analysis

Motivated by the robustness and modularity requirements for a microgrid, we make

use of inter-node communications only to maintain desired power output and achieve

synchronization between inverters.

6.2.1 Frequency control

To facilitate frequency synchronization between inverters and to eliminate any frequency

beating phenomena, we propose that each inverter i communicates its measured local

frequency ωi to the neighbouring inverters j ∈ Ni. This type of control is locally

executed. The ith inverter then implements an integral action controller to reduce the

frequency drift:

γiω̇i = −ψi
∑
j∈Ni

(ωi − ωj), (6.8)

where ψi > 0 is the frequency restoration gain. It can be seen here that the clock drift

effect is included using the integrator scaler γi.

6.2.2 Power control

In order to facilitate power sharing, we propose that each inverter communicates its

output power to all its neighbouring inverters. Inspired by consensus theory [106], we

modify the droop equation (3.11) by adding an integral action term zi(t) as shown in

(6.9). The integral action zi(t) is defined in (6.10).

δi = δ∗i −mi × (Pi − P ∗i )− zi, (6.9)

γiżi = ki
∑
j∈Ni

(miPi −mjPj)., (6.10)

where ki is the integral control gain. The integral action serves to enforce power flow

sharing, because the equilibrium condition implies power sharing.
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6.2.3 Convergence and stability analysis

The modified angle droop control system is a combination of two separate controllers,

one to achieve frequency convergence and another to achieve consensus in power sharing.

We have the following stability results.

Theorem 6.2.1 (Frequency Consensus). The frequency controller (6.8) with indi-

vidual control gains ψi > 0 achieves frequency consensus irrespective of the remaining

system behaviour, provided the communication graph is symmetric and well-connected.

Proof. First, we rewrite the frequency stabilising controller (6.8) in vector form as

ΓΩ̇ = −ΨLcΩ, (6.11)

where Γ = diag(γi), Ω = col(ωi) and Ψ = diag(ψi), and Lc is the Laplacian matrix

associated with the communication structure. Here the communication structure is

symmetric and corresponds to a well-connected communication graph, in which case

Lc is positive semi-definite, with a single zero eigenvalue [106]. A steady state Ωs 6= 0

will be reached exponentially because the state transition matrix −Γ−1ΨLc is negative

semi-definite, with a single zero eigenvalue.

The steady state is proportional to the zero-eigenvector of the Laplacian:

0n = −LcΩ
s ⇐⇒ Ωs = α1n ⇐⇒ ωsi = ωsj = ωavg,

where 0n is an n-dimensional vector of all zeros and 1n is an n-dimensional vector of all

1s. It follows that consensus is reached exponentially fast.

Remark 6.2.2. Because Lc is symmetric with 1n as eigenvector associated with its

unique zero eigenvalue, it is easily seen that
∑

i
γi
ψi
ωi(t) is independent of time. Hence

the final averaged frequency, and the consensus of all frequencies, is therefore given by

ωavg = lim
t→∞

ωi(t) =

∑
i
γi
ψi
ωi(t)∑
i
γi
ψi

, t ≥ 0.

It is thus equal to the weighted sum of the original frequencies, weighted according to the

ratio of clock drift to the corresponding frequency controller gain.
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Given all γi are near 1, selecting all ψi = ψ > 0 is a reasonable choice, which yields

ωavg = lim
t→∞

ωi(t) =
1

n

∑
i

ωi(t)

The accuracy of the frequency consensus algorithm depends on the measurement ac-

curacy of the local frequency. Perfectly accurate local frequency measurements will lead

to perfect synchronization (6.8). In the presence of clock drift some frequency measure-

ment error cannot be avoided, and the above control law will lead to almost frequency

stabilisation, with a residual error of the order of the mean measurement error over the

network (the larger the network the smaller the residual error). Also, the modified angle

droop control, to be proposed in Section 6.2.2 is robust with respect to small inaccura-

cies in frequency measurement, and hence perfect frequency stabilisation is not required.

Although the power sharing is perturbed by the frequency consensus control action,

once frequency consensus is reached, the steady state power distribution (6.7) only de-

pends on the line impedances. As the frequency consensus is guaranteed independent

of the power sharing, the power sharing controller can focus on power sharing as if

frequency consensus holds.

To model the dynamics of the power controller, assume that the power measurements

are obtained as the output of a unity gain, low pass filter, represented by:

γiṖi = −fp,iPi + fp,ipi, (6.12)

where fp,i is the low pass filter cut-off frequency and pi is the power supplied by (see

equation (6.7)) the ith inverter.

Definition 6.2.3. Define vectors / matrices:

1n := col(1),

0n := col(0),

Pm := col(Pi),

P∗ := col(P ∗i ),

Pa := col(pi),

δ := col(δi),

V := col(Vi),

Z := col(zi),

M := diag(mi),

Γ := diag(γi),

K := diag(ki),

T := diag(τp,i).
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We also introduce a deviation vector associated with every state vector. For example,

δ̄ is the deviation vector for the local phase angle vector δ, defined as:

δ̄ = δ − δs, (6.13)

where δs is the equilibrium vector of phase angles. Similarly deviation vectors are de-

fined for the state vectors (P̄m, Z̄) and equilibrium vectors (Ps
m,Z

s). The power-angle

Jacobian is defined as Ln =
∂Pa

∂δ
|δs .

Using equations (6.9), (6.10), (6.12) and (6.13) we can obtain the (error) vector

dynamics of the closed loop system. The linearized system is given below:

(I2 ⊗ Γ)

 ˙̄Pm

˙̄Z

 =

−f(In + LnM) −fLn

kLcM 0n×n


︸ ︷︷ ︸

:=A

P̄m

Z̄

 (6.14)

For simplicity sake, we assumed equal measurement filter cut-off frequency and equal

the integral control gains at all inverters. So we have T−1 = diag(fp,i) = fIn, and K =

diag(ki) = kIn. For properties of matrices Ln and Lc see [119] and [106], respectively.

The eigenvalues of A defined in (6.14) are the roots of the equation

det(λAI2n −A) = det(Q(λA)) (6.15)

where Q(λA) = λ2AIn + fλA(In+LnM) + fkLnLcM.

Lemma 6.2.4. Given the properties of the matrices Ln,Lc and M, the matrix product

LnLcM has a zero eigenvalue and all the remaining eigenvalues have positive real parts.

The real parts of the eigenvalues of In + LnM are always positive.

Proof: The droop coefficient matrix M is diagonal with strictly positive entries,

and hence it is strictly positive definite. The network laplacian Ln is associated with

a strongly connected graph (of the Kron-reduced network) and therefore its non-zero

eigenvalues have a strictly positive real part (there exists a zero eigenvalue of geometric

multiplicity one) [119]. We also assume that any vector v ∈ Cn and LcMv( 6= 0n) is not

in the null space of Ln which is reasonable since the null space and the image of any
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matrix are orthogonal subspaces. The second part of the claim comes from the fact that

the zero eigenvalue of LnM disappears on addition with the identity matrix In.

Theorem 6.2.5 (Power Sharing). Considering that the frequency controller (6.11)

stabilizes the frequency, let µi(= ai+ jbi) be the ith eigenvalue of the matrix (In+LnM)

and ρi(= xi+ jyi) be the ith eigenvalue of matrix (LnLcM), i = 1, 2, . . . , n. We define

σ := k
f , Ui := a2i − b2i − 4σxi, and Wi := 2aibi − 4σyi. Then, the linearized closed loop

system (6.14) is stable for appropriate choices of f, 0 < k � min(
1

mi
), 0 < mi � 1 that

satisfy the condition:

W 2
i

4
+ Ui < 1 (6.16)

Proof. First, we prove that power sharing criterion is satisfied. The integral consen-

sus term of (6.10) is a negative feedback term with the matrix Lc governing its state

evolution. Consequently, in steady state, we have:

0n = kLcMPs
m ⇐⇒ MPs

m = β1n ⇐⇒ miP
s
i = mjP

s
j ,

where 0n is a n-dimensional vector of zeros, 1n is a n-dimensional vector of ones and β

is a constant depending on aggregate inverter loading (load + line loss) and irrespective

of line impedance distribution. Secondly, to prove the system stability, we analyze the

characteristic polynomial det(Q(λA)) defined in (6.15). Recall that from Lemma 6.2.4,

the <{v∗LnLcMv} ≥ 0 and <{v∗(In + LnM)v} > 0 for any vector v ∈ Cn with v∗v = 1.

For any vector v with v∗v = 1 we have will then have

v∗Q(λA)v = λ2A + fλAv
∗(In + LnM)v + fkv∗LnLcMv.

Let vi be the right eigenvector of Q(λA), such that v∗iQ(λA)vi = 0. That implies

λ2A + fλAv
∗
i (In + LnM)vi + fkv∗iLnLcMvi = 0. (6.17)

With eigenvalue definitions introduced in the statement of theorem (6.2.5) the above

equation becomes

λ2A,i + fλA,iµi + fkρi = 0.
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The eigenvalues of A are the roots of the above equation for i = 1, 2, . . . , n. From

Lemma 6.2.4 we conclude that µ1 = 1 and ρ1 = 0 can be identified as eigenvalues

associated with the second and the last term in (6.17). Moreover, $M−11n, $ ∈ R\{0}

is the eigenvector associated with these eigenvalues.

Therefore, we conclude that the first two eigenvalues of the matrix A are

λA,11,2 = 0,−f.

The remaining eigenvalues are obtained by solving

λ2A,i + fλA,iµi + fkρi = 0, i = 2, 3, . . . , n

Since the above equation is quadratic, the solutions can be written as

λA,i =
f

2

[
−1±

√
µ2i −

4kρi
f

]
.

As introduced in the Theorem 6.2.5 statement, we can define

√
Ui + jWi =

√
µ2i −

4kρi
f

The roots of
√
Ui + jWi take the form ±(ui + jwi) [119]. Here, we need ui to be less

than 1 to ensure that the (non-zero) roots always have a negative real part, which can

be achieved by designing an integral control gain k according to (6.16). Since traditional

angle droop controller is based on small angle approximations (truncated Taylor series

expansion) of the sine function, it is good practice to choose small values of k typically

much less than the smallest reciprocal of the droop coefficients, i.e., k � min(1/mi) to

avoid unnecessary oscillations.

6.3 Simulations and discussion

We present a simulation example to illustrate the performance of the stabilizing con-

troller; a microgrid consisting of three single phase inverters operating in parallel sup-

plying a common load, a system in a star topology as discussed in Section 6.1. The
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parameters of the system are given in Table 6.1. They are informed by [131]. It is worth

observing here that the main network impedances are inductive. If these impedances

were not inductive, the suggested angle droop controller would be inappropriate since

a higher X/R ratio is required. We remark that when this is not the case, virtual

impedance control at the inverter can be used to enforce this condition. The simula-

tions are implemented in MATLAB SimPowerSystems. Several scenarios with different

controllers are simulated.

Table 6.1: Simulation parameters for (P − δ) droop control based microgrid.

Parameter Value

n 3

[R1 R2 R3] [0.02 0.04 0.03] Ω

[X1 X2 X3] [0.2 0.4 0.3] Ω (at ω∗)

mi 1 ×10−6deg/W

V ∗i 240 Vrms

ω∗ 2π50 rad/s

δ∗i 0 rad

R0 16.6 Ω

Lc [1 − 1 0;−1 2 − 1; 0 − 1 1]

Case 1 : Inverters with identical clocks and disproportionate output impedances

The three inverters are operating at the rated frequency, ω = ω∗ = 100πrad/s. There

are no clock drifts: γi = 1. The evolution of the output power supplied by the inverters

in this scenario is given by Figure 6.5(a). It can be clearly seen that the power supplied

by each inverter depends on its output impedance as discussed in section 6.2. As is to

be expected, the inverter with the largest per-unit output impedance supplies the least

power.
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Figure 6.5: Active power sharing between inverters in (a) traditional angle droop (b)

proposed angle droop control with inverters operating at ideal frequencies; – Inverter 1,

- - Inverter 2, -.- Inverter 3.

Case 2: Inverters with identical clocks, disproportionate output impedances

and power consensus controls

In this case, the rated frequency, ω∗ at each inverter remains at 50 Hz. Clock drifts

are not present. Only the proposed power consensus controllers are now active. Figure

6.5(b) shows changes in the active power output of each inverter over a time period of

12 seconds. The power consensus time constant is about 1s. It is clearly seen that power

sharing is restored. The integral controller ensures zero power sharing error in this case,

irrespective of the disparate per-unit output impedances.
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Figure 6.6: (left) The response of the network with frequency drifts and without

consensus control; (right) The response of the network with frequency drifts and with

proposed consensus control, ψi = ψ = 1 and ki = k = 103. (a,b) Inverter output active

power (c,d) inverter output voltage frequency (e,f) rms load voltage (g,h) load frequency;

‘–’ Inverter 1, ‘- - ’ Inverter 2, ‘-.-’ Inverter 3, ‘–’ Load.

Case 3: Inverters with non-identical clocks and disproportionate output

impedances

In this case, the rated frequencies of the inverters remain at 50 Hz. Time invariant

clock drifts are present. The relevant drift parameters are η1 = −0.01 Hz, γ1 = 1.0002,
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η2 = 0.01 Hz, γ2 = 0.9998 and η3 = 0.02 Hz, γ3 = 0.9996.

The output power and the local frequency of each inverter is shown in 6.6(a) and

6.6(c), respectively. When these clock drift are not compensated for, the injected powers

start drifting apart. That is the microgrid is unstable. Indeed notice that in this case one

of the inverters actually sink power. Four quadrant inverters may be able to cope with

this situation, but simple inverters will not allow such large deviations, and their current

protection will lead to inverter shut-down, and hence microgrid failure. Moreover, as

shown in figure 6.6(e), the voltage stability of the microgrid has also been compromised.

Clearly, there is no stable network frequency (shown in Figure 6.6(g)) in the microgrid.

Case 4: Inverters with non-identical clocks, disproportionate output impedances

and consensus controls

While the parameters are the same as in the previous case, in this scenario both the

frequency and power consensus controls are active and chosen according to the criteria

provided. In spite of the clock drift, it is clearly shown in Figure 6.6(b) that power sharing

is achieved. During the transient phase, the power sharing error is still significant; further

work is required to avoid large transient deviations in power sharing, and to respect the

operational envelope of the inverters. Once the frequency consensus control delivers a

consensus frequency, as shown in Figure 6.6(d) the power sharing is quickly restored (the

time constant was chosen rather large to illustrate the effect of the frequency consensus

control). We also observed that the power sharing controller alone can counteract small

frequency differences in terms of stability of output power.

6.3.1 Comparison with other known works

Comparing modified angle droop with some known accurate power sharing techniques,

for example [43, 124, 125], highlights the differences in control application to achieve a

similar objective. All the papers mentioned above applied distributed averaging tech-

niques using a dedicated communication channel. However, unlike either of them, the
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angle droop is applied directly to control the phase angle of converter based generation

systems to achieve power sharing. Methods like those used in [42] where one pulse per

second (1PPS) based GPS clock correction can avoid the frequency control loop but the

power sharing controller is still required to achieve accurate power sharing under the

effect of disproportionate impedances.

6.4 Summary

We have shown that the angle droop controller is very sensitive to clock drifts. Assuming

the frequency drifts are constant over a short transient period, we introduced a com-

bination of stabilizing controllers that ensure the desired operation in an angle droop

controlled microgrid. The proposed framework is based on local peer-to-peer communi-

cation to achieve first a consensus in the system frequency and then to restore the desired

power sharing between the inverters. Simulation results are presented to illustrate the

control ideas.

]]]
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Conclusion and future work

7.1 Conclusion

R
NEWABLE energy microgrids based on power electronics are set to revolution-

ize the electricity industry in the very near future. We have addressed some

important research challenges that support this evolution in two parts:

1. Sizing and operating storage systems in master-slave microgrids- We have

used linear models of a radial master-slave microgrid network and incorporated the

battery operation and sizing variables as decision variables in a suitable optimiza-

tion algorithm. By solving this optimization as an MILP, we have addressed an

implicit design issue of battery size availability. The result of the optimization

problem estimates the size, position and temporal operation profiles of batteries

which can satisfy all the network constraints and reduce the total cost of microgrid

operation at the same time. Applicability of the battery charging and discharging

decisions obtained from optimization is reliant on accuracy of forecast information

in demand and generation. To cope with the uncertainty that arises as a result of

prediction errors, we have used a Monte-Carlo simulation type analysis to find the

solution that satisfies the constraint set.

2. Controlling parallel converter based generation - Given microgrids are en-

134
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ergy and power limited, power/energy sharing is the main aspect analyzed in our

work. It has been shown that practical implementation variables like impedance

distribution and clock mismatches have an impact on the system stability and

power sharing between droop controlled converters in a microgrid. We proposed

methods that can achieve stability and desired power sharing behavior in the pres-

ence of such mismatches. Our design is consistent with the microgrid definitions

of being scalable and modular. The robustness of multi-master microgrids is not

affected by our modifications thereby allowing plug-n-play operation of microgrid

sources. We have developed conditions for stability in terms of network parame-

ters using Lyapunov’s indirect method. Although network information is required

for finding the absolute bounds on stability, we indicate that we can stabilize the

microgrid with approximate network information.

7.2 Future research

• Battery sizing in non-unity power factor networks- In Chapter 4, the model

used in the optimization problem is easily extendible to AC networks that have a

power factor close to unity. However, for networks that have a power factor dif-

ferent from unity the model does not completely capture all the dynamics within

the network. This requires further research.

• Modelling microgrids and communication- Microgrid modelling carried out

in this thesis has considered only constant impedance loads as is common in the

present literature. However, some works [136], [87] used constant power loads in

their microgrid models. Both these methods have their own advantage / draw-

backs and these have been pointed out in [18]. Developing on this, an approach

that can integrate all load types into the model would be ideal for the microgrid

research. In future research it would be desirable to consider a greater variety of

loads. Moreover, here, as in most part of the literature we did not discuss microgrid
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operations under fault conditions, for safety and regulatory compliance, fault con-

ditions and fault response in the microgrid has to be analyzed, and the supervisory

control has to be designed such that the microgrid remains safe under fault condi-

tions in the microgrid. Moreover, communications generally introduce a delay in

the dynamical system modelling. It will be important to see how communication

delays impact the stability of microgrids under clock drifts. For example, a reason-

able method would be to model the microgrid as a system of delayed differential

equations (DDEs) as shown in [31].

• Frequency restoration through secondary control- An important function-

ality of microgrids is to operate when connected to the grid, which means transi-

tion to grid-connected mode requires a grid synchronization control as discussed

in Chapter 3. There is a huge subset of microgrid literature that discusses this

aspect, however in the presence of clock mismatches, some local techniques or dis-

tributed averaging controller [136] might not work as well as they do in networks

without clock mismatches [75]. The approach we have used in our modified droop

controllers is readily extendible to grid synchronization controls with very simple

modifications.

• Dynamics of voltage controllers- In this thesis, we have not considered volt-

age mismatches and any controllers that regulate the voltage amplitude based on

feedback. As remarked in [162], although voltage mismatches are not as critical as

clock mismatches they would still have an impact on reactive power sharing and

(indirectly) stability. Therefore, further research should address voltage regulation.

]]]
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Appendix A

Stationary and synchronous

frames

The inverter control systems are implemented in either αβ frame or dq frame to trans-

form the three-phase variables. These transformations simplify the control design by

converting the three-phase system into two subsystems and also preserve the coupling

between the three phase quantities. Consider the balanced three phase system,

fa(t) = f̂ cos(wt+ θ0)

fb(t) = f̂ cos(wt+ θ0 −
2π

3
)

fc(t) = f̂ cos(wt+ θ0 −
4π

3
)

The space phasor form of this system is defined as

~f(t) =
2

3

[
ej0fa(t) + ej

2π
3 fb(t) + ej

4π
3 fc(t)

]
= f̂ ej(wt+θ0) (A.2)

A.1 Stationary reference frame

The αβ representation of A.2 is given by
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Figure A.1: Space phasor representation in αβ frame.

~f(t) = fα(t) + jfβ(t) (A.3)

Computing the real and imaginary parts of equations A.2 and A.3 we get

fα(t)

fβ(t)

 =
2

3

1 −1
2 −1

2

0
√
3
2 −

√
3
2



fa(t)

fb(t)

fc(t)


Figure A.1 shows that the αβ frame projections of a space phasor [158]. It can be

seen that fα and fβ are sinusoidal functions of amplitude f̂ and angular frequency ω.

Instantaneous power in αβ frame is give by

P =
3

2
[vα(t)iα(t) + vβ(t)iβ(t)]

Q =
3

2
[−vα(t)iβ(t) + vβ(t)iα(t)]
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Figure A.2: Space phasor representation in αβ frame and dq frame .

A.2 Synchronous reference frame

The dq representation of A.2 is given by

fd + jfq = [fα(t) + jfβ(t)] e−jε(t)

The transformation from αβ frame to dq frame is given byfd(t)
fq(t)

 =

 cos ε(t) sin ε(t)

− sin ε(t) cos ε(t)

fα
fβ


and abc frame to dq frame is give by

fd(t)
fq(t)

 =
2

3

cos ε(t) cos
[
ε(t)− 2π

3

]
cos
[
ε(t)− 4π

3

]
sin ε(t) sin

[
ε(t)− 2π

3

]
sin
[
ε(t)− 4π

3

]


fa(t)

fb(t)

fc(t)


Figure A.2 represents the space phasor in αβ and dq frames [158]. For ε(t) = ωt+θ0,

the time varying ac quantities fα and fβ are transformed into time-independent dc
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Figure A.3: Power flow in a two-port network

quantities fd and fq. Instantaneous power in dq frame is give by

P =
3

2
[vd(t)id(t) + vq(t)iq(t)]

Q =
3

2
[−vd(t)iq(t) + vq(t)id(t)]

A.3 Power calculation methods

A.3.1 Low-pass filter method

A two-port system working with sinusoidal signals is shown in Figure A.3. Output power

of such a system can be measured instantaneously using:

p(t) = vo(t)io(t).

This term, p(t) will have double frequency oscillating term and also has a non-zero mean

for non-zero current, i(t). It is passed through a low pass filter of a time constant, say

τp to obtain the average power, Pm. This is represented by:

τp
d

dt
Pm(t) = −Pm(t) + p(t).

A.3.2 Synchronous integrator method

In this method, the power is measured using average integrator for each cycle [131]:

Pm =
1

T

T∫
0

vo(t)io(t)dt,
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where T is the period of the sinusoidal voltage, vo(t). Refer to [158] for more information

on transformation frames and power calculation methods.



Appendix B

Simulation model of an inverter

Following the design procedure introduced in Chapter 2, here we implement the single

phase inverter in a simulation platform. As shown in Figure 2.19, the dual loop voltage

controller has parameter which are given in Table B.1. Figure B.1 shows a simulation

block diagram which is implemented in MATLAB. In the simulation, the inverter de-

signed using parameters in Table B.1 is driving a resistive load Ro = 16.6Ω through a

line impedance Lo = 1.8mH. The output voltage is shown in Figure B.2 (top). As one

can observe, the sinusoidal reference waveform is tracked accurately within a few cycles.

The output current is shown in Figure B.2 (bottom). The harmonic content (THD) in

voltage output is in the order of 2% and that in current output is in the order of 4%.

Table B.1: Parameters used in implementation of a single phase DC AC inverter.

Parameter Vdc fsw Lf Cf Vi kpi kpv kri krv ω0

Value 380V 10kHz 1.8mH 25µF 250Vrms 0.7 0.35 100 400 50Hz

The implementation code in C within the control block in Figure B.1 is as follows:

#include <Stdlib.h>

#include <String.h>

#include <math.h>

#define pi 3.1415926535897932384626433832795
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Figure B.1: Implementation of a single phase inverter in MATLAB SimPowerSystems.
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Figure B.2: (top) Output voltage vs reference voltage, and (bottom) Output current

of the single phase inverter.
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#define sqrt2 1.4142135623730950488016887242097

double V = 0.0; // peak voltage

double delta = 0.0; // phase angle

double f = 0.0; // frequency

double vout = 0.0; // output voltage

double iout = 0.0; // output current

double vref = 0.0; // reference voltage

double verr = 0.0; // error voltage

double ierr = 0.0; // error current

double iref = 0.0; // reference current

double kpv = 0.35; // propotional gain voltage

double krv = 400; // resonant gain voltage

double uv = 0.0; // voltage controller

double xv = 0.0;

double y1v = 0.0;

double yv = 0.0;

double w = 2*pi*50; // resonant frequency

double kpi = 0.7; // propotional gain current

double kri = 100; // resonant gain current

double ui = 0.0;// current controller

double xi = 0.0;

double y1i = 0.0;

double yi = 0.0;

double fnom = 50.0;

void SimulationStep(

double t, double delt, double *in, double *out,

int *pnError, char * szErrorMsg,

void ** reserved_UserData, int reserved_ThreadIndex, void * reserved_AppPtr)

{

//reading values

V = (double)(in[0]);

vout = (double)(in[1]);

iout = (double)(in[2]);
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vdc = (double)(in[3]);

//Reference generation

delta += fnom*delt;

vref = V*sin(2*pi*delta);

verr = vref -vout;

// Voltage PR Controller

uv = verr*kpv + xv + yv;

xv += verr*krv*delt;

y1v += (verr*kpv - uv)*w*w*delt;

yv += y1v*delt;

iref = uv;

ierr = iref -iout;

// Current PR Controller

ui = ierr*kpi + xi + yi;

xi += ierr*kri*delt;

y1i += (ierr*kpi - ui)*w*w*delt;

yi += y1i*delt;

m = ui;

out[0] = m/vdc; // to PWM generation block

}

For droop controlled inverters, there are modifications that had to be done to the refer-

ence generation block in Figure B.1. This part of the C code only is given here:

p = vout*iout; // power calculation

P += -(P-p)*fc*delt; // low pass filter

f = fnom - mi*(P); // droop controller with zero nominal power

//generating reference waveform

delta += f*delt;

vref = V*sin(2*pi*delta);

Output power and frequency of a frequency droop controller inverter with droop coeffi-

cient m = 10−5 Hz/W and power measured using the low pass filter methd (c.f. Section
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Figure B.3: (top) Output power, and (bottom) output frequency of a single phase

frequency droop controlled inverter.

A.3.1) with fp = 5Hz is shown in Figure B.3 (top) and Figure B.3 (bottom), respectively.



Appendix C

Kron reduction and power flow in

an electrical network

Analysis of a system with constant impedance loads is simplified by using a Kron-reduced

network form. The variations in frequency will present some difficulties in the formu-

lation of Kron-reduced networks. Therefore, we assume that the frequency differences

between systems vanish with time and are very close to the nominal. We formulate the

network impedance in terms of nominal frequency. In the following section, we briefly

present the network reduction process [77].

Let the network have n source buses [numbered 1 to n] and m constant impedance

load buses [numbered (n + 1) to (n + m)]. The connection between buses is via line

impedances Ŷij = Ĝij + jB̂ij , i, j = 1, 2, . . . (n+m). Observe that in the absence of a

common frequency, the power flow model partially breaks down due to the dependence of

the term B̂ij on the frequency. This has not been discussed in literature (to the best of our

knowledge). Neglecting this fact, the absolute value of admittance is |Ŷik| =
√
Ĝ2
ik + B̂2

ik

and the admittance angle is φ̂ik = arctan(
B̂ik

Ĝik
). The admittance matrix representation

of the given network will be of the form:

I = Ŷ V

148



149

V0

V1V2

V3

Vg
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Figure C.1: A star connected network with voltage sources V1, V2 and V3 (all measured

with respect to ground Vg) supplying a constant impedance load Ŷ0g.
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Figure C.2: Kron reduced network equivalent of Figure C.1.

Using Kron reduction the load nodes can be eliminated by replacing Ŷij by Yij as follows:

Yij = Ŷij −
ŶikŶkj

Ŷkk
, i, j = 1, 2, . . . , n and j 6= k

where the absolute values of impedance is |Yik| =
√
G2
ik +B2

ik and the impedance angle

is φik = arctan(
Bik
Gik

). The reduced system is discounted of all the load nodes and is of

the form:

I = Y V
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An example of Kron reduction is shown in Figures C.1 and C.2. The Kron reduced

network in Figure C.2 is discounted of the single load node as shown. The active power

flowing from the ith source in a Kron reduced network (see [77] for details) can subse-

quently be given as:

pi = GiiV
2
i +

∑
k 6=i
|Yik|ViVk sin(δi − δk + φik),

where (δi− δk) is the difference between the voltage phase angles of inverters i and k at

a common frequency. More details on Kron reduction can be found in [36].
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