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Abstract

Signal Processing Techniques for Optical Fiber Networks

by Xingwen Yi

At present, optical fiber transmissions are dominated by intensity modulation

and direct detection, which fundamentally limit the signal processing capabilities in

optical fiber networks. On the other hand, manipulation of optical phase enables

advanced signal processing techniques for various applications. This thesis includes

three parts and makes contributions in three research areas in optical fiber networks,

by applying optical and electronic signal processing techniques.

In the first part of the thesis, optical signal processing is employed to realize a

novel all-optical label swapping (AOLS) technique using synchronous phase modula-

tion. This technique is shown to address the forwarding speed bottleneck in optical

packet switched networks (OPSN). By exploiting the unique symmetry of phase-shift

keying (PSK), for the first time, label erasure and insertion are performed in a sin-

gle step by a phase modulator without wavelength conversion. We also propose and

demonstrate a polarization insensitive phase modulator to address the polarization

sensitivity of AOLS. Furthermore, we emulate multi-hop all-optical label swapping in

a re-circulating loop to investigate the power penalties from the accumulated phase

errors and the timing mismatch. Based on the experimental and analytical results,

we show that this technique can save wavelength converters significantly if compared

with conventional AOLS techniques requiring dedicate wavelength converters.

In the second part of the thesis, electronic signal processing, in particular dig-

ital phase estimation, is employed to enable coherent optical orthogonal frequency

division multiplexing (CO-OFDM) transmission, which can combat chromatic dis-

persion and polarization mode dispersion in high-speed optical fiber transmissions.

We present the detailed theoretical and experimental results of digital phase es-

timation, and demonstrate coherent detection of optical OFDM signals. For the

first time, we experimentally apply pilot-aided phase estimation to a high-speed

long-haul optical fiber transmission. We optimize the number of pilot subcarrier in



terms of bandwidth efficiency. In another experiment, we demonstrate the PMD

tolerance of coherent optical OFDM. The PMD tolerance can be improved by an

order-of-magnitude over conventional IM/DD systems.

In the third part of the thesis, we use two signal processing techniques to re-

alize optical performance monitoring for optical fiber networks. Firstly, an OSNR

monitor is proposed and experimentally demonstrated for consecutive packets with

varying OSNR in OPSN. Secondly, a chromatic dispersion monitoring technique is

demonstrated using simulation and experimental results. This technique uses the

tap coefficients in an electronic dispersion equalizer, without the need for additional

hardware.
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Chapter 1

Introduction

1.1 Overview

Research and development of optical fiber networks has been performed for several

decades. The primary motivation is to take advantage of optical fiber as an excellent

transmission medium. The rapid development of optical fiber networks is highlighted

by the increases of transmission speed and transmission distance of optical fiber

transmission systems. The earliest commercial systems operated near 0.8 μm, at a

bit rate of 45 Mb/s and allowed repeater spacing up to 10 km [1]. By the end of

the 1980s, the introduction of single mode fiber shifted the operation wavelength

region to 1.3 μm. During the 1990s, the invention of broadband optical amplifiers

around 1.5 μm and wavelength-division multiplexing (WDM) led to rapid advances

in optical fiber transmission systems. Currently various innovations still continue

to break the records of transmission capacity and distance. Recent experimental

demonstrations include 14-Tb/s transmission with 2 bit/s/Hz bandwidth efficiency

[2] and 2000-km transmission of 10 × 107 Gb/s [3].

In essence, optical fiber transmission systems are band-pass systems and thus

similar to wireless transmission systems. Optical signals have four dimensions in

which information can be encoded: amplitude, phase, frequency, and polarization.

Currently, only amplitude (intensity) is used to encode data in most commercial

optical fiber networks, which is traditionally called intensity modulation/direct de-

tection (IM/DD). The fundamental limitation of IM/DD is that photodiode only

responds to optical intensity, and the remaining dimensions of optical signals can

not be directly detected by photodiode. Therefore, optical phase, frequency, or po-

larization information must be converted into intensity information in order to be

1



Chapter 1. INTRODUCTION

detected by photodiode. Various conversion schemes are still under investigation for

any practical applications in optical fiber networks. At present, optical fiber net-

works are primitive compared to the radio/wireless networks which use sophisticated

signal processing techniques. For example, the optical transmitter and receiver are

comparable to those used in radio communication in the 1930s [4]. The reason is

that the current forms of optical transmitter and receiver do not use the phase of

optical signals, namely, they are non-coherent techniques. In short, the signal pro-

cessing capabilities are significantly limited in conventional IM/DD systems. The

full potential of signal processing capabilities must exploit the other dimensions of

optical signals, including optical phase, optical frequency, and optical polarization.

Although it is desirable to perform all signal processing in the optical domain for

all-optical networks, electronic signal processing is indispensable in the foreseeable

future. This is because all-optical signal processing is fairly rudimentary and does

not yet have the signal processing or computing capabilities to fulfill network tasks,

even after a decade of research. As a result, the present optical fiber networks rely

heavily on electronics to perform the intelligent network control functions. Never-

theless, it is possible to shift some simple functions to the optical domain, such as

label-swapping and forwarding [5]. Therefore optical and electronic signal processing

will co-exist in optical fiber networks. For a specific function, the choice of optical

or electrical approach depends on the associated performance and cost. In general,

if the function involves a fair amount of sophisticated logic and processing, they

are best handled in the electrical domain. If the function involves simple operation,

but require a high through-output capacity, like switching, they can adopt optical

approaches.

Optical and electronic signal processing can be applied to various aspects of

optical fiber networks, resulting in the different research areas. In this thesis, we

apply signal processing to three specific areas, as shown in Fig. 1.1. One common

aim of these three areas is to transmit user data from one place to another place

successfully. The three areas corresponds to three parts of this thesis:

• The first part proposes a novel technique for data routing by using all-optical

label swapping (AOLS). An optical fiber network is generally shared by many

2



1.1. OVERVIEW

Network
TX

 OXC

RX

TX

RX

Optical amplifier+optical fiber optical cross-connect (OXC)

TX: transmitter
RX: receiver

Figure 1.1: Basic functions of optical fiber networks.

users and can include optical cross-connect (OXC) as shown in Fig. 1.1. There-

fore, there are many possible transmission routes. Data routing can guarantee

that data are sent to the correct destination.

• The second part is electronic compensation of optical distortions using co-

herent optical orthogonal frequency division multiplexing (OFDM). Optical

signals can experience optical distortions from optical fibers, as shown in Fig.

1.1. This technique is proposed to combat optical distortions, which arise dur-

ing transmission in optical fiber networks and impose fundamental limits on

transmission capacity and distance.

• The third part is optical performance monitoring using two signal processing

techniques. Optical performance monitoring is of importance in terms of net-

work management and maintenance. In another word, optical performance

monitoring helps for continuous and successful data transmissions in a field

network.

Although there has been a lot of research into the three areas [6, 7, 8, 9, 10,

11, 12, 13], most of the proposed techniques or solutions are impractical and costly.

Innovative techniques or further improvements are required. In this thesis, we make

contributions in the three areas by electronic and optical signal processing tech-

niques. We demonstrate signal processing techniques of optical phase, which is

easier to handle compared with optical polarization or frequency. Furthermore, we

can take advantage of the extensive research that has been performed in wireless

3



Chapter 1. INTRODUCTION

communications [14].

The following three subsections briefly introduce the three parts of this thesis.

1.1.1 AOLS Using Synchronous Phase Modulation

Optical transmissions can provide enormous bandwidths such that optical transmis-

sion capacities overwhelm electronic processing speeds, which leads to the so-called

electronic bottleneck, especially for data traffic. Optical packet switched networks

(OPSN) are considered to be one of the most promising solutions for end-to-end

delivery of high bit-rate data, video, and voice signals across optical networks of

the future. AOLS processes the routing and forwarding information in the electrical

domain while optical data/payload remains in the optical domain. The main ben-

efit of AOLS is that data/payloads are transported entirely in the optical domain

without unnecessary optical-electrical-optical (OEO) conversions. Therefore the in-

formation carried by the packet payload can be encoded in any format and at any

bit rate, which leads to high efficiency and full transparency, in addition to increased

scalability and flexibility.

There are various AOLS approaches. Most of them require wavelength convert-

ers to erase the old optical labels. However, it has been shown that it may be cost

effective to share a limited number of wavelength converters, where the majority of

packets pass through the switch without wavelength conversion [15], especially in

multi-fiber per link networks [16]. Therefore it is highly desirable to be able to per-

form optical label swapping even when the packets bypass the wavelength converters.

By exploiting the unique symmetry of phase-shift keying (PSK), we propose a novel

AOLS using synchronous phase modulation. Optical label erasure and insertion are

performed in a single step by a phase modulation without wavelength conversion.

To substantiate the technique, we carry out two more experiments to investigate the

polarization sensitivity of phase modulator and the multi-hop transmission perfor-

mance.
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1.1.2 Phase Estimation for Coherent Optical OFDM

For long-haul optical fiber networks at 10 Gb/s per channel or beyond, one main

challenge is optical distortion compensation, because the requirements of accuracy,

dynamic range, and adaptation speed become difficult to meet using existing com-

pensation techniques [17, 18, 19, 20]. In such networks, optical distortions, such as

chromatic dispersion (CD) and polarization mode dispersion (PMD), are the limiting

factors of the physical layer. Although the optical distortions can be compensated

in the optical domain, there are many advantages for compensation in the electrical

domain, such as fast adaptation, cost-effectiveness and small footprint. Electronic

compensation of optical distortion has become practical owing to the significant

advances of microelectronics.

One approach of electronic compensation is to employ advanced modulation tech-

niques, such as OFDM. OFDM is resilient to frequency selective fading and has been

adopted in various wireless communication standards [21]. Coherent optical OFDM

(CO-OFDM) has recently been proposed for optical communications [22]. If the

input power into optical fiber is limited for a linear transmission, by using coherent

detection, the optical fiber channel can be treated as linear. As a result, linear distor-

tions, such as CD and PMD, can be fully compensated. Coherent detection can be

fulfilled by digital phase estimation without the need for conventional phase-locked

loops. We present phase estimation and compensation methods for CO-OFDM

transmissions. The theories and methods are applied to two long-haul optical fiber

transmission experiments. We also optimize the pilot-aided phase estimation in

terms of bandwidth efficiency.

1.1.3 Optical Performance Monitoring in Optical Fiber Net-

works

Optical performance monitoring is of importance for optical fiber networks [23].

The realization of optical performance monitoring depends on the requirements and

accessible information in different applications. In OPSN, optical packets originate

from different sources and traverse different optical links. Each packet has its own
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history and signal quality. We propose and demonstrate an OSNR monitor capable

of monitoring consecutive optical packets with varying OSNR.

It is expected that electronic dispersion compensation (EDC) will be popular

in optical fiber networks due to its fast adaptation and cost-effectiveness. In EDC

receiver, optical distortions can be traced out during the compensation process. We

propose a chromatic dispersion monitoring technique by analyzing the tap coeffi-

cients of tapped delay lines. We verify the technique by simulation and experiment.

1.2 Thesis Outline

The remained of this thesis is as follows:

Chapter 2: Literature Review This chapter reviews the development of opti-

cal fiber networks. Three challenges for such networks are discussed and the

existing solutions are reviewed. The motivations of the thesis are presented.

Chapter 3: Signal Processing for Optical Fiber Networks This chapter pro-

vides the theoretical and mathematical background for the remained of the the-

sis. Generic mathematical formulations and terminologies of the optical fiber

communication systems are introduced. The underlying theories, characteris-

tics, and experimental design of optical transmitters and receivers and optical

fiber channels are discussed by commonly used terms of signal processing.

Chapter 4: AOLS Using Synchronous Phase Modulation In this chapter, a

novel solution to all-optical label swapping is proposed and demonstrated. By

using synchronous phase modulation, label erasure and insertion are performed

in a single step without wavelength conversion. The polarization sensitivity of

AOLS is addressed with a polarization insensitive phase modulator. We also

investigate the performance of time mismatch between the incoming label and

the new label, and multi-hop transmission.

Chapter 5: Phase Estimation for Coherent Optical OFDM This chapter in-

troduces CO-OFDM and its capabilities to combat the chromatic dispersion
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and polarization mode dispersion. This chapter focuses on the phase estima-

tion in the receiver, which is one of the enabling techniques in CO-OFDM.

The theory and experimental results are presented. We also investigate the

optimum number of subcarrier for pilot-aided phase estimation.

Chapter 6: Optical Performance Monitoring for Optical Fiber Networks

This chapter presents two techniques to monitor OSNR and chromatic disper-

sion, respectively. An OSNR monitor is proposed and experimentally demon-

strated for consecutive packets with varying OSNR in OPSN. A chromatic

dispersion monitoring technique is demonstrated in simulation and experi-

ment by analyzing the tap coefficients in electronic dispersion equalizers using

tapped delay lines without the need for additional hardware.

Chapter 7: Conclusions This chapter summarizes the research results of the the-

sis. Suggestions for future research are presented.

1.3 Contributions of the Thesis

The contributions of the thesis are listed as follows.

AOLS Using Synchronous Phase Modulation

• For the first time, optical label erasure and insertion are performed in a single

step by a phase modulator without wavelength conversion. The power penalty

of label swapping is found to be insignificant. [In Section 4.2]

• We address the polarization sensitivity of all-optical label swapping for the first

time. The polarization insensitivity of the power penalty for label swapping is

measured out for the packet label and payload, respectively. [In Section 4.3]

• We emulate cascaded all-optical label swapping in a re-circulating loop to

investigate the power penalties from the accumulated phase errors. In addition,

we investigate the timing mismatch between the incoming label and the new

label. [In Section 4.4]
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Phase Estimation for Coherent Optical OFDM

• For the first time, we discuss and apply pilot-aided phase estimation theory

of OFDM to optical fiber transmissions experimentally. We find that pilot-

aided phase estimation can improve the system performance in comparison

with data-aided phase estimation. [In Section 5.3.3 and 5.4]

• We study the optimum number of pilot subcarriers for digital phase estimation

to realize coherent detection. [In Section 5.4]

• We report the first experimental demonstration of coherent optical OFDM

transmission at a norminal bit rate of 8 Gb/s over 1000 km transmission. Our

work serves to substantiate the suitability of coherent optical OFDM for optical

transmission without a need for optical compensation of chromatic dispersion

and polarization mode dispersion. [In Section 5.4]

• We demonstrate the PMD tolerance of CO-OFDM at 10 Gb/s. The PMD

tolerance can be improved by an order-of-magnitude over conventional IM/DD

systems. [In Section 5.5]

Optical Performance Monitoring for Optical Fiber Networks

• We present the first experimental demonstration of an OSNR monitor for

OPSN. We show the wide dynamic range and fast response of the OSNR

monitor. [In Section 6.2]

• We propose a chromatic dispersion monitoring technique by analyzing the tap

coefficients in electronic dispersion equalizers using tapped delay lines without

the need for additional hardware. The technique is verified by simulation and

experiment. [In Section 6.3]

1.4 Publications

During the my PhD study, a number of publications have been made which con-

tribute to this thesis. The following is a list of my research papers.
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Chapter 2

Literature Review

2.1 Introduction

A communication network transmits information from one place to another place,

whether they are separated by a few kilometers or by a transoceanic distance. In-

formation is often carried by a high-speed carrier in order to be transmitted in

a particular transmission medium. Radio/microwave carrier frequencies are about

1 GHz while optical carrier frequencies are typically around 200 THz. Optical fiber

networks are lightwave networks that employ optical fibers as transmission media.

An increase in the information capacity of optical fiber networks by a factor of up

to 10,000 is expected simply because such high carrier frequencies are used [1]. Such

networks have been deployed worldwide since 1980 and have indeed revolutionized

the technologies behind telecommunications. Compared with the other networks,

optical fiber networks are capable of operating at much higher bit rates and over

much longer distances.

Currently the intelligent network functions of optical fiber networks are still

performed by conventional electronic facilities, and the advantages of optical fiber

technology is only appreciated as a transmission solution. As a result, optical fiber

communication system is more frequently used than optical fiber network. This the-

sis does not distinguish them strictly since we focus on the physical layer. Optical

fiber networks are more used when we describe all-optical label swapping. Opti-

cal fiber communication systems are preferred when we describe optical distortion

compensation.

When the data traverse a optical fiber network, the data must travel to the

right destination and can be recovered. There arise two tasks: data routing and
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data recover. The first task is a network function and leads to the concept of all-

optical label swapping (AOLS) for optical packet switched networks. The second

task deals with transmitter and receiver in transmission systems. In particular, the

thesis focuses on the design of transmitter and receiver for electronic compensation

of optical distortions. Furthermore, optical performance monitoring is important

for the successful data transmission in optical fiber networks. These tasks result in

three research areas in which the work of the thesis is involved.

This chapter is the literature review for the available techniques in the three

areas. Section 2.2 reviews the concept and structure of optical packet switched

networks (OPSN) with an emphasis on all-optical label swapping (AOLS). The main

existing AOLS techniques are reviewed. Section 2.3 reviews the available techniques

on electronic compensation of optical distortions. The advantages and disadvantages

of the techniques are also discussed. Section 2.4 reviews the existing OSNR and

CD monitoring techniques. After the literature review, Section 2.5 introduces the

motivations of the thesis. We introduce our alternative techniques to the existing

ones.

2.2 All-optical Label Swapping in OPSN

The communication network infrastructure is based on the traffic inside the network.

Circuit-switched networks are historically for telephone or voice traffic. Packet-

switched networks are for bursty data traffic, such as internet protocol (IP) traffic.

There is a significant change in the type of traffic that is increasingly dominating

the telecommunication networks. Since the early 1990s internet traffic has been

growing tremendously. IP has achieved huge success as a transmission protocol

and practically all forms of end-user communications today are going to adopt the

ubiquitous TCP/IP protocol [24]. Furthermore, many new services and applications

being offered are also based on IP protocols, such as IP phone and IP video. It

has become clear that IP will dominate the communication networks and also be

a very strong candidate for the convergence of different incumbent communication

networks [25].
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The important signature of IP traffic is bursty and packet switching is much bet-

ter to handle bursty traffic than circuit-switching. It is desirable to design the net-

work infrastructure capable of packet switching. However there is a speed bottleneck

from the link layer (back-bone network) to the higher layer electronic nodes, such as

IP routers and asynchronous transfer mode (ATM) switches (access network). Here,

the lack of optical signal processing capabilities results in optical-electrical-optical

(OEO) conversion to realize network functions. Compared with optical fiber trans-

mission development, the advances of electronics signal processing are occurring at

a much slower pace. This mismatch results in the so-called electronic bottleneck.

To solve the electronic bottleneck problem, several different technologies have

been developed for the transfer of packets over optical fiber networks, such as wave-

length routing, optical packet switching, and optical burst switching [26]. Wave-

length routing networks have already been deployed while optical packet switching

and optical burst switching are still facing some technological hurdles to overcome

for practical applications [27]. Optical burst switching represents a balance between

circuit and packet switching. It is an intermediate solution between wavelength

routing and optical packet switching and has the potential for field field applications

[27]. However, optical packet switching well matches the dominant IP traffic and

provides better scalability, protocol/bit-rate transparency, and service intelligence

[28]. Optical packet switching also offers greater flexibility and more efficient system

bandwidth management than the other technologies [27]. As a long term solution,

optical packet switching is still an important research area.

2.2.1 Optical Packet Switched Network

Currently most network functions are processed by IP routers or equivalent. IP

routers perform four major tasks [25, 29]:

• Routing: Routers provide up-to-date network connectivity information, which

is maintained in the form of a routing table stored at each node.

• Forwarding: For each incoming packet, a router processes the packet header

and defines the output port of that packet based on its routing table. The
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header may also be changed depending on network functions.

• Switching: Switching is the process of switching the incoming packet to the

appropriate output port defined by the forwarding process. For the conven-

tional electronic switching, the forwarding and switching functions are usually

treated as a single function.

• Buffering: One most important reason of buffering is to resolve contention by

storing packets when more than one wishes to switch to the same output at

the same time, due to the unscheduled nature of their arrival.

Packet
Optical label
Router 
Optical channel 

OPSN
Edge

source

destination

Figure 2.1: An example of optical packet switched network

Optical packet switched networks (OPSN) also need to execute these tasks. An

ideal solution will shift all of them to the optical domain to obviate the electronic

bottleneck. However, in ten years or more, there might be no practical and eco-

nomical optical signal processing techniques to achieve this objective. So far, hybrid

solutions seem more reasonable. Because packet header processing is relatively com-

plex, routing and forwarding are carried out electronically and are independent of

the optical payload/data. Transmission and switching are executed in the optical

domain to maintain a higher speed. This strategy decouples the throughput and
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routing/forwarding processes and permits the optical layer to support a range of

networking protocols while harnessing the bandwidth of optical transmission [25].

With this strategy, an example of OPSN is illustrated in Fig. 2.1, consisting

of several OPSN nodes. All the nodes can carry out the functions equivalent to

conventional electronic routers. The nodes are interconnected by wavelength divi-

sion multiplexing (WDM) fiber channels. IP packets are encapsulated with optical

labels before entering the OPSN. Once inside the OPSN, only the optical labels are

processed electronically for routing and forwarding. The IP packets (data) remain

in the optical domain to avoid any optical-electronic conversion. There may have

optical switching and optical wavelength conversion for the IP packet. When the IP

packets exit the OPSN, the optical labels are removed and the original packets are

handed back to the electronic routing hardware without any processing [30].

FDL

Switch Control

Input
Interface

Output
Interface

Optical Switch

Figure 2.2: A generic OPSN node. FDL: fiber delay line.

The routers in Fig. 2.1 are the basic nodes in OPSN. A generic unidirectional

OPSN node is illustrated in Fig. 2.2 [25]. There are several subblocks:

Input interface: Through the input interface, WDM channels from fiber links are

space de-multiplexed by arrayed waveguide grating (AWG) or similar tech-

nologies. The input interface then extracts the label information and re-aligns

the packets in different channels if needed.

Switch control: The switch control receives information from the input interface
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and sends out configuration information to the optical switch (OXC) and for-

warding information to the output interface.

Optical switch: The optical switch should be capable of being reconfigured for

every time slot and being non-blocking, which means any input, output per-

mutation can be configured. If the input interface re-aligns the input packets,

OXC can operate internally in a slot-synchronous way.

Fiber delay line : A set of fiber delay line (FDL) emulates the cell buffering. One

FDL has a delay of one time slot or integral times of time slots.

Output interface : The output interface resembles the packets and outputs them

to a unique channel. Output interface also re-writes/re-generates the optical

labels according to the forwarding information from the control unit. The

output interface may include wavelength conversion.

The above descriptions for each subblock only include the major functions. More

detailed description is given in [25, 26, 27, 28]. When a packet arrives at an OPSN

node, it is first processed by the input interface. The header and data (payload)

of the packet are separated, and the header is converted to the electrical domain

and processed by switch control. The data remains in the optical domain and

passes through the OXC. The data may be switched to FDL and go into the OXC

again, which is an approach for contention resolution. After the OXC, the header

is converted /generated into the optical domain and combined with the data at the

output interface.

2.2.2 Optical Labeling Techniques

The generation and swapping of optical label are critical for OPSN. Several optical

packet labeling techniques have been proposed to label optical packets. There are

five major approaches in the literature:

Bit serial labeling: The bit serial label is encoded on the same optical carrier as

the packet and is encoded as a baseband signal [31, 32]. It is basically a time

division multiplexing (TDM) scheme.
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Orthogonal labeling: The label and the payload data both are modulated on the

same optical carrier. The modulation of the label is orthogonal to that of the

payload to minimize the crosstalk between them [33, 7, 34].

Optical subcarrier multiplexed (OSCM) labeling: The baseband label is firstly

modulated onto a RF subcarrier and then multiplexed with the payload data

on the same optical carrier [5, 35].

WDM labeling: The label information is transmitted in a separate WDM channel.

In general, multiple data channels share one label channel [6, 36].

Optical code division multiplexing (OCDM) labeling: The label information

is encoded to the payload by OCDM, which scrambles the payload by a specific

code [37, 38]. The label receiver decodes the label by using the code.

In WDM labeling, the label and the payload are separated and the synchronization

of them poses a significant challenge. It does not well support the optical packet

concept. There is a special labeling technique similar to WDM labeling, the label and

the payload optical carriers come from the optical carrier suppression modulation

of the same optical carrier [39]. The label is not shared by the other payload in

different carriers. This technique relies on the narrow optical filter, which is difficult

or expensive. The OCDM needs additional bandwidth and is quite complicated,

especially the receiver. Therefore, we only discuss the rest of the three labeling

techniques.

Fig. 2.3(a) shows the bit serial labeling. A fixed rate label is time division

multiplexed (TDM) at the head of the payload with the label and payload separated

by the guard time. The guard time facilitates label removal and re-insertion without

static packet buffering and accommodates finite switching times of optical cross-

connect (OXC). In general, the guard time wastes some useful bandwidth. However,

the guard time may be very small in some AOLS schemes [32], depending on the

synchronization performance. In the bit serial labeling, the packet and label present

themselves in different time slot. There is no additional penalty for packet by labeling

while the strict synchronization between packet and label should be guaranteed.
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Payload Label

Guard time Guard time

time
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Phase or frequency

frequency

Payload 
Subcarrier
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Figure 2.3: Optical labeling techniques: (a) bit serial labeling, (b) orthogonal label-
ing, (C) optical subcarrier multiplexed labeling.

Fig. 2.3(b) shows the orthogonal labeling. A important feature is the orthogonal

modulation between the label and payload. An optical carrier has four dimensions

to carry information: polarization, amplitude, frequency, and phase. Therefore

there are quite a few orthogonal combinations in theory. For example, the label

and the payload can be DPSK/ASK [40], ASK/DPSK [33], or ASK/DPolSK [34].

By using orthogonal labeling, the label and payload are overlapped in time domain

and frequency domain. Careful design is needed to minimize the crosstalk between

the label and payload. One approach is to use special coding for payload to shape

its frequency spectrum, and thus minimize the frequency overlap of the label and

payload [33]. As a result, however, the bandwidth efficiency is reduced because of

the coding.

Fig. 2.3(c) shows the OSCM labeling in frequency domain, where the label and

payload occupy the different frequency range. The baseband label is modulated onto

a RF subcarrier and then multiplexed with the IP packet on the same wavelength.

This multiplexing may be performed electronically or optically as described in [5, 41].

Since the subcarrier is in the higher frequency than the payload, the subcarrier

modulation needs more complicated circuits even than the payload. The guard
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bit serial labeling orthogonal
labeling

OSCM labeling

bandwidth effi-
ciency

low,variable low when shap-
ing spectrum

moderate, vari-
able

synchronization strict not strict not strict
transmission no crosstalk crosstalk fading of sub-

carriers
complexity medium high high

Table 2.1: Comparison of optical labeling techniques

time is not necessary for the OSCM labeling because the label is transmitted in

parallel with the packet. Therefore the synchronization requirement can be relaxed.

There are two approaches to detect the OSCM label: optical direct detection of a

whole demultiplexed channel and converting the signal to base-band in the electrical

domain; or detecting only the desired subcarrier information after the narrow optical

band-pass filtering centered at the spectral location of a specific subcarrier band

[42, 43]. Another disadvantage of OSCM is the fading of the subcarrier due to

chromatic dispersion (CD) when transmitting in optical fiber. One solution is to use

a narrow optical band-pass filter although it is challenging [43].

We summarize the major features the three optical labeling techniques in Table

2.1. More extensive comparisons can be found in [28]. Each technique has its

advantages and disadvantages. Therefore, it is difficult to find the best optical

labeling technique.

2.2.3 Existing All-optical Label Swapping Techniques

As discussed in Section 2.2.1, all-optical label swapping (AOLS) is one of the key

technologies for OPSN and has attracted tremendous research interests. The func-

tion of AOLS is to serve the OPSN functions. The label can be dynamically altered

in the intermediate nodes while the payload is kept in the optical domain. Although

the ultimate goal is to keep the payload all the way from source to destination in the

optical domain, some OEO generation might be adopted due to the difficulties and

complexities of all-optical. While the label is swapped in the intermediate nodes, the
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payload also needs to be switched to appropriate transmission route, which causes

the contention problem when multiple payloads strive for the same transmission

route at the same time. Wavelength conversion is well established as a contention

resolution. Because the wavelength conversion is used for the payload, its associated

label information need to be swapped onto the new wavelength. Therefore AOLS is

closely related to wavelength conversion. It should be noted that wavelength con-

version is not always needed in every node when the packet traverses the OPSN,

which has been shown in [15].

There are various techniques demonstrated in the past decade. Their imple-

mentation can be quite different and strongly dependent on their optical labeling

techniques. Therefore, we review them according to their optical labeling techniques.

Bit serial labeling

In [32], label and data are literally the same format and bit rate with bit-serial

label. Delta label is generated in a new wavelength and then modify the old label

through XOR logic in an integrated SOA based wavelength converter. In [31], the

payload is OOK and the label is DPSK format. The label erasure takes advantage

of the optical phase insensitivity of SOA and the old label is erased by SOA XPM

wavelength converter. The new label is modulated to the new wavelength by a phase

modulator after the wavelength conversion.

Orthogonal labeling

In [33], the label and data modulation are orthogonal, i.e., DPSK label and ASK

data. A DC-balanced line code, such as 8B/10B line code, is used to minimize the

crosstalk between the label and payload. For label swapping, the old label is erased

in the wavelength converter, which is based on optical Kerr switching in a highly

non-linear fiber. The new label is added after the wavelength conversion. In [40], the

label and payload are ASK and DPSK, respectively. The advantage of this scheme

is that the DPSK format has constant amplitude, which facilitates the ASK label

processing. All-optical label erasure is realized by utilizing the gain saturation and

non-linear birefringence evolution in the SOA. After label erasure, the new label is
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added by a re-modulation. In [44], a low-speed ASK label is superimposed on top

of a high-speed ASK payload, which is not orthogonal in a strict sense. However it

shares the same technical challenges as the orthogonal label. 8B/10B line code is also

used to minimize the crosstalk between the label and payload. For label swapping,

an old ASK label is erased by modulating the combined payload and label signal

with the inverse of the received ASK label. The new label is added by modulating

the erased old optical signal.

OSCM labeling

In [5], old label is erased by using fiber loop mirrors, which filter out the old sub-

carrier. There is always some residual subcarrier power because of the non-ideal

filtering curve of the fiber loop mirrors. Therefore, the residual subcarrier is further

attenuated in the wavelength converter by using the low-pass filtering function in

SOA. The wavelength converter consists of two stages. First stage is to condition

and convert the input optical signal into a fixed intermediate wavelength. In the

second stage, the wavelength conversion is based on cross phase modulation (XPM)

in SOA. The intermediate signal is converted to another wavelength and a new la-

bel is subsequently added. In [42], the label is encoded by optical single side band

modulation. Consequently only one subcarrier is present in frequency domain. This

is desirable when considering the conventional subcarrier fading due to CD in fiber.

The label is erased simply by an optical filter. The new label is a re-modulation of

the new subcarrier.

In general, most AOLS techniques require wavelength converters, and they erase

the old label and generate new label separately, which involve several devices. Wave-

length converters remain as expensive components and can be avoided in some ap-

plications, which is one of the motivation of the thesis as we will describe in Section

2.5.
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2.3 Electronic Compensation of Optical Distor-

tions

When a signal traverses a optical fiber network, there are many different types of

impairments. In addition to the generic electrical signal impairments, the optical

layers add optical impairments. In general, the optical impairments can be grouped

as noise and distortion. Noise, like amplified spontaneous emission (ASE) noise from

optical amplifier, is random in nature and can not be removed once added. Noise re-

duces signal-to-noise ratio (SNR). Distortion is a deterministic impairment resulting

from CD and narrow-band filtering, etc. PMD can be treated as deterministic under

certain conditions, e.g., the slowly changing first order PMD. In most times, distor-

tion causes inter-symbol interference (ISI). Distortion can be fully compensated in

theory. This thesis focuses on CD and PMD distortion.

There are many techniques on electronic compensation of optical distortions.

Unfortunately, there are also many different names for this function. Before we

proceed to the next sub-section, it is helpful to distinguish some terminologies. As we

already mentioned, optical noise is difficult to compensate. Therefore we use optical

distortion instead of optical impairment to exclude optical noise. Historically, the

major targeted impairment of optical fiber networks is CD, which leads to electronic

dispersion compensation (EDC). In this thesis, compensation means the distortion

can be fully compensated in theory, mitigation means the distortion can not be fully

compensated but partially mitigated in theory. Dispersion generally means CD only

when used in electronic dispersion mitigation. However, the direct target of most

electronic equalizers are the ISI, irrespective of the source origin. Therefore, these

equalizers can mitigate the CD and PMD at the same time. Note optical distortions

may originate from other sources, such as narrow bandwidth filtering, and therefore

have wider meaning than dispersion.
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Figure 2.4: Illustration of pulse spreading due to (a) CD, (b) PMD.

2.3.1 Chromatic Dispersion and Polarization Mode Disper-

sion

In optical fiber networks, single-mode fibers are widely deployed. Inter-modal dis-

persion is absent simply because the energy of light is transported by a single mode.

CD and PMD are the major impairments in single-mode fibers. They have different

origins but both can cause pulse spreading in the time domain as shown in Fig. 2.4.

If the pulse represents the data symbol carrying the information, when the energy of

the pulse spreads to the adjacent pulses, it leads to inter-symbol interference (ISI)

and reduces the symbol quality, such as extinction-ratio. This section is the quali-

tative introduction of CD and PMD. We will continue CD and PMD quantitatively

in Section 3.4.

CD is a phenomenon when the different spectral components of a pulse travel at

different velocities [1]. CD consists of material dispersion and waveguide dispersion.

Material dispersion is the principle component of CD, which occurs because the re-

fractive index of silica, the material used for optical fiber fabrication, changes with

the optical frequency so that different frequency components propagate at different

speeds in optical fiber. In Fig. 2.4(a), the initial pulse consists of spectral compo-

nents at different optical frequency. Due to CD, the spectral components travel at

different speeds and consequently cannot arrive at the destination simultaneously.

As a consequence, the pulse is spreading in time domain.
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In optical fiber, small departures from the perfect cylindrical symmetry lead to

birefringence, which results in two different polarization modes. Each polarization

mode has its own transmission constant. The two constants can be considered as

equal in most low-speed applications. However, their difference can not be ignored

when the transmission bit rate is high and transmission distance is long. If the input

pulse excites both polarization modes, it becomes broader as the two modes disperse

along the fiber because of their different transmission constants. This phenomenon

is called PMD [17]. In Fig. 2.4(b), the initial pulse excites both polarization modes.

Since the two pulses are aligned in time, there is no pulse spreading. Due to the PMD

effect, the pulses transmit through different modes cannot arrive at the destination

simultaneously. If we only consider the first order PMD, each pulse of two modes

may experience no pulse spreading by itself. However, when the two pulses are

added together in IM/DD systems, they cannot reproduce the initial pulse because

of their time mismatch, resulting in pulse spreading in time domain.

There exist various ways to combat CD and PMD in optical fiber networks.

The old and new challenge of CD and PMD compensation comes from various as-

pects. One driving factor is the ever-increasing transmission bit rate per channel and

transmission length in optical fiber networks. In the early stage, the CD and PMD

distortions were not limiting factors when the bit rate was 2.5 Gb/s and transmis-

sion distance was about a few hundred km. When the bit rate increases to 10 Gb/s,

the CD and PMD tolerance for IM/DD systems both reduces by a factor of 16,

square of the ratio of bit rate increment. The corresponding CD tolerance is only

80 km and the PMD tolerance is about 30 ps. As telecommunication carriers are

gearing up for its 40 Gb/s backbone expansion, the CD and PMD are the limiting

factors of present optical fiber networks. The CD tolerance is only 5 km and PMD

tolerance is 7.5 ps. Because the tolerance is so tight, even a small change caused

by the environmental changes [45, 46] are becoming troublesome. The limitation of

CD and PMD will be discussed thoroughly in Section 3.4.1.

The other driving factor is the traffic inside optical fiber networks, which has

been discussed in Section 2.2. The tremendous growth of the internet and the world

wide web over the last decade, both in terms of numbers of users and the bandwidth
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per user, makes the IP traffic dominate communication networks. Packet-switched

networks are proved to be effective and efficient in transmitting the ever-increasing

IP traffic. Present packet-switched networks are usually realized by using electronic

switches, such IP routers or ATM switches. The conventional optical fiber networks

are circuit-switched networks and the network structures are almost static. These

networks provide lightpaths, which can be established and taken down in a manual

way. As per the discussion in Section 2.2.1, it is desirable to perform packet switching

in the optical domain. Such a concept sets a significant challenge to the optical

community. In the physical layer, optical fiber transmission is complicated by one

more dimension that the signal changes in a short span of one packet length, e.g.,

100 ns for 1000 bits long packet at 10 Gb/s. Unlike conventional circuit-switched

networks, these packets even in the same channel may come from different sources

and transverse different fiber links. An example is shown in Fig. 2.5, which shows

the optical power, optical noise and CD evolution of 3 packets in a dynamic optical

fiber network. The 3 packets originate from 3 different sources, and the optical

powers may be different when they arrive at a same node receiver. Even though

the optical powers can be equalized, the noise floors are different and difficult to

equalize. In the CD map, each packet has different residual CD because of the

different transmission fiber and dispersion compensation modules. The shortest

path does not mean smallest residual CD and best performance. It is apparent

the optical packet signal changes in a wide dynamic range and on per packet basis.

Therefore, CD and PMD compensation needs to cope with these fast changes.

Finally, for any practical deployment, the cost is always a concern. Conventional

optical fiber networks are generally for back-bone networks, where the cost is less

concerned. However, with the success of optical fiber networks, they spread to

access networks or local area networks (LAN), where the cost is a primary concern.

Therefore the CD compensation needs to be cost-effective.

2.3.2 Optical versus Electronic Compensation

In history, optical approaches were almost the only solution to compensate optical

impairments. Then the speed of microelectronics always lagged behind the optical
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Figure 2.5: Power and CD evolution in a dynamic optical fiber network.

transmission rate. It is difficult to compensate the impairment of a high-speed signal

by a low-speed circuit. There are several optical approaches for CD compensation:

Dispersion Compensation Fiber The dispersion compensation fiber (DCF) is a

special kind of fiber, which is designed to have opposite dispersion parameters

to that of transmission fibers. DCF provides an all-optical technique that

is capable of totally compensating the CD in transmission fibers. DCF is

also allowed for broadband dispersion compensation. In fact, DCF is the most

mature technique in the present deployed optical fiber networks. Unfortunately

DCF also has several disadvantages. DCF is a static compensation solution.

The CD parameters can not be changed after the manufacture and packaging.

The DCF is lossy, typically larger than 5 dB. Finally, DCF has a relatively

small mode diameter, about a quarter of SSMF, which make it susceptive

to non-linear effects caused by high density in optical fiber core. Another

important problem in WDM systems is the dispersion slop match, or accurate

CD compensation for multiple channels. Because the CD tolerance is becoming

tight for high-speed transmission, it is difficult to satisfy slope match when the

transmission distance is long. An example is shown in Fig. 2.6. DCF are used
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Figure 2.6: Accumulated CD map for different wavelength.

to compensate the CD of multiple channels/wavelengths. The slope mismatch

means different residual CD after compensation for different channels. This

difference linearly accumulates with the transmission distance. After long

distance, it is impossible to compensate the residual CD within CD tolerance

for multiple channels by DCF. Therefore, channel-wise CD compensation has

to be used.

Fiber Grating for CD Compensation A fiber Bragg grating is a versatile de-

vice that can be used to compensate for CD. The grating can be designed to

reflect different wavelengths at different points along its length, i.e., linearly

chirped [17]. Effectively, the chirped FBG can introduce different delays at

different wavelength and therefore compensate the CD. Several CD compen-

sation techniques based on fiber grating (FBG) have been developed and used

for system experiments [19]. The CD parameter of the FBG can be tuned by

changing the grating period, e.g., by thermal change [47].

Optical Equalizer Optical Equalizer is a discrete finite impulse response (FIR)

filter, trying to generate the inverse response of the channel response of CD

[48, 49, 50]. The principle of optical equalizers is similar to that of electrical

equalizers widely used in wireless communications [51].

There exists more CD compensators based on various techniques, such as ring

resonators [52], arrayed-waveguide gratings [53], etc. They are less mature tech-

niques and in the proof-of-concept stage.
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The optical PMD compensation is basically the reverse of the PMD generation,

so-called PMD emulator. Recall that PMD arises due to the fiber birefringence,

which leads to a fast and a slow polarization component. The principle of PMD

compensation is to split the received signal into its fast and slow polarization compo-

nents, and to delay the fast component so that the DGD between the two components

is compensated [17]. The challenge comes from the fact that DGD always varies as

fast as ms [46], and therefore the PMD compensation must be carried out in real

time. Because of the complexity, the PMD compensator can be classified in many

different ways such as the control structure (feedback or feed-forward), the operating

principle of the PMD emulator (e.g., piezo-electrical, electro-optical, thermal-optical

) and the detection scheme (RF tones, degree of polarization, state of polarization,

etc.) [18]. However, most PMD emulators are based on polarization maintaining

fibers.

Polarization maintaining fiber (PMF) has strong birefringence and can preserve

the properly oriented linear polarization of an input optical signal. A single piece of

PMF can generate a fixed DGD, which can be used to compensate the PMD. The

compensation condition is the proper alignment of the state of polarization (SOP)

of the input signal to the PMF, which is done by a polarization controller [20].

On the other hand, electronic compensators are well known from radio and cable

communications [14]. In contrast to those applications, the transmission speed of op-

tical communication is much faster and close to the capabilities of microelectronics.

Therefore, early research of electronic dispersion mitigation focused on simple struc-

tures, such as feed-forward equalizer (FFE) and decision-feedback equalizer (DFE)

[54]. An example of FFE and DFE equalizer is shown in Fig. 2.7. The input signal is

distorted data signals after optical-to-electrical (O/E) conversion. Within the FFE,

the signal is delayed by a tapped delay line of half bit period (half-spaced). The

delay line has 7 taps. The delayed data signal is tapped and weighted by the tap

coefficients C1 ∼ C7 and summed together. The equalization is realized by tuning

the tap coefficients. The DFE comprises a decision circuit and a feedback path. The

feedback signal from the decision circuit is delayed by one bit period, weighted by q

coefficient, subtracted out from the input signal or the output of FFE in Fig. 2.7.
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Figure 2.7: An example of FFE and DFE equalizer.

In this way, the DFE can take away post-cursors of previous decided bit. The FFE

is linear filter which compensates linear distortion. The DFE is a non-linear filter

which eliminates post-cursors of distorted signals. At 10 Gb/s, FFE/DFE based

products have been tested for emerging telecommunication standards [55], and the

sophisticated maximum likelihood sequence estimation (MLSE) receiver is already

commercially available [56].

Conventionally, these equalizers are used in IM/DD systems and they belong to

electronic dispersion mitigation because their simplified structure loses optical phase

information. It is clear that the full optical field information must be accessed for

electronic dispersion compensation. There are two approaches, transmitter based

and receiver based. Transmitter based EDC distort the signal according to inverse

response of optical channel [57]. If one devises the received signal carrying infor-

mation only by intensity, the detection of the received signal can be a simple direct

receiver. Therefore transmitter based EDC can have a simpler implementation than

receiver based EDC. In general, transmitter based EDC requires a reverse feedback

path. If the transmission length is 1000 km, the time delay from the feedback is

about 5 ms. This means that rapid variations caused by mechanical vibration, ther-

mal drift, optical network switching can not be compensated for. Thus transmitter

based EDC is only a semi-static solution.
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At receiver side EDC, it is possible to access the optical field without a local os-

cillator by using orthogonal band-pass filter. However it suffers from lower accuracy

due to the inevitable non-linear operation and noise accumulation [58]. Another

approach is using optical single sideband format at the transmitter, then the optical

single sideband signal with transmitted carrier can be self-homdyne detected by sim-

ple direct detection and the majority of the optical phase information is converted to

the electrical domain [13]. However, the inter-modulation noise cannot be avoided

and impose a fundamental limit on performance. In a more conventional way, re-

ceived side EDC needs a local oscillator to access the optical field of the incoming

optical signal, or coherent detection. Coherent detection is a well-known technique

in optical fiber communication. The next section is devoted to coherent detection.

Having reviewed optical and electronic approaches to compensate CD and PMD,

we can compare them and provide some guidelines for choosing one approach for a

specific application. In general, optical approaches have better performance while

electronic approaches can provide competitive performance and additional advan-

tages:

• Fast adaptation, taking advantages of the advanced integrated circuits. The

fast adaptation is critical when the CD or PMD change fast. This is impor-

tant for optical signals in OPSN, where every optical packet is different because

it originates from different sources and traverses different optical paths [59].

A recent reported tunable optical dispersion compensator archived 1 ms re-

sponse time [49], whereas the electrical PMD compensator showed 300 ns time

constant [11].

• Cost-effective, which results from the mass production of integrated circuits.

Though some initial electronic approaches are expensive, they can be cheaper if

they are mass produced. This is appealing when optical fiber networks attack

the cost-sensitive applications, such as access networks.

• Channelized solution. In a dynamic networks, like in OPSN, each channel

comes from a different source and traverses a different fiber path. Conse-

quently their impairments are different. Conventional optical approaches, like
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CD compensator, target the multi-wavelength compensation, making them

expensive to compensate each channel.

• Signal quality access. Since the optical signal is converted to the electrical

domain, advanced signal processing technique can be adopted to estimate the

signal quality without additional hardware requirements. For example, the

electronic equalizers can monitor the CD [60] and estimate the optical channel

characteristics [61].

• Non-linear computation. Electronic signal processing is much more sophis-

ticated, especially digital signal processing. The non-linear computation is

readily available. There are some electronic equalizers showing significant

improvement by using non-linear computation [58, 62]. Even the non-linear

transmission distortions in fiber can be mitigated by advanced digital signal

processing [63].

From above comparisons, the electronic and optical approaches both have their pros

and cons. It is expected that both approaches will co-exist in optical fiber networks.

2.3.3 Coherent Detection

Coherent detection had attracted worldwide research interests in the 1980s. Early

research struggled with the noisy semiconductor laser diodes and tried to improve

the receiver sensitivity [4]. Coherent local oscillator was realized by various types

of optical phase-locked loops, which suffered from the noise and poor tunability

of semiconductor laser diodes. On the other hand, the advent of Erbium-doped

fiber amplifiers (EDFA) provided another approach to improve the receiver sensi-

tivity. EDFA has such features as a simple configuration, high gain and low noise

characteristics and excellent polarization-independent characteristics, that EDFA is

quickly deployed in optical fiber networks. The receiver sensitivity of the IM-DD

system has come to be comparable to the sensitivity of a coherent receiver because

of the utilization of an optical pre-amplifier. The development of coherent detection

had come to a standstill with the appearance of the EDFA. After almost 10 years, the
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research interest of coherent detection re-appears as the high spectral efficiency and

optical distortion compensation are important. Coherent detection has an inherent

feature that can not be provided by IM-DD systems. It can achieve high spectral

efficiency by taking advantage of the sharp cut-off characteristics of the electrical

filters to demultiplex adjacent channels in a WDM systems.

Up to date, the practical optical phase-locked loop (OPLL) is yet available [64].

The re-advent of coherent detection takes advantages of advanced microelectron-

ics and uses digital signal processing (DSP) to estimate and compensate the phase

noise of local laser [65, 66]. Thus coherent detection is realized without conven-

tional OPLL. Compared with the situation a decade earlier, the distributed feedback

(DFB) laser linewidth is reasonably narrow as 100 kHz to 10 MHz and the data rate

per channel is typically 10 Gb/s and beyond. These two facts support the coherent

detection by DSP:

• The phase change of the laser is much more slower than the data rate. There-

fore it is possible to obtain an accurate phase estimation by extracting the

phase information over many data bits.

• The ratio between the laser linewidth and data rate is from 10−5 to 10−3 for

coherent detection. Note when the ratio is 5×10−4, at 10 Gb/s, even the most

stringent PSK homedyne scheme can be realized with 1 dB power penalty at a

BER of 10−9 [67]. Therefore the transmission performance can be guaranteed

especially when considering the wide usage of feed-forward error correction

(FEC) in optical fiber networks.

After laser phase compensation, conventional FFE or DFE filter can be used

to remove the optical impairments since all the optical field information is known

[68, 12, 65]. High spectral efficiency and ultra long-haul transmission with phase

estimation [66] have also been demonstrated. All these experimental demonstrations

show that coherent detection by phase estimation is feasible.
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2.4 Optical Performance Monitoring in Optical

Fiber Networks

To determine the health of optical signals in optical fiber networks, it is necessary

to monitor many parameters in the physical layer such as optical power [69, 70],

OSNR [71, 72], CD [73, 74, 75], Q-factor [76, 77], PMD [78, 79]. Due to the wide

deployment of optical amplifiers, optical transmission systems can transmit over

a long distance, e.g., 1000 km. In this scenario, OSNR and CD are two of the

most important parameters to monitor because they can be limiting factors. In the

following two subsections, we separately review the existing techniques for OSNR

and CD monitoring.

2.4.1 OSNR Monitoring

The optical signal power and optical noise power within the interested frequency

band need to be measured out for OSNR calculation. Unlike the optical power, it

is challenging to measure the optical noise power due to two reasons below:

• The interested frequency band of optical noise is generally overlapped with

that of the optical signal. Due to the presence of the optical signal, it is

difficult to separate the optical noise.

• The optical noise power is generally much smaller than the optical signal power.

For example, the optical noise power is only 1% of the optical signal power

when the OSNR is 20 dB. Therefore, it is more difficult to measure the optical

noise accurately.

There exist a number of OSNR monitoring techniques. All of these techniques

focus on the measurement of the optical noise power directly or indirectly. They can

be grouped as out-of-band monitoring and in-band monitoring.

Out-of-band Monitoring

In out-of-band monitoring technique, the ASE noise is measured out of optical signal

frequency band. The measured ASE noise is then used to derive the ASE noise power

35



Chapter 2. LITERATURE REVIEW

within optical signal frequency band. Therefore it is important for this kind of

monitoring technique that the out-of-band ASE noise has a known relationship with

the in-band ASE noise. This condition can be met when the ASE noise has much

wider frequency range than optical signals. This condition can also be compromised

when the optical signal with optical noise is filtered by a narrow filter, where the

out-of-band ASE noise is not an accurate estimation of the true ASE noise power

within the optical signal. As a result, the accuracy of out-of-band monitoring is

conditional.

The conventional optical spectrum analyzer (OSA) is based on out-of-band mon-

itoring. The working principle of OSA is detailed in [80]. Due to delicate optical

components and precise mechanical movement, the OSA is an expensive solution

for OSNR monitoring. Many alternative approaches try to use low-cost components

but in a similar principle to OSA. For example, the optical spectrum scanning can

be realized by a tunable optical filter [81] or using dispersive optical element such as

arrayed waveguide grating together with an array of photodiodes [82]. Both tech-

niques may achieve cost-effectiveness but they cannot avoid the inherent demerit of

out-of-band measurement.

In-band Monitoring

To overcome the disadvantage of out-of-band monitoring, various in-band moni-

toring techniques have been proposed and demonstrated. These techniques try to

discriminate the optical noise power from the optical signal power either in the op-

tical domain or electrical domain and then measure the optical noise power directly.

Inherently, in-band monitoring is more accurate than out-of-band monitoring.

In the optical domain, the optical noise and optical signal have different optical

properties. For example, the optical signal is highly polarized whereas the optical

noise is highly depolarized. Based on this difference, quite a few techniques using

polarization nulling are demonstrated [83, 84, 71]. The basic principle is to device a

destructive interference for the optical signal and therefore the optical signal can be

suppressed lower than the optical noise power. From the principle, it is expected that

the technique may be limited by the imperfect polarization states and interference
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[84]. Subsequently, an improved technique by addition of off-center narrowband

filtering is reported to be PMD-insensitive in [85].

In the electrical domain, the optical noise power can be analyzed from the RF

spectrum resulting from the beating between the optical signal and optical noise.

For example, by using a pair of offsetted narrow optical filters and a pair of balanced

receivers, the optical signal can be subtracted out whereas the uncorrelated signal-

to-ASE beating noise remains and can be measured out by using RF power meter

[72]. This technique relies on the narrow optical filter and balanced receivers, and

consequently may need more calibrations for accurate monitoring.

2.4.2 Chromatic Dispersion Monitoring

As optical fiber transmission systems evolve to high bit-rates and long reach trans-

missions, CD becomes one of the major limiting impairments. Moreover, CD is no

longer a static parameter with the introduction of dynamic reconfigurable optical

networks, such OPSN. As a result, CD monitoring has become not only a beneficial,

but also essential function for optical fiber networks.

CD introduces different time delays among different frequency components. If we

modulate the optical signal with a sinusoidal RF signal, or RF tone, the optical signal

is introduced two discrete frequency lines/components. Due to CD, two frequency

components travel at different speeds and have varying phase relationship between

them. When a square-law photodiode is used, two frequency components may have

constructive or destructive interference depending on their phase relationship caused

by CD, which will be further discussed in Section 3.4.2. The detected RF power of

the RF tone has a periodic fading characteristic with increasing amounts of CD

[86]. Therefore, CD can be monitored by measuring the RF power of the RF tones.

There may have monitoring ambiguity owing to the periodic fading characteristic.

A simple solution is to add more RF tones. Combining the monitoring information

from multiple RF tones, it has been demonstrated for an extended monitoring range

[74].

Adding RF tones for monitoring requires to modify the transmitter structure.

It is desirable to perform CD monitoring without modifying the transmitter. One
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technique is to analyze the clock frequency components since most digital modulation

formates have the residual clock. To avoid the beating between the clock frequency

components in the conventional direct detection, coherent detection can be used

[87]. In RF domain, the two clock components can be processed and narrowly

filtered out. CD can be extracted out by measuring the time delay between the

two clock frequency components. This technique also suffers from the monitoring

ambiguity when the phase/time difference of the two clock is beyond π radian.

2.5 Motivations of the Thesis

Having reviewed the existing techniques for the research areas of this thesis, we

introduce our motivations as follows.

2.5.1 AOLS Using Synchronous Phase Modulation

AOLS is one of the enabling techniques in OPSN and closely related to wavelength

conversion. However the primary purpose of wavelength conversion is contention

resolution instead of AOLS. Furthermore, wavelength converters are still expensive

and it is cost effective to minimize the usage of them. In the OPSN node structure as

shown in Fig. 2.1, each input interface or output interface should be equipped with a

wavelength converter since the contention can happen at every interface. It is shown

in [15] that only a small part of tunable wavelength converters is simultaneously

utilized, which is due to two main reasons:

• each channel can not always have full 100% load. Therefore some channels

contain no packet at a given instant.

• when two packets contending for the same output line, they do not need wave-

length conversion if they are already carried by different wavelengths.

Wavelength converters can be further reduced in multi-fiber OPSN because each

output have multiple fiber links and contention resolution can be done in one more

dimension of different fiber link [16]. It is clear every input interface or output

interface does not need a wavelength converter. As a result, it is cost effective to
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share a limited number of wavelength converters where the majority of packets pass

through the switch without wavelength conversion, especially in multi-fiber per link

networks. However the AOLS is still needed for routing and forwarding purposes.

Therefore it is highly desirable to be able to perform optical label swapping even

when the packets bypass the wavelength converters. Although the approach using

superimposed subcarrier label over ASK payload is able to meet this criterion [88],

it requires additional DC-balanced-line-coding for the payload, resulting in lower

effective bandwidth.

At the same time, DPSK format has attracted increasing research interests [89].

It shows better non-linearity tolerance in long-haul transmission [90]. Therefore

many recent long-haul WDM transmission records at rates of 10 and 40 Gb/s per

channel are now held by systems based on DPSK [91, 92, 93]. DPSK is becoming

a mature technique. DPSK/PSK format has unique symbol symmetry, by which

one symbol can be swapped to anther by a phase shift. For example, the symbol ′0′

and ′π′ are interchangeable by a phase shift of π. This symmetry is unique to PSK.

For OOK, the ′0′ symbol has no optical power, and there is no simple way to swap

it to ′1′ symbol. Base on the unique symmetry of DPSK, we propose AOLS using

synchronous phase modulation, where old label is synchronously modified to a new

symbol and no wavelength conversion is needed [94]. Considering network applica-

tion, it is also of interest to investigate the technique in a multi-hop transmission.

2.5.2 Phase Estimation for Coherent Optical OFDM

Electronic compensation of optical distortion can resort to advanced modulation for-

mats, such as OFDM. OFDM is a special form of frequency division multiplexing,

which transmits a high-speed data stream over a number of low-speed subcarriers.

OFDM has been attracted tremendous research interests in wireless community be-

cause it is resilient to frequency selective fading in transmission channels. In optical

fiber communications, OFDM has been demonstrated for multi-mode fiber trans-

mission [95]. Standard OFDM requires a high bias to convert bipolar electrical to

unipolar optical signals, which degrades receiver sensitivity by more than 5 dB. One

main difficulty to employ OFDM in optical communications is the square law detec-
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tion of the photodiode, which loses the optical phase information. Recently, optical

single sideband (OSSB) has been proposed because it can map optical phase dis-

tortion to the electrical domain [96]. However, such a scheme requires a frequency

guard band of at least the width of data spectrum and the residual carrier suffers

from transmission noise.

It is advantageous to combine coherent detection and OFDM, which has been

recently proposed and shown for the enormous tolerance of CD and PMD distor-

tion [22, 97]. Intuitively, the resilience of CD and PMD distortion of OFDM is a

natural result from the much lower bit rate of each subcarrier. By using coherent

detection, if the optical power into optical fiber is limited to linear range, the optical

fiber transmission becomes a linear channel for the electrical signals and the linear

distortion can be fully compensated. For coherent detection, it is advantageous us-

ing phase estimation instead of conventional OPLL based on our review in Section

2.3.3. Therefore, phase estimation is one of the important technique in coherent

optical OFDM. In conventional modulation format, data are encoded to one optical

carrier in time domain. In OFDM, however, data are encoded to multiple optical

carriers in frequency domain. Although phase estimation has been done in wireless

communications [21], it is important to investigate and demonstrate it in optical

communications.

2.5.3 Optical Performance Monitoring in Optical Fiber Net-

works

There exist various OSNR and CD monitoring techniques. Each technique has its

advantages and disadvantages depending on the applications. In this thesis, our

researches fall into OPSN and electronic compensation of optical distortions.

In a node of OPSN, the incoming optical packets may originate from different

sources and traverse different optical links. Consequently, each optical packet has

its own history and signal quality. In particular, the signal quality may change in

a short time duration, such as 100 ns for a 1000-bit long 10 Gb/s optical packet.

To address this challenge, we propose an OSNR monitor capable of measuring the
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varying OSNRs of consecutive optical packets. Each optical packet only lasts about

102.4 ns.

It is expected that electronic compensation of optical distortions will spread into

optical fiber networks as adaptive and cost-effective compensation is needed. An

inherent nature of electronic compensation is that optical distortions are , fully or

partly, down-converted to the electrical domain. When the electronic compensation

receiver compensates the optical distortion, it also reflects the strength of optical

distortion. For example, the tap coefficients of FFE receiver are strongly decided

by the optical distortion. Thus it is possible to monitor the optical distortion by

analyzing the tap coefficients [60]. The advantage of this technique is that there

is no additional hardware requirement in addition to electronic compensation re-

ceiver. The optical distortion monitoring is carried out by further signal processing

in generic digital signal processors.

2.6 Conclusion

Two primary tasks for optical fiber networks are data routing and data transmission.

Centered around the two tasks, the work of this thesis fall into three areas. In this

chapter, we have explored the literature pertinent to the three research areas of this

thesis.

In Section 2.2, we have reviewed the available AOLS techniques, which are es-

sential to route IP packets in OPSN. By using AOLS, optical label information is

swapped at each node in the electrical domain, while optical data/payload remains

in the optical domain to avoid the unwanted OEO conversion. Several optical la-

beling techniques have been discussed and compared. The AOLS techniques are

strongly determined by optical labeling techniques, and consequently they are re-

viewed according to the different optical labeling techniques.

In Section 2.3, we have reviewed the available techniques on electronic compensa-

tion of optical distortions. The advantages and disadvantages of the techniques are

also discussed. Electronic compensation of optical distortions has become feasible

due to the fast advances of microelectronics. On the other hand, the evolution of
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optical fiber networks requires adaptive and cost-effective compensation solutions.

Electronic approaches are promising to satisfy the requirements. The structure and

performance of electronic compensator vary vastly. It depends on the application to

choose an appropriate electronic compensator.

Optical performance monitoring is increasingly important for optical fiber net-

works. The new applications, such as OPSN, create many new challenges to the

existing monitoring techniques. Section 2.4 has reviewed the existing OSNR and

CD monitoring techniques.

From the literature review in this chapter, innovative techniques or further im-

proved techniques are required in the three research areas. We have then discussed

our motivations for each of our proposed new techniques in Section 2.5.
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Chapter 3

Signal Processing for Optical Fiber Networks

3.1 Introduction

Fig. 3.1(a) shows a generic block diagram of optical communication systems. The

objective of the communication is to transmit data through the networks from one

place to another place. The fundamental difference of optical fiber networks is

that data are carried on optical carriers. Therefore, transmitters, receivers, and

transmission links are designed to the needs of optical signals. The network can be

in various forms, from simple to sophisticated. Fig. 3.1(b) is a simple one, consisting

of optical fiber cables. Even though optical fiber is a superb transmission medium,

it still has attenuation and dispersion, which is troublesome for the higher bit rate

and longer distance transmission. Attenuation is generally compensated by optical

amplifier, which introduces optical noise unfortunately. Optical noise can not be

compensated and therefore imposes a fundamental limit for long-haul transmission.

In this thesis, we only deal with single mode fibers, and therefore dispersion includes

chromatic dispersion (CD) and polarization mode dispersion (PMD). Dispersion is

much more difficult than attenuation to compensate. Dispersion compensation is a

major target of this thesis. Furthermore, the optical channel is a pipeline, which is

aggregated from small traffic. It is natural to add and drop some traffic from the

optical channel since not all the traffic go to the same destination. Fig. 3.1(c) is

a conventional optical-electrical-optical (OEO) switch. The function of the switch

is to drop and add part of traffic from the optical signal. This approach is based

on mature techniques but is considered costly and inefficient because all the traffic

including the passing through traffic are converted to the electrical domain and

then converted back to the optical domain again. Since the optical signal speed

43



Chapter 3. SIGNAL PROCESSING FOR OPTICAL FIBER NETWORKS

Network
TX

TX RXXC OXC

RX
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(a)

(b) (c) (d)

Figure 3.1: (a) A generic diagram of optical communication systems, (b) optical
fiber channel, (c) OEO electrical switch, (d) optical switch. Tx: Transmitter. Rx:
Receiver.

is generally very high, this OEO conversion is demanding for the electrical-speed,

which causes so-called electronic bottleneck. Fig. 3.1(d) is an optical cross-connect

(OXC) and envisioned as a critical element of the future optical networks. While the

actual realization of the optical switch is quite diverse, the purpose is to keep the

signal in the optical domain as much as possible to avoid OEO conversion. There

are numerous challenge to realize the optical switch and many of them are still open

problems [28].

In this chapter, we present the equivalent low-pass system to describe the optical

transmission system in Section 3.2. Section 3.3 details the building blocks of trans-

mitter and receiver from the perspective of signal processing. Section 3.4 introduces

optical impairments in optical fiber links. The limits from the major impairments

are mathematically described. We also introduce optical re-circulating loop, which

is an experimental platform for long-haul optical transmissions. The purpose of this

chapter is to provide the technical background and define the pertinent terminologies

for the ensuing chapters.
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3.2 Equivalent Low-pass Signal and System

For a monochromatic light,the electric field vector �E as a function of time t can be

written as [1]:

�E(t) = �r |E(t)| cos[2πfct + θ(t)] (3.1)

where �r is a two-dimensional vector denoting the coordinate in the direction per-

pendicular to the propagation direction,|E| is amplitude, fc is the light frequency,

and θ is the phase. The vector �r also means the polarization of the light. Funda-

mentally, there are four dimensions of a light to carry information, i.e., polarization,

amplitude, frequency, and phase. In the context of digital modulation, they cor-

respond to polarization-shift keying (PolSK) [98], amplitude-shift keying (ASK),

frequency-shift keying (FSK), and phase-shift keying (PSK). However, the available

receiver or photodiode in optical fiber communications only responds to the optical

power/intensity. Therefore, only intensity/amplitude modulation can be directly

detected by optical receivers. Optical polarization, phase, and frequency have to

be converted to optical intensity information by additional components and devices,

which consequently increases the implementation complexity. Therefore the simplest

technique is to change the optical power between zero and one, which is often called

on-off keying (OOK) to reflect the on-off nature of the resulting optical signal.

This thesis focuses on optical amplitude and phase. Since polarization is gener-

ally constant or slowly varying, it is more convenient to use a scalar expression to

replace (3.1):

E(t) = |E(t)| cos[2πfct + θ(t)] (3.2)

It is clear that E(t) in (3.2) is a band-pass signal, which is conventionally ex-

pressed as:

s(t) = a(t)cos[2πfct + θ(t)] (3.3)

where a(t) is the signal amplitude.

Throughout this thesis, equations (3.1) and (3.3) both are used to represent

the optical signal. Equation (3.1) emphasizes the optical characteristics whereas

equation (3.3) is for the general signal processing.
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In optical communication systems, information-bearing signals are transmitted

by modulating optical carriers. Since optical signals and channels are limited in

certain bandwidth, they are characterized as band-pass signals and channels. With-

out loss of generality and for mathematical convenience, it is desirable to express

all band-pass signals and channels to equivalent low-pass signals and channels. In

fact, optical communications are quite similar with wireless communications, the

major difference is that the frequency of optical carriers are higher than 100 THz,

compared with GHz of RF carriers.

Rigorous derivation of equivalent low-pass signals of (3.3) can be found in [99].

Equivalent low-pass signals can also be derived by mathematical manipulation of

(3.3) as below:

s(t) =a(t)cos[2πfct + θ(t)] = �{a(t)ej[2πfct+θ(t)]}
=�{a(t)ejθ(t)ej2πfct} = �{sl(t)e

j2πfct} (3.4)

where j is complex unit throughout this thesis, j =
√−1. sl(t) is the equivalent

low-pass signal of the real signal s(t) and is generally a complex number as shown

below:

sl(t) =a(t)ejθ(t) = x(t) + jy(t) (3.5)

a(t) =
√

x2(t) + y2(t) (3.6)

θ(t) =tan−1 y(t)

x(t)
(3.7)

x(t) and y(t) are called the in-phase and quadrature components of the band-pass

signal s(t). To see this, (3.3) is re-written with trigonometry as:

s(t) =a(t)cos[2πfct + θ(t)]

=a(t)cos[θ(t)]cos(2πfct) − a(t)sin[θ(t)]sin(2πfct)

=x(t)cos(2πfct) − y(t)sin(2πfct) (3.8)

(3.8) is the basis to understand quadrature signal processing.
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The input and output of optical systems are both band-pass signals. If optical

signals can be represented by equivalent low-pass signals, optical channel can also be

represented by equivalent low-pass channel. Thus, we shall deal only with the trans-

mission of equivalent low-pass signals through equivalent low-pass channels, which is

not only for mathematical convenience but also for computer simulation efficiency.

To simulate optical communications in computers, the continuous-time signal are

sampled and converted to discrete time versions. According to the Nyquist’s cri-

terion, a signal of bandwidth B can be reconstructed from samples taken at the

2B samples/s. The typical light frequency in optical fiber communications is about

100 THz, which is very demanding to simulate this absolute bandwidth. However,

the data bandwidth modulating the light is generally about GHz, which can be

easily simulated using equivalent low-pass signal and channel.

Through out this thesis, the equivalent low-pass signal and channel description

are used. The band-pass signal can be obtained by using (3.4).

There are three digital modulation format used in this thesis. As an example,

the equivalent low-pass of BPSK and QPSK can be expressed as:

sl(t) =ej2π xn
M , (3.9)

xn =

⎧⎨
⎩ 0, 1; M = 2;

0, 1, 2, 3; M = 4;
(3.10)

The base-band signal is encoded to optical carrier by in-phase quadrature (IQ)

modulation. In signal processing, the encoding is obtained by multiplying a complex

carrier ej2πfct to the base band signal as below:

s(t) = sl(t)e
j2πfct = ej2π(fct+ xn

M
) (3.11)

The real signal is simply the real part of the complex signal. When the signal is

sampled to digital domain, the variable t is replaced by nT for a digital sequence.
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3.3 Transmitter and Receiver

The main role of optical transmitter and optical receiver is to convert the data signal

between the electrical and optical domain. This corresponds to modulation and de-

modulation in terms of signal processing. The standard modulation/demodulation

scheme being employed in the present commercial optical fiber communications is

called IM/DD scheme. The term IM means that the light intensity (not the ampli-

tude) is modulated linearly with respect to the input signal voltage and basically

no attention is paid to the phase of the carrier. The term DD stems from that the

signal is detected directly at the optical stage of the receiver; neither the frequency

conversion (heterodyne or homodyne scheme) nor sophisticated signal processing at

lower frequency is performed. However, it is advantageous to know optical phase,

which requires more complex transmitter and receiver. One way is coherent detec-

tion, which is generally achieved by using a local oscillator to beat with the incoming

signal. DPSK can be viewed as a special case to make use of optical phase, where

the preceded signal is used to beat with current signal.

3.3.1 Laser Source

Optical fiber communication systems use semiconductor lasers due to their sev-

eral advantages, such as compact size, high efficiency, good reliability, and right

wavelength range [1]. Most lasers used in optical fiber communication systems are

distributed-feedback (DFB) lasers. As its name suggests that the feedback is not

localized at the facets but achieved through an internal built-in grating that leads

to a mode selection. DFB lasers have advanced significantly and are commercially

available. As a fact, DFB lasers are used routinely for WDM systems.

An ideal laser source can be described as (3.1), which has a single spectral line

in frequency domain. However, the practical laser source always has amplitude

and phase noise, which contribute a finite spectral linewidth. The phase noise and

the non-zero linewidth of semiconductor lasers come from spontaneous emission in

laser materials. In computer simulation, the laser phase noise can be simulated by

white Gaussian frequency noise [100]. In IM-DD systems, a narrow laser linewidth
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is essential for high-speed transmission when CD takes effects. Fortunately, the

linewidth requirement can be easily met by the commercial DFB lasers. The present

narrowest DFB laser is about 100 kHz [101]. In coherent system, the linewidth

characterizes the strength of the phase noise, which sets one of the fundamental

limits. The variance of phase noise of finite laser linewidth is:

σ2 = 2πΔfT (3.12)

where T is the observation time of the laser phase change, Δf is the full width at half-

maximum of the laser freqency spectrum. From (3.12), if the laser linewidth is wider,

the phase noise is stronger. When the phase noise is too strong, the useful phase

information is corrupted and can not be recovered any more. Therefore, optical

phase modulation format generally requires narrow linewidth lasers. In laboratory,

the external cavity lasers are also used when the narrower linewidth, i.e., low phase

noise is desirable.

3.3.2 External Modulator

Optical modulator using electro-optic or electro-absorption effect plays an important

role in high-speed optical communication systems. The main stream of external

modulator is based on lithium niobate crystal.

Fig. 3.2 shows the principle of a phase modulator. As shown in Fig. 3.2(a), the

main structure of phase modulator comprises optical waveguide and RF electrode.

When voltage is applied to the RF electrode, due to the electro-optic effect of LN

substrate, refractive index is changed by the electrical field, and the phase of the

optical signal in one arm is advanced, i.e., phase shift. Fig. 3.2(b) is an example of

π phase shift and the corresponding RF voltage is denoted as Vπ. One disadvantage

of the LN waveguide is polarization sensitivity. Therefore the polarization stage

of the input light needs to be aligned appropriately. Polarization misalignment can

cause polarization dependent loss (PDL), or the output optical power varies with the

input polarization state. The polarization misalignment can also change the phase

shift value even when a constant voltage is applied to the RF electrode. In all the
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Figure 3.2: (a) Structure of phase modulator, (b) Phase shift by phase modulation.

experiments of this thesis, the optical modulators are all equipped with polarization

controllers before the input port even there is no mention in experimental setup

figures and descriptions, which is for the sake of simplicity.

RF V1

RF V2

Bias
Bias

RF V1

RF V2

Bias 1

Bias 2
Bias 3

(a) (b) (c)

Figure 3.3: Typical structure of MZ modulators.

For amplitude/intensity modulation, the modulator is generally configured as a

Mach-Zehnder (MZ) interferometer [17]. Two waveguides form the two arms of the

MZ interferometer. When the optical fields in the two arms experience the identical

phase shifts, the output optical signal is maximal, which is called constructive inter-

ference. When the phase difference between two arms is π, the output optical signal

is minimal, which is called destructive interference. There are also different ways

to arrange the electrode for the waveguide. Fig. 3.3 (a) shows a dual-electrode MZ

modulator, where two RF signals can be applied to. The output of a dual-electrode
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is:

Eo =
Ei

2
(ejπ

V1
2Vπ + ejπ

V2
2Vπ ) (3.13)

where V1 and V2 are the RF signals. If we let V1 = −V2, this configuration is called

push-pull mode. If we want to generate a π phase shift between two arms in a

dual-electrode MZ modulator, each arm only needs to produce π
2

phase shift, one

negative, one positive. Therefore, a factor of 2 is included in MZ transfer function.

The output of the modulator can be simplified as:

Eo = Eicos(π
V1

2Vπ
) (3.14)

2

O
E

OE

V

V0 V /2 V V

V
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Figure 3.4: Amplitude and intensity transfer curves of an MZ modulator.

Since IM-DD system is prevalent, it is popular to express the output of the

modulator in terms of intensity as:

|Eo|2 = |Ei|2 cos2(π
V1

2Vπ
) (3.15)

In reality, V1 is generally an AC only signal, which is added with a DC voltage

signal, or DC bias VB. The procedure is called to bias the modulator. Equation

(3.15) is extended to include the DC bias as below:

|Eo|2 = |Ei|2 cos2(π
V1 + VB

2Vπ
) (3.16)
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Fig. 3.4 shows the typical amplitude transfer and intensity transfer curves. Note,

because of the manufacturing process, when no DC bias, the transfer curve can shift

left or right for different modulators. When V1 = 0, i.e., no RF signal input, the DC

bias voltage controls the output optical power. The DC bias voltage corresponding

to minimum output, in theory |Eo|2 = 0, is defined as V0, or biased at null point. In

a similar way, the voltage corresponding to maximum output is defined as Vπ. For

IM-DD binary systems, the bias point is generally set at the 50% transfer curve, or

quadrature point.

The push-pull mode modulator can be further simplified to a single electrode. By

changing the RF voltage, the output optical signal power can be switched between

two levels, one of which is set to zero. This modulation format is generally called

OOK to reflect the on-off nature of the resultant optical signal, which is described

below:

Eo2 =

⎧⎨
⎩ 0; V1 = Vπ

E2
i ; V1 = 0

OOKmodulation (3.17)

This modulator can also generate binary phase-shift keying (BPSK) when biased

at the null point. If we compare the amplitude and intensity transfer curve in Fig.

3.4, Vπ is defined according to the intensity transfer curve, which is actually the

equivalent Vπ/2 point for amplitude transfer curve. It can be seen as below that the

output is only intensity modulated and there is no any phase modulation. Hence in

this push-pull mode, the modulator is called chirp free.

Eo =

⎧⎨
⎩ −Ei; V1 = −Vπ

Ei; V1 = Vπ

BPSKmodulation (3.18)

Recently, the dual-parallel MZ modulator is very attractive for arbitrary optical

field modulation [102]. Each of the two inner zero-chirp MZ modulators acts inde-

pendently and the outer MZ structure is biased with a π
4

phase shift. The transfer

function is:

Eo =
Ei

2
[cos(π

V1 + VB1

2Vπ
) + ejπ

VB3
Vπ cos(π

V2 + VB2

2Vπ
)] (3.19)
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If we set VB3 = −Vπ

2
, Ei = ej2πfct, and define I

Δ
= cos(π V1+VB1

2Vπ
), Q

Δ
= cos(π V2+VB2

2Vπ
),

the output real signal is:

s(t) = �{Eo} = Icos(2πfct) − Qsin(2πfct) (3.20)

Compare with (3.8),the modulator approximates an ideal Cartesian EO con-

verter, which can modulate optical intensity and optical phase in an arbitrary way.

3.3.3 Direct Detection Receiver

The function of photodiode can be described as a square-law detector as below:

i(t) = r |Ei(t)|2 (3.21)

where i(t) is the output current, and r is the responsivity of the photodiode. One

important result from this direct detection is that the phase information of the

optical carrier is totally lost. Consequently, the optical field can not be accessed.

The major complications in the photodiode are the additional noises. The shot

noise and thermal noise are the two fundamental noise mechanisms responsible for

current fluctuations in all optical receivers even when the incident optical signal

power is constant. Shot noise is a manifestation of the fact that an electric current

consists of a stream of electrons that are generated at random times. The thermal

noise current is from the random motion of electrons that is always present at any

finite temperature. In most practical direct detection receivers, the thermal noise is

much stronger than the shot noise [17]. In addition to the imperfection of photo-

diode, the imperfection of the optical signal converts to the electrical current noise

after the photodiode. The optical signal source always has phase noise and intensity

noise as mentioned in Section 3.3.1. Furthermore, the optical amplifier always adds

amplified spontaneous noise (ASE). Both optical noises or optical power fluctuations

are converted into current fluctuations in photodiode. In optically amplified optical

fiber communication systems, ASE is generally the dominant noise, which is further

elaborated in Section 3.4.1 .
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Receiver has a decision circuit to identify bits, which can be compared with

the transmitted bits to calculate bit-error rate (BER). BER is frequently used to

characterize the performance of digital systems. An important parameter for any

receiver is the receiver power sensitivity. It is usually defined as the minimum

average optical power required to realize a specific BER level, e.g., 10−3 or 10−9.

In an optically amplified system, optical receivers always has enough optical power

and the BER performance is dominant by amplifier noise, where optical signal-to-

noise ratio (OSNR) is used to evaluate the noise strength. In such systems, OSNR

sensitivity is often used to evaluate the minimum OSNR required for a particular

BER while the optical power is kept adequate to optimize the receiver performance.

Noise and other impairments degrade the signal quality. Therefore received op-

tical power is generally increased to satisfy the same BER of the receiver without

those noise and impairments. The increase of the optical power is referred to as

the optical power penalty. In a similar way, OSNR penalty is used to evaluate the

strength of the noise and impairments.

3.3.4 Differential Receiver

In a differential receiver, the received signal in any given signaling interval is com-

pared with the phase of the received signal from the preceding signaling interval.

Therefore differential receivers do not require a local oscillator and are often consid-

ered to be non-coherent receivers.

In optical fiber communications, the differential demodulator can be realized by

an MZ interferometer, which is also called optical demodulator. MZ interferometers

can access optical phase difference of a fixed time interval. In this method, optical

phase estimation and recovery are not required, which is often considered to be a

non-coherent communication technique. This method is much simpler than coherent

detection and consequently find wide applications in differential detection optical

systems. An MZ interferometer is illustrated in Fig. 3.5(a), consisting of two optical

couplers, and a delay line. The principle is to interfere a signal with its delayed

version.

Following the description in Section 3.2, the equivalent low-pass of a binary PSK
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Coupler 1 Delay Line  Coupler 2  

EI1 EO1

EO2

DSP

      delay               balanced 
interferometer      detection

(a) (b)

Figure 3.5: (a) Interferometer structure, (b) Balanced differential detection

modulated signal waveforms may be expressed as:

E(nT ) = ejπx(nT )π, x(nT ) = 0 or 1, n = 0, 1, 2, · · · (3.22)

The outputs of the MZ interferometer with a time delay of one bit period T are:

⎧⎨
⎩ E(nT ) + E(nT − T ) ∗ ejφ, constructive interference

E(nT ) − E(nT − T ) ∗ ejφ, destructive interference
(3.23)

where φ is the phase change caused by the delay line. If we choose a MZ interferom-

eter as an optical demodulator of DPSK, we will adjust time delay to the bit period

T and phase delay so that φ = 2nπ, n = 0, 1, 2, · · · . Since a square-law photodi-

ode is used to detect optical powers, the output powers of MZ interferometer are

calculated as:

⎧⎨
⎩ PO1 = |E(nT ) + E(nT − T )|2

PO2 = |E(nT ) − E(nT − T )|2
(3.24)

where PO1 is from constructive interference port and PO2 is from destructive inter-

ference port.

The truth table of the optical demodulator is shown in Table 3.1. It is clear PO1

is the XOR logic output of E(nT ) and E(nT −T ) and PO1 is the XNOR logic output

of E(nT ) and E(nT −T ). If we use a balanced receiver as shown in Fig. 3.5(b), the

detected power is PO1 − PO2, which is also listed in Table 3.1. The ′0′ and ′1′ signal

spacing is doubled from [0 4 |E|2] to [−4 |E|2 4 |E|2], which explains the almost

3 dB advantage of balanced detection [89].
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φ(nT ) φ(nT − T ) PO1 PO2 PO1 − PO2

0 0 4 |E|2 0 4 |E|2
0 π 0 4 |E|2 −4 |E|2
π 0 0 4 |E|2 −4 |E|2
π π 4 |E|2 0 4 |E|2

Table 3.1: Truth table of optical demodulator

3.3.5 Coherent Receiver

In a coherent receiver, a local oscillator laser is incorporated with an optical receiver.

Depending on the frequency difference between the local oscillator and incoming

optical carrier, coherent detection can be classified as heterodyne or homodyne de-

tection. In a coherent heterodyne detection scheme, the optical frequency of the

signal is about several gigahertz different from that of the local oscillator light. The

modulated signal is down converted into an electrical intermediate frequency (IF)

signal by the square-law characteristics of a photo diode, the following electronic

demodulator demodulates the IF signal into the transmitted signal. In a coherent

homodyne detection scheme, the optical frequencies and phases of the signal and the

local oscillator are completely matched, so that the modulated optical signal can be

directly demodulated into the baseband signal.

DSP
local laser

balanced  detection

input optical signal

Figure 3.6: Coherent receiver.

A simple coherent receiver is shown in Fig. 3.6. The incoming light is mixed

with a local oscillator signal via an optical coupler and sent to the photodiode.

For the interference purpose, the polarization states of the two waves need to be

aligned. Hence, there is always a polarization controller before the optical cou-

pler in the coherent detection experiments of this thesis. The incoming signal is:

Es = a(t)ej2πfct+jθc(t), where a(t)ejθc(t) carries the useful information and the lo-
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cal oscillator with unit amplitude is: El = ej2πflt+jθl(t). After photo detection, the

electrical currents of the two arms are:

i(t) ∝ |Es(t) + El(t)|2 = Es(t)E
∗
s (t) + El(t)E

∗
l (t) + �{EsE

∗
l } (3.25)

i(t) ∝ |Es(t) − El(t)|2 = Es(t)E
∗
s (t) + El(t)E

∗
l (t) − �{EsE

∗
l } (3.26)

where |·|2 is modulus square operation; ·∗ is conjugate operation and �{·} represents

the real part. In general, a balanced detection is used by subtraction of the two

electrical currents, which is:

i(t) ∝ |Es(t) + El(t)|2 − |Es(t) − El(t)|2 = 2�{EsE
∗
l } (3.27)

=2a(t)cos[2π(fc − fl)t + (θc − θl)] (3.28)

The advantage of balanced detection is the disappearance of Es(t)E
∗
s (t)+El(t)E

∗
l (t)

in (3.28), which means much less noise.

From (3.28), if we want to recover the useful information, two conditions below

need to be satisfied:

fc − fl =0 (3.29)

θc − θl =constant (3.30)

The first condition is called frequency locking, which can be done in one step in

homodyne or two steps in heterodyne. The second condition is called phase locking.

Traditionally, phase locking is carried out by optical phase-locked loop. However, as

mentioned in Section 2.3.3, another promising approach is to employ digital signal

processing, which is equivalent of OPLL in digital domain. The carrier phase is

estimated and compensated in digital signal processor. In [103], the carrier phase

estimation for a QPSK encoded signal is discussed in detail. The principle is to

raise the data sequence to the fourth power. As a result, the phase modulation

of data is canceled but the residual phase is 4 times of the optical carrier phase.

It is an example of Mth-power law method and we will continue to discuss it in
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Section 5.3.3. Because the estimation is corrupted by Gaussian noise, it is necessary

to average the the carrier phase over many symbol intervals to obtain an accurate

phase estimation. In short, coherent detection by phase estimation can achieve the

same performance by conventional OPLL.

As discussed in Section 3.3.3, thermal noise or ASE noise is prevalent in IM-DD

systems. However, we can increase the local laser power sufficiently higher than

the incoming signal light. In this condition, the shot noise from the local laser

is dominant, which is called shot noise limited condition. In general, shot noise

is smaller than thermal noise, which explains the better sensitivity by coherent

detection.

3.4 Optical Fiber Channel

When an optical signal is transmitted in a optical fiber channel, optical impairments

degrade its quality. Optical impairments can be grouped as noise and distortion.

Noise mostly comes from optical amplifiers and degrades the signal-to-noise ratio.

Noise can not be mitigated once it is added to optical signal because of its ran-

dom nature. Distortion generally causes inter-symbol interference. The distortion

considered in this thesis include CD and PMD, which can be fully compensated in

theory. Another distortion source is non-linearity in fiber, which is not discussed in

this thesis because we focus our work on linear transmission domain by controlling

the optical power into optical fiber.

3.4.1 Optical Amplifier

In an optical communication system, the optical signals from the transmitter are

attenuated as they propagate through the optical fiber. Many optical components,

such as couplers and optical switches, also attenuate the optical signal. Prior to the

advent of optical amplifier, the only option was to regenerate the signal, that is,

to receive the signal and retransmit it. Optical amplifier has become an essential

component in optical networks to compensate the transmission losses. The most

common optical amplifier today is the erbium-doped fiber amplifier (EDFA). The
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development of EDFAs in the late 1980s and early 1990s enables the optical long-haul

transmission and the applications of WDM. In addition to providing optical gain,

EDFAs also add undesired noise onto the amplified signal, which is called amplified

spontaneous emission (ASE) noise.

The total ASE noise power in an optical bandwidth Bo is given as [104]:

PASE = 2nsphf(G − 1)Bo (3.31)

where nsp is the spontaneous emission noise factor, hf is the photon energy, and G

is the gain of the optical amplifier. The factor of 2 captures the ASE noise in all

polarization since the ASE noise is typically unpolarized. nsp is used to approximate

the noise figure (NF) of the optical amplifier:

NF ≈ 2nsp (3.32)

An optical fiber link may include several optical amplifiers. The ASE noise

accumulates over the amplifiers and degrades the OSNR. When all the amplifiers

are evenly spaced and have the same gain , which is the case in many laboratory

experiments using optical re-circulating loops, the accumulated ASE power at the

receiver is [104]:

PASE = NFhf(G − 1)BoN (3.33)

where N is the number of amplifiers or the spans of systems. (3.33) is frequently used

to estimate the OSNR performance in optical re-circulating loop experiments. For

engineering convenience, (3.33) is converted to logarithm scale with the assumptions:

G − 1 ≈ G and Bo = 0.1 nm.

P dB
ASE = −58 + NF dB + GdB + 10log10N (3.34)

In an IM/DD system, ASE noise is generally the dominant noise. ASE noise

in the optical domain can be simulated as additive complex white Gaussian noise.

Therefore ASE adds the intensity and phase fluctuations to the optical signals. In
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photo diode, ASE noise beat with optical signal and convert to the electrical domain,

the resultant electrical current i(t) is:

i(t) ∝ |Es(t) + EASE(t)|2 = Es(t)E
∗
s (t) + EASE(t)E∗

ASE(t) + �{Es(t)E
∗
ASE(t)}

(3.35)

where |·|2 is modulus square operation; {·}∗ is conjugate operation and �{·} repre-

sents the real part. The first term in the right hand side of (3.35) is signal intensity.

The second term is spontaneous-spontaneous beat noise. The third term is the

product of signal and ASE noise, which is called signal-spontaneous beat noise.

In addition, because of optical amplifiers, the optical fiber communications sys-

tems can have high power signals or high count signals. This causes the non-linearity

easily in optical fiber. This thesis focus on linear optical transmission systems by

controlling the optical power.

3.4.2 Chromatic Dispersion

In optical communication systems, single-mode fibers are widely deployed. Inter-

modal dispersion is absent simply because the energy of light is transported by a

single mode. However, CD is dominant in single-mode fibers. CD is a phenomenon

by which different spectral components of a pulse travel at different velocities [1].

CD consists of material dispersion and waveguide dispersion. Material dispersion is

the principle component of CD, which occurs because the refractive index of silica,

the material used for optical fiber fabrication, changes with the optical frequency so

that different frequency components propagate at different speeds in optical fiber.

For a monochromatic light propagating along the fiber, or the z direction, it can

be expressed as:

E(t, z) = |E| · cos(ωct − βz) = �{Eej(ωct−βz)} (3.36)

where ωc is the angle frequency of the carrier, β is the propagation constant in the

fiber. Because of CD, β is a function of angle frequency ωc. If we encode the carrier

with a frequency Δω, the complex fiber transfer function of a distance from z = 0
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to z = z is :

H(z, Δω)
Δ
=

Eej(ωc+Δω)t−jβ(ωc+Δω)z

Eej(ωc+Δω)t
= e−jβ(ωc+Δω)z (3.37)

where the attenuation of the fiber is ignored for simplicity. In general, Δω << ωc,

the propagation constant β(ωc+Δω) is described by Taylor expansion up to the second

order at angle frequency ωc:

β(ωc+Δω) = β(ωc) + β1Δω +
1

2
β2Δω2 (3.38)

where β2 is the group velocity delay parameter and related to CD parameter. CD

is usually characterized by the CD parameter D = −2πc
λ2 β2, where c is the speed of

light, λ is the wavelength and β2 is the group velocity dispersion (GVD) parameter

[1]. The units of CD are ps/nm/km, which express the temporal spread (ps) per

unit propagation distance (km) per unit pulse spectral width (nm). Standard single-

mode fiber (SSMF) has D = 17ps/nm/km at 1550 nm.

The first two terms in (3.38) describe the linear part and cause no distortion,

which simply means a time delay [β(ωc) + β1Δω]z of the signal after transmission.

Therefore we keep the second order term, the fiber transfer function can be re-written

as:

H(z, Δω) = ej 1
2
β2Δω2z = e−jπDcz Δω2

ω2 (3.39)

Inherently, CD is a linear effect in the optical domain, or independent of optical

power. As a result, it can be fully compensated, e.g., by CD compensation module.

For conventional intensity modulation and direct detection (IM-DD), the two side

bands ω ±Δω beat together in photodiode. The transfer function after photodiode

is:

H2(z, Δω) =[ejπDcz Δω2

ω2 + e−jπDcz Δω2

ω2 ]2

=cos2(πDcz
Δω2

ω2
) (3.40)

If we insert some typical values into the transfer function, ω=193.55 THz, D=17
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Figure 3.7: Intensity transfer curve of 80 km SSMF versus frequency Δω. The gray
curve is the power spectrum density of a 10 Gb NRZ signal.

ps/nm/km, z= 80 km, we can plot the transfer curve as in Fig. 3.7. The transfer

curve has a null point at 6.75 GHz , which means some spectral components are lost,

so-called frequency selective fading. With the transfer curve in Fig. 3.7, 10 Gb/s

signals can transmit in 80 km SSMF fiber with acceptable performance degradation,

but 40 Gb/s signals fail because of in-band spectral components are lost.

In the time domain, pulse broadening is the main impact caused by CD. The

extent of pulse broadening for a pulse occupied Δλ bandwidth after a fiber of length

L is given by:

ΔT = DLΔλ (3.41)

Therefore, shorter time pulse, wider frequency spread and longer fiber length all

cause pulse broadening linearly. In general, the pulse broadening should be smaller

than one bit period, or the reciprocal of bit rate B. This condition can be approx-

imated by the criterion BΔT < 1, which provides an order-of-magnitude estimate.

The (3.41) shows the importance of using nearly monochromatic laser source, other-

wise the pulse broadening of CD effects will limit the achievable transmission length.

In present optical communication systems, distributed-feedback lasers without mod-

ulation can output light with very narrow spectrum. Therefore the bandwidth is

determined by the modulation of bit rate B. After modulation, the spectral width

is approximated as:

Δλ = − λ2

2πc
Δω ≈ − λ2

2πc
2πB = −λ2

c
B (3.42)
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Figure 3.8: CD limit on bit rate and transmission length.

Insert (3.41) and (3.42) into the criterion expression, the length limited by the

bit rate is:

B2L < − c

λ2D
(3.43)

It can be seen from (3.43), the maximum transmission length decreases as the

square of bit rate. For example, we plot the data rate B as a function of fiber length

L in Fig. 3.8. In the 1550 nm transmission window, the maximum transmission

distance for 10 Gb/s is about 80 km of standard single-mode fiber. If we increase

the bit rate to 40 Gb/s, the maximum transmission distance is only about 5 km.

Therefore, CD is a major limiting factor for the optical signal of 10 Gb/s, 40 Gb/s,

and beyond.

3.4.3 Polarization Mode Dispersion

In optical fiber, small departures from the perfect cylindrical symmetry lead to

birefringence, which results in two different polarization modes. Each polarization

has its own transmission constant corresponding to fast mode βf and slow mode βs.

Equation (3.1) represents a special condition when βf = βs, which is acceptable for

most applications. However, the difference between βf and βs can not be ignored

when the transmission bit rate is high and the transmission distance is long. If

the input pulse excites both polarization modes, it becomes broader as the two

modes disperse along the fiber because of their different transmission constants,

illustrated in Fig. 2.4. This phenomenon is called the polarization mode dispersion
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(PMD). PMD is considered as a limiting factor in high-speed long-haul optical fiber

communication systems and therefore has been extensively studied.

The pulses transmitting in different polarization modes have different transmis-

sion speeds. Therefore the pulses have a time delay after a distance of L, which is

defined as DGD:

DGD = |βf − βs|L (3.44)

which is only effective in short fiber. In long-distance optical fiber, there are random

mode-coupling effects because power of one polarization mode leaks into the other

mode. Such mode-coupling makes temporal response of a long fiber no longer deter-

ministic but can only be estimated based on stochastic parameters. Mode-coupling

process is phase sensitive and therefore the temporal response of a long fiber becomes

sensitive to the fiber environment because high-coherence sources such as DFB lasers

are used [105]. Therefore the DGD is random variable with its mean value defined

as PMD:

PMD =< DGD > (3.45)

Although many people use PMD and DGD terminology interchangeably, their

difference is clear that PMD is the average of DGD probability distribution, which

can be approximated by Maxwellian distribution [17]. Unlike DGD, the PMD of

long fiber is proportional to the square root of the fiber length.

Since the instantaneous DGD in a fiber link varies randomly with time, the power

penalty caused by DGD also changes randomly. Numerical simulation shows that

DGD of about 30% of the bit period, so-called DGDMAX , causes 1 dB power penalty.

In most system design, the PMD of the fiber link must be below DGDMAX and their

difference is referred as safety factor. Intuitively, even when PMD is much smaller

than DGDMAX , the instantaneous DGD and associated power penalty can be very

large though the probability is small. ITU Recommendations provide reference table

for the safety factor [106]. For example, if the probability of the DGD of a fiber link

exceeding the DGDMAX is wanted to be less than 4.2× 10−5, then the PMD of the

link must be smaller than 1
3

of DGDMAX , almost 1
10

of one bit period as a mnemonic

rule. PMD is a linear and scalable distortion in the optical domain [11]. For example,
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if the transmission distance limited by PMD distortion in a long-distance fiber is

1000 km for 10 Gb/s, then a 40 Gb/s signal can only transmit 62.5 km.

In computer simulations of PMD effects, we use frequency domain Jones Ma-

trix approach, which is based on the principle states polarization (PSP) model. It

was shown that in any linear optical transmission media that has no polarization-

dependent loss there exist orthogonal input states of polarization for which the cor-

responding output states of polarization are orthogonal and show no dependence on

wavelength to first order [107]. Therefore PMD can always be simulated by two

principle states. Following (3.1), we can rewrite the optical signal as:

�Ei =

⎛
⎝ Ex

Ey

⎞
⎠ (3.46)

where Ex and Ey are scaler as (3.2) and they corresponds the two PSP of the input.

The PMD effect of the optical link can be lumped as a transfer matrix. In frequency

domain, the output is:

�Eo =M �Ei (3.47)

where

M =MRR−MDGDR+, (3.48)

MDGD is the DGD between two PSPs, R− and R+ are polarization direction rotation,

and MR is the phase delay between two PSPs. For a long fiber with random coupling,

the total transfer matrix is the product of multiple (3.48). However, we only discuss

deterministic DGD effects in this thesis and therefore (3.48) is applicable.

3.4.4 Optical Re-circulating Loop

It is important to investigate the performance of long haul optical links. For a longer

optical link, more optical fibers, optical CD compensators and optical amplifiers are

required. It is not always practical and economical to construct such a linear link.
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One alternative way is to use optical re-circulating loop, where the optical signals

re-circulate through an optical loop consisting of shorter transmission link [108].

Re-circulating loop plays an important role in the development of long-haul trans-

mission systems by providing a flexible and economical platform for transmission

measurements.

T = t1

SW 1

SW 2

Input OutputSW 1

SW 2

Amplifier Fibre
coil

T = t2

(a) (b)

loop

Figure 3.9: Main states of a re-circulating loop, (a)load state; (b)loop state.

Fig. (3.9) shows the structure of one type of a re-circulating loop and its main

states. The loop consists of two optical switches (SW), an optical coupler, a fiber

link, and an optical amplifier. The principle of re-circulating loop can be explained

as two states as in Fig. 3.9:

• Load state: SW1 is close and SW2 is open. Therefore, the input optical signal

will fill the loop. The two switches are held in this load state long enough to

fill the loop with the optical data signal.

• Loop state: SW1 is open and SW2 is close. The optical signal is then allowed

to re-circulate around the loop for some specified number of revolutions.

Hence, by precisely controlling the two SWs, the optical signal is loaded into the

loop, re-circulated for some distance, and sent out for detection. The loop will repeat

the load state and loop state continuously. The basic time unit for the experiment is

66



3.5. CONCLUSIONS

the round trip time of the closed loop τloop, which is calculated based on 4.89 μs/km

of fiber [108].

Among different re-circulating loop structures, the one in Fig. 3.9 has two fea-

tures:

• There is no state to empty the loop. Therefore there are always optical signals

in the loop after start. This will facilitate the optical amplifier inside the loop

because it amplifies an almost continuous optical signal.

• Whenever the optical signals arrive at the optical coupler, one part of signal

will travel back to the loop while the other part will couple out of the loop.

Therefore, there are always optical signals at the output.

Because of the second feature, the measurement instruments at the output need

to be synchronized to the timing of the loop operation. The instruments should also

be capable of being triggered by a gate signal to detect a burst optical signal. It is

convenient to measure the signal from different loops by changing the delay of the

gate signal, and therefore realize the emulation of different length transmissions.

3.5 Conclusions

In this chapter, we have presented the technical background for this thesis. op-

tical fiber communication systems are band-pass transmission systems, similar to

cable/wireless systems. Therefore it is convenient to inherent the research experi-

ence in the other band-pass system and adopt the equivalent low-pass signal and

channel for optical fiber communication systems.

We have discussed some important aspects in optical transmitters and receivers.

We consider the laser sources, external modulators in optical transmitters. The

direct detection photodiode, differential receivers and coherent receivers are covered

in optical receivers. The difference among various options in optical transmitters and

receivers are high-lighted, which helps to make a choice for a specific application.

In optical channels, CD and PMD are most notorious impairments for high-speed

and long-haul optical fiber transmissions. Some theoretic aspects of CD and PMD
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have been presented with the emphasis of the system performance limits. Based

on their characteristics, the CD and PMD impairments can be fully compensated if

the full optical field information can be accessed. Optical amplifiers is ubiquitous in

the present optical fiber communication systems. Unfortunately optical amplifiers

always add noise to the amplified signal. The noise accumulation over multiple

optical amplifiers are presented. Optical re-circulating loop serves as an important

platform to investigate the long-haul optical fiber transmission. We have briefly

introduced its structure and working principle.

From the next chapter onwards, we will focus on our own contributions to the

three research areas we have introduced in Chapter 1.
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Chapter 4

AOLS Using Synchronous Phase Modulation

4.1 Introduction

In Section 2.2, we have reviewed optical packet switched networks (OPSN). In such

networks, routing and forwarding are carried out electronically with a lower speed la-

bel whereas optical payloads remain in the optical domain throughout [5]. Recently,

different modulation schemes for packet payload/label have been proposed, such as

amplitude-shift keying/frequency-shift keying (ASK/FSK) [109] and amplitude-shift

keying/differential phase-shift keying (ASK/DPSK) [33]. They both require a dedi-

cated wavelength converter for the label erasure of each packet. However, it has been

shown that it may be cost effective to share a limited number of wavelength con-

verters where the majority of packets pass through the switch without wavelength

conversion [15], especially in multi-fiber per link networks [16]. Therefore it is highly

desirable to be able to perform optical label swapping even when the packets bypass

the wavelength converters. Although the approach using superimposed subcarrier

label over ASK payload is able to meet this criterion [88], it requires additional

DC-balanced-line-coding for the payload resulting in lower effective bandwidth.

In this chapter, we describe a novel all-optical label swapping (AOLS) using syn-

chronous phase modulation in section 4.2. In our experimental demonstration, label

erasure and insertion are performed in a single step without wavelength conversion.

The phase modulator plays an important role in this technique. Unfortunately, it

has strong polarization sensitivity. In section 4.3, we then propose a polarization

insensitive phase modulator to realize polarization insensitive label swapping [110].

In Section 4.4, we consider the practical application in OPSN, where optical packets

will pass through multiple core nodes with the label swapped in each node, and
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consequently it is essential to investigate the cascadability of optical label swapping

[44, 39, 109, 111]. We derive an analytical expression for the accumulated phase

errors. To emulate a multi-hop transmission network, we use a re-circulating loop to

investigate the performance degradation after multiple label swapping [112]. Finally

we compare the simulation and experimental results of timing mismatch effects.

4.2 AOLS Using Synchronous Phase Modulation

4.2.1 Operation Principle

Phase-shift keying (PSK) format encodes the information in the optical phase do-

main. The optical power is maintained constant in each bit slot with binary data

encoded as either a ′0′ or ′π′ radian. With DPSK, the data demodulation is obtained

by comparing the phase of the current bit with that of the previous bit, avoiding the

requirement of an absolute phase reference for coherent receivers. Fig. 4.1 shows the

constellation diagram for PSK/DPSK [89]. We can observe a symbol-swapping sym-

metry in a sense that when a phase change of π radian is applied to either symbol,

it will be swapped to the other symbol. For instance, a phase change of π radian

changes symbol ′π′ to ′2π′ or ′0′, observing that ′0′ is identical to ′2π′ for DPSK

encoding. This symmetry is unique to phase encoding including DPSK/PSK, but

does not apply to other label encoding such as ASK or FSK.

Symbol I

Re(E)

Im(E)

Symbol II

phase shift

phase shift

Figure 4.1: PSK/DPSK constellation.
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Figure 4.2: Synchronous phase modulation

Fig. 4.2 shows an example of DPSK label swapping using synchronous phase

modulation. DPSK encoding uses symbols of ′0′ and ′π′, which can be interchanged

by applying a phase change of π radian. As shown in Fig. 4.2, if we want to change a

bit in the old label, we apply ′π′ phase change synchronously with a phase modulator

(PM). Otherwise we apply ′0′ phase change, or no phase change.

Fig. 4.3 shows the conceptual diagram of an all-optical label swapping unit

exploiting the unique symmetry of DPSK coding. We use an optical packet format

where a DPSK label precedes an ASK payload. The advantage of this serial label

and payload is to enable maximum modulation efficiency for both label and payload

without suffering crosstalk penalty between them. The incoming packet is detected

with a DPSK receiver, including a DPSK demodulator and a photodiode, and fed

into a switch controller. The switch controller processes the incoming label and

computes a new label containing routing information for the next node. A delta label

is generated by performing bit-wise Exclusive Or (XOR) operation of the old label

and new label. The corresponding phase modulation of the delta label with DPSK

pre-coding is encoded onto the optical packet with a phase modulator. Synchronous

refers to the timing alignment between the delta label and the incoming old label.

A fixed delay is used to achieve timing alignment between the delta label and the

old label in each optical packet. Fig. 4.2 shows an example. Assuming that one-

byte incoming label of ′11010101′ is differentially coded with a phase pattern of

′0π00ππ00π′, if a new label of ′01011001′ is called for, a delta label of ′10001100′

will be applied to the optical packet with a corresponding phase modulation of
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: Phase Shift
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Switch
Controller 

Delta Label

Fiber delay              Phase Modulator        New Label Old  Label

DPSK LabelASK Payload
Optical Packet: 

Label Swapping Unit 

DPSK Demod.

Figure 4.3: Conceptual diagram of label swapping unit.

′0ππππ0πππ′. Thus a new label is generated by modifying the old label.

4.2.2 Experimental Setup

The optical packet coding technique we choose is bit-serial label, which has been

reviewed in Section 2.2.2. We define a packet length of 210 bits at 10 Gb/s or

102.4 ns for demonstration. We start from a 210 PRBS pattern and set all the

beginning 128 bits to ′1′ to allow for DPSK labelling. The label is 16 DPSK bits at

2.5 Gb/s. The guard time between the label and payload and neighboring packets

are 2.8 ns and 3.2 ns, respectively.

MZ-Modulator PM I

PM II

2.5G
Label

10G
Payload

Label

Payload

For payload 
and label 

measurement

PG PG

PG

PC

Laser   PC PC

PC: Polarization Controller
PM: Phase Modulator
PG: Pattern Generator

DPSK Demo.

2.5G
Delta
Label

Figure 4.4: Experimental setup for label swapping.

Fig. 4.4 shows the experimental setup for demonstrating the label swapping. The

sequences of optical packets are repetition of two consecutive packets with different

labels. The payload data for the packet is generated by a pattern generator at
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10 Gb/s. Two different 16-bit labels (label 1 and label 2) are generated by a pattern

generator at 2.5 Gb/s. Following an external cavity laser, an MZ modulator is used

for payload encoding and a phase modulator is used for DPSK label encoding. The

optical packet is fed into another phase modulator which is driven by a delta-label

generated by a second 2.5 Gb/s pattern generator. Polarization controllers are used

to optimize the polarizations for the intensity modulator and two phase modulators.

The three pattern generators are synchronized with each other. The delta label is

aligned with the incoming packet by adjusting the delay electrically. The driving

voltages for both phase modulators are adjusted to ensure π radian phase encoding

between two symbols. The DPSK demodulator is a one bit delay interferometer.

We only use a single detector following one port of the DPSK demodulator instead

of balanced detection. Such a label receiver seems to be an economical choice,

since there is a sufficient power margin for the low speed label as we will show in

the following measurements. The Bit-Error-Ratio (BER) performance, packet bit

patterns and eye diagrams of the label and payload are measured before and after

the label swapping. The BER for the label and payload is obtained with an optically

pre-amplified 2.5-Gb/s receiver and a pre-amplified 10-Gb/s receiver, respectively.

PG @ 10Gb/S
PG @ 2.5Gb/s Label

PG @ 2.5Gb/s Delta Label
2.5 GHz

clock

Figure 4.5: Clock connections to synchronize the 3 BERTs.

The timing of the 3 BERT is critical to realize the synchronous phase modulation

in this experiment. Because the signal rate is in GHz range, conventional 10-MHz

clock reference can not provide bit by bit synchronization of 2.5-GHz and 10-GHz

data signals. We elect to use the high-speed clocks of the BERTS as the synchro-

nization signal. Fig. 4.5 shows the clock connection of 3 BERTs. The 10 Gb/s
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PG can output a quarter clock at 2.5 Gb/s, which is used to trigger the 2.5-Gb/s

PG. The delta label PG follow the clock of the label PG at the transmitter. In this

clock connection, bit by bit timing synchronization is achieved because the clock is

2.5 GHz as high as the bit rate.

4.2.3 Measurement Results

Fig. 4.6 shows the two packets after DPSK detection. There is a residual modulation

from the payload after DPSK demodulation since only a single receiver is used

instead of a balanced receiver. Because a packet label is usually differentiated by

a unique flag pattern at the start [113], this residual modulation would be simply

ignored by the switch controller due to lack of this flag pattern. The inset shows

the bit patterns for ’label 1’ before and after swapping. We construct a special delta

label with a value of all ones, imposing an alternate phase reversal to the old label.

The complete inversion of bit patterns of the old label to those of the new label in

the inset shows successful swapping for this special case.

20ns/div

Label 1 Label 2

20ns/div

Label 1 Label 2

Old label
New label

Figure 4.6: Packets after DPSK demodulation.

Fig. 4.7 (a), (b), and (c) show the measured bit patterns for the old label, new

label and delta label for ’label 2’, respectively. The delta label in Fig. 4.7(c) is

obtained by measuring the new label while turning off the DPSK phase encoding

for the incoming label. We can see that the sequences of these labels satisfy the

equation of c = a ⊕ b in bit-wise logic operation as predicted by the theory. In the

new label of Fig. 4.7(b), there is a spike between two consecutive ′0′s, which is a

unique signature of DPSK demodulation. It causes no eye-closure to the new label
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because it always takes place in the eye-crossing away from the center of the eye

diagram.

Old label

New label

Delta label

Figure 4.7: Bit patterns for (a) the old label, (b) the new label, and (c) the delta
label.

We perform receiver sensitivity measurements before and after label swapping as

shown in Fig. 4.8. For the payload, there is no observable power penalty because

label swapping has no impact on the OOK payload at different time slot. For the

label, the power penalty is less than 0.2 dB from 10−9 to 10−5 BER. The inset shows

the eye diagrams for the label before and after the label swapping.
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Figure 4.8: System performance of label swapping for the label and payload.
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4.2.4 Experimental Results of Timing Mismatch

Synchronization is critical in our proposed technique. It is of importance to inves-

tigate the power penalty of timing mismatch, which is carried out by intentionally

tuning the electrical delay of delta label so that it is misaligned with the incom-

ing optical packet. Fig. 4.9 shows the receiver penalty as a function of the timing

mismatch, which is normalized to one bit period. We can see that receiver power

penalty will be limited to 1 dB as long as the timing mismatch between the new

label and optical signal is kept from -18% to 18%. The inset is the eye diagram

for the -18% timing mismatch. Given that the jitter generation of clock recovery

modules can be much smaller than 18% [114], this result shows that the penalty

from timing mismatch and clock recovery can be maintained below 1 dB.

0

0.5

1

1.5

2

2.5

3

-40.0 -20.0 0.0 20.0 40.0
Timing Mismatch (% of bit period)

Pe
na

lty
 (d

B
)

0

0.5

1

1.5

2

2.5

3

-40.0 -20.0 0.0 20.0 40.0
Timing Mismatch (% of bit period)

Pe
na

lty
 (d

B
)

Figure 4.9: Receiver penalty as a function of the timing mismatch between the delta
label and the incoming optical packet.

4.3 Polarization Insensitive AOLS

To achieve polarization insensitivity for optical devices is a perennial research for

optical signal processing such as soliton phase modulation [115], wavelength con-

version [116], and wavelength de-multiplexing [117]. In our AOLS technique, the

phase modulator is the key device but it is very polarization sensitive, such as a po-

larization dependent loss (PDL) of 20 dB. This polarization sensitivity potentially

presents a significant problem to the label swapping as the incoming packet polariza-

tion is randomly varying. The polarization sensitivity can be addressed during the
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design and manufacturing of optical modulators [118]. However, such approaches

need more improvements for practical implementations. In this section, we propose

a polarization insensitive phase modulator based on polarization diversity [119]. We

demonstrate its effectiveness to realize polarization insensitive AOLS.

4.3.1 Operation Principle and Setup

Fig. 4.10 shows the schematics of polarization insensitive phase modulator (PIPM)

where the incoming light is polarization split into two orthogonal polarizations,

each passing through a phase modulator (PM I or PM II) and recombined with

a polarization combiner. The polarization beam splitter divides the input light to

vertical and horizontal polarization, which is equal to the combination of a vertical

polarizer and a horizontal polarizer.

Polarization
Splitter PM I

PMII

RF
Hybrid

BERT

Polarization Insensitiv
Phase Modulator

DPSK Demod .Laser 
Diode

PC

PC:
Polarization
Controller

PM:
Phase 
Modulator

Polarization
Combiner

Polarization
Splitter PM I

PMII

RF
Hybrid

Polarization Insensitive
Phase Modulator

DPSK Demod .Laser 
Diode

PC

PC:
Polarization
Controller

PM:
Phase 
Modulator

Polarization
Combiner

Figure 4.10: Configuration of the polarization insensitive phase modulator and as-
sociated characterization setup.

We use Jones calculus to describe the principle of PIPM. The Jones matrices of

an ideal linear vertical polarizer and an ideal linear horizontal polarizer are:

JV P =

⎛
⎝ 1 0

0 0

⎞
⎠ JHP =

⎛
⎝ 0 0

0 1

⎞
⎠ (4.1)

Rotation matrix is:

JR(θ) =

⎛
⎝ cosθ sinθ

−sinθ cos θ

⎞
⎠ (4.2)
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The output of two ports of polarization splitter is:

�EO1 = JR(−θ) · JV P · JR(θ) · �EI (4.3)

�EO2 = JR(−θ) · JHP · JR(θ) · �EI (4.4)

After the polarization beam combiner, the output is:

�EO = �EO1 + �EO2 (4.5)

Note JV P + JHP = I, JR(θ) · JR(−θ) = I, it is easy to show by explicating above

equation:

�EO =JR(−θ) · JV P · JR(θ) · �EI + JR(−θ) · JHP · JR(θ) · �EI

=JR(−θ) · (JV P + JHP ) · JR(θ) · �EI

=I · �EI

= �EI

Since we have �EO = �EI for arbitrary �EI , we conclude that the PIPM is polar-

ization insensitive.

Such a configuration can be implemented in a single package, for instance, with

thin-film polarization splitter/combiner and two LiNbO3 integrated phase modula-

tors. Similar configuration has been proposed for soliton phase modulation [115].

In this paper, we apply the same technique to all-optical label swapping with an

emphasis on the precise ′π′ radian phase encoding for an optical packet. To demon-

strate the concept, we use commercial components to construct the PIPM. The two

branches use polarization maintaining fibers to guarantee the optimal inputs of the

phase modulators. The physical delay of the two polarization arms (or DGD of the

PIPM) is matched to be about 10 ps and the PDL of the PIPM is measured to

be less than 0.2 dB. We expect the DGD of the PIPM to be reduced to sub-ps by

integration. The two polarization beam splitters together have additional 1.4 dB

insertion loss. The electrical signal is split with an RF hybrid and applied to the
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two phase modulators. Regardless of the polarization state of the input signal, the

signal will be phase modulated by either one of the modulators or both modulators,

and therefore the polarization insensitivity is achieved.

4.3.2 Experimental Setup

Fig. 4.11 shows the experimental setup for demonstrating the polarization insensi-

tivity of label swapping. The configuration in Fig. 4.11 is similar to that in Fig.

4.4 except that the PM II and the PC before it are replaced with the PIPM and a

polarization scrambler (PS). The PS is used to emulate the polarization fluctuations

in long fiber links.

MZ-Modulator PM

PIPM

2.5G
Label

10G
Payload

Delta
Label

Label

Payload

For payload 
and label 

measurement

PG PG

PG

PS

Laser   PC PC

PC: Polarization Controller
PS: Polarization Scrambler
PG: Pattern Generator
PIPM: Polarization Insensitive

Phase Modulator

DPSK Demo.

Figure 4.11: Experimental setup for all-optical polarization-insensitive label swap-
ping.

4.3.3 Measurement Results

The polarization insensitivity of PIPM is firstly demonstrated as a DPSK phase

encoder as shown in Fig. 4.10. An external cavity laser is followed by a polarization

controller (PC), which generates different input polarizations for the following PIPM

for phase encoding. The modulated signal is passed to a DPSK demodulator with

a single detector and the BER performance is measured for various polarizations.

Fig. 4.12 shows the measurement results for three input polarizations: TE, TM and

even split of TE and TM, where TE/TM is defined as one of the polarization branch

inside the PIPM. It shows that the PIPM achieves polarization insensitivity with
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negligible 0.2 dB power penalty. There is an additional penalty of 0.2 dB compared

with the baseline performance where a single phase modulator is used under optimal

input polarization. This small penalty and polarization sensitivity are caused by the

mismatch of the drive voltages to the phase modulators, residual DGD of the PIPM,

and RF distortion due to the RF splitting.
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Figure 4.12: BER curves of various launch polarizations for the proposed phase
modulator.
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Figure 4.13: BER curves with various polarizations before and after label swapping
for the label and the payload.

Having verified the performance for the polarization insensitive phase modulator

(PIPM), we apply this PIPM to all-optical label swapping using the experimental
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setup in Fig. 4.11. We measure the polarization sensitivity for label swapping by

varying the input polarization. For the label, Fig. 4.13 shows that the polarization

sensitivity of the optical label after swapping is less than 0.5 dB from 10−9 to 10−5

BER. The inset shows a completely closed eye-diagram for the swapped label if a

conventional phase modulator is used while the input polarization is scrambled, but

an open eye-diagram if the PIPM is used when the input polarization is scrambled.

Although the eye-closure is due to large PDL of 20 dB for the conventional phase

modulator, the severe polarization dependence of phase shift will also cause eye-

closure if the input polarization is scrambled. For the payload, Fig. 4.13 shows a

polarization sensitivity of less than 0.5 dB after label swapping. The main cause for

this sensitivity is the ∼ 10 ps DGD in the PIPM, which can be resolved by better

packaging.

4.4 Multi-hop Transmission

In OPSN, optical signals traverse many switch nodes toward their destination. At a

switch node, the low speed label is extracted, processed and replaced for the trans-

mission to the next node. In contrast to the conventional all-optical label swapping

techniques [33, 31], our proposed technique modifies the old labels to realize the

label swapping. The phase errors from the old labels and phase modulation will

accumulate because there is no regeneration for label swapping. In order to achieve

a larger number of all-optical label swapping stages using synchronous phase mod-

ulation, two conditions in Fig. 4.3 need to be optimized: (i) the phase modulator

applies a precise π radian phase modulation on the old label, as well as the label

encoder (phase modulator) in the transmitter; (ii) the old label and new label are

time aligned. In the following experiment, we will investigate the cascadability of

all-optical label swapping using synchronous phase modulation limited by the ac-

cumulation of phase errors and timing mismatch of the old label and new label

[120].
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4.4.1 Experimental Setup

Fig. 4.14 shows the experimental setup. A pattern generator (or BER tester)

at 10 Gb/s and a pattern generator at 2.5 Gb/s generate the payload and the

label, respectively. Another pattern generator at 2.5 Gb/s outputs label changes

(delta label) for optical label swapping and also functions as a switch control. At

the transmitter side, a tunable laser is followed by an MZ intensity modulator for

payload encoding and a phase modulator for label encoding. An EDFA is then used

to boost the power of the modulated optical signal. Two acoustic-optical switches

and a 2 × 2 3-dB coupler are used to couple optical signals into and out of the

re-circulating loop. Inside the re-circulating loop, the chromatic dispersion of 100-

km SSMF is fully compensated by a dispersion compensation module (DCM). The

transmission loss of the loop is balanced by two EDFAs before and after the DCM.

A second phase modulator is used to perform the optical label swapping. The

old label and the delta label are time-aligned by setting the electrical delay of the

pattern generators. An optical delay line is used to time-align the delta label and

the old label after transmission of the first loop. At the receiver side, the optical

power is monitored after an optical attenuator. The optical signal coupled out of

the loop is pre-amplified and filtered by a 1-nm bandpass filter (BPF). The signal is

split for separate label and payload detection. The label receiver includes a one bit

delay interferometer as an optical demodulator and an integrated module with APD

photodiode, clock and data recovery (CDR) module. The payload is received and

detected by a 10-Gb/s receiver, a limiting RF amplifier, and a CDR module. The

received optical signal-to-noise ratio (OSNR) with 0.1 nm noise bandwidth is above

20 dB after 7 loops. Therefore the power penalty from the ASE noise is negligible.

Polarization controllers, not shown in Fig. 4.14, are used to optimize the input

polarizations for both the intensity modulator and two phase modulators. The drive

voltages for both phase modulators are adjusted to ensure π radian phase encoding

between two symbols. The pattern generators for the label and data are synchronized

with each other and trigged by a loop controller. Another 2.5-Gb/s pattern generator

for the delta label uses the recovered clock from the label receiver to avoid the
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Figure 4.14: Experimental setup for cascadability of all-optical label swapping.

time jitter of long haul transmission. The original label is firstly generated in the

transmitter. Each time the signal arrives at the phase modulator inside the loop,

the delta label is applied to the phase modulator to modify the old label into a new

label. This optical label swapping process is equivalent to the packet going through

one hop in an all-optical network.

The experiment involves quite a few components and instruments, which are

adjusted to co-operate properly. Two important aspects are the re-circulating loop

and polarization alignment of every loop.

The loop is controlled by two signal generators, which have 4 output channels in

total. 2 channels control the two optical switches. Channel 1 outputs a gate signal

for the measurement instruments, such as optical spectrum analyzer and BERT. As

described in Section 3.4.4, the loop loads the optical signal and then re-circulates the

optical signals. Fig. 4.15 shows the timing signal of the loop. The upper trace is the

control signal of switch 1. The control signal of switch 2 is the complementary signal

of switch 1 and is not shown in Fig. 4.15. The width of the gating signal depends

on the 1 loop transmission delay of the optical signals, or τloop, which includes the

propagation time in the 100-km fiber and a chromatic dispersion compensator. τloop

is 660 μs in this experiment. The loop repeat the load and re-circulating procedures.

The repeating time is decided by the longest distance distance we want to transmit,
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SW1

Gate

Gate delay

Loop repeating time

loop

Figure 4.15: Loop control signals

Loop 1 2 3 4 5 6 7 8
Gate Delay(μs) 660 1220 1780 2340 2900 3460 4020 4580
Distance (km) 100 200 300 400 500 600 700 800

Table 4.1: Time delay configuration of the loop switches

which is 10 loops. The bottom trace in Fig. 4.15 is the trigger signal for the

instruments. By setting different delay of the gate signal, we can test the signal

from various re-circulating times. The width of gate signal is generally smaller the

transmission delay time of one loop. The delay of the gate signal is an integral times

of τloop, which is listed in Table 4.1 for different loops. Both conditions can guarantee

the instrument receiving the correct signal of interest.

As described in Section 4.3, phase modulator is polarization sensitive device.

Because of the shortage of the optical components, we only use one conventional

phase modulator inside the loop to realize the AOLS. The polarization controller

need to adjust more carefully than without loop, because the polarization controller

needs to guarantee the polarization of optical signal simultaneously for every loop.

Fig. 4.16 shows a comparison of different configuration of the polarization controller.

In the left oscilloscope trace, we can the see the optical signal of 1st loop is decreased

because of the improper polarization state. It is interesting to note the polarization

state is better after the 1st loop as the output optical signal is stronger. The right
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Figure 4.16: Output power of the loop with different polarization control.

oscilloscope trace is with the appropriate polarization state. The output of every loop

is almost constant. Therefore, the power penalty from the polarization misalignment

is negligible.

4.4.2 Measurement Results of Multi-Hop Transmission

We first collect some exemplary eye-diagrams after different times of label swapping

as shown in Fig. 4.17. It is clear the eye-diagram is degraded after label swapping.

Two impairments can be seen from the eye-diagram. The first one is the eye-closure

caused by imperfect π phase modulation of the delta label. The second one is the

spike at the edge of the eye diagram, which is caused by the imperfect timing of

the delta label. These impairments accumulate over loops and limit the maximum

times of AOLS. We evaluate the system performance of multi-hop transmission in

this section. In the next two section, we will discuss the performance degradation

from the two impairments separately.

We measure the BER for the label and payload respectively at 0 loops as the

baseline, and then repeat the measurement after every loop. Fig. 4.18(a) shows the

BER curves of the label through multiple hops. For the label BER measurement,

a 215 PRBS pattern is used while the payload encoding is disabled. The advantage

of using a long PRBS is that the resultant BER is more meaningful than that with

a particular pattern, such as a repeated 16 bits pattern. We find no error floor

when we increase the received optical power. The power sensitivity is relatively low
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Figure 4.17: Eye diagrams after label swapping.

because we use an APD photodiode. Fig. 4.18(a) also shows the power penalty is

less than 1 dB at 10−7 BER after 5 hops, or 5 swaps of the optical label. The power

penalty quickly increases to 2.2 dB after 6 hops and 4 dB after 7 hops. The non-

ideal RF driving signal shape and driving amplitude of phase modulators reduce the

eye-opening and cause the power penalty. Fig. 4.18(b) shows the BER performance

of the payload transmission, which is tested while the label modulation is on. The

power penalty is well below 1 dB at 10−7 BER after 700 km transmission. In theory,

the power penalty should be even smaller considering our bit-serial configuration

of the label and payload. One possible reason is because we test the BER for the

optical packet frame with a non-burst mode receiver, and the long ′1′ bits for label

encoding at the beginning of the optical packets may degrade the performance of

the payload.

The implication of finite cascadability of the proposed label swapping technique

is that label regeneration is necessary after 5 hops, for instance, using a wavelength

converter for regeneration [31]. We believe this configuration only modestly in-
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Figure 4.18: BER curves of multi-hop label swapping for (a) the label, (b) the
payload. The insets are error free eye-diagrams measured after 5 hops transmission.

creases the system complexity because the wavelength converter would be needed

for packet contention resolution in optical label switches with shared wavelength

converters [15, 16]. Our proposed label swapping technique even with the moder-

ate cascadability of 5 hops may save up to 80% of wavelength converters in optical

packet switched networks, in comparison with some techniques that use dedicated

wavelength converters for label swapping.
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4.4.3 Theoretical Analysis of Accumulated Phase Errors

As described in Section 4.2, the phase difference between two symbols in DPSK

should be π radian. In reality, there always has deviation around the ideal value.

When we use synchronous phase modulation for all-optical swapping, the deviation

results from the imperfect phase modification of the old labels and accumulates after

every label swapping. This accumulation degrades the eye-opening in the receiver.

Therefore we can analyze the cascadability of the label swapping using the power

penalty of phase deviation. We can express equivalent low-pass PSK signal as below:

E = |E| ej(πxn+δ); xn = 0, 1 (4.6)

where δ is the phase deviation to the ideal value and θ has ′0′ and ′π′ two values to

carry the binary information.

After the optical demodulator, the phase modulation information is converted to

the intensity modulation information, which is described in Section 3.3.4. Assume

the worst case, the constructive and destructive interference results are:

⎧⎨
⎩ ± |E| cos(δ);

± |E| sin(δ);
(4.7)

After the power and envelope detection of photodiode, the corresponding binary

values are: ⎧⎨
⎩ |E|2 cos2(δ);

|E|2 sin2(δ);
(4.8)

The extinction ratio r can be written as:

r
Δ
=

|E|2 cos2(δ)

|E|2 sin2(δ)
= cot2(δ); (4.9)

The extinction ratio is degraded by the δ phase deviation. The signal is assumed

with high OSNR, hence the power penalty P from extinction ratio degradation is

[121]:

P = 10 log10

1 + r

1 − r
; (4.10)
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Substituting the (4.9) into (4.10), we write the power penalty P of the phase devi-

ation δ as:

P = 10 log10

1 + cot2(δ)

1 − cot2(δ)
; (4.11)

In order to compare (4.11) with the experimental result in Fig. 4.18(a), we need

to estimate the phase error increase after every label swapping, which is slightly

bigger than 5 degree after we minimize the mean square errors between the experi-

mental and analytical data. In Fig. 4.19, as the label swapping times increase, the

phase error accumulates the bigger phase deviation and the power penalty increases

accordingly. The experimental data generally agree with the analysis curve. But

there is bigger difference between them after 4 times of label swapping. The major

reason is the analytical model above is simple and some assumptions during the

derivation of (4.7), (4.9), and (4.10) will be void for a practical system.
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Figure 4.19: Power penalties of label swapping by experiment and analysis.

4.4.4 Experimental and Simulation Results of Timing Mis-

match

Timing synchronization between the old label and delta label is a critical issue for

optical label swapping using synchronous phase modulation technique. Timing mis-
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bit rate 2.5 Gb/s
center frequency 193.3 THz
optical power -10 dBm
pulse rise time 0.1/bit rate
receiver bandwidth 0.7*bit rate
sample rate 640 GHz
PRBS type FixedMarkNumber
time window 1.28 ns

Table 4.2: Major simulation parameters in VPI.

match will produce distortion at the bit transition. Timing mismatch is defined as

the phase difference between the old label and delta label, and is measured as a

percentage of one bit period in this paper. We use the same experimental setup of

Fig. 4.14 to investigate this issue and compare the experimental results with nu-

merical simulation results using commercial software, V PItransmissionMakerTM .

The major parameter settings are in Table 4.2. To isolate the timing mismatch,

the phase modulator and optical demodulator are ideal and no fiber transmission is

included. The original simulation outputs the Q penalty, which is multiplied by a

factor of 0.6 for OSNR penalty [122].

The timing mismatch is generated by setting different electrical delays provided

by the pattern generator inside the loop. In the re-circulating loop, the timing

mismatch of each loop accumulates linearly instead of statistically, therefore the

test simulates the worst case of timing jitter accumulation of the CDR modules in

a multi-hop network. For instance, if we add a timing mismatch of 2.5% of one

bit period on the delta label in the first loop, there will be 12.5% timing mismatch

between the old label and the delta label after 5 hops.

The timing mismatch impact on the label receiver sensitivity is measured after

5 hops. Fig. 4.20 shows the power penalty at 10−7 BER due to timing mismatch.

The experimental power penalty is below 1 dB within 20% timing mismatch, which

corresponds to 4% timing mismatch per hop. Given that the jitter generation of

clock recovery modules can be much smaller than 4% [114], this result shows that

the penalty from timing mismatch can be maintained below 1 dB on the optical label

swapping using our technique. In addition, the timing mismatch/jitter accumulates

statistically in real networks and subsequently grows much more slowly than the
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Figure 4.20: Power penalty as a function of timing mismatch. The unit of timing
mismatch is a percentage of one bit period.

linear accumulation in our experiment. In Fig. 4.20, the experimental data agree

with the simulation curve with 0.6 dB maximum deviation.

4.5 Conclusions

In this chapter, we have proposed and demonstrated a novel AOLS technique. We

exploit the unique symbol swapping symmetry in the phase domain of DPSK labels,

by observing that one symbol can be swapped to the other symbol with a phase

change of π radian. We have performed label swapping of DPSK labels using an

approach of synchronous phase modulation by a phase modulator without the need

for wavelength conversion. For the first time that label erasure and insertion are

performed in a single step.

In real field optical networks, the polarization state of optical signals is not main-

tained. On the other hand, the phase modulator used in this technique can be very

polarization dependent, which potentially presents a significant problem to the label

swapping because the incoming packet polarization is randomly varying. We have

then proposed a polarization insensitive phase modulator for label swapping. We

have carried out the first experimental investigation on the polarization sensitivity

of AOLS. Using this device, the polarization insensitivity of power penalty for the

label swapping is found to be less than 0.3 dB and 0.5 dB for the packet label and
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payload respectively. The performance of the device may be further enhanced by

integration.

In OPSN, optical packets transmit through multiple core nodes with the label

swapped in each node, and consequently it is essential to investigate the performance

of multi-hop optical label swapping. As the proposed label swapping technique

relies on a synchronous π phase shift to achieve label swapping, any non-ideal drive

voltage and timing mismatch on the phase modulator incur phase errors to the

new label, and the accumulation of such phase errors limits the cascadability of

such a technique. To address these problems, we have emulated cascaded all-optical

label swapping in a re-circulating loop to investigate the power penalties from the

accumulated phase errors and the timing mismatch [112]. The power penalty from

the phase errors is less than 1 dB at 10−7 BER after 5 hops. This power penalty

also conforms to the analytical expression we have derived. The experimental power

penalty is below 1 dB for a timing mismatch within 20% of one bit period. We

have found that it is possible to save up to 80% wavelength converters in optical

packet switched networks by using our technique, compared with alternative label

swapping techniques requiring dedicated wavelength converters.
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Chapter 5

Phase Estimation for Coherent Optical OFDM

5.1 Introduction

As described in Section 2.3, optical signals are degraded by optical distortions when

they traverse optical fiber networks. Optical distortions can be compensated in

electrical domain. One approach to electronic compensation of optical distortions

is to employ advanced modulation format, such as orthogonal frequency division

multiplexing (OFDM). OFDM is a special form of multi-carrier transmission and

is resilient to frequency selective fading. It has been rapidly and widely adopted

in wireless communication systems, such as IEEE 802.11g [123]. Recently, coherent

optical OFDM (CO-OFDM) has been proposed for optical fiber communications

to combat chromatic dispersion (CD) [22]. CO-OFDM has also been shown to

be insensitive to polarization mode dispersion (PMD) in transmission fibers [97].

Conventional coherent detection requires optical phase-locked loop (OPLL), which

has only been demonstrated in research labs despite more than 10 years research.

Recently, coherent detection by digital phase estimation has been proposed and

demonstrated for optical communications [64, 103]. This technique does not require

OPLL and can achieve similar performance of OPLL. Therefore, we employ digital

phase estimation to achieve coherent detection for CO-OFDM. Because of the coher-

ent detection used in CO-OFDM receivers, it is important to investigate the optical

phase noise impact on system performance and explore the optimal approach to es-

timate phase evolution of OFDM signals. In contrast to conventional single carrier

optical transmission systems, OFDM systems transmit a data stream over a number

of lower rate subcarriers simultaneously. This opens an opportunity to employ ad-

vanced phase estimation techniques, such as pilot-aided phase estimation. Although
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such an advanced phase estimation technique has been proposed and employed in

wireless communications [21], it is the first time that pilot-aided phase estimation is

analyzed and experimentally demonstrated in optical communications.

In this chapter, we introduce the theory of OFDM in the context of optical fiber

transmission in Section 5.2. The conditions to eliminate the CD and PMD dis-

tortion are presented. Phase estimation and compensation is one of the enabling

functionalities in the CO-OFDM receiver. We then present the theory of digital

phase estimation with pilot subcarriers for CO-OFDM transmission in Section 5.3

[124]. In our first experimental demonstration in Section 5.4, we show as few as

5 subcarriers are sufficient for pilot-aided phase estimation. The transmission per-

formance is measured for CO-OFDM systems with a nominal data rate of 8 Gb/s

after 1000 km transmission over standard single mode fiber (SSMF) [125]. The sec-

ond experiment in Section 5.5 includes a PMD emulator of 340 ps differential group

delay (DGD) at the transmitter side. The second experiment proves that the phase

estimation theory is applicable in the presence of strong PMD.

5.2 Orthogonal Frequency Division Multiplexing

Conventional single carrier systems use one frequency to carry all the data as shown

in Fig. 5.1(a). An alternative approach is to use frequency multiplexing techniques

when using single carrier is not desirable for performance or economics. Fig. 5.1(b)

shows an example of frequency division multiplexing (FDM) technique. The data in-

formation in single carrier can be demultiplexed to four different frequency carriers.

As a result, each carrier carries much lower bit rate data. Because different carriers

share the same transmission media, attention must be paid to avoid any crosstalk

among different carriers. Conventional FDM has to use frequency spacing to mini-

mize the interference. As shown in Fig. 5.1(c), OFDM is a special form of FDM. It

is an optimum version of FDM if we note the carrier spacing is minimized by using

orthogonal carriers. Fig. 5.1 also illustrates that the multi-carrier techniques are

resilient to channel fading. The dashed line is an example of frequency selective fad-

ing, in which there is big attenuation at some frequency ranges. In such a channel,
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the single carrier technique occupies a wide frequency range and all the data suffer

distortion. In the multi-carrier scheme, each subcarrier only needs a much narrower

frequency range. Although the channel response is not flat globally, for most subcar-

riers the channel response is flat because they only occupy narrow frequency bands.

Therefore those carriers can transmit successfully in such a channel.

f1

f2

f3

f4

Channel response

FDM OFDM

(a) (b) (c)

4 subcarriers 4 subcarrie

Single carrier 

Figure 5.1: Comparison of (a) single carrier, (b) general frequency division multi-
plexing, (c) orthogonal frequency division multiplexing.

OFDM exhibits a number of advantages over the conventional multiplexing and

modulation scheme. It is only natural that it also imposes a few disadvantages.

For example, OFDM signals in the time domain are spiky, or high peak-to-average

ratio [123], which makes OFDM signals susceptible to non-linearity, e.g., from RF

amplifiers or fiber non-linearity in optical transmissions [126]. Because of the im-

plementation difficulties, OFDM only reached sufficient maturity for employment

in standard systems during 1990s after its concept was proposed in 1960s [123].

One significant invention is the employment of discrete Fourier transform (DFT)

to replace conventional modulator and demodulator, which significantly reduces the

implementation complexity of OFDM transmitter and receiver. We will show the

application of DFT in OFDM in the following sections.
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5.2.1 Mathematical Description of OFDM

This section present the mathematical description of OFDM, which is based on

[21, 123] and is adopted for the context of this thesis. A subcarrier can be written

as a complex wave:

s(t) = aej(2πft+θ) (5.1)

where a and θ, the amplitude and phase of the carrier, can vary with time to carry

information. For the sake of simplicity, the pulse shape term is dropped. OFDM

consists of many carriers. We extend (5.1) by summation of multi-carrier:

s(t) =
1

NSC

NSC∑
k=1

ake
j(2πfkt+θk) (5.2)

fk =f0 + kΔf, Δf =
1

T
(5.3)

The Δf is strictly defined to guarantee the orthogonality of all the subcarriers

over T period of an OFDM symbol. Orthogonality is mathematically defined as:

∫ T

0

ej2πfitej2πfktdt =

⎧⎨
⎩ T, i = k

0, i 	= k
(5.4)

If we use xk as the transmitted data information, or xk
Δ
= a(k)ej2πθk and let

f0 = 0, the equivalent low-pass signal of (5.2) is:

s(t) =

NSC∑
k=1

xke
j2πkΔft (5.5)

In reality, a number of OFDM symbols are grouped together as an OFDM frame,

which might also include additional symbols for synchronization and channel esti-

mation. For an OFDM frame with multiple OFDM symbols, the output is the

summation of multiple (5.5). It is convenient to plot one OFDM frame structure in

time and frequency dimension. Fig. 5.2 shows the two dimensional time/frequency

structure for one OFDM frame, which includes Nf OFDM symbols in time and

NSC subcarriers in frequency. Each OFDM symbol consists of xk, k = 1, 2, · · ·NSC .
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After modulation onto carrier, the OFDM symbol is in the form of (5.5).
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Figure 5.2: Two dimensional time/frequency structure of one OFDM frame.

For the purpose of digital signal processing (DSP), it is necessary to describe the

OFDM symbol in digital sequence. For an OFDM symbol with Ts time duration,

we sample s(t) at an interval of Ts

NSC
:

s(
n

NSC
Ts) =

NSC∑
k=1

xke
j2πkΔf nT

NSC (5.6)

where ΔfTs = 1 for the orthogonality. We rewrite it as digital sequence:

s[n]
Δ
= s(

nT

NSC
), x[k]

Δ
= xk (5.7)

s[n] =

NSC∑
k=1

x[k]e
j2πk n

NSC (5.8)

If we note that the definition of the N-point discrete Fourier transform (DFT) is

[127]:

Xp[k] =

N−1∑
n=0

xp[n]e−j(2π/N)kn Δ
= DFT{xP [n]} (5.9)

xp[n] =
1

N

N−1∑
k=0

Xp[k]ej(2π/N)kn Δ
= IDFT{Xp[k]} (5.10)
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Therefore, the modulation of OFDM symbol can be obtained by IDFT:

s[n] =IDFT{x[k]} (5.11)

x[k] =DFT{s[n]} (5.12)

As a result, the modulation and demodulation for OFDM transmitter and receiver

are simplified to IDFT and DFT operation, which can be computed efficiently by

DSP.

5.2.2 Cyclic Prefix to Eliminate CD and PMD Distortions

When the signal described in (5.5) is transmitted in a dispersive channel, there are

two impairments for the receiver to recover the data information. One impairment

is that channel dispersion destroys the orthogonality between subcarriers and causes

inter-carrier interference (ICI). Furthermore, a system may transmit multiple OFDM

symbols in a series so that a dispersive channel causes inter-symbol interference (ISI)

between successive OFDM symbols.

FFT window I

FFT window II

FFT window III

Tg Ts

Tg Ts

identical copy

(a)

(b)

channel response tail

Figure 5.3: Cyclic prefix

One way to prevent ISI is to create a cyclically extended guard interval as shown

in Fig. 5.3(a), where each OFDM symbol is preceded by a periodic extension of
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the signal itself. This addition is done by copying the ending part of the OFDM

symbol to the beginning of the OFDM symbol. This cyclic prefix (CP) preserves

the orthogonality of the subcarriers and prevents the ISI between successive OFDM

symbols [21]. The total symbol duration is Tt = Tg + Ts, where Tg is the guard

interval and Ts is the useful symbol duration, or observation period.

At the receiver, the FFT window needs to be synchronized. As shown in Fig.

5.3(b), The region (I) and (III) are not appropriate because the FFT window in the

region (I) contains the samples from the other OFDM symbols causing ISI and the

FFT window in the region (III) loses the beginning of the OFDM symbol. In region

(II) the data can be recovered but with a phase rotation after FFT. This can be

seen from the circular time shift property of N-point DFT [127]:

c[k] = DFT{s[n]} ⇔ c[n − l] = DFT{s[n]e−j2πkl/N} (5.13)

It is apparent that the ISI can be eliminated when the guard interval is longer

than the channel impulse response as shown in Fig. 5.3(b). In the context of

optical transmissions, the delay spread due to the CD among the subcarriers should

not exceed the guard time. Recall the pulse broadening caused by CD in (3.41) and

(3.42), and the total bandwidth of the OFDM signals B = NSCΔf , the fundamental

condition for complete elimination of ISI of CD in optical fiber is thus given by [22]:

ΔT = DtΔλ =
c

f 2
c

DtB ≤Tg

or
c

f 2
c

DtNSCΔf ≤Tg (5.14)

where fc is the frequency of the optical carrier, c the speed of light, Dt the total

accumulated CD in units of ps/nm, and NSC the number of subcarriers.

When the pulse broadening is caused by PMD, the condition is [97]:

DGDmax ≤ Tg (5.15)

where DGDmax is the maximum budgeted DGD, which is about 3 times of the PMD
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as we have discussed in Section 3.4.3.

5.3 Phase Estimation Theory

In conventional intensity modulation/direct detection (IM/DD) optical systems, the

square-law photodiode discards the optical phase information and limits its perfor-

mance and application for higher capacity and longer transmission distance. In

general, the transfer function of optical channel includes the amplitude and phase

information, therefore the optical phase needs to be recovered at the received side for

the compensation of the optical channel response. Although there are a few meth-

ods which try to avoid the optical phase recovery for OFDM transmission, these

methods generally sacrifice the spectral efficiency or transmission performance [95].

Recently, CO-OFDM has been proposed where coherent detection can be realized

by digital phase estimation without conventional OPLL. This section is devoted to

phase estimation theory for CO-OFDM.

5.3.1 Coherent Optical OFDM

Recall that the equivalent low-pass OFDM symbol is s(t) in (5.5). After the up-

conversion at the transmitter, the optical signal is:

Es = ej2π(fct+Φc) · s(t) (5.16)

where fc is the frequencies for transmitted optical carrier, Φc is the phase noise of

the transmitter laser and is a function of time t. After transmitting through the

optical fiber with total CD value Dt, the optical signal is:

Es =ej2π(fct+Φc) · s(t) ⊗ F−1{
NSC∑
k=1

h(k)} (5.17)

=ej2π(fct+Φc) ·
NSC∑
k=1

xke
j2πfktejΦD(k) (5.18)

100



5.3. PHASE ESTIMATION THEORY

where h(k) is the frequency response for kth subcarrier, and ΦD(k) is the phase

dispersive of each subcarrier owing to fiber CD discussed in Section 3.4.2. At the

coherent receiver, the optical signal is down converted by beating with a local laser.

The signal is written as:

r(t) ∝ ej2π(fc−fl)t+j(Φc−Φl) ·
NSC∑
k=1

xke
j2πfktejΦD(k) (5.19)

As we discussed in Section 3.3.5, if fc = fl, the detection is homodyne, otherwise

hyterodyne, which needs one more down-conversion step in the RF domain to base-

band signals. The frequency drift is a slow process and can be easily compensated

by a low speed electronic circuit or in DSP. The phase recovery is more difficult and

therefore is the thrust of this work. After satisfying the coherent conditions, the

received baseband signal is:

r(t) ∝
NSC∑
k=1

xke
j2πfktejΦD(k) (5.20)

The advantage of the coherent detection becomes obvious in (5.20): the system is

simply a linear channel with a constant phase shift ΦD(k) as far as each individual

subcarrier k is concerned. This constant phase will be automatically included in

symbol decision on the individual subcarrier basis and cause no troubles for data

recovery.

Before we proceed to the next section, it is helpful to summary the mathematical

symbols as in Table 5.1.

5.3.2 Phase Noise

Similar to (5.16), if the initial optical phase is assumed to be 0, the OFDM signal

after up-conversion to optical domain is s(t)ej2πfct. The transmission channel im-

pairments include CD and optical noise, which is treated as additive white Gaussian
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i index of OFDM symbol
k index of OFDM subcarrier
h(k) optical channel response at kth subcarrier
s(t) one OFDM symbol in continuous time domain
x(k), xk transmitted OFDM data at kth subcarrier
y(k), yk received OFDM data at kth subcarrier
NSC number of subcarriers
Nf number of OFDM symbols in one OFDM block
fc the optical carrier frequency
fl the local laser frequency for coherent detection
Φc the phase of optical carrier
Φl the phase of local laser
ΦD(k) the CD phase delay of kth subcarrier
n(t) complex white Gaussian noise

Table 5.1: List of mathematical symbols.

noise. The received optical signal before the receiver is:

r(t) = ej2πfct ·
NSC∑
k=1

xke
j2πfktejΦD(k) + n(t) (5.21)

where n(t) is the additive complex white Gaussian noise.

By using coherent detection, r(t) is linearly converted to baseband. However, as

described in Section 3.3.5, the frequency and phase of local oscillator must lock to

r(t). Frequency locking is comparatively simple task while phase locking needs more

sophisticated methods. Assume the frequency locking is obtained and the phase is

free running, the r(t) is linearly down-converted to baseband with the introduction

of local oscillator phase drift Φ(t). The r(t) is written as:

r(t) = {
NSC∑
k=1

xke
j2πfktejΦD(k) + n(t)}ejΦ(t). (5.22)

It is apparent that the r(t) is corrupted by Φ(t), which is a function of t. It is

possible to estimate the Φ(t) in time domain [123]. However, this approach loses

the advantage of OFDM in frequency domain, i.e., each subcarrier has a much lower

speed. Therefore, we continue to discuss the Φ(t) in frequency domain. After digital
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sampling and FFT, the received signal in frequency domain is [128]:

y(k) =x(k)h(k)pCPE + pICI + n(k) (5.23)

pCPE
Δ
=

1

Nsc

N∑
n=1

ejΦ(n) (5.24)

pICI
Δ
=

Nsc∑
l=0,l �=k

x(k)h(k)[
1

N

N∑
n=0

ej2π(l−k) n
N

+jΦ(n)] (5.25)

pCPE is common phase error (CPE) and can be treated as the mean value of Φ(t)

in one FFT window. Note pCPE is independent of k and represents a common phase

error adding to every sub-carrier that is a rotation of the constellation. Since it is

constant for all sub-carriers, it can be corrected by appropriate phase rotation. pICI

term corresponds to the summation of the interference from the other sub-carriers,

multiplied by some complex number which comes from an average of phase noise

with a spectral shift. The result is also a complex number and has an appearance

of Gaussian noise. Because of its random nature, it is difficult to be corrected.

frequency

am
pl

itu
de

f

Figure 5.4: Loss of orthogonality.

Phase noise can be also treated as small frequency error. We can explain pICI as

the results from the loss of orthogonality. Fig. 5.4 illustrates the loss of orthogonal-

ity. The dashed vertical line corresponds to no frequency error. The subcarrier at

the dashed line has no interference from the rest subcarriers because of the orthog-

onality among the subcarriers. The solid line has a small frequency error resulting
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from phase noise, or loss of orthogonality. The phase noise not only results in

inter-subcarrier interference, but it also reduces the useful signal amplitude at the

frequency domain, which directly reduce the signal-to-noise ratio (SNR) of that sub-

carrier. In general, it is possible but difficult to compensate ICI. However, (5.23) can

be simplified in two ways: (i) the ICI contribution imposed on each subcarrier can

be viewed as additional noise, which becomes near-Gaussian distributed as a conse-

quence of the central limit theorem when the subcarriers count is large [123]; (ii) the

phase drift Φ(t) is approximated as constant over the time of one OFDM symbol

and therefore the FFT transform of (5.23) contains no ICI but only a constant phase

shift. In either way, (5.23) can be simplified as:

y(k) = x(k)h(k)eiΦ(i) + n(k) (5.26)

where Φ(i) is pCPE, using index of OFDM symbol. Note the Φ(i) and n(k) in (5.26)

take slight different values to those in (5.23) due to approximation. Equation (5.26)

is a much simpler expression of phase noise and it is the basis of phase estimation

and compensation for CO-OFDM.

5.3.3 Phase Estimation and Compensation

Based on the description in the previous section, phase noise upon OFDM signal

reception consists of two components: a random noise term that can be modeled

as additive Gaussian noise, and a common deterministic term originated from laser

phase drift that affects all the subcarriers uniformly. The thrust of phase estimation

is to extract laser phase drift from noisy received signals for OFDM subcarrier phase

estimation and symbol decision.

Because CO-OFDM utilizes linear RF-to-optical up conversion in the transmitter

and linear optical-to-RF down conversion in the receiver [22], we model CO-OFDM

transmission as parallel linear channels as shown in Fig. 5.5, where xik and yik

are transmitted and received signal respectively, hk is the transfer function for the

kth subcarrier, Φi is the phase drift of the ith OFDM symbol and nik is the white

Gaussian noise. The transfer functions of the subcarriers in optical fibers are treated
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Figure 5.5: Parallel subcarrier model for OFDM transmission.

as static within one OFDM frame and obtained by using a training sequence in the

preamble. Since the OFDM symbol used in our following experiments has a period

of 36 ns and the laser sources both have about 20 kHz line width in our experiment,

the phase drift within one OFDM symbol can be considered as constant and common

to all the subcarriers.

Following the discussion in (5.26), the channel model is:

yik =xik · hk · ejΦi + nik; (5.27)

hk = |hk| · e
j(Φ0+2πτ0fk+ cπ

f2
LD

Dtf2
k )

; (5.28)

i = 1, · · · , Nf ; k = 1, · · · , NSC

where Φi is the common phase error, nik is complex white Gaussian noise with

zero-mean, including the inter carrier interference pICI . The channel response hk

is essentially caused by group velocity delay, which shows a quadratic expression,

including a zero-order dc term Φ0, a linear term proportional to the time delay of

the first subcarrier τ0, and a quadrature term proportional to the fiber chromatic

dispersion Dt in the units of ps/nm. fk the frequency of kth subcarrier and fLD is

the frequency of local laser. c is the light speed.

The basic idea of pilot-aided phase estimation is to subtract the phase angles of

the received pilot subcarriers by those of the transmitted pilot subcarriers and then

average the outcomes across the pilot subcarriers in one OFDM symbol. Therefore,

105



Chapter 5. PHASE ESTIMATION FOR COHERENT OPTICAL OFDM

the estimated phase drift of the ith OFDM symbol can be formally written as:

Φi = E {arg(yik) − arg(x̂ik)} ; k = 1, · · · , Np (5.29)

where arg(.) is the phase angle of the information symbol, E(.) is the mean over

index i, x̂ik is the corresponding transmitted pilot subcarrier, and Np is the number

of pilot subcarriers. After the hk and Φi are acquired, the received signal yik can be

phase compensated and channel compensated, i.e., from (5.27), the estimated x̄ik

for data decision can be expressed as:

x̄ik = yik · e−jΦi · h∗
k/ |hk|2 ;

i = 1, · · · , Nf ; k = 1, · · · , NSC (5.30)

where h∗
k is the conjugate of the estimated transfer function of the kth subcarrier.

For data-aided phase estimation, the channel model is the same as (5.27). The

phase estimation follows the Mth-power-law method for M-ary PSK to remove data

modulation [99, 103]. As an example, we consider a QPSK signal in (5.31), the

fourth power is E4 ∝ ej2πxn, which is always equal to unit because xn is an integral

number. Therefore, the residual phase divided by 4 can be considered as the optical

carrier phase. Since the signal is corrupted by noise, it is necessary to average

the phase estimation cross all the subcarriers, data-aided phase estimation can be

written as [22]:

Φi = E
{
arg(yM

ik )/M
}

; k = 1, · · · , NSC (5.31)

Similar to pilot-aided phase estimation, (5.30) is used to obtain the estimated sig-

nal x̄ik. Because of the phase ambiguity associated with the Mth-power-law method

[99], the error of phase estimation can be significant when the phase noise is strong.

Considering x̄ik as processed yik, we can iterate the phase estimation (5.31) and

compensation (5.30) for better performance by replacing yik with x̄ik in (5.31).

The advantage of pilot-aided phase estimation is apparent from (5.29), namely,

it does not suffer from phase ambiguity. Therefore it can achieve accurate phase
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estimation even with a very noisy signal. On the other hand, conventional data-

aided phase estimation suffers from phase ambiguity as a result of multiple levels of

data signals. Differential encoders and decoders are generally added to resolve the

phase ambiguity but the effects from random noise can not be completely avoided

[99, 129]. Therefore, the performance of data-aided phase estimation is degraded

while its implementation complexity is increased in both hardware and software.

5.3.4 Simulation Results

To verify the phase estimation theory and method, we program in Matlab and

carry out a simulation using similar parameters in the following experiment in Table

5.2. The subcarriers are encoded as QPSK format. The ASE noise is simulated as

additive complex white Gaussian noise. The laser phase noise is simulated by white

Gaussian frequency noise as described in Section 3.3.1.
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Figure 5.6: Simulation results of phase compensation of a 200 kHz laser. PA: pilot-
aided. DA: data-aided.

In Fig. 5.6, the solid curves is from an ideal zero linewidth laser and is the

lower bound for all the remaining curves. The ideal curve is almost identical to

the theoretical curves in [99]. When we use a 200 kHz laser, the BER floor is as

high as 2 × 10−2 if the laser phase noise is not compensated. On the other hand,

after phase estimation and compensation, the BER curve is close to the ideal curve.

The pilot-aided phase estimation is always slightly better than the data-aided phase
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estimation. Note when the noise is strong, the data-aided phase estimation and

compensation break down and no sensible improvement can be seen when the SNR

per bit is lower than 7 dB. The reason is that the data-aided phase estimation

suffers from the phase ambiguity of Mth-power-law methods, as we have discussed

in Section 5.3.3. In contrast, the pilot-aided phase estimation is robust even when

the BER is as low as 10−2.

This simulation verifies that our theory and methods are successful in the sim-

ulation scenario. We then carry out two CO-OFDM transmission experiments to

further prove it.

5.4 Experimental Demonstration at 8 Gb/s

At the time of this experiment, we only had a 4 GSa/s arbitrary waveform generator.

As a result, it is difficult to generate an OFDM signal at 10 Gb/s. Therefore, this

experiment is for proof-of-concept and verify feasibilities of CO-OFDM, including

phase estimation. The signal processing was carried out after the sampled data

were uploaded to a computer with MATLAB program, which is the so-called off-line

signal processing. The real-time signal processing is challenging due to the speed

and memory constraints, but feasible based on the complexity analysis in [130].

5.4.1 Experimental Setup

We apply pilot-aided and data-aided phase estimation to a 1000-km CO-OFDM

transmission experiment. Fig. 5.7 shows the experimental setup for CO-OFDM

transmissions. The OFDM signal is generated by using Tektronix arbitrary wave-

form generator (AWG710B) as an OFDM transmitter. The time domain waveform

is first generated with a Matlab program including mapping 215-1 PRBS into corre-

sponding 128 subcarriers with QPSK modulation. The preamble, pilot subcarriers

and guard interval are subsequently inserted. One OFDM block has 400 OFDM

symbol. The bit rate for each subcarrier is about 55.6 Mb/s. The digital waveform

is uploaded into the AWG to generate real time analogue RF OFDM signal. An MZ

modulator is used to up-convert the OFDM signal to optical carriers. The optical
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Figure 5.7: Experimental setup of CO-OFDM.

OFDM signal is then fed into a recirculation loop for 1000-km transmission that in-

cludes one span of 78 km SSMF fiber and an EDFA to compensate the fiber loss. The

optical signal coupled out from the loop is down-converted into RF domain through

a coherent detector as an OFDM optical-to-RF down converter that includes a bal-

anced receiver and local laser without OPLL. The transmitter and receiver lasers

both have about 20 kHz linewidth, which is achievable by the commercial available

lasers for telecommunications [101]. There are three couplers to monitor the optical

power at the transmitter, inside the re-circulating loop, and before the receiver, re-

spectively. An optical attenuator is inserted before the receiver EDFA to facilitate

the BER curve test. For the sake of simplicity, the couplers and optical attenuator

are not illustrated in Fig. 5.7. The RF OFDM traces are acquired with a real time

domain sampling scope (TDS) at 20 GSa/s. The acquired traces are processed with

another Matlab program as an OFDM receiver. The OFDM receiver signal pro-

cessing involves (1) software down-conversion of the OFDM RF signal to base-band

by using either a residual main carrier tone, or a pilot subcarrier tone, (2) window

synchronization using Schmidl format to identify the start of the OFDM symbol ,

(3) phase estimation for each OFDM symbol, and (4) constellation construction for

each carrier and BER computation. Pilot-aided phase estimation and data-aided

phase estimation are both realized according to the theory in Section 5.3.

In this experiment, the optical power per channel into optical fiber is limited to

about -10 dBm to avoid any nonlinearity in transmission fiber, and the polarization
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of the receiver laser is manually aligned to the incoming optical signal. The fiber

non-linearity tolerance of CO-OFDM is beyond the scope of this thesis. The polar-

ization alignment can be avoid by using polarization diversity receivers, which will

be demonstrated in Section 5.5.

More parameters in the experiment are list in Table 5.2.

NSC = 128 number of subcarriers
Nf = 400 number of OFDM symbols in one OFDM block
CP = 16 cyclic prefix length
Ts = 32 ns useful symbol duration
Tg = 4 ns guard interval time
Δf = 31.25 MHz frequency spacing of subcarriers
fc = 193.55 THz optical carrier frequency
D = 17 ps/nm/km chromatic dispersion parameter
NF ≈ 4dB EDFA noise figure
Ps < −10 dBm optical power per channel

Table 5.2: List of 8 Gb/s experimental parameters.

The MZ modulator used in transmitter is of interest for further explanation. In

theory, an optical I/Q modulator should be used for direct up-conversion to optical

domain, with real/imaginary part of the OFDM signal feeding into real/imaginary

arm of the optical modulator, which is described in Section 3.3.2. However, in our

first OFDM experiment, the AWG only has one output, equivalent of only real part

of the OFDM signal. As a result, a single MZ modulator biased at zero output is used

for RF-to-optical OFDM up conversion. By using the small signal approximation

sin(x) ≈ x, we can express the amplitude output of the modulation as:

Eo = Eisin[s(t)] ≈ Eis(t) (5.32)

which is standard double side band amplitude modulation. It is well known the

amplitude of such a signal is even symmetry and the phase is odd symmetry in

frequency domain. Since the data are encoded in PSK in frequency domain, from

Fig. 5.8, we can see such waveform generation produces 128 OFDM subcarriers, but

with the constraint expressed as:

ai + a128−i = [00], ai ∈ {00, 11}
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ai + a128−i = [11], ai ∈ {01, 10} (5.33)

where ai ∈ {00, 01, 10, 11}, i = 1, 2, · · · , 128 is the two-bit QPSK symbol represented

by each subcarrier symbol.

0 /2 3 /2 frequency

Odd symmetry

-3 /2        - - /2

phase

Coding: [00] [01]          [10]       [11]

0 /2 3 /2

Figure 5.8: Phase function of double-sideband amplitude modulation.

The CP length is 1
8

of the number OFDM subcarriers, corresponding a guard

interval of 4 ns. We can use (5.14) to calculate the CD tolerance:

Dt =
Tgf

2
c

cNSCΔf
≈ 1.25 × 105 ps/nm (5.34)

which is equivalent to the total CD of 7000 km SSMF fiber. Therefore the ISI of

CD from less than 7000 km SSMF fiber can be totally eliminated.

5.4.2 Signal Processing Flowchart of Coherent Optical OFDM

Receiver

By using digital signal processing, the OFDM receiver is simplified as optical front

end, ADC and digital signal processor, where intensive signal processing is carried

out. The digital signal processor replaces the conventional discrete circuits, such

as the frequency down-converter and data slicer. Fig. 5.9 shows the flowchart of

the signal processing and some visual results of some important intermediate steps.

The main steps are the coarse and fine synchronization from Step 2 to Step 4. We

explain the steps as follows:

1. Load the data sequence from the oscilloscope to the computer with Matlab

program. The important parameters of the oscilloscope are also imported to
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the program, such as sampling speed.

2. Locate the start of one OFDM frame. We elect to use the Schmidl format [21],

which is to find a peak by auto-correlation as shown in the inset for the 2nd

step in Fig. 5.9.

3. Determine the carrier frequency and down convert the signal to baseband. The

frequency estimation is simply by looking at the frequency domain and peak

frequency is used as the carrier frequency for IF down-conversion.

4. Phase estimation and compensation. After we obtain the baseband signal, the

CP is deleted and the resultant sequence is converted to frequency domain by

FFT for the transmitted data. Phase estimation and compensation are then

carried out either by pilot-aided methods or data-aided methods.

5. Channel estimation and compensation. This step is achieved by using train-

ing sequence at the beginning of one OFDM frame. By channel estimation

and compensation, the constellation is rotated to original position. The chan-

nel estimation and compensation may be skipped if we use data-aided phase

estimation and differential coding.

6. BER calculation. The estimated data are compared with the transmitted se-

quence for BER calculation. For the better performance, the symbol mapping

uses Gray code [99].

5.4.3 Analysis of Phase Noise

For QPSK format, the phase noise is one of the limiting factors of the transmission

performance. Fig. 5.10 shows the overlapped phase noise distributions of all the

subcarriers. The time interval of phase change is 36 ns, i.e., one OFDM symbol pe-

riod. Fig. 5.10(a) is the result with back-to-back (B2B) transmission and the OSNR

is 15.6 dB (0.1 nm resolution). There is no phase change bigger than the decision

window, π/2 for QPSK, so there is no BER errors. As predicted in theory, the phase

change histograms follow the Gaussian distribution illustrated by the thick Gaussian
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Figure 5.9: Flowchart of OFDM receiver functions

fit curves. The variance of the distribution is reduced to 0.025 after compensation.

By using (3.12) in Section 3.3.1, we can estimate the combined laser linewidth of

the transmitter laser and local laser is 101 kHz. This is close to specification of the

laser source. Fig. 5.10(b) is the result for one OFDM frame after 1000-km transmis-

sion with 9.9 dB received OSNR (0.1 nm resolution). Compared with back-to-back

transmission in Fig. 5.10(a), the variance of the phase noise increases, which is from

the low OSNR and the fiber transmission. Without compensation, a non-zero mean

value of the distribution indicates the laser frequency drift. After compensation, the

mean value of the distribution is reduced close to 0. As expected, the variance of

the distribution has barely changed. In Fig. 5.10(b), the phase change exceeding

the decision window will result in the errors after data decision.

Fig. 5.11 shows the phase estimation results for one OFDM frame after 1000-km

transmission with 9.9 dB received OSNR. It includes the comparison of the phase

estimation and compensation between data-aided and pilot-aided estimation. It is

interesting to note that the phase evolution could be very fast, i.e., about 1 MHz

frequency drift within 10 μs between the transmitter and receiver lasers. This fast
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Figure 5.10: Phase noise distribution at a time interval of 36 ns (a) with back-to-back
transmission, (b) after 1000 km SSMF transmission.

change poses a challenge for the phase estimation. This fast drift is unexpected based

on the intrinsic line width of the laser sources used in this experiment. However,

this is confirmed by a similar report of fast phase drift in [66]. One possible reason

is the frequency jitter of the laser sources since we do not use any frequency locking

circuit.

The bold curve (a) shows the result of pilot-aided phase estimation, namely, the

symbol phase drift Φ in (5.29). After phase compensation by (5.30), we can calculate

the individual subcarrier phase noise as arg(x̄ik) − arg(xik), illustrated by the bold

curve (e). From the curve (a) and (e), the pilot-aided phase estimation only needs to

be carried out once and the phase drift is fully compensated, which is demonstrated

by the flat phase noise evolution curve (e) only showing random noise. On the other

hand, the symbol phase drift Φ of data-aided phase estimation in (5.31), as shown

by the thin curve (b), clearly deviates from pilot-aided phase estimation, which is

caused by phase ambiguity, particularly manifested as the occasional phase kinks.

Similarly, we can calculate the individual subcarrier phase noise as arg(x̄ik)−arg(xik)

after phase compensation by (5.30). As a result of phase ambiguity, the phase

noise evolution curve (c) shows residual phase drift and phase kinks. For data-aided
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Figure 5.11: OFDM symbol phase noise evolution versus time by pilot-aided (PA)
and data-aided (DA) phase estimation and compensation.

method, after one iteration of phase estimation and compensation, some phase kinks

indicated by the small circles of the curve (c) are eliminated, which means less

symbol decision errors. The residual phase drift can be further reduced for a better

BER if we iterate phase estimation and compensation as shown by the curve (d).

This is because the phase compensation of the last iteration reduces the BER and

improves the phase estimation accuracy for the next iteration. We find 4 iterations

are adequate to obtain the minimum BER since further iteration can not improve

phase estimation accuracy. However, this is still more complex and requires more

computation power in comparison with pilot-aided phase estimation.

Fig. 5.12 shows the back-to-back QPSK constellations before and after phase

compensation. Before phase compensation, the constellation are smeared due to the

phase spreading. After phase compensation, the constellation converges to the four

phase levels. Note the amplitude noise is unchanged since we do not process the

amplitude information.

5.4.4 BER Results

Although pilot subcarriers are effective for phase estimation, they have the disad-

vantage of consuming useful bandwidth. It is important to find the minimal number

of pilot subcarriers to maintain sufficient performance. Fig. 5.13(a) shows the ex-
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Figure 5.12: QPSK constellations before and after phase compensation.

perimental BER performance as a function of number of pilot subcarriers at three

different OSNRs after 1000-km transmission. It can be seen that 5 pilot subcarri-

ers are adequate for the phase estimation because the BER performance is barely

improved beyond 5 pilot subcarriers. This result is similar to the report in [131],

where 4 subcarriers out of 64 subcarriers are used as pilot subcarriers.
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Figure 5.13: (a) BER performance versus number of pilot subcarriers; (b) BER
performance of 1000-km transmission.

Based on the result in Fig. 5.13(a), we use 5 pilot subcarriers for CO-OFDM
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system performance evaluations. Fig. 5.13(b) shows the BER results of 1000-km

transmission after applying the phase estimation. With pilot-aided phase estima-

tion, the BER performance after transmission shows about 1 dB OSNR penalty at

BER of 10−3. However, if data-aided phase estimation is employed, the BER perfor-

mance degrades over 0.5 dB at BER of 10−3 either for the back-to-back or 1000-km

measurements in comparison with the pilot-aided phase estimation. Our approach

using a small number of pilot subcarriers enhances the performance of CO-OFDM

systems compared with data-aided phase estimation. This advantage will be more

significant if we employ 8-ary PSK and beyond. Furthermore, pilot-aided phase

estimation can be easily applied to high-order (larger than 8) quadrature ampli-

tude modulation (QAM), which has better performance than PSK [99]. In contrast,

data-aided phase estimation depends on the constellation and coding method, and

is difficult to be adopted to QAM signal [132].

5.5 PMD Tolerance Experiment at 10 Gb/s

This experiment is the extension of the previous one. Most parameters and con-

figurations are similar. Therefore the description in this section emphasizes the

difference. We use an arbitrary waveform generator (AWG) with two independent

10 GSa/s outputs for I/Q channels. Consequently, the AWG can generate 10 Gb/s

OFDM signal. In the previous experiment described in Section 5.4, CD distortion

shows little degradation of transmission performance. We further include a PMD

emulator (PMDE) at the transmitter side to investigate PMD tolerance of CO-

OFDM. Although the experiment and signal processing are complicated in several

other aspects, the phase estimation theory and compensation methods discussed in

Section 5.3.3 are still applicable to this experiment. Therefore we focus on the main

experimental results which proves the effectiveness of the phase estimation theory

and methods.
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5.5.1 Experimental Setup

The experimental setup is shown in Fig. 5.14, which is similar to Fig. 5.7. The

optical modulator in the transmitter is a dual-parallel MZ modulator for optical I/Q

modulation, which has been introduced in Section 3.3.2. Inside the loop, the SSMF

fiber is extended to 100 km with 21 dB insertion loss. A PMDE is added at the

transmitter side. The PMDE is based on the description in Section 2.3 and 3.4.3.

The input light of PMDE is polarization split into two paths and combined with the

addition of a time delay, which is DGD. Due to the shortage of components, we only

construct a fixed time delay: 340 ps DGD. As per the discussion in Section 3.4.3,

the conventional IM/DD system has non-negligible power penalty even the DGD is

only about 30% of one bit period, i.e., 30 ps at 10 Gb/s. Therefore, 340 ps DGD is

a significant value for signals at 10 Gb/s and is an order-of-magnitude improvement

over the IM/DD systems. Note this PMDE only introduces the first order PMD. In

the experiment, we adjust the state of input polarization for an even polarization

split, which maximizes the PMD effects.

AWG

DMZ

TDS

OBF
fiber

Laser EDFA

PMDE
PDR

Polarization Polarization
splitter combiner

Delay line

Balanced receive

Figure 5.14: Experimental setup for 10 Gb/s. PMDE: PMD emulator, PDR: polar-
ization diversity receiver, DMZ: dual-parallel MZ modulator

A polarization diversity receiver is used at the receiver side. The principle of

polarization diversity is well discussed in [4, 67]. As shown by the right inset in Fig.
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5.14, the incoming signal and the local laser are both split according to two orthog-

onal polarization states, which are mixed by coupler and detected by photodiode

(balanced receiver in our case). The outputs of two balanced receiver capture the

two orthogonal polarization states of incoming signals and therefore contain all the

polarization information in theory. Note in this experimental setup, the local laser is

divided by a normal 3 dB coupler instead of polarization splitter. In another words,

we use two polarization controllers to emulate the two orthogonal polarization states

of polarization splitter. In principle, the signal processing of the polarization diver-

sity receiver should be based on the electrical field vector, similar to (3.1) and (3.46).

However, we can independently process the two polarization signals and add them

right before the decision circuit. This strategy is effective since we only try to avoid

the power fluctuation caused by the polarization change [67].

More parameters in the experiment are listed in Table 5.3. Note the number of

subcarriers is the FFT length. 64 subcarriers is actually used for data transmission.

The rest subcarriers are filled with 0 as frequency guard band for anti-aliasing pur-

pose. Each subcarrier has a bit rate of about 139 MHz and total useful data rate is

about 8.9 Gb/s.

NSC = 128 number of subcarriers
Nf = 400 number of OFDM symbols in one OFDM block
Ts = 12.8 ns useful symbol duration
Tg = 1.6 ns guard interval time
Δf = 78.15 MHz frequency spacing of subcarriers
fc = 193.55 THz optical carrier frequency
D = 17 ps/nm/km chromatic dispersion parameter
NF ≈ 4dB EDFA noise figure
Ps ≈ −7 dBm optical power per channel
L = 21 dB insertion loss of 100 km SSMF

Table 5.3: List of 10 Gb/s experimental parameters.

5.5.2 Measurement Results

In the experiment, we measure the performance degradation versus transmission

distance. We elect to monitor OSNR and electrical SNR (ESNR). The OSNR is

measured by an optical spectrum analyzer (OSA) synchronized to the re-circulating
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loop. The ESNR of CO-OFDM can be found in [133] and is essentially the spread-

ing of the constellation. Fig. 5.15 shows the OSNR and ESNR versus transmission

distance, or the number of loops. The thin solid OSNR line is the theoretical calcu-

lation from (3.33) in Section 3.4.1. The measured OSNR agrees with the theoretical

curves with a small deviation. For the ESNR curve, the maximum value is limited

by transmitter and receiver for the short distance transmission. The ESNR is big-

ger than 12 dB after 1000 km transmission. For an indication, the 8.2 dB ESNR

corresponds to about 10−3 BER in our back-to-back measurement.

Transmission length ( 100 km)

15

20

25

30

35

1 2 3 4 5 6 7 8 9 100

O
SN

R
 (d

B
)

5

10

15

20

25

ES
N

R
 (d

B
)

Figure 5.15: OSNR and ESNR versus transmission distance.
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Figure 5.16: BER performance after transmission over the 340 ps PMD emulator
and 1000 km SSMF fiber.

Fig. 5.16 shows the system performance after transmission over the 340 ps PMD

emulator and 1000 km SSMF fiber. The OSNR penalty is about 2 dB at 10−3
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BER by pilot-aided phase estimation. This result is an order-of-magnitude improve-

ment compared with the IM/DD system, which only has around 30 ps tolerance as

described in Section 3.4.3.

5.6 Conclusions

Combined with coherent detection, OFDM is an effective way to eliminate the CD

and PMD distortion. In this chapter, we have presented the phase estimation theory

and method for CO-OFDM, which enables coherent detection of optical OFDM

without conventional OPLL. For QPSK OFDM signal, the phase estimation can be

realized by pilot-aided or data-aided phase estimation. Pilot-aided phase estimation

takes advantage of multiple parallel subcarrier structure of OFDM and is more

robust for noisy received signals.

We have applied the phase estimation in two experiments to combat CD and

PMD distortion. For the first time, we have experimentally demonstrated the pilot-

aided phase estimation in long-haul optical fiber transmissions. In the first experi-

ment at a nominal bit rate of 8 Gb/s, we have successfully reconstructed the QPSK

constellations for a CO-OFDM transmission experiment after 1000-km transmission

over SSMF without optical dispersion compensation. The OSNR penalty has been

found to be about 1 dB at BER of 10−3 after 1000-km transmission. By using pilot-

aided phase estimation, the system performance can be improved over 0.5 dB in

comparison with that using data-aided phase estimation. We have also shown that

as few as 5 pilot subcarriers are sufficient for pilot-aided phase estimation. In the

second experiment at a nominal bit rate of 10 Gb/s, we have demonstrated the PMD

tolerance of CO-OFDM at 10 Gb/s. The phase estimation theory and method is

applicable with almost no change in the presence of strong PMD. The OSNR penalty

is about 2 dB for the transmission after a 340 ps PMD emulator and 1000 km SSMF

without any optical CD and PMD compensation.

121



Chapter 5. PHASE ESTIMATION FOR COHERENT OPTICAL OFDM

122



Chapter 6

Optical Performance Monitoring for Optical Fiber

Networks

6.1 Introduction

As per the discussions in Section 2.1, two primary tasks in optical fiber networks are

data transmission and data routing. We have presented two techniques for such tasks

in the previous two chapters. Furthermore, optical performance monitoring is of

importance for practical network operation and maintenance. Optical performance

monitoring will be helpful for carriers to provide guaranteed quality of service (QoS)

to their users. To determine the health of optical signals in optical networks, it is

necessary to monitor many parameters in the physical layer such as optical power

[69, 70], optical signal-to-noise ratio (OSNR) [71, 72], chromatic dispersion (CD)

[73, 74, 75], Q-factor [76, 77], polarization mode dispersion (PMD) [78, 79].

In this chapter, we present two optical performance monitoring techniques in

the context of the two research areas we have discussed: optical packet switched

networks and electronic dispersion compensation of optical distortions. In Section

6.2, we propose an OSNR monitor suitable for OPSN. In Section 6.3, we propose a

CD monitoring technique for electronic dispersion compensation receivers.

6.2 OSNR Monitoring for OPSN

Many functions of current and future optical networks rely on optical performance

monitoring of various optical parameters. Consequently, optical performance mon-

itoring has drawn tremendous research interest in recent years [23]. On the other

hand, OPSN have been proposed as an effective way to support data-centric inter-
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net networks [5]. However, the concept of OPSN creates a host of new challenges

in terms of efficient network monitoring and maintenance. Optical performance

monitoring for OPSN adds a new dimension to the research topics of performance

monitoring. Unlike conventional optical communication networks or optical circuit

switched networks, optical channels in OPSN may consist of different optical pack-

ets. They could originate from diverse sources and traverse different optical links,

which therefore results in vast wide dynamic range of optical parameters in a short

time span of one packet. The use of optical amplifiers in an OPSN is necessary to

compensate the loss incurred by the packet in all the nodes and fiber segments, but

the optical amplifies introduce unwanted ASE noise into the optical packets, which

degrades the OSNR of the optical packets and is one of the fundamental limiting

factors. Hence, OSNR is one of the critical parameters to monitor.

Various approaches have been proposed to monitor OSNR. Polarization-nulling

method using the polarization properties of signal and amplified spontaneous emis-

sion (ASE) noise includes the optimization of a polarization controller [71], and

therefore cannot be applied to performance monitoring for a packet varying at a

rate in the order of nanosecond. Another approach using uncorrelated signal-to-ASE

beat noise requires precise matching of the receiver pair and may need more cali-

bration procedures [72]. Indirect OSNR monitoring by measuring bit errors for the

purpose of determining Time-to-Live is only sensitive around the threshold OSNR

and may not provide enough dynamic range for general purpose network mainte-

nance [134]. In this section, we propose and demonstrate a novel OSNR monitor

capable of direct OSNR monitoring based on radio frequency (RF) noise measure-

ment. This OSNR monitor can measure the OSNR values of the consecutive optical

packets with varying OSNR.

6.2.1 Principle of OSNR Monitor for Packets

Fig. 6.1 shows the schematic diagram of the OSNR monitor for packets. The

packet capable of performance monitoring (PM) contains an additional performance

monitoring segment (PM segment). In this paper, the PM segment consists of

∼10 ns of consecutive ′1′ bits at 10 Gb/s. At the packet switching node, a part of
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the input optical signal power is tapped and fed into the OSNR monitor. Inside

the OSNR monitor, the PM segment is extracted from the entire packet by using

a Mach-Zenhder (MZ) modulator. The pulse after the PM extractor is fed into a

photodiode. The optical signal power is tested after the photodiode. There will be

RF spectral components at least in a range of 0 ∼ 10 GHz for the entire packet

contributed by the payload. In contrast, the RF spectral components are absent at

high frequency for the extracted PM segment, which can be treated as a CW signal.

Fig. 6.2(a) and (b) show the measured spectra for the whole packet and extracted

PM segment, respectively. The resolution bandwidth is set to 2 MHz. As expected,

the RF spectral components are compressed and there are no signal components at

frequency beyond 4 GHz for the extracted PM segment. Therefore, we can apply an

electrical filter to filter out the RF noise of the interested frequency range for OSNR

monitoring as shown in Fig. 6.2(b). The RF noise level is then detected by an RF

power detector. The OSNR can be calculated by analyzing the optical signal power

and RF noise level at the high frequency range.

In practice, the optical label processing unit should recover the clock on the label,

and in return provides the timing information to the OSNR monitor to locate the

PM segment. It is not the intention of this work to demonstrate the location of the

PM segment. In addition, the accuracy of the pulse curving timing is quite forgiving

in the order of 1 ns and the PM segment is only a continuous wave (CW) signal.

Time

labelpayload
PM
segment

TimeRF Power 
Detector

RF
Filter

PM Extractor

OSNR Monitor

Signal power

RF noise
power

Figure 6.1: Conceptual diagram of proposed OSNR monitor

The OSNR is formally defined as:

OSNR =
PS

Pase

(6.1)
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Figure 6.2: RF spectra for (a) the whole optical packet, (b)the PM segment only.

where PS is the optical signal power and Pase is the ASE noise power measured in

0.1 nm optical bandwidth. The RF power density consists of signal-ASE beat noise,

the ASE-ASE beat noise, and the RIN noise [135]. Using the OSNR definition in

(6.1), we write the RF power density as:

p(f) = A1 · PS · Pase + B1 · P 2
ase + C1 · P 2

S (6.2)

= A1
P 2

S

OSNR
+ B1

P 2
S

OSNR2
+ C1P

2
S (6.3)

where p(f) is the RF power density, PS is the input optical signal power, OSNR is

the optical signal-to-noise ratio defined in (6.1), and A1, B1, and C1 are related to

various detection parameters and weekly dependent on frequency in theory. There-

fore, with a reasonable approximation, we can move A1, B1, and C1 coefficients out

of the integral in (6.3). Hence, the RF power P integrated in a bandwidth of Be can

be expressed as:

P =

∫
Be

p(f) · df = A
P 2

s

OSNR
+ B

P 2
s

OSNR2
+ CP 2

s (6.4)

where A, B, and C coefficients are constants and can be obtained empirically. There

are no frequency dependent parameters in (6.4), therefore the RF power in band-

width Be can be used to estimate the total RF power in the full signal frequency
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range. Equation (6.4) shows that the detected RF noise power P is a function of

both signal power PS and OSNR. Consequently the OSNR can be evaluated by

measuring the optical signal power PS and RF power P using an RF power detector

for the extracted PM segment. Our proposed technique has three advantages:

• Good immunity to the interference from the payload/label modulation. Be-

cause the PM segment is serial with the regular packet and is void of the high

frequency data modulation components in the time slot of the PM segment;

• High sensitivity. Because a large chunk of noise spectrum about a few GHz

can be integrated to provide reliable and repeatable measurements;

• In-band ASE noise measurement. It eliminates the extrapolation uncertainty

using out-band approach, since the measured RF noise is right within the

signal bandwidth.

6.2.2 Experimental Setup

Fig. 6.3 shows the experimental setup. The arrangement of payload/label is not

important for this work. The optical packet is generated by a pattern generator and

has a length of 1024 bits at 10 Gb/s with the 100 bits at the end set to all ”1” as

the PM segment. The transmitter starts from a 1545-nm laser source and an MZ

modulator (MZ1). A second modulator (MZ2) is added to generate two dissimilar

packets with different power levels. An EDFA follows the MZ2 and boosts the optical

signal. The output signal from the transmitter is coupled with a second EDFA to

emulate the link noise. The added ASE noise level is varied by adjusting the bias

currents of the EDFA pump lasers. The optical signal contaminated with the noise

passes through a 1-nm bandwidth optical filter and split into two branches for the

OSNR measurements. One branch uses an optical spectrum analyzer (OSA) as

reference and the other branch has the proposed OSNR monitor. Inside the OSNR

monitor, the PM segment is firstly extracted out by using a modulator MZ3. It is

then received by a 10-GHz bandwidth photodiode, and amplified with a 6∼12-GHz

bandpass RF amplifier. The output from the RF amplifier is then fed into a crystal
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detector (CD, Agilent 8473C) for RF power detection. The CD will output negative

voltages proportional to the input RF power level. A high speed oscilloscope is used

to record the traces of the packets. An Anritsu 10-Gb/s pattern generator is used to

drive the MZ1 while two signal generators are used to drive the MZ2 and MZ3. The

oscilloscope and the two signal generators are synchronized to the pattern generator.

MZ1 MZ2

Transmitter Link Noise
EDFA

EDFA

Filter

PG SG

MZ: Mach-Zehnder
CD: Crystal Detector
PG: Pattern Generator
SG: Signal Generator

CD

MZ3
RF Amp

OSNR Monitor

To Optical Spectrum Analyzer 

SG

Figure 6.3: Experimental Setup.

6.2.3 Results and Discussions

To use (6.4) for OSNR monitoring, our first step is to calibrate A, B, C coefficients.

We disable the driving signal to MZ2 for one uniform packet to provide a baseline

for the calibration. The responsivity versus input optical power of the photodiode

and the non-linear response of the CD are calibrated separately in the experiment.

The RF amplifier operates in the linear range because of the relatively low output

from the photodiode. The optical power into the photodiode is around -15 dBm and

the output voltage of CD changes from -80 mV to -623 mV when OSNR varies. Fig.

6.4(a) shows the oscilloscope trace for the transmitted packets. Fig. 6.4(b) shows

the extracted pulse after the MZ3, and Fig. 6.4(c) shows the output pulse of the CD.

The pulse is relatively noisy due to the leakage of the high frequency components

from its input. However, after we use a 100-MHz filter, the output is smoothed as

shown in Fig. 6.4(d), which improves the noise measurement accuracy. We also note

the oscilloscope traces in Fig. 6.4 are trace measurement without averaging. The
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repeatable values of the CD voltages for consecutive packets in Fig. 6.4(d) show the

reliability of the OSNR monitor.

(a)

(b)

(c)

(d)

PM Segment Packet

CD Voltage 40 ns/DIV

Figure 6.4: Oscilloscope traces for (a) the original packets, (b) the extracted perfor-
mance monitoring pulse, (c) the output from the crystal detector, (d) the smoothed
output of the crystal detector with a 100-MHz filter.
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Figure 6.5: The voltage output of the crystal detector as a function of the OSNR.
The OSNR is measured by an OSA.

Equation (6.4) shows that the measured RF power P is a second-order function

of the reciprocal of OSNR. We perform a second-order fit of the CD voltage as a

function of the reciprocal of OSNR. The theoretical curve fit is also shown in Fig.

6.5. The A, B, and C coefficients in (6.4) are calculated through a second-order

curve fit. The maximum error of the measurement data points of 10 dB to 30 dB

OSNR from the curve fit is 0.6 dB.

Finally we use the OSNR monitor for consecutive optical packets with varying
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OSNR. MZ2 in Fig. 6.3 is driven to generate two optical signal levels. Two dissimilar

packets with different OSNR are then obtained after the EDFA. The power level PS

and noise level P at the output of the crystal detector are recorded for both packets,

and (6.4) is used to calculate the OSNR. To obtain the reference OSNR from OSA,

we measure both the optical signal powers and ASE noise levels of the two dissimilar

packets from OSA. Fig. 6.6 shows the OSNR monitoring errors as we vary the OSNR

for both packets. The plot includes the data points for both packets. The inset of

Fig. 6.6 shows the oscilloscope trace for two consecutive packets with different OSNR

and crystal detector output. The crystal detector output pulses clearly demonstrate

the real time noise measurement. The maximum OSNR measurement error is found

to be 0.6 dB. The error may come from the imperfect non-linearity calibration for

the crystal detector.
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Figure 6.6: OSNR monitoring for packets with different OSNR.

The ∼10 ns of time duration of the PM segment in this experiment may be a

large overhead for high speed transmission and therefore, may not be feasible for

every packet. However, there may be a need to monitor the OSNR on the time scale

of one packet duration, such as 10 ns for 100 bit length at 10 Gb/s. Intuitively, the

PM packet may be best used when an optical packet path is being set up for the

incoming packets originated from diverse sources. The computation complexity after

detection is moderate to solve the quadratic equation derived from (6.4). Therefore

the ∼10 ns time duration is dependent on the response time of the Agilent crystal
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detector in our experiment. However, it is possible to choose an RF power detector

with faster response. This will shorten the time duration further.

The OSNR monitor can be further simplified by replacing the MZ3 and crystal

detector in Fig. 6.3 with ADC and DSP. In this case, the PM segment can be located

and extracted out by the DSP. Subsequently, the RF noise power can be calculated.

It is expected that the bandwidth/speed of ADC and DSP will determine the min-

imum duration of the PM segment for a sufficient accurate OSNR measurement.

This simplification using electronic components holds the potential to be more cost

effective.

6.3 Chromatic Dispersion Monitoring in Electronic

Dispersion Compensation Receivers

Recently, advances of microelectronics have enabled electronic compensation of op-

tical distortions. Electronic dispersion compensation (EDC) has drawn considerable

research interests to mitigate optical CD distortions [58, 62, 56]. There are vari-

ous approaches in the literature, from simple to sophisticated. The performance is

generally dependent on the cost and complexity. Among the approaches, the most

promising receiver based equalizers include feed-forward equalizers (FFE) and de-

cision feedback equalizers (DFE) because of their relatively simple structures. In

fact, FFE/DFE based products have been tested for emerging telecommunication

standards [55]. We anticipate electronic equalizers will be prevalent in optical fiber

networks. On the other hand, there is a strong need for optical performance mon-

itoring in terms of efficient network monitoring and maintenance. CD is one of

the important parameters to monitor. Among the existing CD monitoring tech-

niques [73, 74, 75], most of them need additional hardware to realize CD monitor-

ing. An inherent nature of electronic compensation is that optical distortions are

down-converted to the electrical domain. When the electronic compensation receiver

compensates the optical distortion, it also reflects the strength of optical distortion.

Therefore, we propose a CD monitoring technique by analyzing the tap coefficients
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of tapped delay lines, which are generally used in FFE and DFE. This technique

does not require additional hardware in EDC receivers using tapped delay lines.

6.3.1 Principle of the Proposed CD Monitoring

Fig. 6.7(a) shows the principle for CD monitoring in EDC receivers. The optical data

signal is distorted by CD in transmission fiber. The distortion spreads the power of

one bit to adjacent bits, resulting in the ISI between neighboring bits. After O/E

conversion, an electronic equalizer, in particular FFE, recovers the distorted signal.

In such an equalizer, the current value, pre- and post-cursors of the received signal

are linearly weighted by the tap coefficients and summed to produce the output.

As a result, the tap coefficients are strongly determined by ISI effects. Hence, the

information of ISI effects or CD can be extracted by analyzing the tap coefficients

and CD monitoring is realized without additional hardware, or additional cost. This

monitoring scheme can achieve a fast response through adaptive algorithms, which

can be in the order of microsecond [11]. The proposed technique can also be extended

to other equalizers using tapped delay lines, such as DFE and FFE+DFE.

Electronic
EqualizerTrans-

mitter

C1 C2 C3 C4 C5 C6 C7

T/2 T/2 T/2 T/2 T/2 T/2

t

output

(a)

(b)

FFE

distorted signal

input

transmitted signal        distorted signal        equalized signal

Figure 6.7: (a) Principle of CD monitoring in EDC receivers; (b) Definition of ISI
factor in this work.

In this work, the FFE has 7 taps with half-bit delay (half-spaced) as shown in Fig.
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6.7(b). The tap coefficients are C1, C2, . . . , C7. The C4 corresponds to the current

bit at t moment. We align the C4 to the center of eye diagram or optimal sampling

phase. We can plot C1, C2, . . . , C7 in order, called tap shape. In this arrangement,

the tap shape is symmetrical around C4 in theory. From the equalization principle,

Cn represents the ISI component from the bit at t − nT/2. If we consider CD

distortion producing ISI within a delay of one bit period, which corresponds to C2

and C6 in Fig. 6.7(b), we can define an ISI factor fISI as:

fISI = k(C2 + C6)/C4 (6.5)

where k is calibration parameter decided by the difference between simulation and

experiment. Equation (6.5) includes the one-bit ISI components from pre- and post-

bit. It is possible to use only pre (C2) or post-bit (C6) for ISI factor calculation.

However, the inclusion of pre- and post-cursors together increases the tolerance of

the sampling phase shift. By normalized to C4, the ISI factor is independent of the

input signal and noise powers, which also correspond to different OSNR values.

6.3.2 Simulation and Experimental Setup

In this work, we construct linear CD transmission systems to verify the monitoring

scheme in simulation and experiment, respectively. Fig. 6.8(a) shows the simulation

setup. The transmitter consists of 10 Gb/s NRZ-ASK modulation with 27 pseudo-

random binary sequence (PRBS). Using short PRBS sequence can accelerate the

simulation speed and 27 is enough to cover all the patter effects from CD since the

maximum CD value in this work is below 3000 ps/nm. A CD emulator generates

variable CD. The distorted signal is combined with ASE noise and passes a 40-GHz

bandwidth optical filter. The ASE noise is simulated by white complex Gaussian

noise. The O/E conversion is simulated by square-law detection. The following

electrical filter is a 5th order Bessel low pass filter (LPF) with 7 GHz bandwidth. The

signal is then fed to the FFE, which adopts the least mean-square (LMS) algorithm

to minimize the mean-square-error (MSE) [14, 136]. After the convergence of the

LMS algorithm, the resultant tap coefficients are used to calculate the ISI factor by
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(6.5). The ISI factor as a function of the CD is then investigated by changing the

CD value.

Tx
(PRBS)

ASE
Noise 

Optical
Filtering 

O/E
Conversion

Electrical
Filtering 

Electrical
Equalization

Dispersion
Emulator

10G Pattern 
Generator

Laser MZ-Modulator

EDFA
Fiber

10G Pattern 

Laser MZ-Modulator

Optical FilterFiber
EDFAEDFA

To Oscilloscope

Polarization
Controller

(a)

(b)

Figure 6.8: (a) Simulation setup; (b) Experimental setup.

Fig. 6.8(b) shows the experimental setup, which is similar to the simulation

setup. The 10-Gb/s transmitter includes the laser source and external optical mod-

ulator. Standard single-mode fibers (SSMF) (D=17 ps/nm/km @ 1550 nm) of dif-

ferent length are used to achieve variable CD. The input power into the fibers is kept

below 0 dBm to avoid any nonlinear effects. An EDFA is used to boost the optical

power after the SSMF fibers. A high-speed oscilloscope is used to record the pattern

traces, which are saved and loaded into a computer for signal processing. The traces

are normalized to the average power of 1 level, which corresponds to the limiting

amplification. The traces are then filtered by a 5th order Bessel low pass filter with

5 GHz bandwidth to match the signal format in simulation. The filtered traces are

equalized by the FFE and the resultant tap coefficients are used to calculate the ISI

factor by (6.5).

6.3.3 Results and Discussions

Fig. 6.9(a) and (b) shows some examples of tap shapes with different CD and

OSNR. The tap coefficients are discrete values and the solid curves in Fig. 6.9(a)

and (b) enable a clear comparison. As expected by the theory, the tap shapes change

systematically with the CD. The OSNR also changes the tap shapes. For example,
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C4 at 2000 ps/nm changes from 1.3 to 1.7 when OSNR increases from 15 dB to

30 dB. However, Fig. 6.9(c) shows that the ISI factors change about 10% when

OSNR varies from 10 dB to 30 dB, which is a small sensitivity to ASE noise.
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Figure 6.9: (a) The tap shapes when the OSNR is 15 dB, (b) when the OSNR is
30 dB, and (c) the ISI factors with different OSNR and CD.

The solid curve in Fig. 6.10 shows the ISI factor as a function of the CD,

which is calculated in a CD range of 0 ∼ 2400 ps/nm with 200 ps/nm spacing. As

the CD increases, the ISI factor decreases which means the ISI effects increasing.

The ISI factor within 500 ps/nm CD remains almost unchanged because the ISI

effects are week in such a dispersion range. However, the ISI factor shows a strong

correlation to CD in the range of 500 ∼ 2000 ps/nm. After the 2200 ps/nm CD, the

ISI factor increases again, which causes ambiguity for CD monitoring. The main

reason is that the strong CD spreads the power of the bits far away to adjacent bits.

This phenomenon is not included in (6.5). In addition, it is possible to use a more

complicated expression in (6.5) to cover a wider CD range.

Finally, we verify the monitoring scheme by the experiment. We record the data

sequence from the high-speed scope for different CD values by changing the length of

SSMF fiber. The traces are loaded into a computer and equalized by the FFE with
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Figure 6.10: Simulation and experimental results of CD monitoring.

LMS algorithm. The resultant tap coefficients are used to calculate the ISI factor by

(6.5). The calibration parameter k in (6.5) is set to be 0.7. The ISI factor is then used

to predict the CD according to the functional relationship acquired from simulation.

As shown in Fig. 6.10, the experimental monitoring results generally agree with

the simulation in the range of 500 ∼ 2000 ps/nm, which is most interesting in the

applications of the proposed new telecommunication standards [55]. The maximal

monitoring error occurs at 900 ps/nm CD with a difference of about 150 ps/nm.

The ISI factor is determined not only by the CD distortion but also the signal

format, OSNR, electrical bandwidth, polarization mode dispersion (PMD) and non-

linearity. Hence, further improvement of CD monitoring to the proposed technique

may include more calibrations, as well as a more comprehensive expression to replace

(6.5), or multiple receiver ISI factors for multi-parameter monitoring. However, the

relative CD monitoring we have proposed is simpler and more practical.

6.4 Conclusions

Optical performance monitoring is increasingly important for any practical deploy-

ment of optical fiber networks. In this chapter, we have presented two optical per-

formance monitoring techniques for optical fiber networks.

In Section 6.2, we have propose an OSNR monitor suitable for OPSN. By mea-

suring the RF noise from optical packets with a special performance monitoring

136



6.4. CONCLUSIONS

segment, the OSNR monitoring error is found to be less than 0.6 dB for consecutive

packets with varying OSNR of 16 dB to 27 dB. The response time of the OSNR

monitor can be around 10 ns.

In Section 6.3, we have proposed a CD monitoring technique for EDC receivers,

which requires no additional hardware. By analyzing the tap coefficients in electronic

dispersion equalizers using tapped delay lines, we have defined an ISI factor to

monitor the CD. This technique has been verified by simulation and experiment.
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Chapter 7

Conclusions

7.1 Summary of the Work

In the thesis, we have made contributions in three areas in optical fiber networks.

We have shown the advantages of signal processing of optical phase. We summarize

our work as follows.

7.1.1 All-Optical Label Swapping Using Synchronous Phase

Modulation

All-optical label swapping (AOLS) is one of the most important techniques in optical

packet switched networks (OPSN). By exploiting the unique symmetry of DPSK

coding, we have proposed an AOLS technique using synchronous phase modulation.

We have then investigated this technique in detail, and found the following results.

• For the first time, optical label erasure and insertion are performed in a single

step by a phase modulator without wavelength conversion. The power penalty

of label swapping is found to be as small as 0.2 dB.

• We investigate the polarization sensitivity of all-optical label swapping for

the first time. The polarization insensitivity of power penalty for the label

swapping is found to be less than 0.3 dB and 0.5 dB for the packet label and

payload, respectively.

• We emulate cascaded all-optical label swapping in a re-circulating loop to

investigate the power penalties from the accumulated phase errors and the

timing mismatch between the incoming label and the new label. The power
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penalty is less than 1 dB at 10−7 BER after 5 hops. The experimental power

penalty is below 1 dB for a timing mismatch within 20% of one bit period.

7.1.2 Phase Estimation for Coherent Optical OFDM

Phase estimation is one of the enabling functionalities in coherent optical orthogonal

frequency division multiplexing (CO-OFDM) systems. Phase estimation realizes

coherent detection without conventional phase-locked loop. We have presented phase

estimation theories for CO-OFDM and applied phase estimation to two long-haul

CO-OFDM transmission experiments. The main results are below:

• For the first time, we discuss and apply experimentally pilot-aided phase es-

timation theory of OFDM to optical fiber transmissions. We find that the

system performance can be improved over 0.5 dB in comparison with data-

aided phase estimation.

• We study the optimum number of pilot subcarriers and find as few as 5 sub-

carriers are sufficient for digital phase estimation to realize coherent detection.

• We report the first experimental demonstration of coherent optical OFDM

transmission at a bit rate of 8 Gb/s. The power penalty is less than 1 dB at

10−3 BER after 1000 km transmission. Our work serves to substantiate the

suitability of coherent optical OFDM for optical transmission without a need

for optical compensation of CD and polarization mode dispersion.

• We demonstrate the PMD tolerance of CO-OFDM at 10 Gb/s. The OSNR

penalty is about 2 dB for the transmission after a 340 ps PMD emulator and

1000 km SSMF without any optical CD and PMD compensation.

7.1.3 Optical Performance Monitoring in Optical Fiber Net-

works

Optical performance monitoring has become not only beneficial but also essential

for optical fiber networks. Hence, we have proposed an OSNR monitor for OPSN,
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which is capable of measuring the varying OSNR of consecutive optical packets. We

have also proposed a CD monitoring technique in electronic dispersion receiver. The

main results are below:

• We have proposed an OSNR monitor capable of direct OSNR monitoring based

on radio RF noise measurement. By measuring the RF noise from optical

packets with a special performance monitoring segment, the OSNR monitoring

error is found to be less than 0.6 dB for consecutive packets with varying OSNR

of 16 dB to 27 dB. The response time of the OSNR monitor can be about 10 ns.

• We have proposed a CD monitoring technique for electronic dispersion compen-

sation (EDC) receivers, which requires no additional hardware. By analyzing

the tap coefficients in electronic dispersion equalizers using tapped delay lines,

we have defined an ISI factor to monitor the CD. This technique has been

verified by simulation and experiment.

7.2 Future Work

In the proposed AOLS scheme in the first part work, we have used phase modulators

for phase modulation. However, it has been shown that an intensity modulator

biased at null point is better for DPSK coding [89]. Therefore it is of interest to use

the intensity modulator for the AOLS scheme and find which modulator is better in

multi-hop transmissions.

In the second part work, the performance of phase estimation and compensation

is strongly determined by the phase noise characteristics of the transmitter and

receiver laser. A close equation may be formed. In addition, there are several

different coherent receiver structure, such as homodyne detection. A comparison

study is needed to find their pros and cons with respect to phase estimation and

compensation. In addition, a more efficient algorithm is important due to the high-

speed context of optical fiber networks, where memory space and operation time are

demanding.

In the third part work, the OSNR monitor might be expensive due to the per-
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formance monitoring segment extractor. Therefore, it will be cost-effective if the

extractor can be saved. The concept of chromatic dispersion monitoring in EDC

receiver can be extended to various EDC techniques. This extension may lead to

more interesting results and applications.
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[46] H. Bülow, W. Baumert, H. Schmuck, F. Mohr, T. Schulz, F. Kuppers, and

M. Weiershausen, “Measurement of the maximum speed of PMD fluctuation

in installed field fiber,” in Conf. Optical Fiber Communication (OFC), vol. 2,

Feb. 1999, P3.10, pp. 83–85.

[47] R. Lachance, S. Lelievre, and Y. Painchaud, “50 and 100 GHz multichan-

nel tunable chromatic dispersion slope compensator,” in Conf. Optical Fiber

Communication (OFC), vol. 1, Mar. 2003, pp. 164–165.

[48] D. Stahl, P. J. Winzer, C. R. Doerr, and S. Chandrasekhar, “Extending the

chromatic dispersion tolerance by optical equalization at 43 Gb/s,” in Conf.

Optical Fiber Communication (OFC), vol. 2, Feb. 2004, ThU5, pp. 3–5.

[49] C. R. Doerr, “Optical compensation of system impairments,” in Conf. Optical

Fiber Communication (OFC), Mar. 2006, OThL1.

[50] C. R. Doerr, S. Chandrasekhar, P. J. Winzer, A. R. Chraplyvy, A. H. Gnauck,

L. W. Stulz, R. Pafchek, and E. Burrows, “Simple multichannel optical equal-

148



BIBLIOGRAPHY

izer mitigating intersymbol interference for 40-Gb/s nonreturn-to-zero sig-

nals,” J. Lightwave Technol., vol. 22, no. 1, pp. 249–256, Jan. 2004.

[51] J. H. Winters and R. D. Gitlin, “Electrical signal processing techniques in

long-haul fiber-optic systems,” IEEE Trans. Commun., vol. 38, no. 9, pp.

1439–1453, Sept. 1990.

[52] C. K. Madsen, G. Lenz, A. J. Bruce, M. A. Cappuzzo, L. T. Gomez, and R. E.

Scotti, “Integrated all-pass filters for tunable dispersion and dispersion slope

compensation,” IEEE Photon. Technol. Lett., vol. 11, no. 12, pp. 1623–1625,

Dec. 1999.

[53] H. Tsuda, H. T. A. Hirano, T. Kurokawa, and K. Okamoto, “Performance

analysis of a dispersion compensator using arrayed-waveguide gratings,” J.

Lightwave Technol., vol. 18, no. 8, pp. 1139–1147, Aug. 2000.
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Appendix A

Acronyms

ADC Analogue-to-Digital Converter

AOLS All-Optical Label Swapping

APD Avalanche Photodiode

ASE Amplified Spontaneous Emission

ASK Amplitude-Shift Keying

ATM Asynchronous Transfer Mode

AWG Arbitrary Waveform Generator

B2B Back to Back

BER Bit Error Rate

BERT Bit Error Rate Tester

BPF Bandpass Filter

BPSK Binary Phase-Shift Keying

CD Chromatic Dispersion

CDR Clock and Data Recovery

CO-OFDM Coherent Optical Orthogonal Frequency Division Multiplexing

CP Cyclic Prefix

CPE Common Phase Error

CW Continuous Wave

DAC Digital-to-Analogue Converter

DC Direct Current

DCF Dispersion Compensation Fiber

DCM Dispersion Compensation Module

DFE Decision Feedback Equalizer

DFB Distributed Feedback
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Appendix A. ACRONYMS

DFT Discrete Fourier Transform

DGD Differential Group Delay

DPSK Differential Phase-Shift Keying

DQPSK Differential Quadrature Phase-Shift Keying

DSP Digital Signal Processing

DWDM Dense Wavelength Division Multiplexing

EDC Electronic Dispersion Compensation

EDFA Erbium-Doped Fiber Amplifier

FDL Fiber Delay Line

FDM Frequency Division Multiplexing

FEC Forward Error Correction

FFE Feed Forward Equalizer

FFT Fast Fourier Transform

FSK Frequency-Shift keying

GI Guard Interval

GVD Group Velocity Dispersion

LAN Local area networks

ICI Inter-Carrier Interference

IDFT Inverse Discrete Fourier Transform

IF Intermediate Frequency

IFFT Inverse Fast Fourier Transform

IM/DD Intensity Modulation/Direct Detection

IP Internet Protocol

IQ In-phase and Quadrature

ISI Inter-symbol Interference

ITU International Telecommunication Union

LMS Lease Mean Square

LPF Low Pass Filter

MLSE Maximum Likelihood Sequence Estimation

MZ Mach-Zehnder

NF Noise Figure
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NRZ Non-Return-to-Zero

OADM Optical Add-Drop Multiplexer

OCDM Optical Code Division Multiplexing

OE Optical-Electrical

OEO Optical-Electrical-Optical

OFDM Orthogonal Frequency Division Multiplexing

OOK On-Off Keying

OPLL Optical Phase Locked Loop

OPM Optical Performance Monitoring

OPSN Optical Packet Switched Networks

OSA Optical Spectrum Analyzer

OSCM Optical Subcarrier Multiplexing

OSNR Optical Signal-to-Noise Ratio

OSSB Optical Single Sideband

OXC Optical Cross-Connect

QoS Quality of Service

PD Photodiode

PDL Polarization Dependent Loss

PG Pattern Generator

PIPM Polarization Insensitive Phase Modulator

PM Phase Modulator

PMD Polarization-Mode Dispersion

PMDE PMD Emulator

PMF Polarization Maintaining Fiber

PolSK Polarization-Shift Keying

PRBS Pseudo-Random Binary Sequence

PSK Phase-Shift Keying

PSP Principle State Polarization

QAM Quadrature Amplitude Modulation

QPSK Quadrature Phase-Shift Keying

RF Radio Frequency
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Appendix A. ACRONYMS

RIN Relative Intensity Noise

RX Receiver

SNR Signal-to-Noise Ratio

SPM Synchronous Phase Modulation

SSMF Standard Single-Mode Fiber

TCP/IP Transmission Control Protocol/Internet Protocol

TDM Time Division Multiplexing

TX Transmitter

WDM Wavelength-Division Multiplexing

XOR Exclusive OR

XPM Cross Phase Modulation
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