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Abstract

With rising popularity of the Internet and its ajgptions, residential subscribers are
beginning to demand access solutions that are broadband, capable of supporting media-
rich services and are comparable in price to exgstioice centric telephone services. Rising
demand for more bandwidth combined with the inarepsost-effectiveness of optical fibre
communications technologies has made fibre-to-ttraéh(FTTH) based network architecture
a future proof solution for solving the access badth bottleneck. Among many variations
of FTTH implementations, the passive optical nekm@ON), which can provide very high
bandwidths to the customers, appears to be the sndsble solution to the access network.
Other than offering high bandwidth, a PON systefersfa large coverage area, reduced fibre
deployment due to its point-to-multipoint archite®, reduced cost of maintenance as the
result of passive components in the network anc edsupgrades to higher bit rate or
additional wavelengths. PON has many upgrade pahd also standard PON
implementations could be further improved to suppaw features essential for emerging

service requirements.

This thesis examines the performance improvemerguch PON systems with a specific
focus on key research issues such as the avayabilindependent services provisioning in
wavelength division multiplexed PON (WDM-PON), bandth distribution efficiency in a

time division multiplexed PON (TDM-PON) system fboth upstream and downstream
transmissions, and cost effective upgrade option®©ON to higher bit rate such as 10 Gb/s.

WDM-PON technology has been recognised as one ef miost future proof access
technology due to its virtual point-to-point (PT€&)nnection between the service providers
and customers. However, the provisioning of indélpen services such as broadcast video or
another such service over this network can be deatpll. Therefore, this thesis describes the
use of closely separated dual baseband channetzagjem and separation technique for
provisioning such independent services in WDM-POhis technique uses a single laser and
modulator for generation and a periodic passiterfilor separation of two closely separated
baseband channels.




In contrast to WDM-PON, a single wavelength is sdaamong all the users in the network
for TDM-PON. At the central office, optical linerteinal (OLT) transmits frames to all

optical network units (ONU) at the customer sitedioadcast format. The ONUs will filter

unwanted frames and forward the desired framefidoend users. If local traffic between
ONUs exist in the network, this traffic need to thoough the OLT and inefficiently use up
the downstream and upstream bandwidth. This thedlisaddress this issue by utilising a
repeater based remote node (RN) equipped witheaftiwvarding technique to contain the

local traffic within the network and improve thetwerk efficiency.

As the number of users in the network increasedwaith shared among all the user will
result in a decrease in data rate per user. Threrebandwidth intensive services will be
available in low quality or even be unavailablepaik usage. The thesis demonstrates the use
of RN with active forwarding is able to improve tlewnstream data rate per users reducing
downstream bandwidth bottleneck issue for EtheR®N (EPON). Simulation of a long
reach and high split-ratio EPON is presented tavstine feasibility of this scheme.

Due to the point-to-multipoint nature of the TDM-RQOspecific timeslot will be allocated to
each ONU and the ONU can only transmit data upstreathe OLT at the given timeslot.
Therefore, the timeslot assignment technique isrg&d in providing fair and efficient access
system for the customers. With the EPON incorpor&®& with active forwarding scheme,
this thesis presents a new novel local traffic mtexh-based dynamic bandwidth assignment
(LT-DBA) algorithm, which can enhance the upstredea rate per user, reduce the latency
and frame loss ratio at the ONU compared to stahdard fixed service bandwidth

assignment techniques.

Most of the TDM-PON technologies are standardisédl aGb/s. However, bandwidth
intensive applications and services have beenrdyithe need for even higher capacity. The
standardisation for 10 Gb/s TDM-PON upgrade hasadly begun and has been researched
intensively. In this thesis, a new approach incoapog active filtering within a RN for
upgrading Ethernet PON (EPON) to 10 Gb/s will becdssed and its performance will be
evaluated through modelling. This upgrade aim&pbace the transceivers between OLT and
the RN to 10 Gb/s while keeping the transceiveralirONUs at 1 Gb/s, which results in

lower cost of upgrade while maintaining high datte per user.




Declaration

This thesis is the result of my own work and, excepere acknowledged, includes no
material previously published by any other perdateclare that none of the work presented
in this thesis has been submitted for any otheregtegr diploma at any University and that
this thesis is less than 100,000 words in lengktjueling figures, tables, bibliographies,

appendices and footnotes.

Chien Aun Chan




-1V -



Acknowledgements

| would foremost like to express my utmost grattudo my supervisors, Prof
Ampalavanapillai Nirmalathas and Dr. Manik Attygalll am very grateful to Prof
Ampalavanapillai Nirmalathas for his continuous o and guidance throughout the Ph.D.
candidature. Prof. Nirmalathas was always therksten and to give advice. His words of
encouragement in many aspects in the researchHaeld certainly helped me to become a
better person and a professional engineer. | anereely grateful to Dr. Manik Attygalle for
his constant support and guidance throughout mylidature. He taught me how to set a
goals and accomplish them persistently. He taughtiow to ask questions and express my
ideas and he showed me how to approach a reseatolenp in different ways. Without their
supervision of my Ph.D. program, | could not hagmpleted this dissertation. | feel fortunate

enough to work with them and | would like to thahkm very much.

| am very thankful to Dr. Nishaanthan Nadarajah, Bijay Arya and Dr. Marimuthu
Palaniswami for serving in my Ph.D. progress corn@aitAlso, | am very grateful to Dr. An
Vu Tran, and Dr. Thomas Chae for many valuableusisions and their continued assistance
throughout the Ph.D. candidature. | am very gratefall other research staff in National ICT
Australia (NICTA), for interesting technical dissisns and useful advice. | wish to thank Dr.
Thisara Jayasinghe, Dr. Masud Bakaul, Dr. Milan idiaDr. Prasanna Gamage and friends

Liang, Qi, Yuan, Mary, Jian and Chamil for thelefrdship and support in general.

A special thanks goes to my parents, Kin Tong Clrach Wu Mei Ling Chan for giving me
life in the first place and educating me with aspdiom both arts and sciences. Last, but not
least, | would like to say thank you to my wife, Yang for giving me unconditional support

and encouragement to pursue my dream.

| thank you all very much for reading my thesis.




-VI-



Table of Contents

Abstract I
Declaration [l
Acknowledgements \
Table of Contents VIl

CHAPTER 1: Introduction

1.1. Optical Access Network 1
1.1.2. TDM-PON 3
1.1.3. WDM-PON 6

1.2. Thesis Outline 9

1.3. Origina Contributions 12

1.4. Publications Arising From The Work Completed In This Thesis 15

1.5. References 17

CHAPTER 2: Literature Review

2.1. Introduction 21

2.2. Independent Services Provisioning in WDM-PON 24
2.2.1. Subcarrier multiplexing technique in WDM-PON 25

2.3. Ethernet Passive Optical Network (EPON) 30
2.3.1. EPON with the Open Systems Interconnection reference model 30
2.3.2. Multipoint Control Protocol (MPCP) 32
2.3.3. Round trip time (RTT) measurement 34
2.3.4. Logica Topology Emulation (LTE) 35

2.4. Long Reach and High Split-ratio PON 38

2.5. Bandwidth Assignment in EPON 42
2.5.1. Dynamic bandwidth assignment (DBA) 43

2.6. 10 Gb/s EPON Upgrade 47

2.7. Conclusion 51

2.8. References 52

-VII-



CHAPTER 3: Independent Services Provisioning in WDM-PON
3.1. Introduction
3.2. Independent Services Provisioning in WDM-PON
3.2.1. Demonstration of the scheme for provisioning of independent
Servicesin WDM-PON
3.3. Results
3.3.1. Optical spectra
3.3.2. DI frequency response

3.3.3. Bit-error-rate analysis

3.3.4. Eye diagram analysis

3.3.5. CSR analysis
3.4. Characteristics of Subcarrier Multiplexing Technigue
3.5. Conclusion

3.6. References

CHAPTER 4: EPON Incorporating Active Remote Repeater Node

with Layer 2 Forwarding
4.1. Introduction
4.2. Loca Trafficin IEEE 802.3ah LTE

4.3. EPON Incorporating Active RN with Layer Two Forwarding Scheme

4.3.1. Background overview on repeater based PON
4.3.2. MPCP auto-discovery mode
4.3.3. EPON with active RN architecture
4.4, Simulation Set-up
4.4.1. RN frameloss rate
4.5. Simulation and Theoretical Analysis
4.5.1. Simulation results
4.5.2. Theoretica analysis
4.6. Conclusion
4.7. References

61
63
63

65
65
66
68
69
71
75
77
78

81
85
88
88
90
92
97
98
100
100
104
110
111

-VIII-



CHAPTER 5: Active RN for Improving Downstream Perfor mance
in EPON
5.1. Introduction
5.2. Techniques for Realising Long Reach and High Split-ratio EPON
5.3. Active RN in Long Reach and High Split-ratio EPON
5.4. Simulation Setup

5.4.1. Simulation setup for evaluation of downstream bandwidth

improvement
5.4.2. Simulation setup for evaluation of ONU number improvement
5.5. Simulation Results
5.5.1. Active RN frame loss rate in large scale EPON
5.5.2. Delay improvement for EPON with active RN implementation
5.5.3. Improvement in downstream data rate
5.5.4. Increasing the number of ONUSs for scalability
5.6. Theoretical Anaysis
5.6.1. Improvement of downstream data rate per ONU
5.6.2. Improvement in ONU number scalability
5.7. Conclusion

5.8. References

CHAPTER 6: Active RN for | mproving Upstream Perfor mance
in EPON

6.1. Introduction

6.2. Improving Upstream Performance Using Active RN
6.3. Local Traffic Prediction-based DBA (LT-DBA)
6.3.1. Constructing information on ONU location
6.3.2. Collision avoidance at feeder link
6.4. Simulation Setup
6.5. Simulation Results
6.5.1. Average packet delay
6.5.2. Average queue size

6.5.3. Average packet loss ratio

113
115
117
119
119

121
122
122
123
125
128
131
131
134
138
139

141
143
146
149
151
154
156
156
158
159




6.5.4. Average upstream data rate 160
6.6. Conclusion 162
6.7. References 163

CHAPTER 7: Evaluation of 10/1 Gb/s EPON Incorporating Active RN

7.1. Introduction 165
7.2. EPON 10 Gb/s Downstream Upgrade 167
7.3. Active RN Design for 10 Gb/s EPON Upgrade 171
7.4. Simulation Results and Discussions 174
7.4.1. RN frameloss rate and buffer size 175
7.4.2. Asymmetric 10G-EPON with active RN architecture 176
7.4.3. Cost-effective 10G-EPON with RN architecture 177
7.5. Conclusion 180
7.6. References 181

CHAPTER 8: Conclusions and Future Works

8.1. Thesis Overview 183
8.2. Directions for Future Work 187
8.2.1. Intraand inter ONU scheduling in EPON with active RN 187
8.2.2. Advanced DBA for differentiated class of service 188
8.2.3. Activefiltering and forwarding RN chipset 190
8.2.4. Symmetric 10 Gb/s EPON using active RN 191
8.2.5. Multicast support in 10 Gb/s EPON 191
8.3. Conclusions 193
8.4. References 194
APPENDIX A: Acronyms 195
APPENDI X B: Publications 201




-XI-



-XI-



Chapter 1 Introduction

| ntroduction

1.1. Optical Access Network

An access network often refers to the series aésyicables, and equipments that lay between
a customer or a business telephone terminationt jaoich the local exchange to provide the
communication access for the customers to the dmiteiorld. Traditionally, the access
network was termed ‘last mile’, which describes ‘fiveal leg’ delivering connectivity from a
telecommunications service provider (SP) to a eustd1, 2]. Due to the increasing demands
and importance of access networks to support yavieservices, it has been renamed to ‘first

mile’, to symbolise its priority [2, 3].

At the early stage, the access network infrastrectonsisted of copper twisted-wire pair
connecting customers’ telephone sets to local exgdhaThe telecommunications network
was designed to support voice traffic. Digital wamssion over such cables was first
introduced with the use of trunk level 1 (T1) lindsT1 line (1.544 Mb/s) carries 24 voice
channels from the customers in a 64 kb/s Pulse-Gtattulation (PCM) format and

distribute customers’ data traffic to the centriiice (CO) [4]. At this juncture, voice traffic

dominated the usage of communications networks m@aith old telephone system (POTS)

was adequate to fulfill customers’ demands.

However, the Internet boom in the 1990s resultedesidential subscribers beginning to
demand first mile access solutions that are braadibaffer Internet media-rich services and
are comparable in price to existing networks [3PsSvere looking for techniques, which

could provide higher bandwidth services comparedcdonection oriented dial-up and
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integrated services digital networks (ISDN). Asesult, techniques such as asymmetric
digital subscriber line (ADSL), very high speed ith subscriber line (VDSL) and cable
modem systems came to be the solutions for thesaauetworks’ bottleneck [5, 6]. Though
these services provide higher bandwidth; they hHesesmission distance limitations where
available bandwidth decreases as the distance&b éxchange increases. Furthermore, DSL
and cable modem services appears to be inadequtite near future with the introduction of
even higher intensive bandwidth applications sugHnéernet Protocol Television (IPTV),

video-on-demand (VOD), online gaming services, tiead¢ video conferencing, etc.

With the reduction in cost of optical componentsivie providers found that the optical
transmission networks once used for long haul pariscan form as a solution for the
bandwidth bottleneck in the access network [7]. £eguuently, telecommunications carriers
have started to deploy fibre transmission links ithie access networks that has given the rise
to fibre-to-the-curb (FTTC), fibre-to-the-building=TTB) and fibre-to-the-home (FTTH) or
FTTx where ‘X’ depends on the fibre termination ragoiAmong a number of proposed
architectures to provide optical connectivity fof Tx such as point-to-point links, active
optical networks (AONs) and passive optical netwfRONs), PONs have been regarded as
the most suitable next generation optical acceswank architecture [8-12]. The PON
architecture is a point-to-multipoint system conitagg a passive power splitter/combiner,
which connects multiple users to the Central Offi€®) using standard single mode fibre
(SMF). The splitter will split into branches andnenated at the optical network units (ONU)
at the customer premises or subscribers’ home [3].

A PON can be categorised depending on the traneEmisschnology and data rates used in
the system. Time division multiplexed PON (TDM-PQ8\ich as asynchronous transfer mode
PON (APON) [13], broadband PON (BPON) [14], gigaBi{ON (GPON) [15, 16], and
Ethernet PON (EPON) [3, 17] share a single wavelepgr direction between all ONUs. The
single wavelength channel will be time multiplexedo n time slots forn ONUs. Frames
inserted into each timeslot will be standard depehEthernet or ATM) and hence, the data
rates specified for each standard varies. In centnath TDM-PON, wavelength division
multiplexed PON (WDM-PON) enable separate wavelerdtannel from the CO to each
ONU [18-20]. A passive arrayed waveguide grating@) router situated at the remote node

(RN) is used in WDM-PON architecture to route npléiwavelength channels from the input
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port to the intended output port connected to tiddvidual ONU, which achieves similar
function to the passive power splitter/combinerduiseTDM-PON.

1.1.2. TDM-PON

An early standardised work on FTTH network architee was by Full Service Access
Network (FSAN) working group formed by major telesmunications service providers and
system vendors. Consequently, corporation of FSAMd athe International
Telecommunications Union (ITU) created a standard?@N based optical access network
that uses ATM as its Open System InterconnectioBl @eference model’s layer two
protocol [4]. The initial PON architecture was namA&TM-PON or APON with a
symmetrical 155 Mb/s upstream and downstream tesrd he specification was amended in
year 2001 and was named BPON to allow asymmettis&l Mb/s upstream and 622 Mb/s
downstream transmissions, as well as symmetrical MB/s transmissions [1]. Due to the
growing traffic volume in the access networks, delamunication SPs realised that the
requirement of an architecture which can suppaghén bit rates with higher efficiency for
data traffic is critical. However, BPON and APOMtlare based on 53 bytes ATM cell were
not suitable to carry Internet protocol (IP) traféfficiently. To overcome this issue, the ITU
introduced a new standard which is named GPON uS#emeric Framing Procedure (GFP) to

improve the efficiency by allowing a mix of variadize frames and ATM cells [1, 15-16].

Prior to the development of GPON standard, IngitftElectrical and Electronics Engineers
(IEEE) has developed the EPON through IEEE 802E3hbkrnet in the First Mile (EFM) task
force [17] to address BPON's limitations. EPON imitar to BPON and GPON in terms of
point-to-multipoint architecture and TDM/TDMA tramsssion for downstream/upstream.
However, EPON uses Ethernet technology instead 1a¥l dased technology and its cost-

effective advantage attracts a lot of interestmftelecommunication SPs around the world.

EPON is a PON-based network that carries dataidraficapsulated in Ethernet frames as
defined in IEEE 802.3 standard. EPON utilises thisteng 802.3 specification, including the
use of 802.3 full duplex media access control (MAZL). It uses 8B/10B line coding (8 data
bits encoded as 10 line bits) and operates atatdrsymmetric Ethernet speed of 1 Gb/s [22].
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EPON consists of a number of users that are coedéstan ONU and ONUs are connected
to a single optical line terminal (OLT) via a 1Nk splitter/combiner to form the point-to-
multipoint transmission system as shown in Fig.. Tlhe figure also presents the EPON
downstream transmission. The standardised Ethéecbnology is broadcasting by nature.
Therefore, it is perfectly suited to EPON architeetwhere frames are broadcasted by the
OLT to every ONU and each ONU extract frames thatret destined to them based on the
logical link identity (LLID) [23]. The insertion oframes that are destined to different ONUs
is achieved through TDM.

-+ [N]
. —
Transmission cycle — ONU 1
/—/%
- [N]
- [N] — oONU 2
- -+ [N]
—)
E—— ONU 3
Symmetric EPON 1 Gb/s
downstream transmission ~[N] [N]
ONU N *

ONU filters unwanted frames
by checking the LLID

Customers

Fig. 1.1: EPON architecture with downstream trassion.

ol 1 J--[]
. . <
Transmission cycle ~— ONU 1
/—/%
[ T2T ][]
- [T I3]-[]
<
_—— ONU 3
Symmetric EPON 1 Gb/s
upstream transmission LT ][] [N]
=G>

Customers

Fig. 1.2: EPON architecture with upstream transioiss
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In the upstream direction, each ONU sees the OL& psint-to-point structure. Therefore,
ONUs’ traffic must be scheduled so that frames fiifferent ONUs will not overlap after
the passive combiner. Due to the Ethernet natwakath Ethernet devices belong to a single
collision domain, EPON upstream employs the TDMghtaque, which is used to allocate
time frame for each ONU to send their frames ineord avoid collision after the passive
combiner and effectively share the channel capamipng the ONUs [24]. The upstream
TDMA transmission fromN number of ONUs to the OLT is shown in Fig. 1.2.

Nowadays, most of the local area networks (LANS) home networks are deployed using
Ethernet technology. Therefore, this broad marketor with economies of scale makes
EPON technology more cost-effective. FurthermoiRQR’s variable length frame format is
efficiently used to accommodate IP packets compsweBPON. Despite the advantages of
EPON described above, one interesting researchemnois related to EPON’s efficiency and
scalability due to the shared resources in the oxtwi o support a large number of users, and
to exploit multiplexing gains from serving burstytérnet traffic, the EPON scheduler should
be able to allocate bandwidth dynamically [26].résponse to this challenge, the research
community has generated a number of interesting NERi@namic bandwidth assignment
(DBA) proposals [27-30].

In EPON, LAN traffic frames between ONUSs are regdito travel through the network twice
(upstream then downstream after redirection at OlAIhough the ‘passive’ advantage of
PON makes it a cost-effective solution, it also smkEPON an inefficient network in terms of
network throughput and LAN traffic delay. Furthemmapthis issue will exacerbate as the
number of users increase in the network. Theretbeelarge scale EPON access networks are
in need of an efficient network traffic managemsciieme to increase data rate availability

and reduce packet latency in the presence of highal traffic.

Another set of research problems is related tofdlce that EPON is sought for subscriber
access, which is an environment that serves indigm¢nand non-cooperative users [26].
Customers pay for service and expect to receivie seevice regardless of the network state
or the activities of the other users. Unlike tremhal, enterprise-based Ethernet, the EPON
must be able to guarantee service level agreeni8hiss) and enforce traffic shaping and

policing for each individual user [26]. ProvidingBB, while guaranteeing performance
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parameters such as packet latency, packet losyamidth, is yet another challenge. This
thesis addresses a number of above research issubgroposes solutions for them.
Experimental or simulation demonstrations are priege with theoretical evaluations to

identify the performance advantages and practeasibility of the schemes.

1.1.3. WDM-PON

WDM-PON technology has been recognised as one efntlost suitable solutions for

bandwidth bottleneck in the last mile. Each ONWsesviced by a separate wavelength for
upstream and downstream as described in Fig. hi8.WDM technique results a formation

of virtual point-to-point connection between the @@d ONUs. These virtual point-to-point

connections between the SPs and customers enafke Bandwidth connections, simple
management and enhanced network security [19].

A1, A2, Az, o, A

Central
Office .

<
<«

)\n+ly )\n+21 )\n+3, LRRN] )\n+n

Fig. 1.3: WDM-PON architecture, wheke could be the same ag.; and so on depends on

architecture design.

Despite the advantages of WDM-PON are clear, tbleni@ogy is relatively immature. Issues
such as location independent low-cost WDM lightrses [31-33], delivery of broadcast
services, fault monitoring [29] and independentviser provisioning are critical for

commercial deployment of WDM-PON.
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Location independent, low cost WDM light source

WDM-PON uses separate wavelength channels for rdiiffe ONUs, which results in
additional costs with the installation and maintesea of the wavelength selective laser
sources. Some of the research solutions have pdpbe use of spectrum-sliced incoherent
light sources such as light emitting diode (LED)amnplified spontaneous emission (ASE)
sources [31-33]. National Information and Commuitica Technology Australia (NICTA)
has also proposed the technique of using subcdraesmission technique to achieve laser
free ONUs [35].

Broadcast services delivery

Virtual point-to-point connection between the CQldhe ONUs is the significant advantage
of WDM-PON. On the other hand, this advantage tums inefficiency in WDM-PON’s
when delivering broadcast services. Researchers basposed several solutions such as
WDM overlay on PON or broadband LED for the broadcagnals [34]. However, WDM
overlay on PON requires additional WDM filters aoduplers while broadband LED for
broadcast signals requires additional pair of famed frequency up/down conversion of video
signals due to the limitation of LED bandwidth. Withese issues in mind, a proposal on
using cyclic property of the AWG for delivery brazdt video was demonstrated [34].

Fault monitoring and localisation

Telecommunication SPs will not set up a networkhdé network can not be managed and
monitored for its performance. Therefore, fault matng and localisation are vital in
successful roll out of WDM-PON. Conventionally, mal time-domain reflectometer
(OTDR) is used to localise the fibre failures alahg transmission line. However, OTDR
operates at single wavelength only and therefaeethre limitations in using this technology
for WDM-PON. To solve this problem, some of theusimins proposed the use of wavelength
tunable OTDR allocated at the remote node [34].tRese solutions, expensive OTDR has to
be implemented and consequently increases the newest and complexity. On the other
hand, the technique of detecting fibre failure bgnitoring the upstream signals through
transmitting OTDR pulses during normal operationmelates the use of expensive
wavelength tunable OTDR and additional light soy86.
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Independent services provisioning in WDM-PON

Provisioning of independent services such as valeanother such independent service in
WDM-PON can be complicated. Several techniques lhaes proposed to address this issue
such as using an additional set of wavelengthsratggh by the free spectral range of the
AWG at the remote node and time multiplexing schefioe both services to share the same
wavelength [34]. The second technique requires T&d@port components at the CO’s OLT
and every ONU in order to insert and extract ddfegrservice traffic streams on the same
wavelength. Therefore, these proposed techniqueseacomplex and costly to implement
especially when the independent services are detiviey different SPs. This thesis describes
a proposed scheme to address the issue on indepessteices provisioning in WDM-PON
and presents experimental evaluations to identify performance and feasibility of the

scheme.
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1.2. ThesisOutline

The objective of this thesis is to investigate aledelop architectures and techniques for
improving performances in optical access networitiporating WDM-PON and TDM-
PON technologies. The next generation access nletwbould be capable of handling
multiple customers’ requirements of the networke3drequirements should be carried out on
the existing access network infrastructure with imal cost and modification in terms of
network protocol. This thesis aims to provide salvdeasible solutions to a number of
customers’ requirements such as independent seprgesioning in WDM-PON, local
traffic quality of service (QoS) in EPON, downstredandwidth enhancement in large scale
optical access network, upstream DBA in EPON arel gilmplified 10 Gb/s upgrade to
current 1 Gb/s TDM-PON system using active forwmagdiemote repeater node (RN). The
novel architectures and technologies for the opticaess networks presented in this thesis
are categorised into two main groups: the WDM-PQOMN @aDM-PON systems. Chapter 3
investigates the issue of independent servicesigioming in WDM-PON. A simple
technique of closely separated baseband channeésaj®n and separation is proposed as a
solution and demonstrated experimentally to prdsefeasibility. In Chapter 4, the issues of
inefficient local traffic transmission and bandwidhroughput in current TDM-PON system
are discussed. An active RN incorporating layer faavarding function is proposed for
EPON to solve this issue and is discussed in d€tagpter 5 describes EPON'’s limitation of
delivering high quality broadband services to largmle networks due to the shared
downstream bandwidth. With the use of EPON incapog active RN with layer two
forwarding function discussed in Chapter 4, it ®wn through simulation and theoretical
analysis that the downstream bandwidth can be imgat@ignificantly; and alternatively the
number of customers can be increased while keepinglar data rates compared to
conventional EPON system. Chapter 6 investigatesctirrent important issue of fair and
efficient upstream bandwidth allocation in TDM-POAM.simple novel DBA mechanism is
proposed to enable upstream data rate enhancereerugtomer. Chapter 7 discusses the
challenges in 10 Gb/s upgrade such as minimisisgs@nd modification of protocol. Here, a
solution to minimise deployment cost of 10 Gb/s rapg for large scale EPON system is
proposed without major modification on the existprgtocol.
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The thesis is organised as follows:

Chapter 2: Literature Review

This thesis begins with a brief introduction to PE&y$tems including WDM-PON and TDM-
PON. A brief summary of the WDM-PON is followed liie subcarrier multiplexing
techniques, which is widely deployed for opticabdh switching. A detail description for
EPON, an Ethernet technology in TDM-PON is presgifvdowed by essential protocols that
support EPON such as multi-point control proto®PCP) and DBA. In addition, techniques
and optical access architectures that are prevwiqueposed by researchers to improve EPON
efficiency such as long reach and high split-ratptical access systems will be discussed.
Finally, the standardisation of the next generattt?ON system (IEEE 802.3av 10 Gb/s
EPON) will be discussed in brief.

Chapter 3: Independent Services Provisioningin WDM-PON

This chapter discusses the current issue in WDM-PSystem for independent services
provisioning. It also describes a novel techniqbattenable simple provisioning of
independent services in WDM-PON. The technique asemgle laser and modulator for
generation, and a periodic passive filter for safian of two closely separated baseband
channels. The experimental and simulation resulthe bit error rate performance for two
1.5 Gb/s independent service channels at a frequeseparation of only 6 GHz will be
presented. Furthermore, the characteristic of sulecanultiplexing in this scheme will be

discussed.

Chapter 4. EPON Incorporating Active Remote Repeater Node with Layer 2
Forwarding

This chapter discusses the limitation of IEEE 88R.FEPON standard on local traffic
emulation. The design and implementation of a sempler two (or MAC) forwarding
scheme for EPON with active remote node (RN) isppsed to increase the network
efficiency. A detailed analysis on the techniqueirtgprove the latencies on local traffic
transmission as well as the external downstreaffictraill be carried out in this chapter. A
series simulation will be conducted to show a largduction in traffic delays with the

implementation of active RN structure without affieg the EPON protocol. Theoretical
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analysis of the proposed architecture will be dised and compared with the simulation
results to establish the practicality of the scheme

Chapter 5: Active RN for Improving Downstream Performancein EPON

This chapter introduces the drivers and the pdgsisifor high-split PON — the Super-PON
and several scalability options. The bandwidth lboeick issue in optical access system
especially for a network that supports a large nemad users will be discussed. The chapter
then presents the active RN EPON as a viable hydltetnative for passive networks in
reducing this bottleneck and describes the advastad the active RN in high split-ratio
EPON in enhancing the downstream performance ngtioierms of delay but also through
bandwidth or data rate per user. Both simulatioth #weoretical analysis will be provided to

evaluate the feasibility of this scheme.

Chapter 6: Active RN for Improving Upstream Performancein EPON

In this chapter, a simple DBA method will be usedptovide better upstream bandwidth
management at low traffic load in active RN augradnEPON. It will show that at high
traffic load, DBA scheme will have similar perforn@ compared to static bandwidth
allocation (SBA) establishing practicality of thefk presented in the previous chapters. By
implementing the local traffic prediction-based wpam bandwidth assignment technique
(LT-DBA) in the network, both upstream and downatneperformance can be improved.

Simulation results will be provided to support thieposed technique.

Chapter 7: Evaluation of 10 Gb/s EPON Incor porating Active RN

This chapter discusses a current hot topic of L& @pgrade for EPON system. The upgrade
is necessary as the bandwidth demand for each isssky-rocketing due to increased
popularity in triple-play services. A simple 10 Glihk upgrade between OLT and the active
RN with layer two filtering in EPON system can kdised to achieve the same data rate per
user compared to point-to-point upgrade of all ONWY0 Gb/s. This scheme will lead to
significantly lower initial upgrade costs. Simutati and theoretical analysis on such a

proposed architecture will be carried out to exptae feasibility of the scheme.
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1.3. Original Contributions

The original contributions to the field of opticatcess networks contained in this thesis can

be summarised as follows. Publications arising fthim work are listed in section 1.4.

e Chapter 3

Proposed a new approach for independent servicessmning in WDM-PON

* Proposed the use of single laser and modulatogémeration of two closely

separated baseband channels.
* Proposed the use of passive periodic filter forasagon of two baseband
channels at the customer site leading to locatimependent components at

customer units.

« Evaluated the effect on bit-error-rate (BER) wittifedent amount of radio

frequency (RF) power to generate the two basebhadnels.

* Chapter 4

* Proposed a layer two forwarding technique incorfgat®@n remote repeater node
in EPON named as active RN on EPON.

* Proposed a frame listening technique in the adRe to enable information

gathering of the network connected to it.

* Proposed shared buffering technique in the actiie t® efficiently use the

bandwidth for local traffic filtering and redireng.

 Proposed a solution to achieve fix delay at theivactRN to avoid
synchronisation issues due to insertion of RN.
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* Proposed a theoretical analysis method on improlaongl traffic and external
downstream delays.
e Chapter 5
* Proposed the use of EPON incorporating active Rtk Vaiyer two forwarding
described in Chapter 4 for long reach and higH-sglio EPON system.
» Demonstrated the advantage of bandwidth enhancamhigh split-ratio EPON
system using the proposed architecture.
» Demonstrate the scalability options of using thi&vadRN in EPON compared to
conventional system.
* Proposed a theoretical analysis method on improwdmgrage downstream
bandwidth per ONU using active RN in EPON.
e Chapter 6

Proposed a local-traffic prediction based dynamandwidth allocation (LT-
DBA) algorithm for excess granting of extra timeésldor EPON upstream

transmission.

Proposed a subnet-based round robin method forskineassignment for

distribution link collision avoidance.

Proposed a discovery method for ONU physical lecator access link collision

avoidance.

Introduced an upstream scheduler in the active RNmianage upstream

transmission for feeder link collision avoidance.
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e Chapter 7

* Proposed a simple 10 Gb/s upgrade in EPON incatipgractive RN with layer
two filtering function.

 Demonstrated the equal data rates that can bevachieompared to direct
conventional point-to-point upgrade using the psgub architecture; while

having much lower deployment cost especially iargée scale network.

» Evaluated on cost analysis of the 10 Gb/s EPONagsgusing active RN with
layer two filtering function.
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1.4. Publications Arising From The Work Completed In This
Thesis

1. Chien Aun Chan, Manik Attygalle, Ampalavanapillairidalathas, “Generation and
Separation of Closely Separated Dual Baseband @hafor Provisioning of Independent
Services in WDM-PON,IEEE Photonics Tech. Lettvpol. 19, no. 16, pp. 1215 — 1217,
Aug. 2007

2. Chien Aun Chan, Manik Attygalle, Ampalavanapillairidalathas, “Remote Repeater
based EPON with MAC Forwarding for Long Reach amghk5plit Ratio Passive Optical
Networks,”J. Optical Commun. and Networkingpl. 2, no. 1, pp. 28-37, Jan. 2010.

3. Chien Aun Chan, Manik Attygalle, Ampalavanapillairidalathas, “A Local Traffic
Prediction-based Dynamic Bandwidth Assignment Sehefior EPON Incorporating
Active Filtering Remote Repeater Node,” To be sutedi

4. Manik Attygalle, Chien Aun Chan, Thas Nirmalathé&slosely Separated Dual Baseband
Channel Generation and Separation for ProvisioBroaidcast Traffic in WDM-Passive
Optical Networks,” in Proc. Australian Conference on Optical Fibre Teclogg,
Melbourne, Australia, Dec. 2006.

5. Chien Aun Chan, Manik Attygalle, Thas Nirmalathd&;ovision of Independent Services
in WDM-Passive Optical Networks using Closely Sepadl Dual Baseband Channels,” in
Proc. Optical Fibre Communication Conferenqeper JWA48, Anaheim, USA, Mar.
2007.

6. M. Attygalle, C. A, Chan, and A. Nirmalathas, “Qpisation of Drive Amplitude and
Stability Analysis for Dual Baseband Channel Gemenausing a Single Laser and
Modulator”, in Proc. International Conference on the Optical Imet/Australian
Conference on Optical Fibre Technologyaper WeA2.3, Melbourne, Australia, Jun.
2007.
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7. C. A, Chan, M. Attygalle, T. Nirmalathas, “ImprognNetwork Performance Using
Active Remote Node In EPON,” ifProc. Opto Electronics and Communications
Conference/Australian Conference on Optical Fibexfnology paper Thp-73, Sydney,
Australia, Jul. 2008,.

8. Chien Aun Chan, Manik Attygalle, Ampalavanapillairidalathas, “Active Remote node
with Layer Two Forwarding For Improving Performanoé EPON”, in Proc. IEEE
Global CommunicationNew Orleans, USA, Dec. 2008.

9. Chien Aun Chan, Manik Attygalle, Ampalavanapillaiiridalathas, “Local Traffic
Prediction-based Bandwidth Allocation Scheme in EP@ith Active Forwarding
Remote Repeater Node,” Rroc. 14" Opto Electronics and Communications Conference
Hong Kong, Jul. 20009.

10.Chien Aun Chan, Manik Attygalle, Ampalavanapillairidalathas, “Evaluation on 10/1
Gb/s Asymmetric EPON with Active Filtering Remot®dé¢ Design and Modelling,” in
Proc. Optical Network Design and Modelling Confererdapan, Feb. 2010.
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Chapter 2 Literature Review

Literature Review

2.1. Introduction

In the early stage of the development of the acoessork, the motivation was to deploy a
higher quality and more responsive ‘first mile’ wetk for the delivery of conventional
telephony and data services [1]. However, the itrgdatterns in the access networks have
evolved from voice and text oriented services ttewiand image-based services driven by the
exploding growth of Internet and its applicatio2s 3]. This dramatic change in the dominant
composition of the network traffic in access netwgourges the service providers to deploy a
new access network architecture that can offer ligbked, symmetric and guaranteed
bandwidths to converge voice, data and video trdffiple-play services) with a focus for
future high bandwidth demand services [4, 5]. A®oasequence, the introduction of optical
transmission systems into access networks appedoe the most promising technique to
provide huge bandwidth for both downstream transioislink from the central office (CO)
to the customer premises and the upstream transmiksk from the customer premises to
the CO [6-9]. Among a number of proposed architestuo provide optical connectivity
between the CO and customer premises such as tpegaaint links, active optical networks
(AONSs) and passive optical networks (PONs); PON&Hzeen regarded as the most suitable
next generation optical access network architeaueeto their simplicity and low cost [10-
14].

Chapter 1 briefly discussed the categories, basictions and benefits of PON systems. The
point-to-multipoint PON system that connects thdioap line terminal (OLT) at service

provider's CO to optical network units (ONUSs) at Iltiple customer premises requires
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multiplexing techniques to enable sharing of bamilwvamong customers. The time division
multiplexing (TDM) PON system uses power splittdonstream)/combiner (upstream) to
enable customers sharing on single wavelengthrecttions by using allocated time-slots [15-
19]. In contrast, wavelength division multiplexingyDM) PON system uses arrayed
waveguide grating (AWG) for multiplexing and de-tmpiexing of dedicated wavelengths
pairs [20-24] allocated for each customer for wgestn and downstream directions. As the
traffic demand by customers in the access netwockease, bandwidth efficiency in the
TDM-PON system becomes a critical issue. The nhtlimaitation of using passive
components in TDM-PON causes local inter-ONU comications to be redirected at the
OLT and travel through the feeder fibre link twiggpstream then downstream) before
reaching the destination ONU. This issue becomeasusewhen the number of supporting
ONUs in the network is increased to cover a lagetomer base. Furthermore, dynamic
bandwidth assignment (DBA) mechanism that is opdaethe vendors to customisation as a
way of differentiating their products in the markéts been a hot research topic among
researchers to better utilise the shared upstreaaviidth in TDM-PON.

Since the deployment of PON system, the end userslde to enjoy large bandwidth and
high-quality services. Killer applications such laternet protocol television (IPTV), video-
on-demand (VoD), video conferencing and interactjaening, which are enabled by gigabit-
capable optical access networks, have been acceptin subscribers with great enthusiasm
and driven the demand for more bandwidth-intenapglications and services such as high-
definition television (HDTV) that will consume 8-1ab/s per channel [25]. Therefore, the
conventional 1 Gb/s TDM-PON becomes insufficienptovide quality of service (QoS) to
support such high bandwidth demand applicationss Tésulted in the commencement of
standardisation of next generation TDM-PON syst@6].[On the other hand, WDM-PON
system that has many advantages over TDM-PON sschigher bandwidth, protocol
transparency and more security; is only widely dest@ted within research projects and

currently immature for commercial consideratiorv-Z0].

In this chapter, some of the previously demondtraitvanced functionalities of WDM-PON
in provisioning independent services (such as viéén) and subcarrier multiplexing (SCM)
will be discussed. Furthermore, the detailed fumdiof Ethernet PON (EPON) and several

open research issues such as long reach and Higinaip PON as well as various DBA
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mechanisms and the upgrade of 10 Gb/s EPON wilbrleeented. Section 2.2 discusses a
number of previously proposed SCM schemes in WDMNPt@chnology. Section 2.3
presents the detailed functions of the IEEE 802s2ahdard of 1G-EPON system. Section 2.4
will carry out discussions on various projects malde long reach and high split-ratio PON
system in order to increase the number of custoraedsimprove the network coverage.
Section 2.5 describes a number of previously prepd3BA mechanisms on improving the
upstream transmission efficiency for a TDM-PONsé&ttion 2.6, the current standardisation
of 10 Gb/s EPON and various upgrade options willdiseussed. Finally, section 2.7 will

summarise the overall chapter.
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2.2. Independent Services Provisioning in WDM-PON

As the next generation optical access technologpMAPON has obvious advantages over
TDM-PON especially in the bandwidth per user siacgedicated wavelength is assigned to
each ONU. However, the immature technology of WDBMINP system has raised several
research issues for researchers to address. Ipendent services such as video services
provided by either the same vendor or a differentise provider have to be overlaid onto the
WDM-PON system, the basic solution would be usimgaalditional set of wavelengths
separated by the free-spectral-range (FSR) of iN&A31].

1300 nm
1300 nm "
(0 h
1500 nm A
18 kn le— 1
Aip| =1 1300 nm/1500 nm
: splitter
1300 nm
[] Coupler
150}9 nm«)\i
)\ip
Central Office Remote Node Customer Premises

Fig. 2.1: WDM upgrade for PON [31].

The Institute for Communication Technology from &@nachweig Technical University has
proposed a technique for delivery of broadcastwiskervice on different wavelength channel
[31]. As shown in Fig. 2.1, the 1300 nm window ged to cover all basic services while the
power splitter of IN (whereN represents the number of ONUS) is upgraded forutiee of
1500 nm window without interfering the existing 030m window. A IN AWG is installed

in the CO to multiplex wavelength channels in 1500 nm window separated(8y GHz
(AWG’s FSR) and combined with basic services on(0L30n channels at the power
splitter/combiner. A second AWG, which has idertie8R as the first AWG is used at the
remote node (RN) routes the wavelengths to corredipg individual ONUSs. In the upstream
direction, the upstream wavelengii has to be selected to use the same path throegh th
AWGs as the downstream signals. However, the dalensh this proposed scheme appears to
be the requirement of a large number of WDM filtansl couplers [31].
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Besides the solution of using an additional setvatelengths separated by the FSR of the
AWG to provision independent services, other teghes have also been proposed by using
the broadband light emitting diodes (LEDs) for ttedivery of broadcast channels [32]. The
American Telephone & Telegraph (AT&T) research labory has proposed that multiple
independent broadcast services can be deliveredeeatty over a common WDM-PON
system such as 1) delivery of two independent visewices using uncooled LEDs, each
modulated with independent sets of 80 digital vidbannels on 16 quadrature phase-shift
keying (QPSK) subcarriers in 50 to 550 MHz radiegirency (RF) band and optical filtering
with multilayer dielectric optical bandpass filtef@BPF) centred at 1545 nm and 1556 nm
(for two video channels), 2) a bidirectional 50 Blddaseband conventional TDM-PON
service, 3) a limited (50 channels) digital broastb@deo service and 4) an individual 2.5
Gb/s bidirectional link to a “business’ subscrilig@2]. The ONU at the customer premise can
be customised to filter unwanted service. Howefrequency up/down conversion of video
signals due to the limited modulation bandwidth L&idD becomes the limitation to this
proposed scheme [33]. As a result, the Korea Ade@nostitute of Science and Technology
(KAIST) has demonstrated the implementation of dirbctional WDM-PON capable of
transmitting both digital broadcast video signdl4%50 nm wavelength region (at 2.5 Gb/s)
and WDM data channels at 1530 nm wavelength regitin more than 70 digital channels;
while the upstream data channels are operatin@@® hm at data rate of 155 Mb/s using
LEDs [33]. However, a large number of couplers aeguired to separate the three
wavelength channels at the RN (where the AWG iatkext) and at every ONU [33].

2.2.1. Subcarrier multiplexing technique in WDM-PON

Originally, SCM technique in optical domain has metudied in [34] and [35] for crosstalk
analysis. Although SCM technique is also widelyduser Hybrid Fibre/Coaxial systems
(HFC) [36], several recent proposals involve the ws subcarrier signals to generate
relatively low speed additional data channels sashcontrol signals or labels in label
switching networks. Optical label switching is eaomising approach to switch and route
packets at ultrahigh bit rates in the optical laj8r-40]. In [37], RF photonics signal
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processing to carry label signal applied to singjieband and double sideband subcarrier

signals have been demonstrated as shown in FigaRehd (b) respectively.

LO
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Data
DFB-LD | MOD OBPF
\
SSB SCM Transmitter side Withoutthese in o _ gg km SMF &

SSB SCM Receiver side /' DSB SCM module

T —— - |
i LPF [qenvelopel ppp DC Blockp 1o
; Detector | Detector

@

Optical Power Optical Power

Optical
Carfer @

SCM Label j /—> CM Label
ﬂ m ﬂ m Payload
Payload S ==
FBG's Frequency ® Frequency

Transmittance Optical Power

Optical
Carrier

\/ m SCIO\/I Label

- fam)

Frequency Payload  £requency

(b)

Fig. 2.2: (a) shows the SSB and DSB SCM generabéi#-LD: DFB laser diode; LO:
electrical local oscillator; MOD: optical modulat@BPF: optical bandpass filter; SMF:
single mode fibre; LPF: electrical low pass filt&iVIP: RF amplifier; BPF: electrical
bandpass filter. (b) shows the generation of SSBIS{gnal using OC and FBG [37].

Refer to Fig. 2.2 (a), the SCM label signal is & Mb/s non-return zero (NRZ) amplitude
shift keying (ASK) modulated signal on a 14 GHz Ré&rrier. The centre wavelength
generated by the distributed feedback laser dibd#d3(LD) is 1557.36 nm with a payload of
2.5 Gb/s in NRZ format. The combined payload andI|&fel optical signal is then being
filtered by the fibre brag gating (FBG) to rejecteoSCM sideband to produce the single
sideband SCM with data payload signal. This optsighal will then be sent to the ONU for
label detection as shown in Fig. 2.2 (a). The garmr of SSB SCM signal using optical
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circulator (OC) and FBG is shown in Fig. 2.2 (k). drder hand, double sideband SCM
optical signal does not require the OC and FBG. &l@x, a RF spectrum analyser is needed
at the receiver side to measure the subcarrier pang a RF circuit is used to filter out the
baseband payload signal and hence downshift theasidr component to obtain the label

information [37].

On the other hand, [38] has demonstrated the stdcéabel swapping subsystem with 2R
(re-amplification, reshaping) optical regenerateomd wavelength conversion techniques. A
label signal with a data rate of 155 Mb/s is subeamultiplexed with a 2.488 Gb/s data
carrier signal. After receiving the combined sigrihé data payload signal will be sent to the
label-rewriting module. The label-rewriting modwae shown in Fig. 2.3 contains a DFB LD,
a modulator, a semiconductor optical amplifier (§9vased Mach-Zehnder interferometer
wavelength converter (MZI WC), a FBG and an Erbidoped fibre amplifier (EDFA). The

DFB LD provides continuous wave light to both atim®ugh a 1 x 2 fibre coupler where one
arm will undergo the cross-phase modulation wawglertonversion with 2R regeneration
through the MZI WC [38, 40, 41] while the other awill generate new label content through
modulating the SCM signal [38]. Compared to aboveppsed scheme, [39] uses similar
technigue to generate SCM label signal (RF caatié¥d GHz with 622 Mb/s label signal rate)

for performance monitoring.

@
]
o
New label o
Wavelength
l Isolator FBG
)
MOD ] IIIIIII Attenuator
DFB-LD coupler
g MZI WC — __Joutput
o) 5 = g
[a = =
gl ! a
Wavelength ‘
Wavelength Wavelength

Old data payload input

Fig. 2.3: Label rewriting module for SCM signal geation [38].

Compared to the SCM techniques in [37-40] (14 GHzda&rrier), [42] and [43] use lower

frequency for subcarrier signals. As shown in Rig., two independent 2.5 Gb/s data streams
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are upconverted to 6 GHz and 15.5 GHz. A 1550 nmegasignal is externally modulated
with the two subcarrier multiplexed signals usinglal modulator. At the receiver side, fibre
Fabry Perot (FFP) filter is used to optically filienwanted subcarrier signal. Similar to [42],
instead of two independent data channels, [43] imesindependent data streams (2.5 Gb/s)
at RF carrier frequencies of 3.9 GHz, 9.3 GHz, 1@k and 19.2 GHz respectively; while
corresponding FFP filter will be used at the rerwjvside to preselect desired subcarrier
sidebands. Most of these demonstrations haveadilsgh speed receivers and phase locked

loops to detect the subcarrier signals [42, 43].

6 GHz 15.5GHz

2.5 Gb/s data 4-%)_.%}_%)( 2.5 Gb/s data
Laser P MZM B B
1550 nm 50 km

2.5 Gbh/s data +— Detector [ |FFP filter

50 km

Optical
Splitter

2.5 Gb/s data Detector FFP filterr—

Fig. 2.4: Block diagram for SCM system in [42].
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Fig. 2.5: Generation of optical label and payloathg OCSS technique in [46].

Besides subcarrier techniques that utilise RF losalllator to mix data stream or label signal

into the RF carrier, [44-46] proposed the opticarier suppression and separation (OCSS) to
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carry payload and label information on an opticairier. The OCSS technique uses a dual
arm Lithium Niobate (LiNb@ modulator (LN-MOD) with RF of § to generate a two
longitudinal optical modes as shown in Fig. 2.5][4Bhe two longitudinal modes are
separated by optical filtering, and then moduldigdwo individual intensity modulators to
generate two individual optical payload and lahgdcarrier channels [46]. These two signals
are then combined at the coupler and transmittedhgtveam to the receiver sides.

Drawbacks of SCM include the reduced extinctidioraf the constituent data streams
and the requirement for additional RF photonic congmts at the transceivers. However,
SCM technique can be effectively utilised for ogticdomain independent services
provisioning in WDM-PON as demonstrated in Chaf@eilhe next section focuses on the
current TDM-PON standard, and the EPON systembeiltliscussed in detalil.
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2.3. Ethernet Passive Optical Network (EPON)

As discussed in Chapter 1, EPON and Gigabit PONQ&Phave been widely deployed
around the world. GPON is defined by ITU-T recomnsion G.984 as an enhancement to
asynchronous transfer mode PON (A-PON) and broatiP&N (BPON) [47]. It is designed
to transport Ethernet, ATM and TDM traffic using GR encapsulating method (GEM) [48].
In contrast, EPON was studied by the Etherneterfitist mile (EFM) group in year 2001 and
standardised in year 2004 [49]. The IEEE 802.3aM Ejfoup provides the standard for a
point-to-multipoint, fibre to the premises (FTTPgtwork architecture using the existing
IEEE 802.3 Ethernet technology for packet datastrassion in access network through
optical fibore medium [50]. The EFM study group hd#mmonstrated the attributes of EPON
architecture in terms of broad market potentiahitecal and economic feasibilities as well as
compatibility with IEEE 802 architecture [50]. Senthe deployment of PON system, the end
users are able to enjoy large bandwidth with highlity of service (QoS). Thirty million
lines have been deployed worldwide and the rateRDN deployments is accelerating since
the standardisation of 1 Gb/s EPON in year 2004 [51

2.3.1. EPON with the Open Systems Interconnectigi®©SI) reference model

Application IEEE 802.3 layering model
Presentation Logical Link Control
Session MAC Control
Medium Access Control (MAC)
Transport /7| Reconciliation sublayer (RS) |giganit media
! 4 independent
Interface (GMII
Network nterface (GMI)
Physical coding sublayer (PCS)
Data Link Physical medium attachment (PMA)
g Physical medium dependent (PMD)
. Medium
Phy5|cal <«— dependent
,,,,,,,,,,,,,,,,,,,, interface (MDI)
Open system interconnection Medium

(OSI) Reference model

Fig. 2.6: IEEE 802.3 Ethernet layering model in @Sérence model.

-30-



Chapter 2 Literature Review

The IEEE 802.3 Ethernet standard define the detéillse technology in the two lower layers

of the Open Systems Interconnection (OSI) referencdel, which are the physical and data

link layer as shown in Fig. 2.6. Each of the twgels is further divided into sub-layers and

interfaces that connect between layers. Theretbee IEEE 802.3ah EPON system that is

built on top of the IEEE 802.3 Ethernet technolegy include components on extending the

physical medium dependent, reconciliation, physicaling and physical medium attachment

sub-layers specifications as well as the point-tdtimoint protocol specification (refer to Fig.

2.6) [49-50, 52-53].

a) Physical medium dependent sub-layer (PMD)
The PMD sub-layer acts as an interface of the tnasson medium and the objectives are
to support a point-to-multipoint media using optitre at the data rate of 2000 Mb/s for
1:16 splits of up to 10 km and 20 km range openaffioom OLT to ONU) [49]. As a
result, the PMD timing parameters have been stdistat to 512 ns for laser-on and off
time and the gain adjustment time is negotiableveeh OLT and ONUSs to be 400 ns
[49-50, 52-53].

b) Reconciliation sub-layer (RS)
In this sub-layer, gigabit media independent irsteef (GMII) that specifies an interface
between a gigabit-capable MAC and a gigabit phydepger (PHY) is mapped to the
media access control service definitions. Accordmt=EE 802 architecture standard, the
connecting devices can communicate with each adhrectly, therefore the bridge will
not forward a frame back to its incoming port [SBpwever, the passive splitter in the
network only allows optical signal to travel in angle direction and inter-ONU
communications are required to go through OLT. Thises an issue in EPON that needs
to be compliant with IEEE P802.1D bridging standdbd]. As a consequence, an
extension on the reconciliation sub-layer is form@dlogical topology emulation, which
relies on tagging the Ethernet frames with loglodt IDs in the preamble of each frame.
The next section will give a detailed discussiorttoa extension [49-50, 52-53].

c) Physical coding sub-layer (PCS)
As discussed in Chapter 1, the upstream transmissioan EPON system uses time
division multiple access (TDMA) technology as omge ONU is allowed to transmit
traffic upstream at any time. Therefore, the ONldsers should be turned off between
their transmissions to avoid spontaneous emissimsenfrom short distance ONUs

obscuring the signal from long distance ONUs [F84rt (a) described the laser turn-on
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and off times in the standard. However, to contha laser to be switched on and off
precisely, the PCS is extended to detect data baiagsmitted by higher layers.
Furthermore, the PCS has also been extended tor @veoptional forward error
correction (FEC) mechanism using Reed-Solomon (8¢ (255, 239) that can increase
the optical link budget or transmission distanc® 50, 52-53].

d) Physical medium attachment (PMA) sub-layer
In this sub-layer, an extension to identify a timerval that is required by the receiver to
acquire phase and frequency lock on the incomirtg daeam is specified. This time
interval is known as the clock and data recove®RE[50]. This specification requires
the OLT to become synchronised at the bit levehinidO0 ns and at the code-group level
within an additional 32 ns [49-50, 52-53].

e) Point-to-multipoint protocol
The point-to-multipoint protocol in EPON represeats important element in order to
make EPON an efficient shared access network systeMAC control-based protocol
named the multipoint control protocol (MPCP) isidedfl in the EPON standard to allow
the OLT to assign specific transmission timesloéach ONU. The MPCP operations are
categorised into auto-discovery (used to detectlyngined ONUs in the network and
learn their information) and normal modes (usedigeign transmission timeslot to the
ONUs), which will be discussed in detall in theldoling section [49-50, 52-53].

2.3.2. Multipoint Control Protocol (MPCP)

As discussed in the previous section, MPCP is gueprotocol in EPON that is responsible
in controlling the ONUSs’ upstream transmissionstia bandwidth assignment mode (normal
mode), a GATE message is sent from the OLT to acpéar ONU to notify its time interval
to begin transmission and the length of the trassimin. These two time intervals are
determined by the DBA agent and scheduler at th€ &fter receiving the REPORT message
from the ONU from the previous transmission cyé&e][ A REPORT message is a feedback
mechanism used by the ONU to communicate with th& €@garding its local conditions
such as the buffers’ size in order to assist theADdgjent in the OLT to fairly allocate
transmission timeslots [49-50, 52-53]. Howeveg BA algorithm is out of the IEEE
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802.3ah scope and is opened to the equipment véndoistomise as a way of differentiating
their products in the market.

Fields Octets/bytes
Destination address (DA) 6
Source address (SA) 6
(" 00-01,, : PAUSE
Length/type = 88-08,4 2
00-02,, : GATE
Opcode 2 <
00-03,; : REPORT
Timestamp 4 00-04,, : REGISTER_REQ
Opcode specific fields/pad 40 00-05,5 : REGISTER
Frame check sequence (FCS) 4 \_ 00-06,5 : REGISTER_ACK

Fig. 2.7: MPCP frame format with six opcode val[&3.

As presented in Fig. 2.7, the format of the MPC&mie includes a six-byte destination
address (DA), which represents the MAC addrest@iritended station (OLT or ONU) that
it is intended to. The six bytes source addresg (8gresents the MAC address of the station
that sends the frame while the length/type stdteddangth or type of the MPCP frame. The
Opcode field identifies the MPCP frame to be oneth# six types — PAUSE, GATE,
REPORT, REGISTER_REQ, REGISTER and REGISTER_ACkKhmwvn in Fig. 2.7 [50].
The timestamp field are used to synchronise the RIBIGcks in the OLT and ONUs and the
opcode-specific fields are used to carry the infaran pertinent to specific MPCP functions
[50]. The final segment of FCS carries a cyclicumtbncy check (CRC) value used by the
MAC to verify a proper received frame without eg$49, 50].

At the initial state when a newly powered up ONleimds to join the EPON, it will respond
to the periodically sent discovery GATE messagemfrehe OLT by sending the
REGISTER_REQ message [49]. To register the unailsgd ONU, the OLT will reply the
register request by sending the ONU the REGISTE®R raarmal GATE messages for the
ONU to reply [49]. Finally, the ONU will acknowledgthe register process by sending the
OLT a REGISTER_ACK message to complete the disgolandshake process [49]. Please
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note that the MPCP auto-discovery process will iseussed in depth in Chapter 4 where in
depth understanding of the process is importanthiar chapter.

2.3.3. Round trip time (RTT) measurement

As discussed in the previous section, the timestéieig in all MPCP frames are used to
assist in synchronising the MPCP clocks in the @h@ each ONU. Synchronisation between
the ONUs and the OLT is important in EPON in ortteperform precise upstream timeslot
allocation for each ONU to avoid collision at theower splitter/combiner. This
synchronisation is done by measuring the roundtime (RTT) from a particular ONU [50].
The initial RTT information regarding an ONU is @om auto-discovery mode [50]. The
OLT will set its local MPCP clock time in the tintamp field in the discovery GATE
message frame. After receiving the frame by thenttralised ONU, the ONU will set its
local time based on the value in the timestampul fiflthe discovery GATE messagetpas
shown in Fig. 2.8 [50]. To register into the netiyadhe ONU will send the REGISTER_REQ
message including its local timg,in timestamp field. After receiving the messageatOLT

at timet,, OLT can calculate the distance or RTT of the O&#lfollow [50]:

RTTONU_X = Tqownstream™ Tupstream: Tresponse— Twait = (t2 —to) — t1 —to) =t2 —t1

OLT MPCP time t, OLT local time t,
l Tresponse I
oLT \discovery GATE | REGISTER_REQ Time
tirﬁ‘e:stamp =1, timestamp'= t, Discovery window
ONU ] discovery GATE Y IREGISTER_REQ Time
T,

Tdownstream Tvvait upstream

Set ONU MPCP clock =t,  Set timestamp = ONU MPCP clock

Fig. 2.8: Round trip delay measurement [50].
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2.3.4. Logical Topology Emulation (LTE)

The IEEE 802.3 Ethernet standard assumes thabralinunicating stations in a LAN segment
to be connected to a shared medium or single do8in It assumes that all stations in the
shared medium that connect to a bridge port willehthe capability to communicate with
each other through carrier-sense multiple accets auilision avoidance (CSMA/CD) [54].
Therefore, the bridge that connects the stationthhénLAN segment will never forward a
frame back to its incoming port. However, due thhedivity of the passive splitter/combiner,
users connecting to different ONUs, which requiie OLT bridge/switch to redirect the
inter-ONU frames will be forbidden based on thelieaistatement. As a result, this issue
raised a question on EPON compliance with IEEE @&@Bitecture, particularly with P802.1D
bridging standard [49, 50]. To address this issi@wjces attached to the PON medium will
implement a logical topology emulation (LTE) furmetj which requires tagging of Ethernet
frames with unique logical link identity (LLID) adeks that are placed in the preamble at the
beginning of each frame [49, 50]. The LTE functamomfiguration is based on either a shared

medium or a point-to-point medium [56-60].

a) Point-to-point Emulation (P2PE) [56-60]

| A
MIXC MAC MAC MI\C MAC MAC

5 P2PE '> P2PE

OLT OLT
P;IPE P2OE P*E PZIPE P2PE P2PE
MbC MAC MAC MI\C MAC MAC
ONU 1 ONU 2 ONU 3 ONU 1 ONU 2 ONU 3

(a) Downstream transmission (b) Upstream transmission

Fig. 2.9: P2PE mode for (a) downstream and (b)repst transmissions.
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The objective of the P2PE mode is to achieve tineesphysical connectivity as in basic
LAN switching standard, where all ONUs are connécte the OLT switch using

emulated point-to-point links as shown in Fig. B0]. In the OLT,N MAC ports that are

associated tt\ ONUs are needed and each MAC port at the OLT bellassigned the

same LLID as its corresponding ONU [56-60]. Whea @LT sends a frame to an ONU
with the associated LLID, the frame will pass thlgbuhe passive splitter/combiner and
arrive at each ONU. However, only one ONU will halie P2PE function to match the
arriving frame’s LLID and accept the frame whildhet ONUs will discard the frame and
the MAC sub-layers will never see the frame to e gliant with IEEE 802 standard [56-
60]. In the other hand, the ONU will insert its igegd LLID in each transmitted frame
and the P2PE function in the OLT will forward thrarhe to the proper MAC port based
on the unique LLID as shown in Fig. 2.9. For in@XU communications, the frames will
be de-multiplexed and sent to the OLT switch armshtforwarded to the MAC port, which

is associated to the destination ONU.

b) Shared-Medium Emulation (SME) [56]

L A
e &

C
she E
OLT OLT
‘ \]
SWE SWE SNE SME SNE SMIE
MAC MAC MAC MAC MAC M
o || Y il I e | D
ONU 1 ONU 2 ONU 3 ONU 1 ONU 2 ONU 3
(a) Downstream transmission (b) Upstream transmission

Fig. 2.10: SME mode for (a) downstream and (b) neash transmissions.

In the SME environment, frames transmitted by amNUGOshould be received by every
ONU except the sender ONU. Therefore, only a sidgheC port is used in the OLT

regardless of the number of ONUs [56]. In the ddvaasn direction, the OLT inserts a
broadcast LLID that will be accepted by every ONB8][ In the upstream direction, the
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OLT will reflect every arriving frame downstreamthe LTE function sub-layer to ensure
shared-medium operation. Thus, the ONU’s LLID filtg rules are opposite to those in
P2PE mode (accepts all frames which the LLIDs mascbwn LLID) [56].

Final solution [50, 60]

Although both P2PE and SME functions provide thé&utgmn for P802.1D standard
compliance issue, the P2PE function does not stimiogle-copy multicast/broadcast
frame, which is important for services such as @ided real-time broadcast; while the
SME function decreases the efficiency of the nekwsince every upstream frame is
reflected downstream and a large portion of dovweasir bandwidth is wasted.

Single-copy
802.1D bridge Broadcast oLT
[ [ [ port
MAC MAC ceen MAC MAC

LTE function

N\
N\ 1]

N\

N |
LTE function LTE function LTE function
MAC MAC MAC
ONU 1 ONU 2 ONU N

Fig. 2.11: Combination of P2PE and SME as the fsadlition [50].

As a consequence, the final solution appears twh#ining the P2PE with a single copy
broadcast MAC port as shown in Fig. 2.11. The OlohtainsN+1 MACs, whereN
MACs are P2PE for eadd ONU while one for broadcasting to all ONUs (singtpy
broadcast channel). The single-copy broadcast ehasnto be used for downstream
broadcast only [60]. Therefore, only P2PE will beed for all upstream transmission;
which also means that all upstream frames are medjup be forwarded to the OLT

Bridge. The bridging function in the OLT will de@do either forward the received frame
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from an ONU downstream back to the PON (inter OMlchmunication) or sending it to
upper layer (network layer) and then to the Interne

2.4. Long Reach and High Split-ratio PON

Higher split-ratios can increase the benefits &GN by lowering cost through sharing OLT
optics, electronic and feeder fibre among a lang@mber of users and more efficiently
utilising the head end rack space for higher dgr@lLT [61-63]. However, in providing such
benefits to increase the split-ratio and distarnfcthe PON, optical power budget remains a
major challenge since increasing the split-ratid amstance could cause large amounts of
attenuation and hence the system performance ipromnised as the received signal power is
reduced. Most of the previously proposed researatksvconducted studies on employing
optical amplifiers to increase the power budget 764 while some studies were focusing on
using forward error correction (FEC) technique ¢biave higher split-ratios and longer reach
within the network [77-81].

Feeder 90 km Amplified splitter Drop 10 km
Feeder repeater WDM ONU
b | b :
O
3 5 3
> ‘>
< G
OLT
‘ 3 z
<| | < WDM ONU
O‘ (@)
n n
,,,,,,,,,,,,,,,, < <
2.4 Gbls o 2
311 Mb/s Split ratio: 2048

Fig. 2.12: The SuperPON architecture [64, 65].

As shown in Fig. 2.12, cascaded semiconductor apéimplifier (SOA) and Erbium-doped
fibre amplifier (EDFA) has been used to extend P@ath to 100 km while supporting 2048
users as part of the SuperPON demonstration by Atteanced Communications and

Technologies and Services (ACTS) project [64, G5 span consists of a maximum feeder
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length of 90 km and a drop section of 10 km while optical amplifiers are hosted in the
optical repeater units (ORUSs), which are locatedhatintersection between the feeder and
drop sections to compensate for the fibre andtsplitatio losses. The demonstration is based
on asynchronous transfer mode (ATM) technology wveitdownstream bit rate of 2.5 Gb/s
using TDM protocol and upstream bit rate of 311 $1bhared by all ONUs using TDMA
protocol [64]. Although with major challenges oetBuperPON such as synchronisation for
the optical amplifiers, monitoring and managemdnaical amplifiers at the ORUs as well
as the support of burst mode transmission in trstre@m direction; the SuperPON project
has demonstrated the possibility and feasibilitycofistructing an extended reach and large
number of users TDM-PON system using the SOA an&ADased optical amplifiers [64,
65].

R 9.95 Gbls

Tx Local Exchange == Core Exchange
Upstream/downstream 4 OA OA TX
channel splitter

\ /

r Optical i Rx
filter
Optical amplifier

10.70 Gb/s
10 km 100 km
Distribution section Backhaul section

Fig. 2.13: British Telecom’s long reach PON arcttiiee [66].

In comparison to the SuperPON demonstration, Brifielecom’s Long-Reach PON has a
reach of 100 km with a split-ratio of 1024 opergtat a data rate of 10 Gb/s as shown in Fig.
2.13 [66]. Although the Long-Reach PON'’s opticalits@tio is only a half of that in the

SuperPON, it only requires six optical amplifieos both upstream and downstream operation
as opposed to 39 required by SuperPON [76]. Thg-teach PON was completely passive in
the access network section between the customsriges and the local exchange site where
intermediate amplification site was positioned indmagely after the 1024-way split. This

consideration is due to electrical power is alreadplaced at the local exchange and hence
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no electrical power must be installed in the dittion section. In addition, FEC technique
and electronic dispersion compensation (EDC) aesl uis the demonstration as a substitute
for optical dispersion compensating modules [66vé&ttheless, technical challenges of the
development of a low cost, 10 Gb/s burst mode teimsrs at the ONU and OLT remains a

critical issue [76].

A P
B> o
G |
% . 10 Gbls
32 wavelength PON
‘ ‘ OLT

% . 90km
OA

o

| Local exchange

Fig. 2.14: PIEMAN hybrid WDM/TDM architecture [67].

To further increase the scalability of the accestwark, dense wavelength division
multiplexing (DWDM) backhaul incorporating a 32 vedength network with 100 km reach
was demonstrated in the photonic integrated extbnaetro and access network (PIEMAN)
project as shown in Fig. 2.14 [67]. Each of theGlf)s 32 wavelength channels was uniquely
allocated to a PON with a split-ratio of 512, eradplthe network to support 16,384 (32 x
512) users with an average bandwidth of around BPdM69]. Colourless ONUs used in the
project provides the benefit for each customer try lan ONU without specifying the
wavelength that is capable of selecting from 32 elengths with 50 GHz spacing [67]. By
using DBA and colourless ONUs operating at 10 Gégsh user could burst at 10 Gb/s [69].
Furthermore, due to burst mode nature of the TDM&fit in the upstream direction,
standard EDFA is not appropriate due to their sf@am dynamics. This led to the solution of
using an auxiliary wavelength that is adjustedtiatato the transmitted upstream packet so
that the optical power through the EDFA remainsstamt [69]. An alternative proposal based
on hybrid DWDM-time division multiplexing (DWDM-TDMwas also used to demonstrate a
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long reach PON with the reach of up to 100 km, eaokking at different wavelengths to
share the same fibre infrastructure [68]. This glesiemonstrated the combination of the
extended reach of optically amplified PONs with thereased number of users enabled with
DWDM.

In contrast to the use of optical amplifiers to difgghe optical signal power, FEC technique
that is implemented in PON provides a coding gdinmto 7.8 dB at the BER of 18 by
trading off a reduction in bandwidth due to overhadepending on receiver type [77].
However, most of the FEC techniques induce latelugyto the requirement of adequate code
blocks before decoding. Furthermore, this appraadifers from increased cost and power
consumption of the OLT [61].

Furthermore, the use of optical amplification taesd the reach and split-ratio of the optical
access network often leads to reduced cost-effgotiss and may not be applicable to
network scenarios where average bandwidth expentatheed not be very high or initial
subscription rates may be too low to warrant sughdr cost base. Since the cost of optical
amplifiers is shared among the subscribers in #t®vark, if the initial subscription rates
become high, the use of optical amplifiers withhag operational costs will increase the
subscription cost per user [82]. For these apptinat a PON architecture incorporating a
remote repeater was proposed to realise the clesttige network with long reach and high
split-ratios. This approach allows reduction in tiest of an ONU by using a low-cost vertical
cavity surface emitting laser (VCSEL) based tratmrs while extending the feeder fibre
reach and split-ratio of the access system [83-86]s scheme can be easily adopted in
EPON and was demonstrated to support 256 numbesest with 60 km reach, albeit with

much smaller bandwidth per each user.
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2.5. Bandwidth Assignment in EPON

In practise, an EPON system consists of an OLT Mui@NUs where the distances between
the OLT and each ONU are randomly distributed betw@5 km to 20 km [50]. Downstream
transmission is in continuous mode since all framvésarrive at each ONU before frame
filtering based on LLID. However, the upstream smission is in TDMA mode where the
OLT will allocate timeslots for each ONU to transrframes upstream based on the request
message sent by the ONUs during the previous triassm cycle. Each ONU is required to
send a REPORT message to the OLT in every transmisgcle to report its’ queue status
[50]. After receiving the REPORT message from a3, the OLT will run the bandwidth
assignment mechanism to fairly assign transmisineslot for each ONU. Since the ONUs
are not allowed to commence transmission at tinkervals that are not allocated to them,
timeslot assignment is essential to ensure fairdwaith sharing among ONUs while
maintaining high bandwidth utilisation efficiencyarious DBA schemes have been proposed
to better utilise the upstream transmission [87}1R@rformance parameters such as average
packet delay, average queue size, frame loss aatk,timeslot utilisation by ONUs are
important matrixes in designing an efficient banghviassignment mechanism.
a) Average packet delay
Ethernet packets arrive at the ONU at random tifagery packet has to wait for the next
transmission timeslot to be transmitted upstreathedOLT. Therefore, the delay between
the packet arrival and the beginning of the neweslot is termed ‘TDM delay’ [50]. Due
to bursty nature of the EPON traffic, some timeslaiay be filled completely and some
packets may be needed to be buffered even atrggiatork load. These packets will have
to wait for the later timeslots to be transmitt@thy span multiple transmission cycles),
which creates an additional delay called ‘burstagel[50]. These two parameters
contribute the major packet delay results.
b) Average queue size
For simplicity, most ONUs employ first-in-first-o@EIFO) buffer system. If the ONU is
unable to transmit the packet due to limitationtiofeslot assigned, the packet will be
placed into the buffer. While taking packets outtloé buffer, the ONU scheduler will
select the packet that has spent the longest inatih the buffer to be transmitted based
on the FIFO rule. In order to reduce the cost ofGiU, smaller buffer size can be

implemented. However, smaller buffer size represarttigher buffer overflow possibility
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d)

which degrades the network efficiency as re-trassian of the lost packets is required.
Therefore, the buffer behaviour in all ONUs in desng the bandwidth assignment
methods remain an important element.

Frame loss ratio

As mentioned in part (a), burst traffic that caubesst delay is present even at light
network load. This delay causes a large amountiokegts to be buffered and the holding
may span for multiple transmission cycles beforadpé&ransmitted. While waiting for the
next transmission cycle, incoming packets fromubker ends will be continuous and this
may result the buffers in the ONUs to be completesturated especially during
intermediate network load. Hence, incoming packelisbe rejected and frame loss rate
starts to increase. As a result, the three perfocegparameters of average packet delay,
ONU queue size and frame loss ratio are linked \eilch other when designing the
bandwidth assignment mechanism.

Timeslot utilisation

The REPORT message sent by each ONU only repatisutier/queue size in the device
without informing the OLT on the number of packetl their size. Since FIFO queue is
used in most ONUSs, if there is a packet that isenily at the head of the queue that does
not fit in a partially occupied timeslot, this patland all packets following it are needed
to wait for the next timeslot. As a consequenceeis® packet scheduling methods have
been proposed to allow some later arriving packethe queue that are small enough to

fit into the current timeslot to be transmitted 11113].

2.5.1. Dynamic bandwidth assignment (DBA)

Bandwidth assignment model can be categorisedstatec bandwidth assignment (SBA) and

dynamic bandwidth assignment modes. As shown inZip, the data rate of the access link

from user groups to an ONU is represented fy,Rlib/s while the upstream transmission rate

of an ONU to the OLT is represented asn& Mb/s. For the SBA mode, the transmission

cycle time, Tyce is fixed and therefore, theoRy Mb/s available to each ONU in every

transmission cycle is the same since the timegloONU is constant at.f¢/N regardless of

the ONU offered load. However, due to bursty natfrthe EPON traffic as discussed earlier

in the section, some ONUs may be filled with maagkets while other ONUs may have only
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a few packets to send. If SBA is used, same timestount will be allocated to ONUs that
have light traffic and to ONUSs that have heavyficafom end users; which directly increase
the average packet delay in busy ONUs and moreusdyi increase the frame loss ratio.
Furthermore, the average network throughput isedesad especially during intermediate and
low network traffic load. As a consequence, vari@BA algorithms [87-111] have been
proposed to dynamically 1) assign the timeslotacheONU where high offered load ONUs
will be given longer upstream timeslot and low offé load ONUs will be assigned shorter
timeslots and 2) setqkie to be variable sincecJie equals the total timeslots fof ONUs.
Among the various DBA algorithms, interleaved puiliwith adaptive cycle time (IPACT)
appears to be the foundation of most DBA algoritiisds 87].

1I2\...l1|2\...
Transmission Guard band R b/ ONU 1
cycle / ONU S R Mb
P, /2. NI [N
e ONU 2 [
1|2]@‘[1|2]@‘ RONUMb/S
oLT | : Riser Mb

ONU N timeslot user

2] N2 18 R mois

ONUN }4—
Rony Mb/s
In SBA,

ONU 1 timeslot = ONU 2 timeslot = ONU N timeslot

Fig. 2.15: Timeslot assignment using SBA mode.

The steps of an example polling algorithm in IPA@ith three ONUs are shown in Fig. 2.16

[87]:

1) Assume that at a particular timg, the OLT has constructed a polling table contgrire
information of how many bytes are stored in eachU®Nouffer and RTT to each ONU
based on GATE and REPORT messages discussed imysesection. At timeot the
OLT sends a control GATE message to ONU1 to allow isend 6000 bytes (Fig. 2.16
(a)).

2) Upon receiving the GATE message from the OLT, OMt#tts sending its data upstream
for a window size of 6000 bytes as in this exam(flig. 2.16 (b)). While the ONU is
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3)

4)

5)

transmitting packets upstream, the ONU keeps rewpipackets from the end user
groups. At the end of the transmission window, @&U1 will generate a REPORT
message containing the information of how many y&ét in its buffer (which is 550
bytes in this example).

Without waiting for the upstream data streams floMU1 to arrive, the OLT is capable
of sending a GATE message to ONU2 to notify itansmission start time and timeslot
size since the OLT contains the RTT informatioralbfONUs. Therefore, the OLT knows
that the first bit will arrive exactly after the RTassociated to ONU1 expires and the time
interval of the last bit will end based on the poegly sent GATE message to ONU1. On
top of all this information, the OLT is able to geate GATE messages for ONU2 before
or while receiving data streams from ONUL. Pleast nhat guard interval is included
between upstream timeslots for AGC, CDR and timettie OLT to readjust its receiver
sensitivity due to the reason that every ONU isiled at a different distance and therefore
the received power is different.

After certain period, the data from ONU1 arrivestla OLT. At the end of the data
streams from ONUL1, the OLT reads the REPORT medsagethe ONU and update the
polling table regarding how many bytes remaine®@MU1’s buffer. By keeping track of
times when GATE messages are sent out and firsbbtte data is received, the OLT
constantly updates the RTT entries for all ONUSs.

Similar to steps 3 and 4, the OLT can calculateithe when the last bit from ONU2 will
arrive to determine the transmission start time @meéslot size for ONU3 so that it will
receive data streams from ONUS3 after the last fmimf ONU2. Again, the OLT will
update its polling table upon receiving REPORT ragss from ONU2 and ONU3 (Fig.
2.16 (d)).

In Fig. 2.16, the timeslot sizes granted by the @@ TONU1, ONU2 and ONU3 are exactly
what they were requesting. However, if an ONU cmstahigh data volume, it could

monopolise the entire bandwidth. In order to avthigs situation, the OLT will limit the

maximum transmission size, which means every ONUbei allowed to send as many bytes

as it requested, but no more than the maximum rresson window size. Nevertheless,

setting the value for the maximum transmission wmdize is a challenge. Large maximum

transmission window size will result in increaseday for all the packets, including real-time

and high priority packets while small transmissigndow size will result in more bandwidth
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being wasted since the total guard time is incretas® a result of increased number of
timeslots [87]. Finally, researchers have found thens transmission cycle timegyde (While

maximum transmission window per ONU ig,J¢/N) is suitable for EPON with 16 ONUs due

to voice traffic in the access network [87]. Twas¥yles of grant scheduling services used in
common OLT DBA agent are shown in Table 2.1.

ONU | bytes | RTT ONU | bytes | RTT
1 6000 200 1 6000 200
Polling table — [ 2 5700 | 170 2 5700 | 170
3 1800 120 3 1800 120
OLT ™ |6000 OLT ™ |6000| |3200
RX 1 Rx 1 \
' ' [P
. ' \
| User data (payload)
\

A

\ X
\ s
,
,

s \
ONU1 X Y 6000 550
R

ONUTE 3 L_t00

6000 X 6000
\—‘ wATE&REPORT \—1 .
messages \J
ONU2™ ONU2™
Rx Rx
ONU3™ ONuU3™
Rx (a) Rx (b)
ONU | bytes RTT ONU | bytes RTT
update — 1 550 200 1 550 200
2 3200 170 update —» 2 5700 170
3 1800 120 3 1800 120
OLT ™ |eo0o| |3200] [1800] OLT ™ |e000| |3200] [1800]
Rx 1 eoa0 [s50 R 1,1 eoa0  [s50f{ 3200 5700
LA Vs LA v P
n 4 [ eobo [ead} N e
ONU1 Y A » ONU1 Y L ¢ : >
Rx 6000 ‘.‘ ; '\‘ Rx 6000 "\ S “‘ v,’/
T V| 320p  [5700 N L[ 200 [5700]
ONU2 ¥ s » ONU2 ¥ T 2 >
Rx 3200 | Rx 3200]
v v
ONU3™ ONU3™ y [ 1800
R © R (d) [18%]
Fig. 2.16: Steps of IPACT algorithm [87].
Service Name Formula Description
Limited Vi, The OLT DBA agent will grant the requested
— i i, . o
G_DBA, =minqg _ . number of bytes\, ) to ONUi for transmission
cyclek but no more thaG™
Gated G_DBA, =y

’ In this serviceG™®is not used. Therefore, the OLT
’ will grant the requested number of bytas () to
ONU i in every transmission cycle. The only limiting

factor in this service is the ONU buffer size sirtice

ONU will not request more than the buffer size.
Table 2.1: Grant scheduling services used in DBé&nagp determine ONU timeslot [50].
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2.6. 10 Gb/s EPON Upgrade

The introduction of bandwidth intensive servicesl @applications such as Internet protocol
television (IPTV), video-on-demand (VoD), video &emencing and interactive gaming,
which are enabled by gigabit-capable optical acecestworks, have been accepted by the
subscribers with great enthusiasm and driven updémeand for higher bandwidth-intensive
applications and services such as high-definitieleavision (HDTV) that will consume 10
Mb/s per channel [114]. Therefore, the current IE&R.3ah 1 Gb/s symmetric EPON
standard [49-48, 115], is only considered suffitfen a short period of time [114, 116].

IEEE 802.3ah
—_— 1 Gb/s downstream
ONU 1 1 Gb/s upstream
4—
A A,
> |IEEE 802.3av
_— 10 Gb/s downstream
OLT ONU 2 | 1 Gb/s upstream
< —
)\3
IEEE 802.3ah

- 10 Gb/s downstream
ONU 3 10 Gb/s upstream
—
A, - 1490 nm for 1 Gb/s downstream

A, - 15xx nm for 10 Gb/s downstream
A; — 1310 nm for 1 Gb/s & 10 Ghb/s upstream (TDM)

Fig. 2.17: Three possible steps for 10 Gb/s EPGitesy upgrade from conventional 1 Gb/s
EPON system.

In year 2006, IEEE 802.3av Task Force was formestaadardise the 10G-EPON upgrade
and it is completed in year 2009 [117-120]. As shawFig. 2.17, the upgrade of 10G-EPON
will commence with the upgrade from symmetric 1GEHEP to asymmetric 10G
downstream/1G upstream EPON before final the uggtadsymmetric 10G-EPON [116].
Therefore, the future 10 Gb/s EPON equipment mustige a gradual evolution path from
the currently deployed 1 Gb/s symmetric EPON eqeipimallowing in some cases for the
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coexistence of 1G-EPON and 10G-EPON. However, ftmadual evolution towards

symmetric 10G-EPON presents a number of techniwlenges:

a) Wavelength allocation scheme
For complete backward compatibility between the -HF3ON and 1G-EPON systems, the
downstream 1Gb/s and 10 Gb/s data streams wilshe wifferent wavelengths (WDM)
and hence creating two independent point-to-multippdomains while the upstream 10
Gb/s and 1 Gb/s will be using the same wavelengémicel at existing 1310 nm window.
The current 1G-EPON downstream link will be usihg existing 1490 nm wavelength
channel while the wavelength channel of 1550 nnh lvél kept for video transmission as
defined in IEEE 802.3ah standard [49]. Therefdne, dnly possible wavelength solution

for 10 Gb/s downstream link will be an allocatiagtweeen the 1575 nm - 1590 nm.

1/1 Gb/s ONU 1/1 Gb/s ONU 10/1 Gb/s ONU 10/10 Gb/s ONU
(IEEE 802.3ah) (new IEEE 802.3av) (new IEEE 802.3av) (new IEEE 802.3av)
mac 4 : mAc: Mac: A MAC L

RS RSl i RS i RS :

% RX/TX % Rx'l-;’x RX|TX| 5 % Rx'él'x RX TX é % RXTX| Rx'é’x §
pcs | PCs: || PCS Pcs: | | ACs PCS >CS
PMA | : PMA: | | PMA PMA: FMA PMA MA
PMD | : PMD: PMD: PMD :

/R Y : 15xx nm
1490 nm — : 10 Gb/s
1 Gb/s 1310 NM feeederssnnnnsannnsnnnas YA
1 Gb/s e v
: 1310 nm
New OLT in 10 Gb/s
PMD
: r IEEE 802.3av
PCs PCS
PMA PMA
= | : s
=
5 F:QXT g?xTx g
RS aeeeees o Y.} /%1 P i
MAG,1/1 | [magaon® | [mMAgao0m0 T

Fig. 2.18: OLT and ONU MAC stacks for 10/10 Gb/ssyetric ONU, 10/1 Gb/s
asymmetric ONU, 1/1 Gb/s symmetric new ONU (IEER.8@v) and existing 1/1 Gb/s
symmetric ONU (1EEE 802.3ah) [118].
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b)

d)

Dual rate operation

Since the upstream transmission link of 1 Gb/s ER@N 10 Gb/s EPON will be using
the same wavelength channel, this creates a ¢ritltallenge to design a burst mode
receiver in the OLT that can detect the two trassion rates. Generally speaking, the
data rate split can be performed in either optaanain or electronic domain [119].
Furthermore, the timing information derived frometiDBA engine may have to be
supplied to assist the fast data clock recovery ted precise and fair allocation of
timeslots for three types of ONUs as shown in Rig.7. Since the ONUs are blinded to
any upstream transmissions originating from othBitUS in the network, all complexity
of the dual rate operation will be concentratethi OLT circuitry, allowing the ONU to
implement only the necessary transmitter of thauireq version of stack and send the
data streams in allocated timeslots assigned byQh€ [119]. Fig. 2.18 shows the
detailed internal structure of a new dual rate CdsTwell as the three types of ONU
presented in Fig. 2.17.

Changes in MPCP framework

As discussed in section 2.3, MPCP is a protocoERON to manage the point-to-
multipoint links. Since 1 Gb/s ONU and 10 Gb/s OMUWI be coexisting in the same
network at some time, modifications need to be doneMPCP messages used in 10G-
EPON. The discovery GATE message is extended ty oae or two slots depending on
whether the 10 Gb/s upstream capable ONUs areressa the system, where each slot
is allocated for a 1G or 10G discovery window orthbasimultaneously [121].
Furthremore, 10 Gb/s ONU must be capable of infogmis transmission capabilities to
the OLT through the extended REGISTER_REQ messateinew 10G-EPON system.
Finally, when assigning multiple LLID addressesatoONU, it is important for the OLT
to make sure that the LLID addresses are having sata rate since it is impossible for
an ONU to have LLID addresses linked to two difféerdownstream data rates.

Other challenges

Since FEC is used in 1G-EPON, the 10G-EPON trarsomdinks will be using the RS
(255,233) code, which has better error correctiuihti@s than the conventional FEC used
in 1G-EPON. However, a better FEC code that use® rparity bit for error correction
directly increases the transmission overhead. Ttwreseveral challenges to MPCP as
well as the RS and PCS sub-layers (refer to se@i@) are required to guarantee

information integrity at all sub-layers [119]. Gmetother hand, the laser-on and off period
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that has been defined in 1G-EPON standard to benSl1&nhd this has been found to be
unrealistic for commercially available ONU transees [119]. Since there is no technical
difference in terms of laser diodes and laser dridesign between 1 Gb/s and 10 Gb/s
devices, it is expected that the 10G-EPON PMD syb#l will have similar parameter
values compared to 1G-EPON [119].
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2.7. Conclusion

This chapter presented a literature review of perémce issues pertinent to this thesis in the
current and next-generation optical access netwotksiumber of previously proposed
solutions to independent services provisioning iDM/PON have been discussed followed
by introduction of SCM techniques, widely used faptical label swapping in optical
switched networks. Despite disadvantages of SCkinigaes in WDM-PON such as reduced
extinction ratio of the data streams and the ndégessf additional opto-electronic
components, SCM technique has been proposed fepamdient services provision in WDM-
PON system. The current TDM-PON standard of EPOSI been presented in this chapter
with detailed functions including EPON OSI layev/?CP and logical topology issues. Since
TDM-PON technology has been demonstrated as the walle solution to address the
access network bottleneck issue, several reseapitsthave been conducted to increase the
transmission distance and number of supportingsusgstical amplifiers, FEC technique and
low cost repeater based solutions have been prdpgodee utilised to improve the scalability
of TDM-PON. When the network scales to support m@ers, bandwidth efficiency becomes
essential in the access network. Section 2.5 hasepted the basic details of bandwidth
assignment mechanism used in current EPON systém.high bandwidth EPON that has
been adopted by more and more users since theastdsation of the system has changed the
users’ ways of consuming network bandwidth fromadatd voice services to high bandwidth
demand video services such as IPTV and HDTV. This led to the new standardisation
group to develop a new standard of 10 Gb/s EPONesygo counter the bandwidth
bottleneck issue in access system. In sectiondes@ussions on the technical challenges in
deploying a new 10G-EPON have been carried out.
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| ndependent Services
Provisioning in WDM-PON

3.1. Introduction

Wavelength division multiplexed passive opticawmks (WDM-PON) technology has been
recognised as one of the most suitable solutionbdadwidth bottleneck in the last mile due
to its virtual point to point connection betweere thervice providers and customers. This
solution becomes ideal for access networks wheahdurmportant benefits are included, such
as network security, simple management and upgboddgas discussed in Chapter 2 [1-3].
However, these advantages of WDM-PON can diministerwit is used for provision of
additional independent services such as broadodsbd.vSeveral solutions can be utilised if
two independent services such as video or anotioériedependent service has to be overlaid
onto the WDM-PON. One is an additional set of waugths separated by the free-spectral-
range (FSR) of the arrayed waveguide grating (AVE@)h as a technique proposed by the
Institute for Communication Technology of Braunseigv Technical University on the
delivery of broadcast video services on differerdvelength channels described in [4].
Several similar techniques have also been propbgadsing the WDM overlay on PON or
broadband light emitting diode (LED) for the delivg of broadcast channels [5-6].
Nevertheless, out of these two proposals, thetdinique requires a large number of WDM
filters and couplers while the second techniqueuireg a pair of fibres with frequency
up/down-conversion of video signals due to thetiehimodulation bandwidth of LED [5-6].
Furthermore, some researchers have suggested eéhef tisne division multiplexed (TDM)
support components at the central office’s (CO)aaptine terminal (OLT) and every optical
network unit (ONU) in order to insert and extradfedent service traffic streams from the

same wavelength [7]. These proposed techniquesalsan be complicated and costly to
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implement especially when the two independent sesviare delivered by different service
providers.

In this chapter, a simple scheme that uses singhelength and modulator to generate two
optical channels to carry two independent high dpesgta streams will be discussed where
one signal is transmitted as a baseband signakttenadther as a low frequency subcarrier
signal. They are optically separated by a colosrlperiodic filter at the ONU and both
channels are detected with conventional baseba®ivers. These two channels are fixed and
closely separated in frequency and can pass thrthegharrowband filters such as the AWG
and changes in wavelength stability will cause ffece to the data streams. This technique
solves the complication of independent servicevdeyi by different service providers on the
same wavelength without TDM schemes. For example,service provider that owns the
infrastructure can easily lease the additional peehelent channel to another service provider
without any complications in cost and revenue datoans. However, it is noted that when
the additional services consist of analogue andadigelevision services; it may require

increased performance requirements for the laaestnitter in terms of power and linearity.

The chapter is organised as follows. Section 3.2cml@es the proposal of independent
services provisioning in WDM-PON system using senghser, modulator and passive
periodic filter at the ONUSs, followed by the expeéntal demonstration of the scheme.
Section 3.3 presents the results to prove theliagiof the proposed scheme followed by
the performance analysis with different carriesstiacarrier (CSR) power ratio in the signals.
Section 3.4 discusses the crosstalk effect froncauier channel on the baseband channel.

Finally, section 3.5 summarises the overall chapter
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3.2. Independent Services Provisioning in WDM-PON

As discussed previously in Chapter 2, subcarridtiptexing technique in optical domain has
been studied by [8] and [9] for crosstalk analymore the technique was utilised to generate
relatively low speed additional data channels sashcontrol signals or labels in label
switching networks [10-13] and also in multiple nhal generation that uses high frequency
subcarrier signals [14, 15]. Also, technique sushtlae optical carrier suppression and
separation (OCSS) has been proposed to carry mphgod label information on an optical
carrier [16-18]. The proposed scheme in this chragliectrically combines two independent
high speed data streams, one as a baseband sightileaother as a low frequency subcarrier
signal. After transmission, the signal is passedugh a colourless (same device at all ONUSs)
periodic filter that optically separates the signat each ONU. This enables separate
conventional baseband receivers to be used in tawteof the independent data streams

providing a simple scheme for provision of indepamtdservices.

3.2.1. Demonstration of the scheme for provisioning of independent services
in WDM-PON

A series of experiments were carried out to denmatesthe proposed scheme. As shown in
Fig. 3.1, an optical carrier from a tunable laseaswmodulated using a Mach-Zehnder
Modulator (MZM) with two independent®— 1 pseudorandom binary sequence (PRBS) non-
return zero (NRZ) baseband data streams at 1.5 Gibésas a baseband signal and the other
as a subcarrier signal at 6 GHz in amplitude shikteying (ASK) format. At the radio
frequency (RF) front end, a MITEQ DM0520LW1 mixerused to mix the 6 GHz RF signal
with 1.5 Gb/s data stream (as channel 1). A HP1AG&¥ver splitter is then used to combine
channel 1 with another baseband data stream (ch@hrefore optical modulation. These
two channels are then modulated using a Lucent 32&MZM with half wave voltage, vV

of ~3V. The modulated optical signal was transrditferough a 20 km standard single mode
fibre (SMF) without dispersion compensation, antio GHz AWG is used to separate the
WDM channels. The launch optical power into thedilior each composite signal was -2
dBm.
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Fig. 3.1: Experiment to demonstrate provision afeipendent services in WDM-PON.

At the ONU, the optical signal was passed througtieky interferometer, DI (a 100 ps
differential phase shift keying, DPSK demodulateith a 100 ps differential delay, 10 GHz
FSR and 5.3 GHz electrical 3 dB bandwidth in eaahsghand; which acts as the simple
colourless periodic filter. Ideally a 5 GHz subaarshould be selected for a 100 ps DI (which
is at the centre of the 10 GHz bandwidth). Howenverhave discovered through simulations
as presented in the following sections, that omeusz a subcarrier frequency of up to 7 GHz
without any significant penalty (assuming idealriear wavelength alignment with the DI
pass-band). Therefore, a 6 GHz subcarrier is useeduce the electrical interference between
the two data streams after the mixer stage as ndilRFs were used in the experiment.
However, a 5 GHz subcarrier should be used to pest stability response in a practical
implementation. Although currently DI can be relaty expensive component to be installed
in the ONU with sensitivity temperature, economiésscale due to mass production in the

future may reduce the cost of the DI and a thepaakaging for practical deployment.

The DI optically separated the signal into the tubput arms that enable baseband detection
of the two independent data streams using two atan2.5 Gb/s PIN receivers. After photo-
detection, an RF amplifier with a 3-dB bandwidth 5 GHz was used for signal
amplification while no additional RF filters wersad. In practice, the DI can be temperature
tuned by a current/voltage signal to achieve theireée initial phase accurately. The

experiment was repeated for three adjacent wavilatgnnels separated by 100 GHz.
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3.3. Results

A series of results have been obtained from exmarismand simulations. In this section, the

optical spectra for three different wavelengthsl wi¢ discussed first. Consequently, the

analysis of the 100 ps DI frequency response wiltarried out followed by the bit-error-rate

(BER) analysis of the proposed scheme. Then, teed@agrams from both experiments and

simulations will be discussed. Finally, the impastdifferent CSR in the proposed scheme

will be presented.

3.3.1. Optical spectra

(a) Subcarrier channel

1553

1553.5

— Wavelength 1
- - ‘Wavelength 2
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Al |
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(b) Baseband channel
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— Wavelength 1
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Fig. 3.2: Optical spectra for three different wargjths of 1553.55 nm, 1554.38 nm and
1555.16 nm showing (a) the subcarrier and (b) #szband channels.
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The optical spectra of the modulated optical sigiahe two output arms of the DI are shown
in Fig. 3.2. The separated signal on the subcaisishown in Fig. 3.2 (a) and Fig. 3.2 (b)
shows the separated signal on the baseband, bwoyingal.5 Gb/s independent data streams.
The wavelengths used were 1553.55 nm, 1554.38 nin1&55.16 nm. The separation
between these two wavelengths is around 0.8 nnghakiequivalent to 100 GHz to resemble
International Telecommunication Union (ITU) grichdse three wavelengths are separated by
the AWG with a channel separation of 100 GHz.

3.3.2. DI frequency response

The frequency response for data on a 5 GHz sulecaignal for a 100 ps DI is given below.
Similar performance is observed for the basebagdaki We observe a 3 dB electrical
bandwidth (single side band) of 2.65 GHz.

1
(6]
T

-10 +

-15 ¢

20 +

_25 L

Normalised amplitude (dB)

-30 )
0 1 2 3 4 5

Frequency (GHz)

Fig 3.3: Frequency response for the 100 ps DI.

Initially, the wavelength in the PON needs to béected to match the DI passbands.
Misalignment of the wavelength with the DI can aff¢ghe performance of both channels.

Therefore, detailed simulations using commercidivsre has been carried out to quantify
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the wavelength mismatch tolerance. The normalisaglep penalty when the wavelength is
detuned from the ideal setting for both channetsslmown Fig. 3.4. The power is measured
before the DI and hence shows the penalty in thqeired transmission power to obtain a
BER of 10°. The results are for a 50 ps DI with 10 GHz sulbesrwhich we believe is the

suitable device to use in practical implementation.

(a) Baseband (b) Subcarrier

Normalised power penalty (dB)

Nornalised power penalty (dB)

0 L 1
0 2 4 6 0 0.2 0.4 06 0.8 1
Frequency Offset (GHz) Fregquenhy Offset (GHz)

Fig 3.4: Normalised power penalty vs frequency dety of the laser for (a) baseband

channel and (b) the subcarrier channel.

If the wavelength detuning range is defined as3B penalty margin, approximately 11.4

GHz and 1.7 GHz were obtained for the basebandsahdarrier channels respectively. The
subcarrier channel is more sensitive to wavelengidmatch as the relative power change in
this channel is larger with deviation of the paasd Also as the wavelength deviates from
the ideal alignment, more power from the larger powaseband channel leaks into the
subcarrier channel giving a significant penaltyefiéhis a much larger tolerance range for the
downstream signal and it is almost immune to wangtle deviation until the channel goes off

the pass-band of the DI. This required wavelenglgrance can be achieved by tuning of the
DI. The DI is an all-fibore Mach-Zehnder interferaimewith a heater element designed to
have direct contact with the optical fibre to alltaming of the unit to the desired phase with

higher accuracy and a 1@khermistor is provided for fibre temperature measent. The

fibre heater can be used by either current/voltagemperature control.
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The corresponding simulations for a 100 ps DI a&xlus experiment gives a detuning range
of 0.7 GHz for the subcarrier signal and 5.6 GHzle baseband signal.

3.3.3. Bit-error-rate analysis
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Fig. 3.5: BER measurements for two adjacent wagtlechannels before and after 20 km
fibre transmission with CSR of 11 dB, where (atid553.55 nm and (b) is at 1554.38 nm.
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The BER measurements for the two 100 GHz separaseelengths each carrying two 1.5
Gb/s independent channels separated at 6 GHz si@ndaequency before and after 20 km
fibre transmission are shown in Fig. 3.5. The @tpower in the figure is measured after the
DI. From the figures, around 0.5 dB power penadtyobserved after transmission for both
wavelengths measured. This difference in sengitimitty be due to back-reflected light in
fibre transmission and at connectors. It is noteat the BER curves and sensitivity are
different for both channels. When a subcarrier aligs intensity modulated onto an optical
carrier, spectral components are created on theecalf the total signal is detected without
optical filtering, only the spectral component theimodulated on the subcarrier signal will
appear in the detected electrical signal [19, P@wever, a low amplitude inverted copy of
the data stream modulated on the subcarrier appdses the subcarrier signal is optically
separated (where this phenomenon will be explaimagction 3.4). This leads to crosstalk in
the baseband channel from the subcarrier chanmeiggthe slow roll off in BER curve.

However, this can be reduced by decreasing the i@l of the RF signal into the

modulator. On the other hand, the separated suécaignal does not suffer this crosstalk
from the other channel after filtering and is mgitimited by standard noise mechanisms

such as thermal noise and hence a typical slopgE& curve was obtained.

3.3.4. Eyediagram analysis

Eye diagrams are a very simple way of quickly assgsthe quality of a digital signal. A
constructed eye contains every possible bit sequnm simple 101’'s and 010’s, through to
isolated ones after long runs of consecutive zara$ other problem sequences, that often
show up weaknesses present in system design [21¢. iH this sub-section, the eye diagrams
of baseband and subcarrier channels will be andlipssed on experimental and simulation

results.

The eye diagrams for the baseband and subcaraenels are shown in Fig. 3.6 and Fig. 3.7
respectively. The eye diagrams as shown in botlrdig were taken during the experiment at
relatively high received optical power around -Zndand CSR of 11 dB, which means at

very low level of crosstalk from subcarrier chanri®y comparing both figures, it is clearly
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shown that there is some broadening at the zesd td\the baseband channel's eye compared
to the subcarrier channel’'s eye pattern in Fig. Bléhough this observation is not obvious
due to the eye diagrams being taken in error-feggon, it does depict some crosstalk effect
from subcarrier channel on the baseband channel.

Fig.3.6: Baseband channel eye pattern at CSR dB11

Fig. 3.7: Subcarrier channel eye pattern at CSRLaiB.

To further analyse the subcarrier crosstalk efbecbaseband channel, simulations have been
carried out. The eye patterns for the (a) baselshadnel and (b) the subcarrier channel are
shown in Fig. 3.8 respectively, where the dataastiefor both channels are synchronised. In
parallel, Fig. 3.9 shows the eye patterns for #gebgseband channel and (b) the subcarrier
channel with independent data stream (neither kedeek nor synchronised as in experiments).
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As observed, both figures show a similar patterpidig that the baseband channel has
suffered crosstalk from another signal, which iis ttase the crosstalk is from the data of the

subcarrier channel. On the other hand, the sulecarinannel eye is more noise dominated.

[1e-3] Channel on Carrier [1e-3] Channel on subcarrier

Time [ns] Time [ns]

Fig. 3.8: Eye pattern for (a) baseband channellangubcarrier channel, where both data

streams are synchronised.

Channel SCM

. .
08 1
Tirme [ns] Time [ns]

Fig. 3.9: Eye pattern for (a) baseband channellangubcarrier channel, where both data

streams are independent.

3.3.5. CSR analysis

Before the theoretical analysis of the subcarrieduafation characteristic in the next section,
this sub-section discusses one of the solutiotessen the negative impact from the crosstalk

on the BER performance of the baseband channekdiycmg the RF input power for the
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subcarrier signal. However, lower RF input powerymasult in a worse BER performance
for the subcarrier channel. Here, the evaluatiothenimpact of different RF input power for
subcarrier signal is carried out to investigategbgormance trade-off between subcarrier and

baseband channels.
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Fig. 3.10. BER measurements that correspondinigetaifferent CSR where (a) and (b) show
the BER measurement for subcarrier and basebamielsavith three different CSRs (CSR
= 7dB, 10dB, and 13dB) at 1555.16 nm.

The same experiment as shown in Fig. 3.1 is regeaith the RF input power of the
subcarrier signal is changed from 11 dBm to 8 dBrd & 5 dBm into the mixer, while
keeping the baseband amplitudes constant (whichgesathe CSR of the optical signal from
7 dB to 10 dB and 13 dB) to observe the signalfopmance trade-off. When the RF signal
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amplitude is decreased, the CSR will increase drahge the receiver sensitivities for both
channels. Fig. 3.10 (a) and (b) show the BER cuofethe two channels corresponding to
different CSR. It is noted that the baseband cHatemels to have better BER performance
when the power ratio increases from 7 dB to 10 d8ta 13 dB. This is due to the reduction
of the optical crosstalk from the subcarrier chanm® the baseband channel after filtering.
However, the trade-off will be a worse BER perfonoa for the subcarrier channel due to the
reduction in the modulation depth of the subcasignal with the decrease in the subcarrier
power and the increase in residual power from tterochannel due to non-ideal optical
filtering by the DI. However, it is noted that ift eases the receiver sensitivity at BER 0’10
Is within acceptable limits.

A
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< 0.55
3
2 111
% 0.45
o I
i)
5
D 035
2" 11
5
o
202 J
25,
2015 0.2 025 03 0.35>

Subcarrier amplitude (V)

Figure 3.11. The three bias regions (approximalg) aentified for the proposed scheme.

In order to verify the above statements and thegbaf BER curves’ properties in Fig. 3.10,
detailed simulations were carried out by changimg drive amplitudes of the two signals
within reasonable limits into the modulator, and thas regions for good BER performance
for both channels were identified. A summary of theults that shows three distinct drive
amplitude regions identified in biasing the MZM {a@dhe depicted regions are approximately
only as there can be minor deviations with différemmponent responses) is shown in Fig.
3.11. Region 1 is limited by the received power i subcarrier channel due to low
subcarrier modulation. Region Il is non ideal dadhte error floor in the baseband channel
caused by high amplitude of the subcarrier sigRafjion Ill is the optimum bias region with

good transmission performance for both channels.
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An additional advantage of this technique is thedi channel separation of the two data
streams instead of using two independent wavelesagthices, which can drift apart with
respect to each other. Furthermore, the channelviadth can be readily increased by larger
subcarrier frequency and smaller differential ddtaythe DI such as a 50 ps differential delay
with the subcarrier frequency at 10 GHz. This valso ease the wavelength stability
requirements. In this case, the wavelength deviatichich maintains the BER sensitivity
(power measured before the DI) within a 3 dB margias identified to be 11.4 GHz for the
baseband channel and 1.7 GHz for the subcarriemethaA mentioned before, the subcarrier

channel is more sensitive to wavelength misaligrirdee to its relatively lower power.
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3.4. Characteristics of Subcarrier Multiplexing Technique

From the previous section, it is clearly shown tmareducing the subcarrier RF input power
to increase the CSR value, the baseband channia ¢tiannel modulated on the optical
carrier) will result a better BER performance. Tisislue to the reasons that if the total signal
is detected, then as expected spectral componeghés than the one modulated on the
subcarrier signal do not appear in the RF sigrgdiing higher order nonlinear terms).
However, when the optical signal is filtered, tleséband components do appear as shown in

the RF spectral diagrams in [19]. This phenomeramldeen recently discussed in [20].

At the OLT transmitter end as presented in Fig, 8@ output optical field of the modulator
is given by [22]

E(t) = E, exp( ja)ct)X{ co{vﬁ(vm (t) cobaw,t) +vb)} (3.1)

w

whereV, is the MZM bias voltagek;, and cx are the amplitude and carrier frequency of the
input carrier respectivelyws = 2x7xf¢ is the angular frequency of the LO for subcarrier
channel and/ is the driving voltage of the modulator farshift. TheVq(t) represents the

baseband data voltage, which can be expresse@as [2
V, (1) =2 BAfi (1), KTp <t < (k+1)Tp, (3.2)
k=1

whereT, represents the bit duration of the downstream datkby is the bit value in 0 or 1;
An is the amplitude and(t) is the data waveform. Expanding equation (3.1}eirms of
Bessel functions will lead to the following expness[20]

E(t)=E, exp(ja)ct){co{ﬂ://—bJ[Jo(x(t))+ i(_ Y3, (x(t)) co@ rm),ft)}

T n=0

‘2Sm[ﬂx—bji(—1)” Jona(X(1)) cof( 2+ Mt)} | 83

7 ) n=0

wherex(t) = 7M(t)/V From (3.3),w, atwy, at2ay, ... represent the frequency components
contained in the subcarrier modulated optical fielthere cx is the optical carrier and the

other terms are the subcarriers.

After envelope detection of the signal in equa(@:13), the electrical power obtained is




Chapter 3 Independent Services Provisioningin WDM-PON

Ein 2 o o
P (0)= £ = ooz (x(0)+ 25 92 (x(0)* 5, .00 (x()) cofwt)+ | . @

=1 =0
Using the Neumann’s addition theorem of Besseltiand20], the baseband component of

the signal obtained is constant and with no dagatspm component,

(0= 5050 2531 00) -5 @5

k=1
However, if optical filter is used to separate ttagrier (baseband channel) and subcarrier

(subcarrier channel), their corresponding poRgrier aNdPgpcarrier F€SpPeECctively, as

2 35 (x(1))

Pcarrier (t) :|Ein| 2 ’ (36)
Psubcarrier (t) =|Ein|2 Z‘sz (X(t)) = |E|2n| - Pcarrier (t) . (37)

Equation (3.6) shows that the power of optical iearis a function of modulation signal

voltageVn(t). Considering small signal modulation and the abtaristic of zero-order Bessel

function, Pcyrier decreases with the increase xgf) [20]. As a result, the carrier signal

(baseband channel) after optical separation reptesa inverted version of the modulated
data in subcarrier channel, which results in suieachannel crosstalk to data channel
modulated in the optical carrier. This analysis kesfied the subcarrier channel crosstalk
effect on BER performance demonstrated in secti8n 3
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3.5. Conclusion

The chapter discussed one of the challenges in WHONA technology - independent services
provisioning. A simple scheme to generate and s¢pawo independent high bandwidth
baseband channels using a single laser and modwia® proposed in this chapter. The
scheme transmits one channel at baseband andheeaita low frequency subcarrier with
data modulated in ASK format. The received sigrsabptically separated using a delay
interferometer that allows both channels to be dete independently using standard
baseband receivers. A multi channel experimentahametration of the scheme was

presented.

Section 3.3 described the crosstalk effect on maskichannel from subcarrier signal, which
is one of the main challenges of the proposed seh@imerefore, a solution for this has been
presented where the RF signal amplitude of the aulec channel is varied to obtain a
balanced result for both channels. Also, diffemie amplitude regions in biasing the MZM

was identified by detailed simulation to determite optimum bias region with good

transmission performance for both baseband andasudc channels. The experimental and
simulation results confirm the feasibility of trechnique at data rates of 1.5 Gb/s for multiple
wavelength channels before and after 20 km of fitbpemsmission. The characteristic of
subcarrier multiplexing technique was also discdiseesection 3.4 to analyse the subcarrier

crosstalk to baseband channel.

The proposed scheme can be applied in a WDM-POMreviwo independent services can be
efficiently transmitted over an existing networkthwrelatively minor changes to ONUs at the

customer premises with multiple advantages foisteice providers.
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Chapter 4 EPON Incorporating Active Remote Repeater Node with Layer 2 Forwarding

EPON Incorporating Active
Remote Repeater Node with
Layer 2 Forwarding

4.1. Introduction

The IEEE 802.3ah Ethernet passive optical netw&R(N) and ITU-T G.984 Gigabit
passive optical network (GPON) standards have lksrussed in Chapter 2 as the most
popular time-division multiplexing (TDM) PON techiogies in the world. Some of the key
differences between both standards are: 1) EPOMda® symmetrical 1 Gb/s transmission
capacity while GPON is capable of supporting uaggmmetrical 2.5 Gb/s downstream and
1.2 Gb/s upstream transmission capacity [1]; 2) EPfandard defines that each OLT is
capable of supporting 32 ONUs while GPON standa&fthds a minimum split-ratio of 1:32
with 1:64 and 1:128 are both achievable theordyi¢al; and 3) EPON uses Ethernet frames
to transport IP packets while GPON uses Gigabigpsalation methods (GEM), which is
capable of carrying Ethernet, asynchronous transfede (ATM) and voice traffic [1].
Despite the differences between two standards, EP@dl been selected as the main
technology for the work discussed in the rest efttiesis, though the concepts can be equally
applied for GPON.

The basic Ethernet passive optical network (EPQihitecture as discussed in Chapter 2 is
shown in Fig. 4.1. The downstream transmission &arthat are sent by the optical line
terminal (OLT) to every optical network unit (ONW)ye in broadcast format. Every ONU
filters the frames that are not destined to it Hase the given physical logical link identity
(LLID) assigned by the OLT. However in the upstreansmission, time division multiple

access (TDMA) scheme is used where each ONU hastarctransmission period allocated
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by the OLT to avoid collision at the passive conabimnd effectively share the channel

capacity between all ONUSs.

Despite the advantages of EPON in high efficientyarrying variable size Internet Protocol
(IP) packets, broad market potential and econontithérnet products; research issues on
EPON'’s efficiency and scalability draw a lot of emtsts from researchers. Dynamic
bandwidth assignment (DBA) techniques have beerpgsed to improve the network
efficiency through channel bandwidth assignmen][2-urthermore, providing service level
agreements (SLAs) and enforcing traffic shaping jpoliting for each individual user is yet
another important research topic [7-9]. Thus, nedesas have proposed advanced EPON
architectures with guaranteed performance parametech as packet latency, loss and
bandwidth [10]. These proposals equip EPON withabidity to better allocate bandwidth or
channel capacity for improving quality of servi€goS). However, controlling the flow of the
traffic is an important issue in EPON. The IEEE @b standard defines that EPON will be
using only the point-to-point (PTP) emulation amdaaxiliary single-copy broadcast (SCB)
port at the OLT [7]. In such a configuration, an@YP with N ONUs will result the OLT to
contain N+1 medium access control (MAC) ports; where one dach ONU with PTP
emulation (for both upstream and downstream tragsions) and one for broadcasting to all
ONUs (only for upstream transmission) [7]. This figuration causes the local traffic or
communications between ONUs to be transmitted tyivoilne network upstream and then
downstream (from ONU to OLT and then OLT to ONU)s A consequence, local traffic
redirection at the OLT uses up the channel capacityincrease latency due to buffering and
traffic rescheduling at the OLT. Furthermore, theaming external Internet traffic will also
be buffered at the OLT to cause further increasdrtffic delay.

-82-



Chapter 4 EPON Incorporating Active Remote Repeater Node with Layer 2 Forwarding

=
N
)
2]

Transmission cycle
/—/%

—

ONU 1

=

ONU 2

=

ONU 3

Symmetric EPON 1 Gb/s
downstream transmission

-]
N
)
]

1|8
la 3!3!3!
0 006

ONU N

ONU filters unwanted frames
by checking the LLID

Customers

=

Transmission cycle
/—/%

~—

ONU 1

a8

o
1! gagﬂ &
UL

ONU 2

ONU 3

Symmetric EPON 1 Gb/s
upstream transmission

ONU N

Customers

Fig. 4.1: EPON architecture demonstrating downstraad upstream transmissions.

In order to address these issues, researchers sgwpgbe use of active devices such as
Ethernet switch in the network [11-15]. The usebdhernet switch in the access optical
network enables a dedicated medium in which eadhuser is allowed independent access.
Each customer has a home gateway directly connéotéite Ethernet router in the central
office (CO) or street cabinet by a direct fibre [1Although active Ethernet has the
advantages of extending the transmission distgmo®jding larger bandwidth per user and
controlling network flow, it makes optical accesstwiorks a costly switched network and
makes cost effective EPON redundant. As a resuét, proposed a simple hybrid or
intermediate solution to EPON with a simple actieenote repeater node (RN) with Open
System Interconnection (OSI) reference model’s rlateo forwarding scheme without
modifying any functionality of the EPON protocolg]l This scheme increases the network
capacity utilisation and improves the network’s kgctransmission by reducing the frame

transmission delay. This proposed architecture alsates the potential to increase the
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number of subscribers or capacity per user, and #t® network coverage due to

regeneration.

This chapter is organised as follows. Section 4s2u$ses the logical topology emulation
(LTE) of IEEE 802.3ah 1G-EPON standard and its titmn. Section 4.3 presents the
proposal of the active RN with layer two forwardiagheme to improve traffic control in
EPON system. In this section, the multi-point cohtprotocol (MPCP) auto-discovery
function will be discussed in detail and how th&vacRN gathers information in populating
forwarding tables will be explained. Section 4.4adisses the simulation set-up of the EPON
incorporating active RN with layer two forwardingheme. In section 4.5, simulation and
theoretical analysis results to prove the advamstagfethe proposed scheme in terms of
downstream internet traffic and local traffic dedayill be presented. Finally, section 4.6

summarises the overall chapter.
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4.2. Local Trafficin IEEE 802.3ah LTE

The IEEE 802.3ah standard has defined the LTE immdb comply with the IEEE 802
architecture as discussed in Chapter 2. This regulie OLT to contailN+1 MAC ports,
whereN MAC ports are for PTP emulation for eadifONU while one for broadcasting to all
ONUs (single-copy broadcast channel) as showngn &P. The SCB channel is to be used
for downstream broadcast only [7]. Therefore, oRIJP emulation will be used for all
upstream transmission; which also means that aditre@m frames are required to be
forwarded to the OLT Bridge. The bridging functimnthe OLT will decide to either forward
the received frame from an ONU downstream backoRON (inter-ONU communication)
or forward it to the network layer to determinesitP destination and then pass on to the

appropriate port for transmission.

Single-copy
802.1D bridge Broadcast oLT
| | [ port
MAC MAC | ... MAC MAC
LTE function
\ |
AN
LTE function LTE function LTE function
MAC MAC MAC
ONU 1 ONU 2 ONU N

Fig. 4.2: Combination of point-to-point (PTP) artthsed-medium emulation (SME) mode for
|EEE 802.3ah [7].

Due to the use of PTP emulation function in curré@®-EPON standard, inter-ONUs
communications are required to be routed through’®bridge/switch as shown in Fig. 4.3,
which describes an example of inter-ONU communicashowing the travel path of traffic

originating from ONU 1 with the destination of ON&J This frame will be inserted with
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ONU 1's LLID and ONU 2's MAC address in order totgeccepted by the OLT LTE
function. Hence, the LLID tag will be removed arakp on to the OLT bridge. The bridge
decides the destination of the frame and forwahésftame with modified LLID tag (ONU
2’'s LLID) to the PON interface. Although the LTEnkttion in EPON standard is compliant
with IEEE 802 architecture and enable logical boaestl domain within the PON, it also
decreases the effective downstream bandwidth (loatic will be inserted into downstream
transmission, which reduces the available bandwalthilable for external traffic) and
increases the latency for local traffic, since titedfic has to be rescheduled and buffered at

the OLT together with external traffic (from Intexth

Single-copy OLT
7~ 807D bridge Broadcast
[ [ [ port
AC MAG | ... MAC MAC
[ [ [ [
LTE function
A
77 \‘ —
LTE fu&on LTE funhction LT nction
MAC MALC MAC

DNU 1 ON‘Z ONUN

Fig. 4.3: Inter-ONU communication path through Otdging and PTP emulation.

Round trip time (RTT) measurement of EPON has bstedied in Chapter 2. The RTT
measurement includes the downstream transmisgiog tipstream transmission time and a
specific wait time in the ONU. Using the RTT measuent, the delay of an inter-ONU frame
can be determined as shown in Fig. 4.4. Followheyreceive of GATE message from the
OLT that assigns a specific upstream transmissioesiot for ONU 1, the frame suffers a
Twait onus Which indicates the waiting time for upstreammsmission. However, note that the
frame might not be accepted for transmission iry Viegh traffic load and will suffer another

round-trip delay. Subsequently, this frame willfeufan upstream propagation del&ypream)
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to reach the OLT. As soon as the frame is recebyethe OLT, it will be sent to the OLT

bridge/switch to determine the next destinationnéée the frame will be stored in the
downstream buffer pending for transmission. The leshmrocess in the OLT denotes the
Twait oLt @s shown in Fig.4.4. This delay is directly redate the processing speed of the OLT,
OLT buffer size and traffic load. If successfullsatsmitted downstream, the frame will
experience a downstream propagation delaywnsream UpPON arriving at ONU 2. Therefore,

the total delay that will be experienced by therfeatransmitted by ONU 1 and arrive at ONU
2 is given by:

Total_delay: Twait onu + Tupsiream + Twait oL + Tdownstream

Note that this calculation does not include thefdruflelay in the ONU and frame re-

transmission delay due to limited ONU buffer sized &rame loss, which will become
significantly high at high traffic load.

G:>Bridging|:> Buffer :@

f oo | =0
OLT 4
! /7| to ONU2 \

AY
£o ONU2 '\, discarded

ONU 1

to o2

ONU 2

v v v

Twaitfo LT Tdownstream

\
\
\
\
\
to ONU2
TwaithNU Tupstream

Fig. 4.4: RTT for an inter-ONU frame.
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4.3. EPON Incorporating Active RN with Layer Two
Forwarding Scheme

In this section, the proposal of an active RN wilger two forwarding scheme will be

presented. This proposed scheme enables the taffat between ONUs to be redirected at
the active RN. This traffic redirection aims to wed the delay for local traffic between ONUs
and also the delay for external downstream traftie to the absence of local traffic at the

OLT to contend with the limited downstream buffer.

4.3.1. Background overview on repeater based PON

National Information and Communication Technologyskalia (NICTA) optical access
research group has proposed and have patentedpée siegenerator based active node in
PON in order to increase the feeder length of a R@#llincrease the number of users in the
network [17-20]. Fig. 4.5 (a) shows the architeetof a fibre-to-the-home (FTTH) system
using upstream regenerated remote repeater, wioaneemtional 1xN star coupler (SC) is
replaced by a 2xNsC [17, 19]. One arm of the SC on OLT is connedtedhe remote
repeater and the other arm of the SC to transmitndtyeam signals through the SC and
bypass the remote repeater. An isolator is usedeatownstream path to prevent upstream
signals from entering. The downstream and upstragmals are then separated or combined
using a coarse wavelength division multiplexer (CM)J15]. The upstream signals can be
2R (re-amplification, reshaping) or 3R (re-amphtion, reshaping, retiming) regenerated at
the remote repeater using a burst-mode receivelRBM burst-mode transmitter (BMT) and
a clock data recovery (CDR) module [17]. The useaofupstream repeater provides the
opportunity for much lower cost implementation oNO using low power and low cost
optical transmitters such as vertical cavity sugfamitting laser (VCSEL) based transmitters
[17]. This architecture enables the upstream sitmdile regenerated without modifying the

internal frame structure [19].

However, PON transmitter and receiver are usuatiynroercially available as a single
bidirectional transceiver (TRX) unit. This enabtbe bidirectional regeneration of traffic at
the RN as shown in Fig. 5.5 (b) [19]. This archiiee will allow an extension in feeder fibre

length and split-ratio. By using standard EPON CGdiild ONU transceivers, the feeder fibre
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reach can be increased from 20 km to approxim&e@lym and split-ratio from 1:32 to 1:256
[19]. This increase in reach and split-ratio pr@dadan upgradeability solution for existing
PON deployment using low cost components [19]. Haxeas the number of users increase,
the bandwidth per user decreases since the PONcéip&city is shared among all ONUSs. If
local traffic can be kept localised without redireg at the OLT, a large portion of
downstream bandwidth (used for local traffic) candaved and hence increase the average

bandwidth per user.

Remote Repeater

(a) Upstream repeater

CDR
BMT BMR
A B W1 ,—@[L ONU
A ia 2xN |
oLT @ O—1=H SC€ al(OF
SME  — 1 ONU
A A ‘
Passive OSP

Remote Repeater

(b) Bidirectional repeater

CDR
I[ONU] [OLT ||
TRX TRX
CDR ,JKL ONU
Ay IxN | :
oLT (M~ sc 1 @
Extended ., ONU
Feeder Aq Increased

Split Ratio

Fig. 4.5: Remote repeater designs for FTTH systétm @& shows the upstream only repeater

and b) shows the bidirectional repeater [19].

Since the repeater node is acting as an active mE&ON, a simple layer two forwarding
technique can be used at the active RN to betleveuthe EPON bandwidth both in upstream
and downstream directions. This technique allovesnés to be forwarded to appropriate
customer units or ONUSs, and frames that are ndtreesto the ONUs beyond the active RN
will be filtered. However, any technique or proppseheme that is designed incorporating
EPON has to comply with the overall IEEE 802 staddarherefore, this proposed
architecture that is presented here should nottffe current MPCP but work in conjunction
with the protocol. It will also cause no impact thre DBA that is implemented on top of

EPON. Furthermore, the details of this techniqui ke built under the conditions of no
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changes will be applied to the OLT and the ONUdtes, which means that the regenerator
RN will act as an additional unit to the networlsthout the active RN, the PON will work

as a basic PON.

4.3.2. MPCP auto-discovery mode

MPCP is critical in the EPON incorporating activél Rvith layer two forwarding scheme
architecture. The information transferred in MPGRween the OLT and ONUs assists the
active RN to learn and construct the layer two fanding table as described later in the next
section. As discussed in Chapter 2, an ONU can amtymence transmission if it is granted a
timeslot from the OLT. However, if the OLT does moiow the present state of a particular
ONU, it will not send the grant message (GATE) he ONU. Therefore, auto-discovery
mode is used to register newly joined ONUSs. In thizde, four MPCP messages are used:
discovery GATE, REGISTER_REQ, REGISTER, and REGIBTECK [21, 22]. These four

messages are carried in MPCP control frames (F6y. 4

Fields Octets/bytes
Destination address (DA) 6
Source address (SA) 6
(" 00-01,, : PAUSE
Length/type = 88-08 2
00-02,5 : GATE
Opcode 2 <
00-03,; : REPORT
Timestamp 4 00-04,, : REGISTER_REQ
Opcode specific fields/pad 40 00-05,5 : REGISTER
Frame check sequence (FCS) 4 \_00-06,¢ : REGISTER_ACK

Fig. 4.6: EPON MPCP frame.

The auto-discovery mode [7, 21, 22] consists of faajor steps as shown in Fig. 4.7:
Sep 1.
The OLT decides to initiate a discovery round alhatcates a discovery window, which is an

interval of time when no previously initialised ONlAre allowed to respond and transmit
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register request messages. The DBA agent in the i©kdsponsible to ensure that no active
ONUs are scheduled to transmit during the discovendow. To commence the discovery
process, the OLT sends a discovery GATE messagadtertise the start time of the

discovery slot and its length.

OLT ONU
Discovery GATE ( DA = MAC Control, SA = OLT MAC, Discovery
GATE ::> Contend = discovery, Sync_time)
2 — " — GATE
. 3 _— e .
generation S reception
£
= REGISTER_REQ ( DA = MAC Control, SA = ’ REGISTER_REQ
g‘ ONU MAC, Contend = Pending grants)
3 -— - {3 generation
| REGISTER_REQ | 3 e - ——
— -
i [a)
reception REGISTER ( DA = ONU MAC, SA = OLT MAC,
Contend = Assigned LLID, Sync Time)
—
| REGISTER [EDI= = =t T - [ REGISTER |
eneration — —p -
9 GATE ( DA = MAC Control, SA = OLT MAC, reception
Contend = grant timeslot)
| GATE =
generation N ’ GATE ‘
reception
REGISTER_ACK ( DA = MAC Control, SA = ONU MAC,
Contend = Ack assigned LLID, Ack Sync Time) ’ REGISTER_ACK ‘
— generation
—
v time time v
== == =P VPCPDU sent on broadcast logical link
—) \PCPDU sent on unicast logical link
Figure 4.7: EPON MPCP auto-discovery process
Sep 2:

All ONUs will receive the discovery GATE messagd bualy the un-initialised ONUs will

respond to the discovery GATE message. Upon rawgithe discovery GATE message, an
ONU will set its local time to the timestamp fromet discovery GATE message that it
receives. When the local clock at the ONU reachesstart time of the discovery slot, the
ONU will wait for an additional random delay andethtransmit the REGISTER_REQ
message. This random delay is aimed to avoid pessdilisions if multiple un-initialised

ONUs require to register. The REGISTER_REQ messagtins the ONU’s source address
and a timestamp representing the ONU’s local tiygon receiving the REGISTER_REQ
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message at the OLT, the OLT calculates the ran@ndRTT using the ONU'’s local

timestamp.

Sep 3.

After verification from the OLT on each ONU’s REAQIER_REQ message, the OLT will
issue the REGISTER message to an initialising ONldgithe MAC address from previous
REGISTER_REQ message. Furthermore, a physical LadDress that is unique for each
ONU will be assigned by the OLT to the initializifgNU. Following the REGISTER

message, the OLT will send a normal GATE (grantgags) to the same ONU.

Sep 4.

Finally, after receiving the REGISTER message dredrtormal GATE message, the ONU
sends the REGISTER_ACK message to acknowledge @mglete the discovery process in
the timeslot granted by the previously received GATessage. The summary of the auto-

discovery process is shown in Fig. 4.7.

4.3.3. EPON with active RN architecture

Traffics with destination within
Subnet 1 will be redirected here

OLT

Subnet 2

Traffics with destination within
Subnet 2 will be redirected here

Active remote
RN repeater node

P Passive splitter

Intra-subnet traffic redirection occurs here

Fig. 4.8: EPON architecture incorporating active.RN
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Common ‘tree’ architecture 1:2:Mll be used to evaluate the functions of the semgttive
RN as shown in Fig. 4.8. Normally, only one spliirg is used in an EPON system (1:16).
Two splitting points are used for the proposed itecture is due to the reason that the active
RN is required to filter downstream frames (withstilgation to ONUs that connect to other
active RN) to create empty timeslot for accommadptedirected local intra-subnet traffic. If
only one split point is used, which means thatCillUs are connected to the active RN; no
frames can be filtered. Therefore, all ONUs in &0R system is required to be allocated
into at least two subnets. Furthermore, this pregatheme assumes that each splitter node is
located close to the customers and therefore Ipuosle receiver is not required in the active
RN. However, if a particular network design showstteach ONU will have different
distances to the active RN, burst-mode receiverl Wwé required. Nevertheless, the

performance enhancement of using the active RNnwillbe affected.

A subnet can have an active RN before the paspiitées. As a consequence, the local traffic
generated within the subnet is termed local inttangt traffic while the traffic generated
from one subnet to another subnet is named loted-gubnet traffic. The active RN listens to
all the incoming frames’ header information andnfothe forwarding table to identify the
MAC and LLID addresses of the ONUs in each subhat @llows the RN to filter and
forward network traffic appropriately. The framsténing technique used in the active RN is
similar to the Internet Group Management Proto¢@GIMP) snooping technique used in a
switch to obtain multicast information to snoop IBMonversations between hosts and
routers [23-25]. However, the frame listening taghe used here has much simpler function
to only read the layer two header of each franfertm the forwarding table.

The information received through listening to the@N auto-discovery MPCP frames and
normal EPON frames will be used to construct anthtae a forwarding table in the active
RN. By listening to the discoveJATE message during the auto-discovery process, the MAC
address of the OLT will be recorded. When an ONUhymg to register to the network by
sending thdREGISTER _REQ message, the MAC address of the ONU will be reabrdehe
forwarding table of the active RN. Following thenmaletion of the auto-discovery process,
the active RN will be able to record the LLID adsies from the ONUSs that are connected to
it through listening to th&@EPORT message or normal frames sent by the ONUs. With thi

information, a forwarding table below can be camstied.
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PORT 1 PORT 2
MAC LLID MAC LLID
OLT OLT ONU1 ONU1
ONU2 ONU2
ONU3 ONU3
ONU4 ONU4
ONUS5 ONU5
ONUG6 ONUG6
ONU7 ONU7
ONUS8 ONUS8

Table 4.1: Remote Node 1 (refer to Fig. 4.8) foduag table list.

Packet Accept only
discarded MPCP packets RN scheduler
A schedules the packet

transmission from B3,

Priority buffer B5

[owmsrean ] %

Accept all “i-a
other packets;

Downstream

=Y

Processing header

reading up to 64 bytes

1
1
1
followed by decision Remote :

making Node |

r
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

Fig. 4.9: Functional block diagram of an active RN.

Using the forwarding table, traffic generated byrset 1 where the destinations are within
subnet 1 (e.g. ONU1 to ONU4, ONU3 to ONU2) will baffered or stored in the RN1

pending to be inserted into downstream free timeskt the downstream, frames which are
not destined to ONU1 - ONUS8 will be discarded arekftimeslots will occur. These free

timeslots will be used to transmit buffered or stblocal intra-subnet frames. This creates an
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intra-subnet traffic redirection-point at the RNddathe same process will occur at RN2 to
create an intra-subnet traffic redirection-pointgabnet 2 as shown in Fig. 4.8.

The functional block diagram of the active RN i®wh in Fig. 4.9. When upstream frames
are received at the active RN, the frame will b&éfdvad at B1 as it takes a short period of
time (;) to process the header reading up to 64 bytesl (destination MAC, LLID and
source MAC addresses to determine the destinafidineoframe to be either redirected back
to own subnet or transmitted upstream to the OLhg header reading process is also crucial
in updating the forwarding table regarding which Ol connected to it. Other upstream
frames that arrive withity will also be buffered in B1. After the forwardiigcision has been
made to either redirect the frame back to the dulbnesending upstream to OLT, the
particular frame will be either transmitted upstreéf the frame’s destination is to OLT or
Internet) or transmitted back downstream (if thevdstream transmission is idle, otherwise
the frame will be stored in the buffer B4). Simila@ader reading process occurs at frame
processing in downstream direction except the dectiwill be either sending the particular
frame downstream (MPCP frames will be inserted iptmrity buffer B5 and all other
accepted frames will be stored in buffer B3) orcdrgl the frame if the destination of the
frame is not within the subnet connected to thevadN.

A downstream scheduler is needed in the actived$¢hedule the downstream transmission.
Packets in buffers B3 and B4 are transmitted dowast based on their arrival time.
However, transmission priority will be given to Barf BS, which contains MPCP frames. The
MPCP frames contain timing information in orderachieve synchronisation between the
ONUs and OLT. This information is important for tkNUs to accurately transmit frames
upstream in order to avoid collision at the passioebiner. Therefore the use of the RN
scheduler and the assignment of constant wait ttM/dPCP frames are aimed at achieving
negligible delay variability in the downstream pa@®nce a MPCP frame is accepted into
buffer BS, the RN scheduler will make sure the feasuffers a wait time of 12.24s
(equalling to the time to transmit the longest [Etleé frame of 1518 bytes in length plus inter-
frame gap time in 1Gb/s link) and transmit it orlee wait time is expired. This will lead to
constant delay for MPCP packets and the rangingsgndhronisation between the OLT and
ONUs will not be affected. During the wait timegtRN scheduler will insert packets from

buffers B3 and B4 based on arrival time. Sincetttal downstream bandwidth is shared




Chapter 4 EPON Incorporating Active Remote Repeater Node with Layer 2 Forwarding

equally among all ONUSs, the frames’ wait-time ie B3 and B4 will be negligible (micro-
second range) as free timeslots will always ocawe tb packets destined to other subnets
being dropped. Therefore, this will not have a digant effect on packet delay. On the other
hand, buffer B2 is used to store the incoming ddseasn frames during the header reading
and processing. The summary of the frame processaimique in the active RN is shown in
Fig. 4.10. Note that the active RN needs to redg the first 64 bytes of the frame header
(similar to Fragment-free switching technique [AJ)2to determine the source and
destination addresses. Therefore a fixed processatay will be assumed in the proposed
architecture for both downstream and upstream thaesgh traffic; hence the ranging in
EPON will not be affected.

Begin

[ Wait for frame to be received ]

y
[ Receive frame from upstream terminal (port 1) | [Receive frame from downstream terminal (port 2)]
[Read frame header (64 bytes)] [ Read frame header (64 bytes) |
[Get MAC Addresses & LLID}----------~, e {Get MAC Addresses & LLID|
Update forwarding
table
Forwarding table
[ LLID recorded for port 22 |
T !
II\IO Yes Yes NO
v ¥ ¥
Frame discarded [MPCP packet?] [ B4 ] [ Transmit upstream
S —
No Yes
v
Priority B5
I
RN downstream scheduler |
[ Transmit B5 packets |
*
[_IsB5empty? ] transmit B3 & B4

Yes No —> waittime —> nhackets if applicable

v
Transmit B3 & I_34 pa_lckets Go Begin stage
based on arrival time

Fig. 4.10: Active RN traffic redirecting flowchart.
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4.4. Simulation Set-up

A discrete simulation of the proposed architectwess conducted using MATLAB with the
1:2:16 architecture (two subnets with each conmketdean active RN as shown in Fig. 4.8).
Two sets of simulation were conducted, one with RINd one without RNs. It is assumed
that the amount of traffic transmitted from andthie four subnets is equal. Therefore, the
performance of using and without using the RN carebaluated by simply comparing the
network performance of subnet 1. Furthermore, wsuragd static bandwidth allocation
(SBA) is used for simplicity as the main purposetted simulation work is to evaluate the
performance of utilising the active RN in EPON. Tleal intra-subnet traffic (traffic
destined to own subnet) was varied from 5% to 25%® total traffic and a similar amount

of traffic is assumed from the local subnet to ogwbnets (local inter-subnet traffic).

Parameters Value
Number of ONUs 16
Link speed (up/down) 1 Ghl/s
Transmission cycle time 2 ms
Inter-frame gap (IFG) 96 ns
Laser on/off 512 ns
Automatic Gain Control (AGC) 400 ns
Clock and Data Recovery (CDR) 400 ns
Code Group Align 32ns
Distance OLT to RN 58 km
Distance RN to ONUs 2 km
Shared buffer size 50 kBytes
RN processing delay 100 ps
Packet size 64-1518 bytes (uniformly distributed)

Table 4.2: Remote Node 1 (refer to Fig. 4.8) fodirag table list.

The simulation parameters are summarised in Tal@eThe simulation is built using self-
similar synthetic traffic generation with packetes uniformly distributed between 64 and
1518 bytes [29-31]. The link capacity is assumed a&-EPON (1 Gb/s). The distance from
OLT to each ONUs is set at 60 km (since the adiixis built on top of a repeater which

extends the distance of the PON up to 60 km [ITfj& transmission cycle time is 2 ms due to
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delay requirement for voice traffic in access neiwpl]. The processing delay for pass-
through traffic at the RN is set at 1A8 (half of the OLT delay).

44.1. RN framelossrate

As shown in Fig. 4.9, the buffers represent impadredements in the RN to store downstream
frames pending transmission (B3), intra-subnet &ar(B4) and upstream and downstream
traffic (B1 and B2) while the frame header is beprgcessed. In the simulation, the total
buffer size is set at 50 kBytes with first-in-fustit (FIFO) structure. However, the maximum
total buffer size (B1, B2, B3 and B4) at every eliéint traffic load and local intra-subnet

traffic percentage, are recorded in Fig. 4.11.

42 ‘ ;

== 5% Local Traffic
=8 10% Local Traffic
40r | =w= 15% Local Traffic
== 20% Local Traffic
=8=25% Local Traffic

36.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Traffic Load

Fig. 4.11: Maximum total buffer size in an activhl B1 + B2 + B3 + B4).

Overall, there is no one particular period where mhaximum buffer size is larger than 42
kBytes. Therefore, the total buffer size in thedeion is set at 50 kBytes and hence there is
no frame loss in the RN. It is important that tieévee RN implementation will not impact the
current working EPON system. If there is a franmssim the active RN, the ONU or OLT will

need to retransmit the lost frames and consequehigy network efficiency will decrease,
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which is not desired. Therefore, keeping the frdoss rate to negligible is crucial in the
active RN with EPON implementation. It is also ewthat maximum buffer size for B5 is
not included in the Fig. 4.11 since B5 is only usedMPCP frames and it has the highest

priority. Therefore, buffer B5 will not grow in zand hence almost negligible.
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4.5. Simulation and Theoretical Analysis

In this section the simulation results on averagekpt transmission delay for both local intra-
subnet traffic and external traffic will be presaht The upstream external traffic delay from
the ONUs will not be shown graphically due to tleason that the traffic will suffer a fix
processing delay of approximately 1@€ as discussed in section 4.3 regardless of tHetra
load due to processing. Following the simulatiosuits, theoretical analysis and estimations
on packet transmission delay for both local inubrset traffic and external traffic will be

carried out to support the simulation results angrove the feasibility of the scheme.

45.1. Simulation results
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=== EPON with active RN
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Fig. 4.12: Local intra-subnet traffic delay for ER@ncorporated active remote repeater node
with layer two forwarding for local traffic perceage of 15%.

Fig. 4.12 and Fig. 4.13 show the simulation restiIEPON with active RN architecture for
local intra-subnet traffic amount of 15% of ovenafistream traffic. Fig. 4.12 represents the
local traffic delay and show that the delay diffese between EPON architecture without RN

and with RN becomes larger when the local traféccpntage is increasing (which means the
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reduction in latency increase). In general, theaathge of using the active RN in EPON
starts to become significant when the traffic lGadpass 0.7 and further increases as the
amount of local intra-subnet traffic increases.sTisi due to the fact that the OLT in EPON
without active RN architecture does not have sigffittime slots to transmit the redirecting
traffic when the traffic load is high; however withe use of active RN, this limitation is
eliminated due to redirection of local traffic hetactive RN utilising the freed time slots due

to downstream filtering.

120 : ‘ ;
== EPON without active RN

=== EPON with active RN

100~
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8.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Traffic load

Fig. 4.13: External downstream traffic delay f&?@N incorporated active RN with layer
two forwarding for local traffic percentage of 15%.

The external downstream traffic delay for locatarsubnet traffic amount of 15% of overall
upstream traffic is shown in Fig. 4.13. The reduttin delay increases with the traffic load
and as the amount of local intra-subnet trafficéase. These results are similar to the local
traffic delay except at a relatively higher loadh#& the traffic load is high at 0.8 or 0.9, the
downstream delay with the active RN in EPON wikalincrease due to unavailability of
sufficient timeslots to transmit all the downstreamd local inter-subnet traffic at the OLT
end (note that same amount of inter-subnet traiientra-subnet traffic is generated by the
ONUSs).
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The simulations were carried out for the other fdifierent local intra-subnet traffic amounts
(5%, 10%, 20% and 25%) to evaluate the delay imgmm@nt due to variety of local intra-
subnet traffic scenarios. The difference in medaydor EPON with active RN and without
active RN for local intra-subnet traffic (mean delaf without active RN — mean delay of
with active RN) is shown in Fig. 4.14. The figuteos/s the delay difference becomes larger
(which means the improvement becomes larger whersRNplemented in the EPON) when
the local traffic percentage is increasing. In gaheat lower local intra-subnet traffic
percentage, which means less traffic needed t@dieected back to the subnet, there will be
negligible improvement when the network trafficdaa less than 0.7. The advantage of using
the active RN in EPON starts when traffic load sgges 0.6 for large amount of local intra-
subnet traffic; and 0.7 for small amount of log@ta-subnet traffic. This is due to the reason
that the OLT in EPON without active RN has suffitiéime slots to transmit the redirected

traffic when the traffic load is low.

200 ‘ ‘
== 5% Local Traffic

180" | —m = 10% Local Traffic
=%y = 15% Local Traffic
== 20% Local Traffic
== 25% Local Traffic

[EnY
o]
?

[ SN
i
=

[EEY
N
=

80

60

Mean Delay Difference in ms
o
S

401

20r

? == R == =
A 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Traffic Load

Fig. 4.14: Simulation results on the mean delayrowpment with active RN in EPON
implementation for local intra-subnet traffic (medalay of without RN — mean delay of with
RN).

When the traffic load of higher than 0.6, the delayprovement of using the active RN

becomes significant as the EPON without active RM mo longer be able to transmit the

-102-



Chapter 4 EPON Incorporating Active Remote Repeater Node with Layer 2 Forwarding

accumulated external and local intra-subnet traifficone transmission cycle. Also, the
improvement becomes larger when the amount ofeetdid traffic increases. When the whole
upstream traffic contains 25% of the local intrévset traffic, the mean delay difference
between EPON without active RN and with active RN be up to 200 ms when the network
traffic load is high at 0.9. This proves one adaget of using the proposed architecture at
high traffic load, which is the significant decrean latency for local intra-subnet traffic due

to the reason that buffering of local intra-subingffic in the OLT is no longer needed.

150

== 5% Local Traffic

=& =10% Local Traffic
=#y= 15% Local Traffic
== 20% Local Traffic
== 25% Local Traffic

100~

Mean Delay Difference in ms
(&)
e

+———s
0.1 0.2 0.3 0.4 0.5
Traffic Load

Fig. 4.15: Simulation results on mean delay imprnoget with active RN in EPON
implementation for downstream traffic from OLT (medelay of without RN — mean delay of
with RN).

The difference in mean delay between EPON withvacBRN and without active RN for

downstream traffic from OLT is shown in Fig. 4.M¥hen the amount of local intra-subnet
traffic increases, the mean delay difference besolearger. This is a similar result compared
to Fig. 4.12. At traffic load of less than 0.6 oi Gor large or small amount of local intra-
subnet traffic respectively, the downstream trassion window is adequate to carry the total
accumulated external and local redirecting traffiéhen the amount of local intra-subnet
traffic needed to be redirected back to the sulmetmall, significant improvements only

occur when the network traffic load is high at @©8.9. However, when the amount of local

-103



Chapter 4 EPON Incorporating Active Remote Repeater Node with Layer 2 Forwarding

intra-subnet traffic is large at 25% of all upstre&raffic, the improvement from using the
active RN becomes significant at traffic load largean 0.6. The delay improvement of
downstream traffic can be up to 140 ms at high askwraffic load (0.9). Since the local
intra-subnet traffic does not require to be rededcat OLT, this creates free time slots to
transmit buffered external network traffic at OLidahence reduce the delay of downstream
traffic. This result again proves another benefitnaplementing EPON with this active RN

architecture.

The simulation has shown the network performancémigroved for both upstream and
downstream. With the active RN architecture of ER@M network has the ability to redirect
the local intra-subnet traffic and filter unwanfeaimes without modifying the functionality of
EPON. This improves the downstream capacity sincallintra-subnet traffic is no longer
required to be sent to the OLT. Furthermore, tlwallintra-subnet traffic which is redirected
at the active RN will have much lower delay compaxethe network structure without active
RN as this traffic will no longer traverse throutite feeder length and use up a portion of
OLT buffer storage. These may allow the active Réhigecture of EPON to accommodate
more users such as 128 or 256 ONUs and also imctkaseach of the optical network due to
the regeneration of the traffic. The capacity iny@ment per user or the increase in number
of ONUs due to the efficiencies of the proposedvadRN architecture will be presented in

the next chapter.

4.5.2. Theoretical analysis

In this section, theoretical estimations on maxinpacket delay for both local intra-subnet
traffic and external downstream traffic are diseassTable 4.3 describes the definition for

various parameters, which will be used in thisisect

The reason that maximum packet delay will be shbene instead of average packet delay is
that the theoretical estimation method calculabesamount of left over data stream (Mb/s)
that is required to be buffered due to insufficieahdwidth within the current transmission
cycle. This buffered data stream will introduceaysl that are compared to the EPON link

capacity of 1 Gb/s. However, during network simolatused in previous section, thousands
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of data packets have been generated at a giveodpefritime. Some amount of packets will
not experience delay in the network while the atheill experience different delays due to
burstiness of Ethernet frames. Also, due to buEttyernet frames, some packets will be
scheduled to be transmitted beyond the networklation period and these delays will not be
taken in account. Furthermore, due to the reasain3BA is assumed in the simulation, some
ONUs will experience high traffic load while som&Os will have no traffic to transmit in a
particular timeslot. As a consequence, the simutatesults of maximum packet delay for
local intra-subnet traffic and external downstretraffic will be shown to compare with

theoretical estimated maximum packet delay.

PARAMETERS DEFINITION
N Number of ONUs
Ceapacity Link capacity (Mb/s)
a Local traffic percentage (%)
Liratiic Traffic load (0.1 — 0.9)
Tas Total downstream traffic at OLT (Mb/s)
tiocal Maximum local traffic delay (s)
tas Maximum external downstream traffic delay (s)

Table 4.3: Definition of parameters for theoretiaahlysis on EPON incorporated active

remote repeater node with layer two forwarding sohe

The link capacity of an EPON system is set to l6&b1s, Ceapacity = 1 Gb/s and the number of
ONU, N is set as 16 to be identical to simulation setigcu$sed in previous section.
According to the simulation setup, the local irdgtdnet traffic,a has the value varied from
5% to 25% oOfLyafic Since Lyaic Will represent the traffic load for both upstreand

downstream. The total traffic that is needed todukrected at the OLT, is proportional to 2

times a for EPON without active remote node since bothaksubnet and inter-subnet traffic
will route through the OLT. However, for EPON wislctive RN architecture, the total local
traffic that is required to go through the OLT mpportional toa since the local intra-subnet

traffic will be routed through the active RN as wimabelow:

y—{ %L1 XCopaay  fOr EPON with active RN

20 % Ly X Coapaay  fOr EPON without active RI

(4.1)
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Hence the total amount of traffic that is needeth@édaransmitted downstream from the OLT
is, T, = y+(L"amc><Ccapamy) Mbit per observation period (s). Without activewarding in

conventional EPON, the local traffic will be mixedth the external traffic at the OLT.
Therefore the estimations of maximum delays foralomtra-subnet traffic and external
downstream traffic for EPON without active RN vk similar and are calculated through:

_ T, -1Ghit

lo = lgs = C (s)- (4.2)

capacity

However, if the active RN is in place to redireotdl intra-subnet traffic, the estimated

maximum local intra-subnet traffic delaf,, is assumed to be negligible due to the reason

that the overall downstream traffic is shared amalh@NUs equally. In a two-split EPON
network, almost half of the downstream packets b@ldiscarded and hence it will always
create enough timeslot to transmit the local isubnet traffic. The only possible delay
parameters that take into account will be the pgapan delay from the ONU to the active
RN and a fixed processing delay at the RN. Howetee, summation of these delays
parameters will be ips range. Therefore, it is almost negligible comgaems delay range
that is caused by traffic re-routing through the TOLAs a consequence, the external
downstream traffic delay can be determined throeghation (4.2). However, the total
downstream traffic amouriiys will be less compared to EPON without active Rkhéecture

due to equation (4.1).

The theoretical estimation curves of five differéatal traffic percentage scenari@s= {5%,
10%, 15%, 20%, 25%]} for the maximum delays of logatra-subnet and external
downstream traffic are shown in Figs. 4.16 and 4.E&. 4.16 shows the theoretical

estimation results of__, (without RN)-t,, (with RN) while Fig. 4.18 shows the theoretical
estimation results of, (without RN)-t, (with RN). These two figures show similar curves

compared to Fig. 4.17 and Fig. 4.19 (which are dimeulation results on maximum delay
difference using the same simulation parameters Fip. 4.14 and 4.15) with small
differences. For example, at high traffic load @ @nd local traffic percentage of 20%, the
estimated maximum delay difference for both locatra-subnet traffic and external
downstream traffic are 250 ms and 175 ms. Howehigr,4.17 and Fig. 4.19 give the values

of 300 ms and 200 ms. These differences are dietmfinite variance of Pareto distribution
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in the self-similar traffic generation [31]. Thisfinite variance causes the aggregated load to
fluctuate considerably. The generated traffic thatsed for Fig. 4.14, Fig. 4.15, Fig. 4.16 and
Fig. 4.19 may vary from 0 ta50 Mb/s and results in up #6560 ms delay variation in the
mean delay and maximum delay estimations. Furthexnsetting a longer simulation period
will improve the accuracy of simulation results httis time consuming and powerful

computers are needed.

Nevertheless, the curves show in Fig. 4.16 and &i$8 tend to have similar attributes
compared to Fig. 4.17 and Fig. 4.19. As the trdffad and local traffic percentage increase,
the improvement of local intra-subnet traffic andeenal downstream traffic will increase.

These results show the practical simulation restdtapared very favourably to the values
estimated through theoretical calculations.
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Fig. 4.16: Theoretical estimation on the maximurnagelifference with RN in EPON
implementation for local intra-subnet traffic (masim delay of without RN — maximum
delay of with RN).
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Fig. 4.17: Simulation results on the maximum deléference with RN in EPON
implementation for local intra-subnet traffic (maxim delay of without RN — maximum
delay of with RN).
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Fig. 4.18: Theoretical estimation on the maximurdagelifference with RN in EPON
implementation for external downstream traffic (imaxxm delay of without RN — maximum
delay of with RN).
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Fig. 4.19: Simulation results on the maximum deldference with RN in EPON
implementation for external downstream traffic (imaxm delay of without RN — maximum
delay of with RN).
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4.6. Conclusion

The chapter presented a simple hybrid active EPGMme with the implementation of
repeater based active RN to improve the networkopeance. The active RN listens to all
EPON frames to gather layer two (or MAC) networkoimation and forms a forwarding
table containing MAC and LLID addresses attachedti® upstream and downstream
transmission ports. This forwarding table is usecetlirect and filter frames.

The proposed architecture of using the active RNERON requires no impact on existing
EPON protocols such as MPCP and DBA and no modificaon OLT and ONU. Fixed

processing delay of the RN is included in initiahging process. DBA and normal frames
will only be used for information gathering andnsanitted accordingly without modification.

However, improvement of using DBA in EPON with Rbheme is an interesting research
topic and will be presented in Chapter 6. Moreow,CP is important in this architecture
due to the reason that the initial layer two forwag table in the active RN is built based on
the initial auto-discovery frames listening wher tONU is registering into the network.

Therefore, the active RN in EPON architecture wamnksonjunction with the MPCP protocol.

In section 4.5, both simulation and theoreticallgsia have been carried out to show the
improvement of the overall downstream and locdfitralelay at high traffic load and large
local intra-subnet traffic in the network. This gil@ architecture helps to increase the number
of subscribers and the reach of EPON. In the nleaptr, we extend this work to investigate
the bandwidth bottleneck issue in long reach amgh Isplit-ratio EPON system. The use of
active RN with layer two forwarding EPON will beagsto improve the downstream data rate

per user compared to conventional EPON system.
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Active RN for Improving
Downstream Performance In
EPON

5.1. Introduction

The growing demand for broadband services combingld the improved economics of
broadband access network technologies have resuolfessive optical network (PON) based
broadband network architecture to evolve from &retogy for the greenfield deployment
into a more cost-effective access network of chdareboth tele-communications service
providers (SPs) and network operators [1]. Withesjgread deployment of PON, the research
focus has shifted to the scalability of PON sucloager reach and higher split-ratio.

As discussed in Chapter 2, the PON deploymenmmgdd to split-ratio of less than 64 and
network reach in the order of 20 km as stipulatgdhle most popular PON standards such as
Ethernet PON (EPON) and gigabit PON (GPON) [2-#].Ghapter 4, the active remote
repeater node (RN) with Open System Interconnedf@l) layer two forwarding scheme is
proposed to be used on a conventional EPON with DIONUs. However, higher split-ratio
can increase the benefits of a PON by lowering ¢bstugh sharing the OLT optics,
electronic and feeder fibore among a larger numbessers; more efficiently utilising the head
end rack space for higher density OLT; and simpldythe fibore management at the head end
[5-7]. Furthermore, the high split-ratio PON, whiahcommodates more users within each
PON makes the network become more flexible andbleeta address the market that consist
of various bandwidth intensive services. Increasimg reach of the network will lead to a
reduction in the number of central office (CO) pirees located close to the customers and

allow the network operators to consolidate multi@®s in more conveniently located
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facilities for easier management. However, incregsiustomer number in the EPON system
reduces the data rate available per customer dilne tink capacity limit of 1 Gb/s.

This chapter discusses the use of active RN wibrlawo forwarding scheme in EPON to
either increase the split-ratio (number of userspamprove the downstream bandwidth per
user in high split-ratio, long reach access netwditke rest of the chapter is organised as
follows: Section 5.2 discusses the technique falisimg long reach and high split-ratio
optical access system and the issue of bandwidttebeck in large scale access networks.
Section 5.3 gives a summary of important activewésding RN functional details as
discussed in Chapter 4. Section 5.4 demonstragesithulation setup of long reach and high
split-ratio EPON using active RN with layer two Wi@rding. Section 5.5 presents the
simulation results in four parts. Important paraenesuch as total buffer size and traffic delay
analysis are discussed in sections 5.5.1 and Fo5show consistency as compared to 16
ONUs EPON with active forwarding RN results in Cteapt. Section 5.5.3 demonstrates the
use of active forwarding RN to improve the dowretnedata rate per ONU while section
5.5.4 shows the use of active forwarding RN toease the number of ONU in the network
while keeping the downstream external incomingfitatiata rate and delay equal to
conventional EPON without active forwarding RN. &@t 5.6 discusses the theoretical
analysis on results showed in sections 5.5.1 aB® .5Finally section 5.7 summarises the

overall chapter.
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5.2. Techniques for Realising Long Reach and Hig#plit-ratio
EPON

Although the benefits of increasing the distanca split-ratio of the PON as discussed in the
previous section can be attractive to SPs, theapgbower budget remains a major challenge.
In Chapter 2, the use of forward error correctiBBEC) technique [8-9] and optical amplifier
[10-14] for achieving higher split-ratio and longeach have been discussed in detail. In this
section, the summary of these techniques will lesgmted to discuss the bandwidth limitation
as the result of higher split-ratio has been addehe FEC technique that is implemented in
PON can provide a coding gain of up to 7.8 dB athlt-error-rate (BER) of It by trading

off a reduction in bandwidth due to overhead dependn receiver type [8]. However, most
of the FEC techniques induce latency due to thaireapent of adequate code blocks before
decoding. Furthermore, this approach suffers frooneiased cost and power consumption of
the OLT [5].

Cascaded semiconductor optical amplifier (SOA) Erisium-doped fibre amplifier (EDFA)
has been used to extend PON reach to 100 km windpasting 2048 users as part of the
SuperPON demonstration [10]. In this demonstratioptically amplified splitters by
incorporating SOAs and EDFA based preamplifier wesed to meet the necessary power
budget to satisfy the extended reach and largerbeuraf users connected to a single line
termination [10]. In comparison to the SuperPONtigr Telecom’s Long-Reach PON has a
reach of 100 km with a split-ratio of 1024 opergtat a data rate of 10 Gb/s [11]. Although
the Long-Reach PON's optical split-ratio is onlyhalf of that in the SuperPON, it only
requires six optical amplifiers for both upstreand @lownstream operation as opposed to 39
required by SuperPON [14].

In the photonic integrated extended metro and acaesvork (PIEMAN) project [12], dense
wavelength division multiplexing (DWDM) backhaul svéncorporated to demonstrate a 32
wavelength network with 100 km reach. Each of tBe@b/s 32 wavelength channel was
uniquely allocated to a PON with a split-ratio df25 enabling the network to support 16,384
(32 x 512) users with an average bandwidth of atoR® Mb/s [14]. By using dynamic
bandwidth assignment (DBA) mechanism and colour@sitJs operating at 10 Gb/s, each

user could burst at 10 Gb/s [14]. An alternativepmsal based on hybrid DWDM-time
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division multiplexing (DWDM-TDM) was also used t@mhonstrate long reach PON with a
reach of up to 100 km, each working at differentv@angths to share the same fibre
infrastructure [13]. This design demonstrated tlenlgination of the extended reach of

optically amplified PONs with the increased numbleusers enabled with DWDM.

The use of optical amplification to extend the reamnd split-ratio of the optical access
network often leads to reduced cost-effectivenass may not be applicable to network
scenarios where average bandwidth expectations madae very high or initial subscription
rates may be too low to warrant such higher coseb8&ince the cost of optical amplifiers is
shared among the subscribers in the network, ifrtii@l subscription rate becomes high, the
use of optical amplifiers with higher operationabkts will increase the subscription cost per
user. A PON architecture incorporating a RN wagpsed to realise cost-effective network
with long reach and higher split-ratio. This apmtoallows reduction in the cost of an optical
network unit (ONU) by using a low-cost vertical dssurface emitting laser (VCSEL) based
transmitters while extending the feeder fibre reanl split-ratio of the access system [15-
17]. This scheme can be easily adopted in EPON veasl demonstrated to support 256
number of users with 60 km reach, albeit much snélhndwidth per each user.
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5.3. Active RN in Long Reach and High Split-raticEPON

In general, all of the above projects evidenced ltreg reach and high split-ratio PON system
can be practically realised to provide a more béxiand cost effective optical access
network. However, when the network scales to suppore customers, bandwidth efficiency
in PON becomes a crucial issue since bandwidtluperis reduced with the increase of split-
ratio. The current basic Internet services andieajpbns, notably Web browsing and email,
generally have modest peak bandwidth requiremé&nishermore, due to the reason that not
all users are actively downloading or uploadinghatsame time, a high degree of bandwidth
oversubscription is possible when aggregating itrdfom multiple users [18]. However,
Internet peer-to-peer (P2P) services and a sigmfitarger amount of video services have
increased bandwidth requirements dramatically durine recent years [19]. Streaming
standard definition television (SDTV) quality semirequires around 3 Mb/s sustained
bandwidth per stream; while high definition TV (HB)Ywill increase the demand to 8 Mb/s
per stream [20]. Therefore, conventional 1 Gb/s BRKat is shared among larger amount of
ONUs will decrease the data rate available per tesarcritical level (3.9 Mb/s per ONU for
256 shared EPON) as shown in Fig. 5.1.
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Fig. 5.1: Bandwidth shared per ONU in EPON agaiiifétrent ONU number.
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As a consequence, we propose an active RN aralnigeatith layer two forwarding function
to improve the network performances in terms oagebandwidth per user or the number of
ONUs [21]. In Chapter 4, a simple layer two forwagdtechnique implemented on top of the
active RN is shown to achieve a large reductioddwnstream and local intra-subnet traffic
delays in 16 ONUs EPON. The active RN listens tadee information of all incoming
frames and forms the forwarding table to identie tmedium access control (MAC) and
logical link identity (LLID) addresses of the ONWwsthe network that allows the active RN
to filter and forward network traffic to appropmaports [21, 24].

When upstream frames are received, the frame wibbudfered to process the header reading
up to 64 bytes (read destination MAC, LLID and s®uMAC addresses to determine the
destination of the frame to be either redirectecklia own subnet or transmitted upstream to
OLT). The header reading process is also cruciapohating the forwarding table for knowing
which ONU is connected to it. After the forwardidgcision has been made to either redirect
the frame back to the subnet (if the frame is destito an ONU within the same subnet) or
sending upstream to the OLT, the particular franiebe either transmitted back downstream
(the frame will be buffered pending the downstréeamsmission) or upstream (if the frame’s
destination is to OLT or external network).

Same header reading process occurs to frame pnogessdownstream direction except the
decision will be either sending the particular feadownstream or discard the frame if the
destination of the frame is not within the subratreected to the active RN. Also, the active
RN downstream scheduler plays an important rolassure no delay variance occurs for
multi-point control protocol (MPCP) frames (refer Chapter 4 for more details on active
forwarding RN functions). Imagine that all upstrebocal traffic between ONUs connecting
the same active RN will be redirected downstreathefctive RN. Hence more buffer space
will be created at the OLT to accommodate externaffic from the Internet. This
downstream traffic sequence will combined with redied local traffic at the active RN to
further increase the downstream data rate of EP@dem. In the next section, two
simulation setups will be discussed to analysémproving downstream bandwidth shared
per ONU and ii) Improving the ONU number for scali&pbin EPON.
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5.4. Simulation Setup

Discrete simulations of the proposed scheme wenglwied using MATLAB. Two sets of
simulation on the EPON system with active forwagdRN were completed; one to evaluate
the downstream bandwidth shared among the ONUs thed other to evaluate the
improvement in ONU numbers given equal ONU dowrstreexternal traffic data rate and
packet delay to conventional EPON. In each simutatitwo different networks were
simulated; one with active RN and one without acti®RN to compare improvement of the
implementation of EPON with active forwarding RN.i$ assumed that the amounts of
upstream and downstream traffic are split equakywieen the subnets. Therefore, the
performance of using and without using the actiledan be evaluated by simply comparing
the network performance of one subnet. We assunadid vandwidth assignment (SBA) is
used for simplicity as the main purpose of the $ation work is to evaluate the performance
of utilising active RN in large scale EPON systéihis proposed scheme aims to improve the
network performance when bandwidth bottleneck ccatithigh traffic load. Therefore, SBA
or fixed service is adequate to prove the featybdi the scheme since it has similar delay
characteristics at high traffic load compared toADR2, 23]. The local intra-subnet traffic
(traffic destined for a destination within the sasubnet) was varied from 5% to 20% of the
total traffic and a similar amount of traffic issasned to be from the local subnet to other

subnets.

5.4.1. Simulation setup for evaluation of downstr@m bandwidth
improvement

The simulation setup for this section is shown i19. 5.2. An EPON 1:2:64 architecture is
used with each subnet having an active RN conmg&hONUSs to give a total of 64 ONUs
in the network. The simulation parameters are sunset in Table 5.1. The simulation is
built using self-similar synthetic traffic generti with the packet size uniformly distributed
between 64 and 1518 bytes [25]. The link capasitgssumed to be that of a 1Gb/s EPON.
The distance from OLT to each ONUs is set at 60(&gmce an RN incorporates a repeater
which can extend the reach of the EPON to distarafesp to 60 km [15-17]). The
transmission cycle time is 2 ms due to delay rexpént for voice traffic in access network

[22]. The processing delay for pass-through tradti¢che active RN is set at 198 and the
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OLT processing delay is assumed to be p80which twice of the active RN’s processing

delay.

OLT

OLT

ONU

RN

() Passive Splitter

Fig. 5.2: EPON architecture for simulation setuglofvnstream bandwidth improvement test.

Parameters Value
Number of ONUs 64
Link speed (up/down) 1 Gb/s
Transmission cycle time 2 ms
Inter-frame gap (IFG) 96 ns
Laser on/off 512 ns
Automatic Gain Control (AGC) 400 ns
Clock and Data Recovery (CDR) 400 ns
Code Group Align 32ns
Distance OLT to RN 58 km
Distance RN to ONUs 2 km
Shared buffer size 50 kBytes
RN processing delay 100 ps
Packet size 64-1518 bytes (uniformly distributed)

Table 5.1: Simulation parameters.
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5.4.2. Simulation setup for evaluation of ONU numér improvement

The bandwidth improvement evaluation can be coedetd an increase in the number of
ONUs if the performances of the ONUs are kept @nistThe same simulation as used in
sub-section 5.4.1 can be modified to demonstrageirtbrease in ONU number instead of
increasing traffic load. The same downstream lodtlbhe applied to each ONU while the
ONU amount that is connected to both subnets reased linearly during the simulation till a
certain average downstream packet delay as sarB®@dl without active RN is achieved.
The purpose of the simulation as shown in Fig.i$18 evaluate the advantage of using active
RN to increase the ONU number while keeping therddimeam traffic delay and bandwidth
per ONU the same. Fig. 5.3 shows the ONU numbendseased taN until the same
downstream delay as conventional EPON without ad®iN has been achieved.

OLT

OLT

ONU ONU N/2 +1
ONU N/2 +2

RN

) Passive Splitter

Fig. 5.3: EPON architecture for simulation setu®U number improvement test.
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5.5. Simulation Results

In this section, the active RN frame loss rate findit be discussed highlighting the important
role of the buffers in the active RN. It is esseltib prove that same buffer size can be used to
accommodate different network size compared to Isswale EPON in Chapter 4. Hence, the
external downstream traffic and local traffic delagesults will be presented to prove
similarity as compared to 16 ONUs EPON simulation€hapter 4. This is important in the
implementation of active forwarding RN to avoid laange in network characteristic if the

active RN is used in network with different size.

5.5.1. Active RN frame loss rate in large scale ERO
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Fig. 5.4: Maximum total buffer size in active RN1(B B2 + B3 + B4).

As shown in Fig. 5.2 and Chapter 4, buffers represeportant elements in the active RN to
store downstream frames pending transmission (B8g-subnet frames (B4) and upstream
and downstream traffic (B1 and B2) while the fraimeader is being processed. In the
simulations for both downstream data rate improvdaraed ONU number improvement tests,

the total buffer size is set at 50 kBytes with tirsfirst-out (FIFO) queue structure. The
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maximum total buffer size (B1, B2, B3 and B4) cepending to different traffic load and

local intra-subnet traffic as a percentage of topdtream traffic are presented in Fig. 5.4.

Overall, there is no one particular period whem rtbquired maximum buffer size reaches a
value larger than 44 kBytes. Therefore, the totdfds size in the simulation that is set to 50
kBytes would not cause any frame loss in the ndékwbhe network efficiency will decrease
due to retransmission of frames due to frame I[bbsrefore, it is important that the frame
loss rate must be kept to a negligible level so ttha RN implementation will not impact the

underlying EPON system, which is crucial in thenacRN design and implementation.

5.5.2. Delay improvement for EPON with active RNmplementation

The difference in mean delay for EPON with and waithactive RN for local intra-subnet
traffic is shown in Fig. 5.5 (a). The mean delaffedlence is calculated as the difference
between the mean delay for the case of withouv@d®N and the mean delay for the case of
with active RN, similar to Chapter 4. The figureosls the delay difference between without
and with active RN becomes larger (which meansrégeiction in latency becomes larger
when active RN is implemented in the EPON) whenldleal traffic percentage is increasing.
Similar to the mean delay results for small scaRORN in Chapter 4, at lower local intra-
subnet traffic percentage; which means less traffieded to be redirected back to the subnet,
there will be negligible improvement when the netweraffic load is less than 0.7. The
advantage of using the active RN in EPON startsnwinaffic load surpass 0.6 for large
amount of local intra-subnet traffic (15% and 20%daxal intra-subnet traffic) and 0.7 for
small amount of local intra-subnet traffic. Thisdse to the reason that the OLT in EPON
without active RN has sufficient timeslots to tramisthe redirecting traffic when the traffic

load is low.

When the traffic load is higher than 0.6, the raaurcin packet delay with the use of active
RN becomes significant as the EPON without actiixeviRll no longer be able to transmit the
accumulated internet and local intra-subnet trafficone transmission cycle. Also, the
improvement becomes larger when the amount ofeetdid traffic increases. When the whole

upstream traffic contains 20% local intra-subnaffic, the mean delay difference between
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EPON without and with active RN can be up to 190when the network traffic load is at
0.95. The results are similar to that of 16 ONUOERsystem in Chapter 4, which shows that

the use of active RN will result in similar perfance upgrade regardless of the network size.
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Fig. 5.5: Mean delay difference of using active RNEPON for (a) local intra-subnet traffic

and (b) downstream traffic from OLT.
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The difference in mean delay between EPON with artdout active RN for downstream
traffic from OLT is shown in Fig. 5.5 (b). When tlanount of local intra-subnet traffic
increases, the mean delay difference becomes larges result is similar compared to Fig.
5.5 (a). At traffic loads of less than 0.6 or Qor large or small amount of local intra-subnet
traffic respectively, the downstream transmissi@pacity is adequate to carry the total
accumulated internet and local redirecting traffi¢ghen the amount of local intra-subnet
traffic required to be redirected back to the stibsesmall, significant improvements only
occur when the network traffic load is high witlethalues from 0.8 to 0.9. However, when
the amount of local intra-subnet traffic is large 20% of all upstream traffic, the
improvement of using the active RN becomes sigaifiat traffic loads larger than 0.6. The
delay improvement of downstream traffic can beawf@0 ms at high network traffic load of
0.95. Since the local intra-subnet traffic does negire to be redirected at OLT, this creates
free timeslots to transmit buffered internet t@affit OLT and hence reduces the delay of

downstream traffic.

The simulation results show the traffic delay chteastics for the use of active RN in high
split-ratio EPON does not change compared to 16 ©EBON presented in the previous
chapter. With the active RN architecture of EPQi¢, network has the ability to redirect local
intra-subnet traffic and filter unwanted frameshaiit modifying the functionality of EPON.

This improves the downstream capacity since latshisubnet traffic is no longer required to
be sent to the OLT. Furthermore, the local intrarst traffic which is redirected at the active
RN will have much lower delay compared to the neknsiructure without active RN as this
traffic will no longer traverse through the feetkmngth. These functionalities of the active RN
make it a reliable network upgrade scheme regadiEthe network size, which is desired in

terms of management and efficiency.

5.5.3. Improvement in downstream data rate

In this sub-section, the use of EPON with active &Bhitecture to improve the downstream
bandwidth for each ONU is discussed. The downstrieandwidth improvement for different

local intra-subnet traffic amounts (from 5% to 2@¥stotal traffic). We observe that as the
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traffic load and local intra-subnet traffic amountrease, the downstream bandwidth per
ONU also increase.
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Fig. 5.6: Downstream bandwidth improvement per Ok different amount of local intra-
subnet traffic; where (a), (b), (c) and (d) shovpiovement for 5%, 10%, 15% and 20% of

local intra-subnet traffic respectively.

The downstream bandwidth per ONU of EPON withoutvacRN structure tends to saturate
at around 15 Mb/s as this is the limitation of V/€3otal downstream bandwidth (summing up
to 15 Mb/s per ONU over 64 ONU gives close to 1EBAewever, with active RN in EPON,

local intra-subnet traffic will be redirected aethctive RN, which creates free time slots at
the OLT to accommodate additional external Intertnaffic and inter-subnet traffic. This

combined downstream traffic from OLT will then beopessed at the active RN and merged
with previously buffered local intra-subnet traffec further increase the effective downstream
bandwidth per ONU. As a consequence, the total doam traffic that is received by each
ONU in an EPON with active RN will be much greaf€his is a synthetic increase in data
capacity and the physical downstream and upstré@knrates still remain at 1 Gb/s. The

downstream bandwidth received by each ONU as shiowig. 5.6 can be improved from 7%
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to 19% at a traffic load of 0.95 with intra-submtffic percentage of 5% to 20% (15.5Mb/s
for EPON without active RN compared to 16.5 Mb/s B®°ON with active RN at 5% local
intra-subnet traffic; and 18.5 Mb/s for EPON witN Rt 20% local intra-subnet traffic).
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Fig. 5.7: Summary of Fig. 5.6 (a), (b), (c) and @@ifference in downstream bandwidth per
ONU (total of 64 ONUSs) shows the total downstreaatadate received by each ONU on
EPON with RN — downstream data rate received b €¢U without RN.

The summary of downstream bandwidth improvement@t on EPON with active RN
structure is shown in Fig. 5.7. The figure shows blandwidth difference, calculated as the
difference between the bandwidth allocated forER®©N with active RN and the bandwidth
allocated for the EPON without active RN by eachUDat various traffic loads. It is clearly
seen that as the traffic load increases, the baltdvenhancement becomes greater for each
ONU. This proves one of the advantages of usingttee RN in long reach and high split-

ratio EPON in addressing the issue of bandwidticieficy.
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5.5.4. Increasing the number of ONUs for scalabtiy

In this section, fixed downstream external tratiied upstream data rates will be applied to
the ONUs as depicted in Fig. 5.3. At traffic lodd0or5 for both downstream and upstream,
the following is obtained for EPON without RN (refe Fig. 5.6 (c)):

(a) ONU upstream data rate: 11.72 Mb/s

(b) OLT downstream data rate: 750 Mb/s

(c) ONU downstream data rate (from internet/extenetwork): 11.72 Mb/s

(d) ONU downstream delay (refer to figure 5 (b)):rs

The simulation is set to have each of the ONUsvdebutput upstream traffic of 11.72 Mb/s,
which consists of 15% local intra-subnet trafficdab5% inter-subnet traffic. The rest of

traffic represents the outgoing traffic to the it (or external traffic).
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64 ONU ONU number 74 ONU

Fig. 5.8: Increase in number of ONUs compared t@ERvithout active RN structure with

having the same upstream, downstream internetrdista

Having the ONU upstream data rate fixed to be atdlih72 Mb/s, the number of ONUSs in
both subnets is increased in the simulation byfon@ach iteration so that the downstream
delay reaches 20 ms (Fig. 5.8). Note, this willréase the total ONUs by two for each

iteration. With the increase in the number of ON&ksch additional ONU will have the same
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upstream data rate and downstream received da&droamh Internet/external network (Note
that this traffic excludes the local inter-subnetffic). Consequently, the values of OLT
downstream data rate will change as the additi@NiUs will require additional downstream
bandwidth. Fig. 5.8 shows the increase in downstrdalay while the number of ONUSs in the
EPON with active RN is increasing. At the case wh#e number of ONUs increases to 10
(which is 74 ONUSs), the downstream delay reaches20which is the same as the 64 ONUs
case for EPON without active RN. In general, Fi@. &lls us that with the use of active RN
in EPON, the EPON is capable of supporting more ®Nuthe network while experiencing
similar quality of service (Qo0S) in terms of dowesim traffic delay and downstream data

rate from external network.
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Fig. 5.9: Downstream data rate received per ONUdftmtal of 64 ONUSs), where the dotted-
dash grey lines represent the theoretical estimatgscribed in the next section.

To further analyse the results, Fig. 5.9 and Fig0Show the ONU processed downstream
bandwidth and the total downstream bandwidth psEmbsby the entireN ONUs asN
increases from 64 ONUs to 76 ONUs (assuming dowastrtraffic delay of 20 ms). Fig. 5.9
shows that almost equal amount of downstream batidvior each ONU if active RN is used
in the network untiN reaches around 74 as this is the cut-off pointrevtiee feeder fibre’s 1

Gb/s capacity is reached. Hence the value of doeaust data rate received by each ONU
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beyond 74 ONUs will drop. However, for the case EPON without active RN, the
downstream data rate received per ONU is decreagibhgeach additional ONU. This is due
to the reason that the increasing number of ONUkametwork will further increase the total
upstream traffic results in additional local inteamd inter-subnet traffic. However, the
downstream link rate for EPON without active RNlimited to 1 Gb/s. Therefore, the
downstream bandwidth per ONU is reduced with tleeease number of ONUs. For EPON
with active RN case, the local intra-subnet trafiit be redirected at the active RN instead of
OLT. This function causes the OLT to have more $iois to transmit increasing downstream
traffic due to the increase in ONU number. As aultegshe ONU received downstream
bandwidth will increase. The advantage of the whmlcess can be seen in Fig. 5.10 as the
total downstream bandwidth received byNIDNUs will increase as the valuefincreases.
However, for EPON without active RN, total downatre processed bandwidth will be

saturated closed to 1 Gb/s since this is the lmorgor EPON without active RN.
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Fig. 5.10: Total downstream data rate receivedb®&U (sum ofn ONU downstream data
rate), where the grey dotted-dash lines representhieoretical estimation described in the

next section.
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5.6. Theoretical Analysis

In this section, theoretical estimations are digidg@o two sub-sections; first one presents the
downstream bandwidth improvement and the seconessciiion discusses the increase of
ONU number using active forwarding RN in EPON. Babl2 describes the definitions of

various parameters, which will be used in thisisect

PARAMETERS DEFINITION
N Number of ONUs
Ceapacity Link capacity (Mb/s)
a Local traffic percentage (%)
Liraffic Traffic load (0.1 — 0.9)
Tas Total downstream traffic at OLT (Mb/s)

Table 5.2: Definition of parameters for theoretiaablysis on improving performances in
large scale EPON using active RN.

5.6.1. Improvement of downstream data rate per ONU

The link capacity of an EPON system is set to l6&b1s, Ceapacity = 1 Gb/s and the number of
ONU, N is set as 64 to be identical to simulation setigpu$sed in section 5.4. According to
the simulation setup, the local intra-subnet tcaffi has the value varied from 5% to 20% of
Liafic SiNCe Lyaic Will represent the traffic load (varied from 0.4 ©.95 since similar
performance will be achieved at low traffic loadvieeen EPON with and without active RN)
for both upstream and downstream. The total trdiffét is needed to be redirected at the OLT
Is 2 timesa for EPON without active RN since both the locatarsubnet and inter-subnet
traffic will route through the OLT. However, for ERN with active RN, the total local traffic
that is required to go through OLT assince local intra-subnet traffic will be routeddbgh
the active RN as shown below:

: 5.1
20 x L, 4. XC for EPON without active RI 1)

‘capacity

y—{ %L1 XCopaay  fOr EPON with active RN
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Hence the total amount of traffic that is needetha@édaransmitted downstream from the OLT

y+ ( Ltraffic X Ccapacity)
1000

is, Ty = min{ Mb/s. Note that at high traffic load and large amioof
local traffic needed to be redirected at the OLd¢assary frames will be buffered due to the
EPON link capacity limit of 1 Gb/s. Without actiferwarding in conventional EPON, the
local traffic will be mixed with the external Intest traffic at the OLT. Therefore the

estimated downstream data rate available per OMbeacalculated as:

BW, e

ds_withoutRN N '

(5.2)

depending on different traffic loat; sic.

However, if active RN is in place to redirect localra-subnet traffic, the estimated

downstream data rate available per ONU is assumbd:t

BW _TuthB (5.3)

ds_withRN
- N

whereTys term represents the downstream traffic sequermce the OLT (external traffic +
inter-subnet traffic as refer to equation (5.1))ilevlthe § represents the amount of buffered
local intra-subnet traffic in the active RN thainche calculated ag = (a x Ltraffic x
Ccapacity). Hence, equations (5.2) and (5.3) aagvidrwith a value of (5%, 10%, 15% and
20%) andLaic Value of (0.4 to 0.95).

The theoretical estimation curves of four differkdal traffic percentage scenari@sz= {5%,
10%, 15%, 20%} for evaluation of downstream data per ONU in EPON with and without
active RN are shown in Fig. 5.11. As a comparisoRig. 5.6, they both show similar curves.
Fig. 5.11 (b), (c) and (d) show a cut-off in doweain data rate at 15.625 Mb/s due to the
link capacity of EPON without active RN of 1 Gbi#owever, for EPON incorporating active
RN system, only local inter-subnet traffic is ragdito be redirected at the OLT. Local intra-
subnet traffic will be redirected at the active RBusing the data rate of each ONU to
increase. Fig. 5.11 shows the downstream receia&d rate for each ONU can be improved
from 5% to 19% at a traffic load of 0.95 with logatra-subnet traffic percentage of 5% to
20% (15.63Mb/s for EPON without RN compared to B6Mb/s for EPON with RN at 5%
local intra-subnet traffic; and 18.60 Mb/s for EPQWNth RN at 20% local intra-subnet

traffic), which is very consistent with simulatioesults demonstrated in Fig. 5.6.
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Fig. 5.11: Theoretical estimation on downstreanmdiadth improvement per ONU for
different amount of local intra-subnet traffic; whada), (b), (c) and (d) show improvement for
5%, 10%, 15% and 20% of local intra-subnet tratbispectively.

The summary of downstream bandwidth improvemeniQi¢td on EPON with RN structure
is shown in Fig. 5.12. To be consistent with theagation results, the figure shows the
bandwidth difference, calculated as the differeneeveen the bandwidth allocated for the
EPON with RN and the bandwidth allocated for theOBPwithout RN by each ONU at
various traffic loads. Similar to Fig. 5.7, it ikarly seen that as the traffic load increases, the
bandwidth enhancement becomes greater for each @Nthe highest traffic load of 0.95,
Fig. 5.12 shows the estimated improved downstreata dhte received by each ONU using
active RN to be 0.70 Mb/s, 1.48 Mb/s, 2.22 Mb/s ar8¥ Mb/s for local traffic percentage of
5%, 10%, 15% and 20%. In the other hand, the simoulaesults of Fig. 5.7 give similar
value of 0.90 Mb/s, 1.80 Mb/s, 2.50 Mb/s and 3.0/ These small differences are due to
the infinitive variance of Pareto distribution ihet self-similar traffic generation [26]. This
infinitive variance causes the aggregated load ltctdate considerably. Therefore, the

generated traffic that is used in the simulatioll mot produce an exact value for the traffic
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load. The generated traffic sequence will resulaimaximum of 50 Mb/s difference in

traffic load setting.

w
o

== 5% of local intra-subnet traffic
| | =m=10% of local intra-subnet traffic
=w= 15% of local intra-subnet traffic o’
=& 20% of local intra-subnet traffic al

|8

= n
= 62} N a
T T T T
~
~
~
I

Difference in downstream bandwidth per ONU (Mb/s)
o
e
~

A4 0.5 0.6 0.7 0.8 0.9 1
Traffic load

Fig. 5.12: Theoretical estimation on the downstrekta rate per ONU improvement using
active RN (mean downstream data rate per ONU dfauitt RN — mean downstream data rate
per ONU with RN).

5.6.2. Improvement in ONU number scalability

In section 5.5.4, the simulation results showed #@ch ONU will generate the upstream
bandwidth of equal to 64 ONU. Among the traffic seqce generated by each ONU, a
percentage of 15% will be assumed as local inttesutraffic while another equal amount
will be assigned as local inter-subnet traffic. Hoe EPON without active forwarding RN
structure, both local intra-subnet and local irsiebnet traffic are required to be buffered and
redirected at the OLT. However, for EPON with aetRN, the local intra-subnet traffic will
be redirected at the active RN. Refer to Table 5.8, assumed in this section that= {64,

66, 68, 70, 72, 74, 76, 78 capacity Staying 1 Gb/sg = 0.15 (15% of local intra-subnet and
inter-subnet traffic amount), andic = 0.75 for each ONU, which means the upstream
bandwidth per ONU is fixed aBWonu = 0.75>Ccapaity/64, Which is equal to 11.72 Mb/s. The
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total local traffic that is required to be rediretttat the OLT for with and without active RN
as defined in equation (5.1) will be changed tdude N:

(5.4)

_ | axNxBW,,, for EPON with active RN
- 2axNxBW,,, for EPON without active RI

Hence the total amount of traffic that is needetbédransmitted downstream from the OLT

N xBW,,, +
is, T, = min{ 108“(‘;’ Y Mbis. As the number of ONUW\ increases, larger amount of

local traffic needed to be redirected at the OLihgs all ONU will be given the same
bandwidth as in 64 ONU EPON), necessary frames lveilbuffered due to the EPON link
capacity limit of 1 Gb/s. Without active forwardimg conventional EPON, the local traffic
will be mixed with the external traffic at the OLTherefore the estimated downstream data
rate available per ONU can be calculated similagdoation (5.2) but depending on different

value ofN.

However, if the active RN is in place to redireotdl intra-subnet traffic, the estimated

downstream data rate available per ONU is assumbd:t

BW _Tu*B (5.5)

ds_ withRN
- N

whereTgs term represents the downstream traffic sequermwe the OLT (external traffic +
inter-subnet traffic) while thg represents the amount of buffered local intra-stibtmraffic in
the active RN that can be calculategias(a x N x BWony). Hence, equations (5.2) and (5.5)
are drawn wittN value of (64, 66, 68, 70, 72, 74, 76, 78).

To be consistent with simulation results in Fi@,3-ig. 5.13 shows the theoretical estimation
of downstream data rate received for each ONU agdifferent number of ONU (from 64 to

78) in the EPON system. For EPON without active R, received downstream data rate
decreases when the network is needed to suppod @WNtJ. This is due to the reason that 1
Gb/s EPON link capacity is easily reached at higtffit load when the number of ONU

increases. Although for EPON with active RN is alependent to 1 Gb/s link capacity, this
limit will only be reached at the point where ONUmber is increased to 74 according to Fig.
5.13. This is mainly due to the reason that sigaift amount of local intra-subnet traffic has

been redirected at the active RN to allow the Gh.&dcommodate more external downstream
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traffic. Furthermore, with the increase of ONU nwenbthe amount of local intra-subnet
traffic also increases, which further increasedbenstream data rate received by each ONU
in the network. Fig. 5.13 suggests a similar penfmmce curve compared to the simulation
results in Fig. 5.9, which also proves the feasjbf the network simulation carried out in

this chapter.

17

- -EPON with acti\}e RN
16.5/{==EPON without active RN i

15.5

15

14.5

Downstream bandwidth shared per ONU (Mb/s)

12.57 7

120 2 4 6 8 10 12 14

64 ONU Number of ONU increase

Fig. 5.13: Theoretical estimation on the downstrefta rate received per ONU (this result is

shown in Fig. 5.9 as a comparison).

Another representation of the scalability advantafjeising active forwarding RN in large
scale EPON is shown in Fig. 5.14. As a comparisosirmulation results in Fig. 5.10, both
figures show the same result that the total dowastr data rate for conventional EPON
without RN can not exceed 1 Gb/s as this is the dapacity limitation. However, for EPON
with active RN structure, the summation of the daa#e received by all ONU can
breakthrough the EPON limitation of 1 Gb/s unté t®@NU number is increased to 74 where
the saturation will begin. This is due to the reaimat only local inter-subnet traffic needs to
go through the OLT while the local intra-subnefficaare redirected at the active RN. The
combined local inter-subnet and external downstraffic (which will not trigger the 1 Gb/s
link limit due to the absent of local intra-subnffic) will go through the feeder link and

arrive at the active RN to combine with previoudlyffered local intra-subnet traffic.
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Therefore, the actual throughput of the system easeed the limit of 1 Gb/s, which also
proves that by using active forwarding RN in EP@MN;, amount of ONU in the network can
be increased while supporting the same data rateaich ONU as compared to 64 ONU in
conventional EPON without active RN. As a resutitibFig. 5.13 and 5.14 show similar
curves as compared to Fig. 5.9 and 5.10. As thebeurmnf ONU increases, the actual
downstream data rate received by each ONU can bdameed the same if active RN is used
in the network; however this is impossible to beieged for conventional EPON. Also, these
results verify the feasibility scheme and validifythe simulation results since the theoretical

estimations give similar results.
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Fig. 5.14: Theoretical estimation on the total detseam data rate received for all ONU (this

result is shown in Fig. 5.10 as a comparison).
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5.7. Conclusion

In the previous chapter, the simple hybrid acti®OBR scheme with the implementation of
repeater based active forwarding RN has been pesbém improve the network performance
such as local traffic and external downstream itrafélays. This chapter presents the use of
such a scheme in high split-ratio and long reac®@ERystem with the aim to address the
downstream bandwidth bottleneck and scalabilityessin access network. Scalability of the
active RN has been tested to prove that same pdekay characteristics and buffer size are
achieved for increased network size so that thdasirefficiency in using the active RN can

apply regardless of the network size.

In section 5.5.3, the major advantage of the schemsolving bandwidth bottleneck on long
reach and high split-ratio EPON has been demoestrabimulation results show large
enhancement in downstream data rate received pé&r @Nip to 19% (or 3 Mb/s per ONU

for EPON with 64 ONUSs) can be achieved by usingvadorwarding RN in EPON. Besides,
the other major benefit of the scheme on solvinglatlity issue has been explained in
section 5.5.4. Under the conditions of the same rmdtngam traffic delay, external

downstream and upstream data rate by each ONU; ERi@Nactive RN can accommodate
74 ONUs compared to only 64 ONUs by EPON withoutvacRN. This is a nearly 16%

increase in total ONU number that can be suppdoyeitie network.

In section 5.6, theoretical analysis on the twoanajmulation analyses has been developed.
Theoretical results show similar performance cum@®pared to simulation results to prove
the feasibility of the scheme as well as the aayua the network simulation model. In
summary, low cost active RN with MAC forwarding sofie can be used to increase the
downstream data rate or the number of customerannEPON system without any
modification to the underlying protocols. This Ieath a network with longer reach and

greater sharing of cost between a larger custoamss.b
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Active RN for Improving
Upstream Performancein
EPON

6.1. Introduction

In the previous chapters, we have demonstratedttieaEthernet passive optical network
(EPON) can be improved by incorporating an actemate repeater node (RN) to achieve
extended reach and larger split-ratio in order wppert a large number of customers.
Furthermore, active forwarding scheme implementetthé active RN to perform local traffic

redirecting was demonstrated through simulationiclviis able to improve several network
parameters such as local and external traffic dated/the downstream bandwidth. However,
these performance enhancements are focused on teamsimprovements, and upstream

performance with the use of the active RN in EPQ@AI ot been evaluated.

As discussed in Chapter 2, broadcast downstreamnmasion from OLT to ONUSs is used in
EPON where Ethernet frames are broadcasted to MlUSOand the ONUs will retain the
desired frames based on the physical logical li@niity (LLID) address encapsulated in the
EPON frame [1-3]. However in the upstream transioisstime division multiple access
(TDMA) technique is used to avoid collision at fessive combiner. A specific timeslot will
be allocated to each ONU by the OLT and the pdercONU will transmit packets during
the timeslot assigned. To evaluate the downstreanfionpnance of using the active RN in the
previous chapters (Chapters 4 and 5), static @dfisandwidth assignment is used since the
benefits of using the active RN become significriigh traffic load, where static bandwidth
assignment (SBA) technique produces similar upstrggerformance compared to the
dynamic bandwidth assignment (DBA) technique [4¢vBitheless, the benefits of using the

active RN should not be limited to downstream tnaigsion; it can be extended to improve
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the upstream performance of EPON by developingeaip DBA mechanism that is suitable

for the active forwarding network architecture.

In this chapter a novel local traffic predictionsed DBA mechanism (LT-DBA) incorporated
with remote repeater based EPON with active formagravill be presented. The LT-DBA
aims to improve the bandwidth utilisation, averpgeket delay, average packet loss ratio and
average queue size performances of EPON in upstteansmission in comparison to
conventional bandwidth assignment techniques sadixad-service and interleaved polling
algorithm with adaptive cycle time (IPACT) to prdei a more efficient EPON system. The
rest of the chapter is organised as follows: Seddi@ discusses the motivation of using the
active forwarding RN to improve the upstream traission performance in EPON system.
Section 6.3 gives a detail explanation on LT-DBAIlidling the idea of excess timeslot
granting and collision avoidance techniques for MBA. Section 6.4 demonstrates the
simulation setup of LT-DBA used in EPON with actifiegwarding RN. Section 6.5 presents
the simulation results in four parts. Average pactelay and average queue size are
discussed in sections 6.5.1 and 6.5.2 while sed@idr8 and section 6.5.4 demonstrate the
improvements in average frame loss rate and avernagfeeam bandwidth per ONU. Finally
section 6.6 summarises the overall chapter.
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6.2. Improving Upstream Perfor mance Using Active RN

Recall the major functions of an active forwardRl in EPON are to filter unwanted frames
with destination to the other subnets and redial intra-subnet traffic. In order to perform
these operations, the active RN listens to allibleeming frames’ header information (both
upstream and downstream) and form the forwardimdet#o identify the medium access
control (MAC) and LLID of ONUs in each subnet tredlows the active RN to filter and
forward network traffic appropriately [4]. When thgstream frames are received at the
active RN, the frames will be buffered to process teader reading to determine the
destination of the frame to be either redirectecklia own subnet or transmitted upstream to
the OLT. After the forwarding decision has been eyatie frame will be either redirected
back to the subnet in downstream transmissioméfftame is destined to an ONU within the
subnet) or transmitted upstream to OLT if it bewrg external or Internet traffic. In the
downstream direction, the active RN will make tleidion to either transmit the particular
frame downstream or discard the frame if the dasbon of the frame is not within the subnet
connected to the active RN to create empty timgsishich are used to fill in the previously
buffered local intra-subnet frames. This was shaavimprove the downstream bandwidth
and traffic latency. However in the upstream dimttempty timeslots occur due to local
intra-subnet frames redirection, which reduces theisation and efficiency of the

transmission link.

The graphical explanation of the upstream perfocaamthout DBA for active RN in EPON
architecture as discussed in Chapters 4 and 5oisrsin Fig. 6.1. For simplicity, only four
ONUs are displayed in the figure. Specific timeslbave been allocated to all four ONUs
based on the requests from these ONUSs; while if SBAixed service is used, all four
timeslots will have equal size. Since ONU 3 is camioating with ONU 1, this frame will be
buffered at the active RN pending for downstreaandmission. Therefore, this time interval
that is previously assigned for ONU 3 in the upstiedransmission will be left empty by the
active RN. After the final passive combination, tingstream traffic sequence with empty
timeslots will arrive at the OLT. Although the cemt EPON with active RN structure can
improve the downstream transmission performantesupstream utilisation is inefficient as
many empty timeslots will occur in the upstreammsraission sequence as the amounts of

traffic load and local intra-subnet traffic increa3 herefore, intelligent bandwidth assignment
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model can be implemented to utilise these emptyeglots due to local intra-subnet
redirection at the active RN.

OLT notices empty slot
occurs at timeslot
assigned

OLT

Frame to
external

Frame to ONU

L1 { 1 Timeslot

;Subnet 2
ess Link

Feeder Link

Fig. 6.1: EPON with active RN architecture showamgpty timeslots occur in upstream

transmission due to local intra-subnet traffic rediion.

The OLT detects empty timeslot, which is due taaldatra-subnet redirection and assumes
that the inter-ONU communication will exist for ansidered period of time. The OLT will
then allow excess granting of timeslots to ONU 3hi@ next transmission cycle as shown in
Fig. 6.2. Following the buffering of local intraisuet frame at the active RN, the frames that
are sent during the excess granting time interviiloe scheduled to fit in the empty timeslot
(the RN upstream scheduler will be discussed itige®.3.2). As the ONU is allowed to
transmit more frames upstream than it is possibktandard DBA method, this will increase
the utilisation of the upstream transmission. Hosveguch mechanism requires the OLT to
have the knowledge on realising the existence allmtra-subnet traffic redirection function
at the active RN and collision avoidance since@hJs are allowed to send more frames on
time intervals that belong to the other ONUs ineotBubnets. Furthermore, the active RN
requires an upgrade on upstream transmission lied@@ scheduler machine to guarantee fair
and efficient EPON system. In the following sectigdghe proposed LT-DBA method is

discussed in detail.
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Excess timeslot granting
reduces the amount of
empty slots

OLT

Frame to external
network

Feeder Link

Fig. 6.2: EPON with active RN architecture showiihg excess granting of timeslots for

preventing empty slots occurring at OLT receiveintprove upstream utilisation.
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6.3. Local Traffic Prediction-based DBA (LT-DBA)

According to IEEE 802.3ah standard, DBA mechanisimpened for the vendors to customise
as a way of differentiating their products in tharket. Among the various DBA algorithms
discussed in Chapter 2 [4-8], IPACT appears tcheddundation of most DBA algorithms. In
this scheme, the OLT keeps the information of €ablu’s buffer size, round-trip time (RTT)
in a polling table [4]. The OLT will decide the siof upstream transmission for an ONU
based on polling approach before the transmissimm forevious ONU has arrived [4]. The
proposed LT-DBA algorithm, which consists of twoaghs, is built on top of the interleaved
polling approach (which is named the ‘standard D&@orithm’). In the first phase of LT-
DBA, the OLT will run the standard DBA algorithm #dlocate timeslots to corresponding
ONUs. Consequently, the LT-DBA algorithm will makee decision to excess granting the
particular ONU’s assigned timeslots based on i@vipus upstream transmission in the
second phase. The excess granting of timeslot$iDRA is designed to work in conjunction
with active RN with layer two forwarding scheme HEPON. Since the downstream
performances have been dramatically improved wii Wise of active RN, the LT-DBA
mechanism is designed augment the forwarding aadtiee RN and to increase the upstream

utilisation and reduce the packet delay and pdokstratio.

Most of the DBA algorithms can be generalised asadyic distributed realisations with
weighted round-robin scheduler [6]. The OLT wilksag a certain amount of bandwidth to
each ONU based on the requested slot-size amaitatisin the REPORT message generated
from the ONU [3]. The proposed LT-DBA algorithm Wilse the ‘limited service’ DBA as
the fundamental of the mechanism [2]. In this atbam, the slot-size prior to excess granting

for ONU i on cyclek, G_DBA k is assigned by the OLT based on the formula:

max

G_DBA, = min{(;/”‘ 6.1)

where v represents the requested slot-size by ONOr transmission cycldk and G™
represents the maximum slot-size that can be ass$ifpr each ONU. This formula will be
used in the DBA machine to determine the totalsip¢ available for ONU as listed in Fig.

6.3, which represents the pseudo-code of the peabb$-DBA mechanism.
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Define G, , = Granted slots on cyclefor ONU ;
DefineR , = Received slots on cyclefor ONU i;
Calculate empty slots from cydel;, = G;, — R ;
ReceivedREPORT i;

RunDBA algorithm (e.q. (6.1)) to obtai_DBA y.1;

# NOTE: Excess grant (LT-DBA) is activated once the normal
DBA granted slot is the maximum

if G_DBA,,,; = G™

# Case 1. free slots occur on previously assigned upstream
slots from ONU i; grant extra slots for this cycle

{if Lix> Liresnoias
{Gii1=G_DBA |, + L}

# Case 2: no free slots occur on previously assigned upstream
slots from ONU i, no extra slots will be granted for this cycle

{Gi 1= G_DBA,}

end}
else
{ Gi,k+1 = G_DBAi,k+ 1}
end

Fig. 6.3: Pseudocode for the proposed LT-DBA atbamithat is implemented at the OLT.

As stated in Fig. 6.3, following the receipt of REHRT message from ONW the DBA
machine at the OLT will determine the normal sliaeghat will be granted to ONUfor the
transmission cyclé&+1 based on equation (6.1). If the requested sl&-sz00 large to be
fulfilled, instead ofv;, G™ will be assigned and this will activate the LT-DBAechanism.
Refer to Case 1 in Fig. 6.3, it shows that the LBADmachine will allow extra slot-size to be
granted for ONUIi if adequate amount of free slots occurred (redekLtesnoq) during the
assignment of upstream timeslots for the previoassmission cyclek-1 due to frame
redirecting at the active RN (refer to Chaptersd 8). Due to the reason that the LT-DBA
mechanism works better on large amount of redidedtaffic at the active RN, if the
redirected traffic amount is considered to be sntak LT-DBA will result in a similar
performance to that of the standard DBA methodiarttlis case, no additional timeslots can
be granted (refer to the Case 2 in Fig. 6.3). Tloeeanve assume that g has to be at least

2% of the assigned timeslots on previous cycle.eNbat this assumption is based on the

-147-



Chapter 6 Active RN for Improving Upstream Perfor mancein EPON

lowest amount of local intra-subnet traffic, 5%,ilbin the simulation, while it can be
changed based on network behaviour and whetheepackeduling is implemented (packet
scheduling can increase the timeslot utilisaticat thcrease the visibility of empty timeslots

due to traffic redirection at the active RN).

o7 ™ k1 (67 [c9 64

RXx

NU3R2[] ONU 4 [R4]

For collision avoidance, RN
upstream scheduler involves:
i) local subnet traffic
redirection and

Tx _—> i) upstream traffic shaping
RN 1

Rx \ \7¢0Mu1 R1 ONU 3 [R2] /
RN 2 Tx \ NUZR2 ONU 4 |R4

ONU 1 [R1[fONUZR2]

ONU 2/ |R2 ONU 4 |R4
RX [R2] [R4] et
ONU1 ™ / onu1l[rR1)
rRx G \ \ / \ / /
* Assumming ONU1 &
Tx ohu2/ [r2 9
ONU 2 Rx 62 ONUS3 are in Subnetl
connecting to RN1; while
ONU 3 Tx ONU 3 |R ONU2 & ONU4 are in
Rx G3 \ / Subnet 2 connecting RN2.
Tx ONU 4 [R4
ONU 4
Rx E‘,

Fig. 6.4: LT-DBA behaviour example on collision &@ance using RN upstream scheduler.

The upstream behaviour of the LT-DBA mechanismhisws in Fig. 6.4. For simplicity and
consistency with Fig. 6.1 and Fig. 6.2, four ONUpstream transmission behaviours will be
elaborated in Fig. 6.4. We assume that ONU 1 and GNelong to Subnet 1 and connected
to RN 1; while ONU 2 and ONU 4 belong to Subnein® aonnected to RN 2. The timeslot
assignment machine at the OLT will use the subaset round-robin format to assign
timeslots to ONU 1 then ONU 2 followed by ONU 3 a@#lU 4 to avoid collision at the
passive combiner of the access link (refer to Big). Since ONU 1 and ONU 3 are in the
same subnet and the upstream transmissions anatsphy upstream transmission of ONU
2 that is in Subnet 2, no collision will occur hetaccess link’s passive combiner due to the
additional timeslot allocation. In order to effinity allocate upstream transmission with the
start time for the ONUs based on subnet-based raobdch format, the OLT requires
information gathering on location of the ONU (whihthe information of which ONU is
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connecting to Subnet 1 and Subnet 2). Therefore,simple methods are developed for the
OLT to discover the ONUs’ subnet location in theéwak without modifying the existing

EPON protocol and these methods are discussee isuthrsections.

6.3.1. Constructing information on ONU location

In order to gather information regarding the phgkiocations of all the ONUs in the
network, the OLT will be required to listen to timformation on communications within the
whole EPON network and be aware of the presentigedbcal intra-subnet traffic redirection
function at the active RN. This method represemsaiuto-discovery method of finding which

active RN the particular ONU is connected to.

----------------
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wes
ws®
s
.
*
.
.
o
.
.
o
S

{OLT Subnet 1

%
‘a
'.
L
tea,
"
......
Tag,
Taa,
Ly
---------
-----
-----
------

Inter-subnet
Communication
(e.g. ONU1 — ONU9)

= = = =» Intra-subnet
Communication
(e.g. ONU 16 — ONU 9)

Fig. 6.5: Inter-subnet and intra-subnet transmiss&laborations for information gathering of

ONUs physical location.

Refer to Fig. 6.5, inter-subnet communication betwv®NU 1 and ONU 9 (traffic from ONU
1 with destination of ONU 9) will be going throughe OLT, while the intra-subnet
communication between ONU 16 and ONU 9 (traffiafr©ONU 16 with destination of ONU
9) will be redirected at the RN without the neegending upstream to the OLT. Through this
traffic redirection function at the active RN, tG&.T is able to determine the subnet location

of each ONU corresponding to a particular activeli@iNed on the following:
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1) Atthe initial state, the OLT will assume that@INU are within the same subnet.
2) If the OLT notices empty timeslot received on atipatar time interval that is assigned

to ONU ¥, it is assumed that ONkis communicating with the other ONUs within the

same subnet and confirm the presence of activenRhei network.

3) If the OLT notices empty upstream timeslot occud@dONU x and receives frames
from ONU x with destination to ONU vy, the OLT will assume ttl@NU x and ONUy

belong to two different subnets.

Subnet location —L

ONU number

*TDB — To be determined

TBD Known to be | Known to be
in Subnet1 | in Subnet 2
ONU 1 ONU 2 ONU 10
ONU 3 ONU 7 ONU 12
ONU 4 ONU 8 ONU 16
ONU 5
ONU 6
ONU 9
ONU 11
ONU 13
ONU 14
ONU 15
Standard DBA LT-DBA

Fig. 6.6: An example of ONUSs’ subnet location imf@tion table in OLT.

Until the OLT receives enough information regardihg physical subnet location of each
ONU, it will not activate the LT-DBA mechanism ams$tead use the standard DBA method.
Figure 6.6 shows an example of ONUs’ subnet looatiformation table in the OLT memory

system. Assume that the OLT notices empty timeslotsirred in the time intervals assigned
for ONUs 1, 2, 5, 6, 7, 8, 10, 12 and 16 (whicloaieans that local intra-subnet traffic occur
within these ONUS). At the same time, the OLT reesiframes with from ONUs, 2, 7 and 8
with destinations to ONU 10, 12 and 16. These mftion confirm that ONUs 2, 7 and 8 are
in a different subnet to ONUs 10, 12 and 16. Therefthe OLT will form the information
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table in Fig. 6.6. Hence, LT-DBA is activated foNOs 2, 7, 8, 10, 12 and 16 while the other
ONUs will be using standard DBA since lack of subloeation information. In the latter
transmission, the OLT will continue on determinitige subnet location of the unknown
ONUs in order to fully utilise the LT-DBA method.

The other method of obtaining the ONUs’ subnet tiocais through manually entering the
information into the memory of the OLT by a techaic Since the geographical location of
the ONUs and the active RN are permanently setngutine construction phase of the
network, it is possible for the technician to mdhumsert the information regarding which
active RN the particular ONU is connected to. Timsthod requires additional labour cost
compared to the auto-discovery and may not beieffiaf the MAC and physical LLID

addresses require frequent changes.

6.3.2. Collision avoidance at feeder link

Following the solution for collision avoidance hetaccess link, it is mandatory to ensure that
no collision will occur at the feeder link, whick the final passive combiner before reaching
the OLT (refer to Fig. 6.1). The collision avoidensolution at this stage is less complicated
compared to the one in access link due to the neasonly few active RNs are connected to
the passive combiner (two active RNs are assumdéaisrchapter although more active RNs

can be allocated based on network condition).

At very high ONU offered load, the input trafficteaat the ONU is higher than the output
rate. The normal DBA algorithm will assigsi™ to all ONUSs if the requesting slot sizes from
all ONUs are larger thaG™ (refer to Fig. 6.3); and this will activate the dDBA
mechanism to assign excess timeslots for the ONithstatal grant size o6 (note that the
OLT will only activate LT-DBA for ONUs that have ¢ir subnet location known as discussed
in the previous sub-section), whegds larger tharG™. If the ONUs are transmitting frames
in excess timeslots while there is no local inbreet traffic (or very less) to be redirected at
the active RN; the active RN will transmit all framupstream to the OLT without noticing
that collisions will occur at the passive combinéthe feeder link due to the reason that the

total amount ofG for all ONUs is larger than 1 Gb/s. As a consegeeran upstream
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scheduler must be implemented in the active RNvtmdacollision event occurring at the
feeder link.

Refer to Fig. 6.7, the upstream scheduler is resiptnto count the total transmission period
for each ONU that is connected to it after theficakdirection has occurred in the active RN.
The active RN will transmit the frames upstreanth® OLT with the maximum slot-size of
G™ for each ONU. Once the active RN has transmittadraber of frames from a particular
ONU that is equal to the size &™, it will buffer the left over frames that can no¢
transmitted within the current transmission cycdduffer B6. In the next transmission cycle,
as soon as the active RN receives the first upstfemme from a particular ONU where it has
left over frames stored in the buffer B6, the brdte frame will be given the priority for
transmission due to the following reasons that:to) ensure that the same upstream
transmission sequence from the ONU is maintainedgpeoed to EPON without active RN, ii)
to prevent buffer overflow in B6 and, iii) to ensuhat no frame loss will occur in the active
RN, which degrades the system. After receivinglal frames at the OLT, the OLT will not
assign additional timeslot on top of standard DBAthe next transmission cycle since there
is no free timeslot (or less than the thresHalds.g) in the current transmission. This action
is designed to avoid buffer overflow at B6 and rafié to empty the buffer at the next
transmission cycle since free slots will occur daentra-subnet traffic redirection in the

following transmission cycles.

The above functions assume that the valuezbf is known to the active RN. Although the
value of G™ is directly related to the number of ONUs and dixter a long period of time, it
can change depending on the network behaviour.6i8gshows the format of EPON MPCP
GATE message. A total number of grants that caadstgned for each ONU are four (four
different start times and transmission lengthsic8ithe active RN listens to all frames that
are passing through, the RN can gatherGH& information from the GATE message while
programming the OLT to send the GATE message witl one number of grant if standard
DBA is used and two number of grants if LT-DBA igtimated. The grant #1 start time and
length denote the value &™ while the grant #2 start time and length represlemtamount
of excess granting timeslots due to LT-DBA. Hernbe, active RN will record the value of

G™ based on the first grant from the received MPCP BMessage.
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Packet Accept only
i MPCP packets RN scheduler
discarded
. schedules the packet

transmission from B3,

Downstream

Priority buffer B5S
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Fig. 6.7: Active RN functional block diagrams witbstream scheduler upgrade.

Fields Octets/bytes
Destination address (DA) 6
Source address (SA) Packe
Length/type = 88-085 2
Opcode = 00-0244 2
Timestamp 4
Number of grants/flags 1
Grant #1 start time [4]
Grant #1 length [2]
Grant #2 start time [4]
Grant #2 length [2]
Grant #3 start time [4]
Grant #3 length [2]
Grant #4 start time [4]
Grant #4 length [2]
Pad =0 15/39
Frame check sequence 4

Fig. 6.8: EPON MPCP normal GATE message [3-9].
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6.4. Simulation Setup

A discrete event simulation of the proposed medmnwvas conducted using MATLAB for
an EPON with a 1:2:16 architecture. The simulatims been run three times for three
different local intra-subnet traffic values; onettwLT-DBA, one with limited service DBA
(or standard DBA) and one with SBA (or fixed seejifor local intra-subnet traffic amounts
of 10%, 15% and 20% of the total upstream traffimce the LT-DBA is built on top of the
EPON with active forwarding RN scheme; two activdsRare used in the simulation with
each connecting to eight ONUs to form a subnethasvs in Fig. 6.9. The active RN will
perform similar filtering and redirecting functiores described in the previous chapters
(Chapters 4 and 5).

OLT

OLT | Optical Line Terminal

][Vl Optical Network Unit
=\ Remote Repeater Node

() Passive Splitter

, > < ,
Feeder Link Access Link

Fig. 6.9: Simulation setup of EPON with active farding RNs for LT-DBA evaluation.

The simulation parameters are summarised in TaldleThe simulation is built using self-
similar synthetic traffic generation with packetes uniformly distributed between 64 and
1518 bytes [9]. The EPON link capacity is assunwetd 1 Gb/s for both downstream and
upstream and the link rate between the users and ©B¥et at 100 Mb/s. The SBA method
uses maximum transmission cycle time of 2 ms shanedng 16 ONUSs regardless of traffic
load while the limited service DBA will use dynamily assigned timeslots with the

maximum of 2 ms. However for the LT-DBA, the togalmmation of) timeslots for all ONU
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in the network will exceed 2 ms (due to excesstgrghbut the maximum transmission cycle
will be synchronised at 2 ms (with the help of isddin avoidance techniques in section 6.3.2).

Parameters Value
Number of ONUsN 16
EPON line rate (up/downy; 1 Gb/s
Link rate of user-to-ONU link 100 Mb/s
Maximum transmission cycle timg& ™ 2ms
Guard interval between timeslo@, 1lus
Inter-frame gap (IFG) 96 ns
Laser on/off 512 ns
Automatic Gain Control (ACG) 400 ns
Clock and Data Recovery (CDR) 400 ns
Distance OLT to RN 58 km
Distance RN to ONUs 2 km
Input traffic nature Self-similar synthetic
RN processing delay 100us
ONU buffer size 100 kbytes
Local intra-subnet traffic amount 10%, 15% and 20% out of the total upstream
Packet size 64 — 1518 byte;r?mﬁformly distributed)
Fixed service or static bandwidth allocation (Tmax J
(SBA) Giys1-Gmx_C -G

’ N

Standard dynamic bandwidth allocation Refer to equation (6.1)
(DBA)
Local traffic prediction based dynamic Refer to Fig. 6.3.

bandwidth allocation (LT-DBA)
Table 6.1: Simulation parameters for evaluatiobn DBA algorithm.
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6.5. Simulation Results

In this section, the advantages of LT-DBA in conmam to standard DBA and SBA will be
demonstrated in terms of: i) average packet délagyerage queue size in ONU, iii) average

packet loss ratio and, iv) average upstream détgoexr ONU.

6.5.1. Average packet delay

Packet delay represents an important network paexnmespecially for applications and
services that require real-time priority such asceocand video communications, online
interactive gaming, IPTV services, etc. The compitmeof the packet delay can be
represented as shown in Fig. 6.10 [11] wHegg . represents the time between the packet
arrival and the next request message sent by thg, ONrant describes the time interval for
an ONU'’s request for a transmission window unté theginning of the timeslot where this
particular frame will be transmitted (note that erant delay is dynamic as this frame may
skip several transmission cycles before it arrimefsont of the queue, which directly depends
on the ONU traffic load); andqueue characterises the beginning of the timeslot L t
beginning of frame transmission. Therefore the padklayD is equal to

D= DPOLL + DGRANT + DQUEUE ' (62)

Request Grant
Packet
( ( departure

F N & N & N
7 ™~ 7
DPOLL DGRANT DOUEUE

Fig. 6.10: Components of packet delay [11].

/
\

The average packet delay as a function of the ONB&red load is shown in Fig. 6.11. The
figure shows that both LT-DBA and standard DBA (ted service) can achieve low delay
when the load is low in comparison to SBA. Thislig to the reason that constant timeslots
will be allocated for each ONU for SBA regardle$sh® ONU offered load. Therefore, if the
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ONU has no frames to send in the upstream tim#ésébtis assigned to it, the timeslot will be
left empty. On the other hand, standard DBA usesanyc timeslot assignment where light
loaded ONUSs will receive a smaller timeslot whikmaky loaded ONU will be granted a larger
timeslot. Therefore, LT-DBA and standard DBA metbathn easily outperform the SBA
method with low ONU offered load.

At high ONU offered loads of above 0.6, the limiteervice DBA tends to suffer similar
delay as the SBA. However, the LT-DBA can achiewecimlower delay at higher traffic
loads due to the granting of extra timeslots by BA algorithm. Furthermore, the
performance enhancement is directly related to @hwunt of local intra-subnet traffic
produced at the customer sites. With an increakecal intra-subnet traffic amount (e.g. from
10% to 15% and 20%), the average packet delayimprove due to the reason that more
upstream traffic has been redirected at the a&NeThe increase of traffic redirection at the
active RN will lead the LT-DBA to allocate more extimeslots to the ONUSs.

=®- Fixed Service (SBA)

= | imited Service (DBA)

10° = LT-DBA (10% local traffic)
“¥= LT-DBA (15% local traffic)
«A: | T-DBA (20% local traffic)

N

[y
o
=
T

H
o
©
T

Average packet delay (ms)
= Q
\
\

[y
o

T._-ax ’
107 ‘ ‘

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
ONU offered load

Fig. 6.11: Average packet delay as a function ef@NU'’s offered load for SBA, limited
service DBA, and LT-DBA with 10%, 15% and 20% of&bintra-subnet traffic.

At ONU offered load of 0.6, the average packet yléta limited service DBA experiences
dramatic increase due to the EPON limitation ofld/sGransmission rate (0.6 load for user-
to-ONU link rate of 100 Mb/s for each of 16 ONUse@a value of close to 1 Gb/s). However,
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LT-DBA uses excess granting technique to allow ntoreslots for each ONU to keep low
average packet delay. Even though the LT-DBA wiilll produce higher average packet
delay with the increase of ONU offered load, theuls have proven a significant
improvement compared to SBA and limited service DB&A ONU offered load of 0.9, the
SBA and limited service DBA results in 110 ms agerpacket delay whereas the LT-DBA
service has only 80 ms average delay, which isrgaravement of 27% in the average packet
delay.

6.5.2. Average queuesize
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| |4 LT-DBA (20% local traffic)

=
o
o

(0]
o

N
=
S

Average queue size (kbytes)
(o]
o

N
o
-
I

Ll
*
- I Sty

- - “ 1 1 1
8.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

ONU offered load

Fig. 6.12: Average ONU queue size as a functiotn®fONU'’s offered load for SBA, limited
service DBA, and LT-DBA with 10%, 15% and 20% ofdbintra-subnet traffic.

The average queue size (kBytes) for all 16 ONUa asiction of the ONU'’s offered load is
shown in Fig. 6.12. Due to constant timeslot assigregardless of the ONU load for the SBA
method, the total upstream buffer size of the ON&Jeases even at low load. Dynamic nature
of limited service DBA maintains the queue sizdoat level until a dramatic increase at
around ONU offered load of 0.6 due to the reasah HPON link capacity limitation is met at
this load level. However, the LT-DBA allows excegganting of timeslot for ONUs which has
local intra-subnet traffic. Therefore, the outpaties of the ONUs are larger compared to SBA

and limited service DBA methods and hence reducesqtieue size in each ONU until the
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cut-off point with load at 0.7; where external frafand local inter-subnet traffic have

combined to be larger than the EPON link capadity Gb/s. This result is directly related to
the packet loss ratio discussed in the next sutiesecAs shown in Fig. 6.12, the average
ONU queue size will reach a cut-off point at 10Q/tels, which is the maximum buffer size
for each ONU. Therefore, packets arriving after @U buffer is full, will be discarded and

results in packet loss.

6.5.3. Average packet lossratio

As presented in Table 6.1, each of the 16 ONUsahascoming data rate of 100 Mb/s from
the connecting users. At high ONU offered load, tdtal incoming traffic for all ONUs will
exceed the EPON limit of 1 Gb/s. Also, the limitegdiffer size of 100 kbytes in each ONU
will quickly overflow and results in packets beimgopped. These dropped packets will
require a re-transmission from the hosts and degthd network system. However, LT-
DBA'’s objective is to allow excess granting of tist@s in the presence of local intra-subnet
traffic redirection, resulting in increased buffeositput rate, and therefore reduce the
percentage of packets that has to be dropped.

As shown in Fig. 6.13, standard DBA and SBA wiklhirstto encounter frame loss at ONU
offered load of 0.5 and the loss ratio will reashthggh as 0.34 (which is 34%) at ONU offered
load of 0.9. Although the use of LT-DBA can not qaetely eliminate frame loss at the ONU
due to transmission rate limits, it can reducefthene loss ratio at the ONU to reduce the
amount of packet re-transmission required and hanpeove the overall network efficiency.
Referring to Fig. 6.13, the frame loss ratio witigrove by around 5% with each increase of
5% of local intra-subnet traffic amount beginninghn10% of local intra-subnet traffic. At
local intra-subnet traffic amount of 20%, the pdckwess ratio is reduced to 0.19 (19%)
compared to 0.34 (34%) for limited service DBA &@BA, which is a 15% improvement.
This improvement is significant as it has reducédolof the packets that requires re-
transmission for each ONU at very high traffic load
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0.35

@ Fixed Service (SBA)
-Limited Service (DBA)
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Fig. 6.13: Average packet loss ratio as a funabibiine ONU'’s offered load for SBA, limited
service DBA, and LT-DBA with 10%, 15% and 20% ofdbintra-subnet traffic.

6.5.4. Average upstream datarate

To further analyse the improvement achieved thrduBiDBA mechanism, Fig. 6.14 shows
the average upstream utilisation (data rate) ped@sla function of the ONU’s offered load.
At higher ONU loads (> 0.7), the OLT grants the maxm slot-size G™) to all ONUs and
hence the upstream output rate of the ONU in Mbtkerefore similar for standard DBA and
SBA. However, due to more slots being granted irRDBA method as a result of local intra-
subnet traffic redirection at the active RN, theéadate of the ONU for LT-DBA is much
higher compared to the other two services. Simdathe average packet delay results, the
increase of upstream data rate available for eadb) @ directly related to the amount of
local intra-subnet traffic.

Presented in Fig. 6.14, due to less amount of eqstriraffic being redirected at the active
RN for the case of local intra-subnet traffic oR4,0the upstream data rate is increased only
by 4 Mb/s per ONU (63.30 Mb/s for LT-DBA and 59.RMb/s for limited service DBA) or
6.7% at ONU offered load of 0.9. However, with therease of local intra-subnet traffic
amount to 20% of the total upstream traffic, thettgam data rate is increased by 13 Mb/s
per ONU (72.50 Mb/s for LT-DBA and 59.20 Mb/s famlted service DBA) or 20%
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improvement at ONU offered load of 0.9. Althougle thT-DBA performance is dependant
on the amount of local intra-subnet traffic, the-DBA outperforms the conventional

standard DBA and SBA methods even at low amoutdaaf intra-subnet traffic.
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Fig.6.14: Average upstream data rate per ONU asctibn of the ONU's offered load for
SBA, limited service DBA, and LT-DBA with 10%, 15&hd 20% of local intra-subnet

traffic.

Summarising the results presented in Fig. 6.11, &ig2, Fig. 6.13 and Fig. 6.14, the LT-
DBA method is proved as an effective DBA algoritimmproving EPON’s average packet
delay; average queue size, frame loss ratio anthgeedata rate in the upstream direction
with the use of RN with active forwarding. Signditt amount of improvements such as 20
ms of average packet delay; 20% of upstream deganerease per ONU and 15% less frame
loss at each ONU (for local intra-subnet traffic26% at ONU offered load of 0.9) can be
achieved compared to standard DBA and SBA meth&ON incorporating active
forwarding RN with LT-DBA architecture is therefoee beneficial augmentation of PON
access network that achieves enhanced efficieratypitovides a solution for the bandwidth
bottleneck in EPON.
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6.6. Conclusion

In this chapter, a simple DBA mechanism, LT-DBAjtad for EPON incorporated with

repeater based active RN with local intra-subredtitr redirection technique is proposed to
improve the upstream transmission performance ooy to OLT. The active RN listens to

all incoming downstream and upstream frames’ heatteigather MAC information of the

network and redirect frames based on this inforomatiThis technique enables the
development of LT-DBA to grant more timeslots taed@NU since substantial amount of
the upstream traffic will be filtered and redirati the RN.

However, excess granting of timeslots can causkision if collision control mechanism is
not used in the active RN. Therefore, we have destrtwo possible mechanisms to avoid
collisions at access link and feeder link in set®a3. In sections 6.4 and 6.5, a discrete event
simulation has been conducted on a 16-ONU EPONmacating active RN. The simulation
results show large improvement in upstream pacilketydof up to 20 ms, and ONU upstream
data rate improvement of up to 13 Mb/s per ONU 0@%2improvement. In addition, the
excess timeslot granting of LT-DBA results in lgsscket loss, which is caused by ONU
buffer overflow. The improvement of packet lossaa@an be up to 15% at ONU offered load
of 0.9 and local intra-subnet traffic of 20%. THere the LT-DBA mechanism with EPON
incorporated active forwarding RN architecture eutprms fixed service bandwidth
allocation method and standard DBA such as linstedice IPACT.
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Evaluation of 10/1 Gb/s
EPON Incorporating Active RN

7.1. Introduction

The access network, which delivers broadband ssvand applications to the end users,
always remains an important part in all communar&inetworks for ensuring the end-to-end
quality of service (QoS). Since the deploymentaggive optical network (PON) systems, the
end users are able to enjoy large bandwidth ank-dugplity services. Thirty million lines
have been deployed worldwide and the rate of E#teRON (EPON) deployments is
accelerating, since the standardisation of 1 GB®OMR in year 2004 [1]. This wide adoption
of 1 Gb/s EPON provides a significant jump in ascastwork capacity, which allows internet
service providers (SPs) to deploy advanced digitio services [2]. For example, in Japan,
Kokusai Denshin Denwa International (KDDI) is offeg digital versatile disc (DVD) grade
multi-channel broadcasting and video-on-demand (V@B well as high-grade IP telephony
and high-speed Internet connections [2]. Furtheemtre introduction of killer applications
such as Internet protocol television (IPTV), video-demand (VoD), video conferencing and
interactive gaming, which are enabled by gigabgatde optical access networks, have been
accepted by the subscribers with great enthusiasth daiven up the demand for more
bandwidth-intensive applications and services sagchigh-definition television (HDTV) that
will consume 80110 Mb/s per channel [2]. As a consequence, theeoulEEE 802.3ah 1
Gb/s symmetric EPON standard [3-5], is only congdesufficient for a short period of time
[2, 6]. SPs have to start looking for ways to imge the channel capacity and the number of

customers.
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In year 2006, IEEE 802.3av Task Force was formestaadardise the 10G-EPON upgrade
and it is expected to be completed by year 20000]74n Chapter 2, the efficiency of 10G-
EPON system and the upgradeability and coexistevitte existing 1G-EPON have been
discussed. Since the development strategy of 10GMNEPnust be co-existent with the
conventional 1G-EPON, the operation mode of the 2h@®-EPON system is a combination
of 1Gb/s downstream/1 Gb/s upstream, 10 Gb/s doearsil Gb/s upstream, and 10 Gb/s
downstream/10 Gb/s upstream over the same optistulbdition network (ODN) [11]. The
next-generation EPON system migration will begionir LG-EPON to asymmetric 10 Gb/s
downstream and 1 Gb/s upstream system beforeyfimagjrating to full 10 Gb/s EPON.

In order to receive 10 Gb/s downstream serviceh €éddU transceiver port will require an

upgrade to support 10 Gb/s operation followingtipecal path of 10 fold capacity increase at
3 times the port price [9]. In a large access ndtwioat supports a large number of ONUs, an
upgrade of each ONU’s port to support 10 Gb/s wlt tipgrade’ is costly. Furthermore, it is

almost impossible for each ONU to receive full 1b/€data rate, especially at high traffic
load due to the reason that the link capacity &resth between all ONUs in the network. In
this chapter, the use of active remote repeatee fBiN) with layer two filtering scheme is

proposed for asymmetric 10 Gb/s EPON upgrade. Atuation of the scheme is presented in
terms of cost-structure and downstream throughputQNU compared to full upgrade. The
rest of the chapter is organised as follows: Sacil@® discusses the options for 10 Gb/s
downstream upgrade for next generation EPON. Segati8 gives a detailed explanation on
the use of active RN in EPON as a cost-effectiviutem for asymmetric 10 Gb/s

downstream and 1 Gb/s upstream EPON system upgbadtion 7.4 presents the network
simulation results and cost analysis with discussid=inally section 7.5 summarises the

overall chapter.
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7.2. EPON 10 Gb/s Downstream Upgrade

|IEEE 802.3ah
—_— 1 Gb/s downstream
ONU 1 1 Gb/s upstream
—
)\l’ )\2
> IEEE 802.3av
—_— 10 Gb/s downstream
OLT ONU 2 | 1 Gb/s upstream
< —
A
|IEEE 802.3ah
—_— 10 Gb/s downstream
ONU 3 10 Gb/s upstream
4—

A, - 1490 nm for 1 Gb/s downstream
A, - 15xx nm for 10 Gb/s downstream
A;— 1310 nm for 1 Gb/s & 10 Gb/s upstream (TDM)

Fig. 7.1: IEEE 802.3av Task Force proposed 10 GBMSN upgrade.

According to the IEEE 802.3av task force, the ddvaasn 1 Gb/s and 10 Gb/s data streams
in the emerging, next-generation EPONs will be viewvgth-division-multiplexed (WDM),
which creates two independent continuous point-tdiipoint channels, separated by a large
bandwidth gap that allows uninterrupted operatiodes any temperature conditions [12].
Several other schemes such as signal mixing for/sl@bd 10 Gb/s into one wavelength,
orthogonal polarisation multiplexing and the conglginuse of intensity modulation and
differential phase-shift keying transmission to &y both 10 Gb/s and 1 Gb/s signals into
current 1490 nm wavelength [13], have been sugde$teese solutions can be complex and
are practically hard to implement due to the reagbat the existing 1G-EPON is not able to
support 10 Gb/s speeds and additional resourcel flavdware and software) are needed if
these methods are used, which further increasepgeade cost [13]. Therefore, the 1 Gb/s
downstream link will remain at 1490 nm with ther2@ window size (in accordance with the
IEEE 802.3-2005), and the wavelength of 1550 nrhrethain reserved as downstream video
[4]. The new 10 Gb/s downstream link is plannedeaallocated in the 1570 nm to 1600 nm
window, which depends on both the availability loé faser sources for the OLT and on the

optical filter design options and their compatilyilivith deployed legacy systems [9]. The
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allocation of separate wavelength at the 1570 nml&0 nm window for 10 Gb/s
downstream channel is currently considered as #s¢ &vailable option by the task force,

mainly due to its limited non-linear impairmentgdddawer 10 Gb/s signal degradation [14].

Asymmetric 10G / 1G OLT Asymmetric 10G / 1G ONU
MAC 3 MAC 4 |
o N | e )
= s = =
% RXx 9 Tx 0 RXx % Tx
PCS / PCS /
PMA | PMA |
PMD PMD

\ \ 10 Gb/s / /

Fig. 7.2: Asymmetric 10 G/1 G EPON implementatibnwing the new IEEE 802.3av
layering model. Please refer to Chapter 2 for tetdisub-layers functions (MAC — medium
access control, RS — reconciliation sub-layer, P@8ysical coding sub-layer, PMA —
physical medium attachment, PMD — physical medi@pethdent, GMII — gigabit media
independent interface).

Coexistence of 1G-EPON and 10G-EPON is a cruciasicieration in such a WDM upgrade
option. As shown in Fig. 7.2, additional gigabitdreindependent interface (GMII) termed
XGMII is proposed to be implemented at the OLT &MU physical port to support 10 Gb/s
downstream transmission [15]. The XGMII specifias iaterface between a 10 gigabit-
capable medium access control (MAC) and a gigabysigal layer (as discussed in Chapter
2). From Fig. 7.2, it is shown that the 10 Gb/sieer port upgrade is mandatory to all new
10 Gb/s downstream enabled ONU. Although the teimec ports upgrade is expected to
follow the path of 10 fold capacity increase atirBes the port price, the upgrade becomes
expensive when the number of ONUs increases. Hunthre, the downstream data rate of

each ONU will be limited in a large scale EPONgsithe 10 Gb/s downstream transmission
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link rate that is shared among all ONUSs. For exanal high traffic load hour where 10 Gb/s
downstream EPON link rate is equally shared amoagOBIUs, each can only reach a
maximum throughput of 312.5 Mb/s. This downstredmoughput is further reduced to
156.25 Mb/s and 78.125 Mb/s for 64 and 128 ONUsaohO Gb/s link. This limitation
directly reduce the return on investment (ROI) $menONU upgrade.

& »

A

»
>

Feeder Link (10 Gb/s) Ac‘cess Link (1 Gt;/s)

OLT | Optical Line Terminal

(e]\[Vl Optical Network Unit
RN Remote Repeater Node

o Passive Splitter
Fig. 7.3: The proposed 10/1 Gb/s asymmetric EPOifage using active RN (showing
upgrade on feeder link between OLT and RNs whikpkeg the access link between RNs and
ONUs at conventional 1 Gb/s) to reduce the ing&dital upgrade cost.

In the previous chapters, we demonstrated thaEB@N network architecture incorporating
active RN has the advantages of improving downstraad upstream performances due to
the two functions of the active RN’s, namely 1) ahstveam traffic filtering and 2) local intra-
subnet traffic redirecting. The first function dietactive RN can be used to design an EPON
with active RN architecture that supports 10 G/ERBON. The network architecture is shown
in Fig. 7.3 wheren ONUs are allocated equally o RNs formingm subnets. The advantages
of the proposed scheme are:

-169



Chapter 7 Evaluation on 10/1 Gb/s EPON with Active RN

1) Downstream 10 Gb/s upgrade is required only betvi@eh andm RNs compared to
all n ONUs in full upgrade, which greatly reduce theestment cost sinagis much
greater tham (e.g. 160 ONUs compared to 10 RNSs).

2) At high traffic load where the downstream capagstghared among ONUSs, similar
ONU downstream data rate can be achieved with tbposed scheme compared to
full upgrade (e.g. when 10 Gb/s is shared amonga€0s; where 1Gb/s ONU port is

sufficient due to RN'’s filtering).

In the next section, the detailed functions ofdlséve RN towards supporting 10 Gb/s EPON

downstream upgrade will be discussed.
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7.3. Active RN Design for 10 Gb/s EPON Upgrade

Similar to the proposed network architecture in trevious chapters, the active RN
incorporating a repeater is designed to satisfyptheer budget constraints imposed by longer
reach, high split-ratio and low dynamic range ONldsed on vertical cavity surface emitting
laser (VCSEL) transmitter and receivers [16]. Hoeregiven that the active node now
provides access to electronic physical layer, krayer two (MAC) filtering technique can
be integrated into this active RN to reduce theessdink bandwidth (in contrast to both
filtering and local traffic redirecting techniquasthe previous chapters). In order to process
traffic filtering, the active RN requires accuratéormation regarding the connected devices.
By listening to all the incoming frames’ headeroimhation (including Multipoint Control
Protocol, MPCP frames), the active RN is able tonf@an information table to identify the
MAC and LLID addresses of the connecting ONUs iohesubnet. This information table is
used to filter frames that are not destined tociitomer units beyond the active RN; while
appropriate frames will be forwarded to the respectustomer units serviced by the active
RN under the condition that this proposed technigilenot affect the current MPCP and
future upgrade for IEEE 802.3av standard.

Packet Accept only
discarded MPCP packets RN scheduler
schedules the packet
transmission from B3

>

10 Gb/s Priority buffer B3
* :
B2 el
Acceptall “i-a
X other packets ;
| ' B4 1
. 1
. 1
. 1
: 1
1 1 :
1 Gbs 1 1 Gbls

- oo
: P

Processing header :

reading up to 64 bytes 1
followed by decision Remote !

Port1 ! making Node 1Port 2

Fig. 7.4: Active RN functional block diagram forgposed cost-effective 10 G/1 G EPON
upgrade.
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At the initial stage where an ONU has not registécethe network, the OLT will register the
ONU through the MPCP auto-discovery mode in ordeseind traffic downstream to it. Once
the registration is completed, the active RN shdwdde included the addresses for the newly
registered ONU through listening to all MPCP franbesgyuarantee precise traffic filtering.
Furthermore, the technique is built under the domaé of no functional and hardware
changes will be applied to the large number of ONWisere the ONUSs port rate stays at 1
Gb/s while the OLT requires an upgrade to 10 Gdw'sHe downstream).

A simplified version (compared to Chapters 4, 5] &) of the active RN functional block
diagram used in the asymmetric 10 Gb/s upgrad@éasvis in Fig. 7.4. In the downstream
direction, the OLT transmits downstream trafficaatate of 10 Gb/s. In the active RN, the
downstream data will be buffered at B2 as it takdixed time to process the header reading
of up to 64 bytes (read destination MAC, LLID ammlice MAC addresses to determine the
destination of the frame to be either discardettaorsmitted downstream to the ONUs). Same
header reading process occurs in upstream direeiioept the transmission rate is in 1 Gb/s
and is used in updating the information table foowing which ONU is connected to the RN.
Also, note that MPCP frames will be inserted intaity buffer B3 and all other accepted
frames will be stored in buffer B4 due to the reatimat the MPCP frames contain timing
information that achieve synchronisation betwean @NUs and OLT. This information is
important for the ONUs to accurately transmit franu@stream in order to avoid collision at
the passive combiner. Therefore the use of the éteduler and the assignment of constant
wait time to MPCP frames are aimed at achievingligide delay variability in the
downstream path (refer to discussion in the Chapte®nce a MPCP frame is accepted into
buffer B3, the RN scheduler will make sure the feanmmdergoes a wait time, which leads to a
constant delay for MPCP packets and the rangingsgndhronisation between the OLT and
ONUs will not be affected (details refer to Chagégr

During the wait time, the RN scheduler will insgrackets from buffer B4. Since the
downstream transmission rate from the RN to theneoting ONUSs is limited at 1 Gb/s, a
bottleneck will occur at the RN if burst traffic tbe same location occurs. Therefore, buffer
size of B4 represents an important element in tiopgsed cost-effective asymmetric 10G-

EPON upgrade using active filtering RN, which wk discussed in the next section. The
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summary of the frame filtering technique in the BNshown in Fig. 7.5. Note that the RN
needs to read only the first 64 bytes of the frameader to determine the source and
destination addresses. Therefore a fixed procestay will be implemented at the RN for
both downstream and upstream pass-through tragficén again the ranging in EPON will not

be affected.

Begin

[ wait for frame to be received |

|
v v

Receive frame from OLT (port 1) | Receive frame from ONUSs (port 2)
[Read frame header (64 bytes) | [ Read frame header (64 bytes) |
[Get MAC Addresses & LLID }----------+ T Rnt {Get MAC Addresses & LLID |
Update information

talele [ Transmit upstream |

information table

[ LLID recorded for port 2? |
1

r 1
No Yes
v

Frame discarded MPCP packet?
Yes No

Priority B3
I

I »_ RN downstream scheduler
[ Transmit B3 packets | 1

[ IsB3 empty? |
l—l_l

|

transmit B4
packets if applicable

«— wait time «+—— No Yes

Transmit B3 & B4 packets

Go Begin stage <+—
9 9 based on arrival time

Fig. 7.5: Frame filtering flow chart in the acti®N for asymmetric 10 Gb/s downstream and

1 Gb/s upstream EPON system.
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7.4. Simulation Results and Discussions

Parameters Value
Number of ONUs 160
Number of RN 10
Number of ONU/RN 16
OLT output port rate (downstream) 10 Gb/s
OLT input port rate (upstream) 1 Ghbl/s
RN ports rate 10 Gb/s (from OLT)
1 Gb/s (from ONU)
Transmission cycle time 2 ms
Distance OLT to RN 58 km
Distance RN to ONUs 2 km
Share buffer size 600 kBytes (refer to Fig. 7.6)
Input traffic nature Self-similar synthetic
RN processing delay,ft 100pus
Packet size 64 — 1518 bytes (uniformly distributed)

Table 7.1: Simulation parameters.

A discrete simulation of the proposed EPON incaafing active RN for 10 Gb/s downstream
upgrade architecture was conducted using MATLABhwite 1:10:160 architecture (ten
subnets with each connected to a RN). The reasgnl@tsubnets architecture is chosen is
discussed in sub-section 7.4.2 though subnet nuofbdarger than 10 will also lead to similar
data rates compared to EPON without active RN wsgréull upgrade). Two sets of
simulation were completed, one with RNs and onéhauit RNs. It is assumed that the
average amount of traffic transmitted to the telnets is equal. Therefore, the performance
of using and without using the RN can be evaludigdsimply comparing the network
performance of any one subnet. Due to asymmetrgage of 10 Gb/s downstream and 1
Gb/s upstream in this proposed architecture, trstreg@m transmission will be using 1 Gb/s
dynamic bandwidth assignment (DBA) method as ingidra 4, 5, 6 and [17, 18], hence will
not be discussed here. The simulation parametessammarised in Table 7.1. The
simulation is built using self-similar syntheti@atfic generation with packet sizes uniformly
distributed between 64 and 1518 bytes [19]. Thé& lmapacity is assumed as 10 Gb/s
downstream (transmission link rate between the @hd the active RN is set at 10 Gb/s
while the transmission link rate between active BN ONUs is at 1 Gb/s) and 1 Gb/s
upstream. The distance from OLT to each ONUs isas60 km (since a remote node is built
on top of a repeater which extends the distancéghef PON up to 60 km [16]). The
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transmission cycle time is 2 ms since the upstrgamsmission remains at 1 Gb/s and the

processing delay for pass-through traffic at thevadrN is set at 100s.

7.4.1. RN framelossrate and buffer size

600

- BUffer Bi
== Buffer B2
==== Buffer B4 1

a1
o
o

—Bl+B2+B4

SN
)
Q

300

N
o
o

Maximum Buffer Size in kBytes

=

o

=

‘.
1

Q
[ e N PR PR PR PR PN PP TS s e e 0 A s
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81 02 03 04 05 06 07 08
Traffic Load

Fig. 7.6: Maximum buffer size for B1, B2, B4 andalocRN buffer size (assuming B3 is

almost negligible).

As shown in Fig. 7.4, the buffers represent imparedements in the RN to store downstream
frames pending transmission (B4), and downstreaffiarwhile the frame header is being
processed (B2). The maximum total buffer size medr(B1+B2+B4 since B3 is almost
negligible) is shown in Fig. 7.6 while buffer Blpresents the upstream traffic while the
frame header is being processed. Overall, theraoisone particular period where the
maximum buffer size is larger than 580 kBytes. €fme, the total buffer size in the
simulation is set at 600 kBytes with first-in-fistit (FIFO) structure, and hence there is no
frame loss in the RN. Please note that this settingnly feasible for traffic shared equally
among all subnets in peak traffic hours. If domimgtsubnet on downstream traffic exists
with bursty traffic, the buffer size requirementcbmes much higher. However, this can be
controlled by the DBA scheduler in the OLT for frafshaping. It is important that the active
RN implementation will not impact the current woriEPON system. If there is a frame loss
in the RN, the ONU or OLT will need to retransmitetlost packets, which results in
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decreasing network efficiency. Therefore, keepimg frame loss rate to negligible levels is
crucial in EPON with active RN implementation. Figé shows that the buffer B2 dominates
the total buffer size due to the reason that argwdownstream data stream are required to be
stored pending header processing. This buffer sizdirectly related to the active RN’s
processing delay where in this simulation, it isesed to be 10Qis. By reducing the RN
processing delay, the total buffer size can beageduFurthermore, buffer B4 suffers a sharp
increase at traffic load of 0.9 as the 1 Gb/s c&pdimit is reached (recall the access link
capacity between the RN and connecting ONUSs is/)Gb

7.4.2. Asymmetric 10G-EPON with active RN architecture

Without the use of active RN in EPON, full upgrasl@equired for each ONU to upgrade the
port rate in order to process 10 Gb/s data strébowever, the proposed scheme requires an
upgrade only at the feeder link (between OLT aredabttive RNs as presented in Fig. 7.1) to
10 Gb/s and remainder of the access link (betwkerattive RNs and ONUSs) remains at 1
Gb/s in order to reduce the total upgrade costeSihe downstream output rate of each RN is
1 Gb/s, a total number af ONUSs is required to be allocated to different RNrder to
achieve the same downstream data rate per ONU cechpa full upgrade. If the network is
operated at full load, the average data rate pdd Nin Mb/s) using EPON with active RN

upgrade can be described as:

c
R:min{% ﬂ} (7.1)
n n

where Cycess represents the link capacity between RNs and OMWg;h is 1 Gb/s and the
Cieeder represents the link capacity between OLT and RMsich is at 10 Gb/s anth
represents the total number of RN (or subnets)ireduAs equation (7.1) suggests, the
downstream data rate per ONU is either limitedUgyess Or Creeer- FOr example, ifm = 2
RNs, each subnet is only capable of processing/$ Giwnstream data rate (with a total of 2
Gbl/s for 2 subnets) despite the feeder link capaxiat 10 Gb/s. Therefore a minimummot

10 RNs is required to maintain equal downstréafar both EPON with RN and full upgrade
architectures to satisin/Caccess = Creeder- Although the value o can be larger than 10, it is

not recommended since installing more active RN mwitoduce higher costs. However, the
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value ofn (the number of ONUs connecting to each active R&) be increased but will

constraint the bandwidth shared per user.

7.4.3. Cost-effective 10G-EPON with RN ar chitecture

Table 7.2 shows an example of current 1G-EPON coptocosts [20]. Please note that the
evaluation covers the initial components’ upgradsts which exclude the operational and
maintenance costs. Assuming the ONU port priceoimidated in the unit cost; upgrading

each ONU to support 10 Gb/s transmission rateregjlire an upgrade cost of approximately
$480/0ONU following the Ethernet hardware rule of fb@ capacity increase at 3 times the
port price. In addition, the OLT will require angrade cost of approximately $10,800 (Note
that only downstream 10 Gb/s upgrade is discussei@ wpstream transmission remains at 1

Gb/s for asymmetric upgrade).

Parameters Value
OLT Costs
Enclosure cost ($) 200000 (Urban)
160000 (Suburban)
Input port rate (Mb/s) 1000
Input port cost ($) 4240
Output port rate (Mb/s) 1000
Output port cost ($) 3600
10 Gb/s downstream port upgrade ($) 10800
ONU Costs
Install cost ($) 96
ONU unit cost ($) 160
10 Gb/s receiving port upgrade ($) 480
RN Costs
Install cost ($) 96
1 Gb/s port upgrade ($) (to ONUs) 160
10 Gb/s port upgrade ($) (from OLT) 480

Table 7.2: EPON component costs [20].

Fig. 7.7 shows the total downstream upgrade cogprfagressive upgrade cases of 16 ONUs
per RN and 32 ONUs per RN (e.qg. if the ONU numbed4, 4 RNs are needed for 16 ONUs
per RN progressive upgrade while 2 RNs are needed3Z ONUs per RN progressive

upgrade) as well as full upgrade of up to 512 ONIWe total upgrade cost includes the OLT
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output port upgrade cost of $10,800, the RN iratiaih and upgrade cost of $740 (10 Gb/s
port and 1 Gb/s port) and ONU upgrade cost of apprately $480 per ONU. Once off
upgrade (EPON with all RN without a progressive raplg) to install a sufficient amount of
active RN into the network is another cost-effeetiypgrade method but this solution is
dependant on the number of ONU that will be sugublly each RN (refer to equation (7.1)
in subsection 7.4.2). It is assumed that the adMewill require an installation cost and unit
cost similar to the ONU although it provides muain@er function than that. Therefore, the
10 Gb/s downstream upgrade costs for EPON withv@d®N architecture will not have
significant cost saving at low number of ONU. Howeas the EPON system scales to cover
more customer units, the cost of full upgrade tthe@NU'’s receiving port increases linearly
while the cost of EPON with active RN upgrade (bgitogressive upgrade scenarios)
experience much lower cost since an amount of 18200NUs will only require only one
RN. Atn = 160, the full upgrade on each ONU requires ayrage cost of $87,600 compared
to $18,200 of EPON with RN upgrade (16 ONUs per Ridr existing deployed 1:16 and
1:32 conventional small scale EPON systems, se\®®dll can be combined to produce a
large scale PON system utilising the advantagetheRN to provide lower initial upgrade
cost (since the repeater provides sufficient powetget for high split-ratios and long reach,
where the advantages are presented in Chapter 5).

Having the low upgrade cost for EPON with active Bfghitecture, the simulation results in
Fig. 7.8 proves that an equal downstream datapet®©NU can be achieved for both EPON
with active RN upgrade and full upgrade architez$uiThe small difference of 0.2 Mbps per
ONU is due to processing and scheduling delayserattive RN that is currently assumed to
be 100us (similar to 1 Gb/s system), which can be reduoetit the 10 Gb/s operation.
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Fig. 7.7: Upgrade costs comparison for 10 Gb/s dneam rate between full upgrade on all
ONUs and active RN upgrade (Two proposals of 16 ©®Nél RN and 32 ONUs per RN

progressive upgrades are demonstrated).

Traffic Load Downstream Data Rate per ONU
(Mb/s)

EPON with RN Full Upgrade
0.1 6.34 6.25
0.2 12.44 12.50
0.3 18.33 18.75
0.4 24.42 25.00
0.5 30.10 31.25
0.6 36.89 37.40
0.7 43.37 43.75
0.8 48.97 50.00
0.9 54.58 56.25

Fig. 7.8: Simulation results showing equal dowrestralata rate per ONU can be achieved

while EPON with active RN architecture having lavitial cost upgrade advantage for 160

ONUs equally allocated to 10 RNs.
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7.5. Conclusion

The chapter presented a cost effective schemedfarG@b/s asymmetric EPON upgrade using
the active RN with layer two filtering function. Fupgrade on all ONUSs’ ports to support 10
Gb/s transmission rate are costly and has lowaieficy on utilising the ONU’s upgraded
port in a large scale EPON system since full linpacity of 10 Gb/s is shared among a large
number of ONUs such as 128, 256, and 512. The pegpactive RN listens to all incoming
frames’ headers to gather layer two (or MAC) netwiaformation and forms an information
table containing MAC and LLID addresses attacheth&oupstream and downstream ports.
This information table is used to filter framesnraeeceiving 10 Gb/s port and forward frames
downstream to the ONUs at a transmission rate®b/s. The advantage of such a scheme is
to upgrade only the feeder link between the OLT active RNs while the large number of
ONUs’ transceivers remains at 1 Gb/s, which sigaiitly reduces the upgrade capital spent

and also the unit cost for customer.

The simulation results showed an equal downstreata rdte can be achieved for both EPON
with active RN upgrade and full upgrade. Furthemmapgrading small amount of active RNs
(for an example of 10) results in a much cheapst compared to upgrading all ONUSs (in
hundreds). From the cost analysis in section 7,estimated initial upgrade cost of
approximately $87,600 is required for full upgradeile EPON with active RN architecture
only requires an upgrade cost of approximately &1®, under the condition of same
downstream data rate per ONU for EPON with actie dchitecture and full upgrade (160
ONUs). Therefore, the proposed EPON with activedRdhitecture appears to be an attractive
solution for SPs to migrate from traditional 1G-B¥@ 10G-EPON and at the same time
increase the ROI by reducing the initial capitgy@xditure.
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Conclusions and Future Works

8.1. ThesisOverview

This thesis investigated architectures and teclasigior improving the performances of
optical access network implementations based o batvelength division multiplexed
passive optical network (WDM-PON) and time divisionultiplexed PON (TDM-PON)
systems. Its aims were to seek several feasiblgicos to a number of emerging service
requirements such as independent service provigiani WDM-PON, local traffic quality of
service (QoS) in EPON, downstream bandwidth enhagoé in large scale optical access
network, upstream dynamic bandwidth assignment (PB&heme in EPON and the
evaluation of 10 Gb/s EPON system upgrade optibhs.summary of the technical chapters

presented in this thesis is as follows.

Chapter 3 investigates the issue of independemnticgesr provisioning in WDM-PON. A
simple technique of closely separated basebandnelargeneration and separation is
experimentally demonstrated to prove the feasybibt practical deployment. This proposed
scheme uses a single laser and modulator to gentrat data stream channels, one at
baseband and the other at a low frequency subcardeband respectively using amplitude-
shift keying (ASK) signal. The two data streams sm@ependent and can be provided by
different service providers (SPs). At the customemise’s receiver side, an optical delay
interferometer (differential phase-shift keying @#) demodulator) is used to optically
separate the two independent data channels andasthbaseband receivers are used for
detection. This scheme has been experimentally dstraded using two independent 1.5 Gb/s

data streams. Also, in this chapter, the crossH#ct of subcarrier multiplexing technique is
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discussed. Through experiment and simulation, aptirbias drive amplitude region in
biasing the Mach-Zehnder modulator (MZM) and thiéedent value of radio frequency (RF)
signal amplitude for the subcarrier channel havenkanalysed to obtain a balanced result for

both channels.

Chapter 4 presents a discussion of the limitatibexasting EPON standard in delivering
inter-ONU communications traffic. According to lagl topology emulation (LTE) technique
defined in the EPON standard [1-3], inter-ONU t@fere required to go through the
distribution link upstream and then downstream (dte directivity of passive

splitter/combiner), which results inefficient useEd®ON bandwidth. In this chapter, a remote
repeater node (RN) incorporating active layer taaviirding function is proposed to be used
in EPON architecture. The active RN, which locaaéter the first split point listens to all

incoming EPON frames from upstream and downstr@agather layer two or medium access
control (MAC) information for all devices that acennecting to it and form a forwarding
table containing MAC and logical link identity (LD) addresses. Using this forwarding table,
the active RN is capable of filtering frames andinecting local intra-subnet frames. The
motivation of the proposed architecture is to desag improved EPON system. Therefore,
the proposed use of the active RN will have no ichma existing EPON protocols such as
Multipoint Control Protocol (MPCP) and DBA machiramd no modification needed on
existing OLT and ONU. The simulation results insttchapter have proved significant
performance increases in a symmetric 1 Gb/s EPQN adgtive RN architecture in terms of

local intra-subnet traffic and downstream traffiteincies.

Chapter 5 describes the issue of unable to ddtigr quality broadband service to large scale
network due to bandwidth bottleneck at the EPON rgiveam. When the number of users
increases, the available downstream data rate g®@aris also decreased in the shared PON
system. The use of EPON incorporating active RNhvayer two forwarding function has
been discussed in Chapter 4. Therefore, the berwfsuch architecture are extended in this
chapter. Due to the major functions of filteringnamted frames and redirecting local intra-
subnet frames at the active RN, this proposed taathre results a large portion of free
downstream bandwidth (previously used to redirecal inter-ONU traffic at the OLT in
conventional EPON system) can be used to accommadate external traffic. Therefore,

simulation and theoretical analysis have beeneduwut to demonstrate a significant amount
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of downstream bandwidth can be improved; and aterely the number of customers can be
increased while keeping same data rate comparezbrigentional EPON system for the

advantage of scalability.

In Chapters 4 and 5, static bandwidth assignmeBA]Snethod is used in the simulations
due to the reason that the objectives of the tvaptgrs are to demonstrate the basic functions
and benefits of the proposed architecture. Howeter limitation of SBA method has been
discussed in Chapter 6. If SBA scheme is usedOth€ will allocate same timeslots to all
ONUs although some ONUSs’ buffers are empty whileme@®NUs will have large amount of
traffic to be sent due to the burstiness of Ethetmadfic, which directly decrease the network
efficiency. Therefore, Chapter 6 investigates theent important issues of fair and efficient
upstream bandwidth assignment schemes in EPONmAlsinovel DBA mechanism named
local traffic prediction-based DBA (LT-DBA) is proped to enable upstream data rate
improvement per customer. The LT-DBA mechanism wsasess granting of timeslot for
ONUs, which contain local intra-subnet traffic (@nthis traffic will be redirected at the
active RN). However, due to random traffic is gesed by the end users, collision avoidance
techniques at the access and feeder links arereeand were proposed in the chapter. The
simulation of LT-DBA algorithm in EPON incorporagnactive RN architecture has
demonstrated large improvements in several perfocmaparameters including average
packet delay, frame loss ratio, average queue isizONU as well as upstream and

downstream data rate per ONU compared to conveaitElRON system.

Chapter 7 presents a discussion of issues in 18 6GBON upgrade compatibility with
existing 1 Gb/s EPON and modifications on the proko Full upgrade on all ONU’s
transceiver ports to support 10 Gb/s transmissibe are costly and has lower efficiency on
utilising the bandwidth since the link capacitystgared among a large number of ONUs. The
EPON incorporating active RN with layer two forwaug architecture described in Chapters
4 and 5 has the initial cost advantage on upgrathegexisting 1 Gb/s EPON system to
asymmetric 10 Gb/s downstream/1 Gb/s upstream raysibe main advantage of such a
scheme is to upgrade only the feeder link betwkerQL T and the active RNs while remains
a large number of ONUS’ transceivers at conventi@r@b/s, which significantly reduces the
upgrade capital spent and also the unit cost fstoooers. A simulation has been conducted to

show an equal downstream data rate can be achievedth EPON with active RN upgrade
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compared to full upgrade on all ONUs. As a resthie proposed EPON with active RN
architecture appears to be an attractive solutionomly on improving the upstream and
downstream performance in existing 1G-EPON systemnatso capable of increasing the

number of users and easy for upgrading to 10 Glstes while keeping a low initial upgrade
cost for SPs.
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8.2. Directionsfor Future Work

In the previous chapters in the thesis, intensiveigtions and theoretical analysis have been
demonstrated to examine the feasibility of the EP@th active RN architecture. Although

the proposed architecture has been proved to mowdny advantages compared to
conventional EPON system, several research topérs wlentified as an extension to further

improve the architecture as shown below.

8.2.1. Intraand inter ONU scheduling in EPON with active RN

In Chapter 6, the performance of a packet-basedanktcan be characterised by several
parameters such as bandwidth, packet delay, del@gtion and packet loss ratio. An efficient
and fair access network system maintains the Qdfichwefers to a network’s ability to
provide all the mentioned parameters on a per-adigreor per-session basis. However, not
all networks can maintain a per-connection sta@ityuassurance [1]. Therefore, in order to
support different applications and services’ regmients, a network can separate all the
incoming traffic into a limited number of classeslgrovide differentiated service for each

class to maintain the class of service (CoS) [1].

The simulation built in Chapter 6 aims to test thasibility of the LT-DBA algorithm in
comparison to standard DBA and fixed service SBAho@s. All incoming traffic into an
ONU from the customer sites are handled in onescfagich means equal priority for all
packets). However, a real access network consistsubti-services or applications with
different requirements. Variable-bit-rate (VBR) @@ streams are highly burst and require a
delay of less than 100 ms [2, 3]; constant-bit-(@&BR) streams for legacy equipment such as
plain old telephone service lines requires minindetay of 10 ms and hence maximum jitter
[2, 3]; while best-effort (BE) traffic requires mimum QoS but represents a major amount of
network usage. Without CoS differentiation, videtiswill experience similar priority as BE
traffic, which is not desired. In order to maimahe CoS differentiation mechanism, inter-
ONU and intra-ONU scheduling mechanisms as shovw#ign8.1 can be implemented in the

ONU to provide QoS to EPON incorporating active Righitecture. As a consequence, an
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extended simulation model can be performed to et@lthe effects of intra-ONU and inter-
ONU scheduling mechanisms to the LT-DBA method.

Intra-ONU scheduling
Inter-ONU scheduling

OLT |

S

\
4 ﬁ]]]]]}— Eliigry

ONU 1

(LT | v

v
oI +— | {{eer)

Fig. 8.1: Intra-ONU and inter-ONU scheduling [1].

8.2.2. Advanced DBA for differentiated class of service

As defined in IEEE 802.1p, traffic classes can l@@ped into seven priority queues [2]. Less

priority queues can be implemented where two oremi@ffic classes can be grouped together

to share the same priority. Although the differatitin of CoS in EPON make the network an

efficiency access system to support triple playises, common issues such as light-load

penalty and Ethernet packet pre-emption can odoucontrast to the inter-ONU scheduling

methods in previous section, the awareness of Guot be implemented in the OLT’s

bandwidth assignment agent.
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Fig. 8.2: Tandem queue in ONU [4].
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Fig. 8.3: Packet scheduling in ONU [9].

At low traffic load where the OLT is able to graart ONU of its requested slot size, more
packets will arrive to the ONU with higher prioriguring the wait time of receiving the
REPORT message and the start of slot transmissi@ Due to the implementation of CoS
differentiation, these newly arrived higher prigripackets will be sent and some lower-
priority packets are pre-empted and left in theuguelhis scenario may repeat for several
transmission cycles and increase the network effy penalty. However, as the load
increases, the lower priority queues grow fastet the light-load penalty decreases. Several
techniques have been developed to address thes ss&in as tandem queuing and CBR credit
method [1]. Furthermore, the newly arrived higheonity packets might not have the same
packet size as the reported lower-priority pacKéis will prevent the transmission of the
newly arrived higher-priority packets and createsed slot remainder. Since the IEEE 802.3
standard does not allow Ethernet packets fragment§2, 4], packet pre-emption will result

in an under-utilised slot unless the newly arriv@gher-priority packets have the same
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combined size as a pre-empted lower-priority pgakbich is rare [5]. As a consequence, this
issue has been studied by researchers and sevleealusing methods have been proposed [6-
8]. Among the different scheduling methods [4, 6€jlutions such as tandem queuing and
packet scheduling can be implemented in the ONUWsaative RN as shown in Fig. 8.2 and

Fig. 8.3 [4, 9] to further improve the LT-DBA perfoance.

Differentiation of CoS can be extended into LT-DBRyorithm to improve the EPON with
active forwarding RN in supporting prioritised fiafand application in order to provide
better QoS to real-time services. Bridging functionthe ONU or devices connecting the
ONU provides the forwarding decision of sending tbeal traffic frame to the OLT. A
special queue (non-priority queue) can be allocapetially for all local traffic frames and
the amount of this buffer can be known to the Ohfotigh the REPORT message. Once the
OLT has the knowledge on how much local traffic@GNU has, it can better allocate excess
timeslot rather than relying on prediction tech@qegarding the amount of free timeslot
occurred due to local traffic redirection at theixae RN in the previous transmission cycle.
Furthermore, the ONU can provide efficient packetesluling method since the excess
timeslot size will be stated in a different Gratarsand length as discussed in section 6.3.2 in
Chapter 6. All frames that is needed to be trarteohtio the OLT will be scheduled to send in
the timeslot determined by standard DBA method avthle local traffic frames that will be
redirected at the active RN will be scheduled taraesmitted in the excess timeslot. This
scheduling method can greatly reduce jittering e t@ctive RN’s upstream scheduler.
However, to complete the above extension, a moraraxkd simulation model with ONUs to
support multiple CoS has to be built. As a consaqgegit is an exciting follow up research
topic on extending the LT-DBA algorithm to suppditferentiated CoS in EPON with active

forwarding RN to support triple-play services.

8.2.3. Activefiltering and forwarding RN chipset

In Chapters 4, 5 and 6, discrete event simulatiodehand self-similar traffic generation are
used for both upstream and downstream to geneth&ret packets. However, the proposed
architecture of EPON with active RN can be furthested using real traffic from services
such as Internet protocol TV (IPTV), high-definitidV (HDTV) and peer-to-peer (P2P). In
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order to perform this experiment, a chipset comirfull forwarding and filtering functions

of the active RN can be built. Several applicatspecific chipsets have been developed by
researchers [10-12] for EPON system. Thereforepsehi developing to simulate the real
video traffic in order to evaluate the QoS perfoncefor the proposed architecture is another

interesting future work.

8.2.4. Symmetric 10 Gb/s EPON using active RN

In Chapter 7, an asymmetric 10G downstream/1G eg@strEPON architecture is proposed
using active filtering RN. This architecture prosda low cost upgrade option for service
providers due to the reason that only transceieetspupgrade is required between the OLT
and the active RNs while a large number of ONU$ reinain in 1 Gb/s transmission rate.
The simulation shown in the chapter is only capalfledemonstrating the asymmetric 10G
downstream/1G upstream system. However, multiptexecthnique can be implemented in
the active RN to multiplex several 1 Gb/s upstremta streams (from the ONUSs to the active
RNs) into 10Gb/s link rate between OLT and actisRo achieve symmetric 10G-EPON
with active RN architecture. This architecture witbvide a boost in upstream bandwidth for

customers by keeping the 1 Gb/s ONUSs.

8.2.5. Multicast support in 10 Gb/s EPON

As described early in the thesis, bandwidth demianthe access network is increasing
dramatically. High bandwidth demand applicationshsas IPTV and HDTV have begun to
attract many customers. Most of these applicatimes multicast technique to transmit video
streams to the end users. According to IEEE 802Tzk Force group, the 10 Gb/s EPON
will be using separate wavelength channels to dell® Gb/s and 1 Gb/s data streams [13]. If
a multicast stream were always broadcast onto domtinstream channels, significant amount
of bandwidth will be wasted and the 1 Gb/s dowmstrecan be easily saturated [14].
Therefore, the OLT must be implemented with adddiofunction such as LLID based
multicast forwarding database in order decide whigbical channel in downstream a
particular multicast stream should be forwardeds T¢sue has created an interesting research
topic in providing multicast traffic in next genémn EPON. If an EPON with active filtering
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RN architecture is used, the complication of thdticast issue is reduced since only one
wavelength channel is used between the OLT angdea&N. However, specific function to
replicate and filter multicast streams in the aet®RN will further improve the efficiency of

the proposed architecture.
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8.3. Conclusions

This thesis presents a detailed study of spec#dthriiques and architectures aimed at
achieving improved performance of the access ndétwdrile meeting emerging service
requirements such as independent services proingiom WDM-PON, upstream and
downstream performance enhancement in EPON as agellhe evaluation of the next
generation EPON upgrade. During this study, a detainderstanding of current access and
broadband networks infrastructure has been gaiRadhermore, novel architectures and
technologies have been proposed and demonstratmagth experiments and simulations to
verify the feasibility towards practical implemetid@. Moreover, the research has identified
further research that is essential towards theldpaeent of a cost-effective next generation
optical access network infrastructure supportingSQamework and services that exploit
QoS differentiation.
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2R
3R

ACTS
ADSL
AON

ASE

ASK
AT&T
ATM
ATM-PON
AWG

BE
BER
BPON

CBR

CDR

CO

CoS

CRC
CSMA/CD
CSR

Appendix A: Acronyms

re-amplification, reshaping
re-amplification, reshaping and retiming

Advanced Communications and Technologies and Services
asymmetric digital subscriber line

active optical network

amplified spontaneous emission

amplitude shifted keying

American Telephone & Telegraph

asynchronous transfer mode

asynchronous transfer mode passive optical network

arrayed waveguide grating

best-effort
bit-error-rate

broadband passive optical network

constant-bit-rate

clock and data recovery

central office

class of service

cyclic redundancy check

carrier-senses multiple access with collision avoidance

carrier-to-subcarrier ratio
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DA destination address

DBA dynamic bandwidth assignment
DFB LD distributed feedback laser diode

DI delay interferometer

DPSK differential phase-shift keying
DVD digital versatile disc

DWDM dense wavel ength division multiplexing
EDC el ectronic dispersion compensation
EDFA Erbium-doped fibre amplifier

EFM Ethernet in the First Mile

EPON Ethernet passive optical network
FBG fibre brag gating

FEC forward error correction

FFP fibre Fabry Perot

FIFO first-in-first-out

Fig figure

FSAN Full Service Access Network

FSR free-spectral-range

FTTB fibre-to-the-building

FTTC fibre to the curb

FTTH fibre-to-the-home

FTTP Fibre-to-the-premise

G Giga

Gb/s Gigabit per second

GFP Generic Framing Procedure

GMII gigabit mediaindependent interface
GPON gigabit PON

HDTV high definition TV
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HFC Hybrid Fibre/Coaxial

Hz Hertz

IEEE Institute of Electrical and Electronics Engineers
IGMP Internet group management protocol

IP Internet protocol

IPACT interleaved polling algorithm with adaptive cycle time
IPTV Internet protocol television

ISDN integrated services digital network

ITU International Telecommunication Union

KDDI Kokusai Denshin Denwa International

km kilometre

LAN local area network

LED light emitting diode

LiNbO3 Lithium Niobate

LLID logical link identity

LN-MOD Lithium Niobate modulator

LTE logical topology emulation

M Mega

MAC medium access control

Mb/s Megabit per second

MPCP multi-point control protocol

MZIWC Mach-Zehnder interferometer wavelength converter
MZM Mach-Zehnder Modulator

NICTA National Information and Communication Technology Australia
NZN non-return zero

OBP optical bandpass filter
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ocC
OCSS
ODN
OLT
ONU
ORU
oSl
OTDR

P2P
PCM
PIEMAN
PON
POTS
PRBS
PTP
PTPE

QoS
QPSK

RF
RN
ROI
RS
RTT

optical circulator

optical carrier suppression and separation
optical distribution network

optical line terminal

optical network unit

optical repeater unit

Open System Interconnection

optical time-domain reflectometer

peer-to-peer

pul se-code-modulation

photonic integrated extended metro and access network
passive optical network

plain old telephone system

pseudorandom binary sequence

point-to-point

Point-to-point Emulation

quality of service
quadrature phase-shift keying

radio frequency
remote node

return on investment
Reed-Solomon

Round trip time

source address

static bandwidth assignment
star coupler

single-copy broadcast
standard definition television

service level agreements
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SME shared-medium emulation

SMF single mode fibre

SOA semiconductor optical amplifier
SP service provider

T1 trunk level 1

TDM time division multiplexing
TDMA time division multiple access

TDM-PON time division multiplexed passive optical network

VBR variable-bit-rate

VCSEL vertical cavity surface emitting laser
VDSL very high speed digital subscriber line
VOD video-on-demand

WDM-PON  wavelength division multiplexed passive optical networks
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