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Abstract

The popularity of bandwidth-intensive applications and the deployment of virtual

private networks (VPNs) have resulted in a rapid growth of the Internet during re-

cent years. The demand for high bandwidths and the necessity to serve customers

over an extended reach cannot be met with conventional wired broadband access

technologies, such as digital subscriber line (DSL), due to bandwidth limitations of

the copper medium. To overcome this bottleneck and deliver high-speed content

to customers over various distances, deploying optical fibre in the access network

has been proposed as the most appropriate strategy. After considering potential

optical fibre configurations for the amount of fibre and the number of transceivers

required, the passive optical network (PON) has been selected as the most efficient

architecture to provide fibre access to its customers. Today, PONs are not only used

as access networks for fixed wire-line customers, but also as backhaul networks

for mobile users. PONs are more energy efficient than their copper counterparts

as a result of low transmission losses, high bandwidths, and passive components

present. Due to their ability to deliver high bandwidths in a cost-effective man-

ner, a large number of PONs have been deployed globally. Wider deployment of

PONs increases the number of customers and user equipment in communication

networks, thereby increasing the overall energy consumption. The implications of

increased energy consumption, such as increased greenhouse gas emissions and

operational expenditure, have led to the emergence of energy conserving studies

for PON.

The main objective of this thesis is to propose energy-efficient algorithm-based

solutions for the PON. For this purpose, we have selected the time division multi-

plexed (TDM)-PON and the time and wavelength division multiplexed (TWDM)-

PON, as they are considered to be the most popular PON choices for current and

future high-speed communication networks, respectively. In both TDM-PON and

TWDM-PON, each optical network unit (ONU) is allocated a time slot to access

the upstream and downstream bandwidths. Beyond this time slot, an ONU re-
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mains idle, i.e., does not exchange or process packets. Despite being idle, ONUs

continue to operate at their active power level. As a result, the high energy con-

sumption of the PON is attributed to the ONUs, which continuously operate at

their active power level and are present in large numbers in current communica-

tion networks. As such, minimising ONU energy consumption has been identi-

fied as the best approach to reduce overall energy consumption of the PON. For

this purpose, transitioning idle ONUs into low-power modes, such as sleep and

doze, have been proposed for both TDM-PON and TWDM-PON. In sleep mode,

both the ONU transmitter (Tx) and receiver (Rx) are powered down, while in doze

mode, only ONU Tx is powered down. Moreover, multiple wavelengths and tun-

able ONU transceivers (TRXs) present in TWDM-PONs facilitate further energy

savings at the OLT through wavelength reallocation. Wavelength reallocation in-

volves switching off idle wavelengths and redistributing the ONUs amongst re-

maining active wavelengths. In this thesis, we exploit the sleep/doze capabili-

ties and wavelength tunability of the ONUs in designing energy-efficient dynamic

bandwidth allocation (DBA) algorithms and dynamic wavelength and bandwidth

allocation (DWBA) algorithms to minimise the energy consumption of the TDM-

PON and TWDM-PON, respectively.

Proposing sleep/doze-enabled DBA algorithms for the TDM-PON involves

addressing key operational and performance challenges that arise in the network

due to sleep and doze mode operations. First, sleep/doze mode operations should

be incorporated into the underlying DBA algorithm of the network. This thesis in-

vestigates how general MAC control messages can be used to exchange sleep/doze

control messages between the OLT and ONUs. Another design parameter, sleep

or doze duration, is carefully examined in this thesis as it affects both energy sav-

ings and quality of service (QoS). Longer sleep/doze duration improves energy-

savings at the expense of increased average delay. As a result, energy consumption

and average delay cannot be minimised simultaneously. To this end, this thesis ex-

plores sleep/doze control functions that adapt to varying traffic loads of the net-

work to reduce energy consumption and also average delay. We also investigate

supporting estimation techniques used in these sleep/doze control functions. Fi-
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nally, for the TDM-PON, we investigate possible methods of minimising the QoS

degradation due to sleep/doze mode operations.

In TWDM-PON, both sleep/doze mode operations and wavelength realloca-

tion can be implemented to minimise energy consumption of the ONUs and OLT,

respectively. The DWBA algorithms of this nature address two key challenges,

namely, determining the number of active wavelengths and sustaining QoS speci-

fications of the network. In current customer-centric telecommunication networks,

network operators are bound to deliver a satisfactory QoS to customers through

service level agreements (SLAs). As failure to comply with SLAs results in heavy

penalties for network operators, meeting QoS requirements of the network is im-

portant to generate positive revenue. However, they also face the challenge of re-

ducing the energy consumption of the network to meet environmental standards

as well as to reduce the operational expenditure. To this end, we formulate models

that determine the number of active wavelengths to improve energy savings and

also to satisfy application-specific delay constraints. The performance of different

types of DWBA algorithms is also evaluated under the proposed model. Finally,

the performance of our proposed solutions is analysed for various types of net-

work traffic.

Overall, the technical contributions presented in this thesis provide insight into

how power saving techniques can be incorporated into the underlying DBA and

DWBA algorithms to improve energy savings and sustain delay requirements of

the PON. We also discuss how these solutions can be extended to different scenar-

ios and applications in the future.
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CHAPTER 1

Introduction

1.1 Passive optical networks

During recent decades, the demand for high data rates in fixed and mobile commu-

nication networks has increased significantly. This increase in demand is a result

of customers using the Internet for more sophisticated services, such as video-

on-demand (VoD), IP telephony, and Internet gaming, rather than for basic web

access [11]. To cater to this demand, current communication networks are expected

to provide reliable and high-speed communication links over an extended reach.

Although the core and metro networks have already been upgraded to facilitate

high-speed and extended-reach data transfer, conventional copper infrastructure

in the access networks is unable to support data rates beyond 16 Mbps [22]. How-

ever, optical fibre medium is characterised by high capacity and low transmis-

sion losses [33–55]. As a result, fibre to the home/building/curb/cabinet (FTTx)

technology has been proposed to overcome the capacity bottleneck in the access

segment of communication networks [66]. After considering different fibre deploy-

ment strategies, such as point-to-point (P2P), curb-switched networks, and pas-

sive optical networks (PONs), PON is selected as the most efficient configuration

to deliver FTTx, as it requires low fibre and transceiver deployment. Although

PONs cannot satisfy the mobility requirement of mobile users, they serve as high-

capacity backhaul in mobile networks [77–99].

A typical PON consists of an optical line terminal (OLT) placed at the central of-

fice (CO), optical network units (ONUs) placed at customer premises, and power

splitters that connect the ONUs to the OLT via high capacity optical fibre links,

placed in between the OLT and the ONUs. The optical components between the

1
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OLT and the ONUs remain passive, meaning they do not consume any power [1010].

In the downstream direction, from the OLT to the ONUs, the OLT broadcasts its

downstream data to all ONUs served by a given wavelength. In the upstream

direction, from the ONUs to the OLT, a group of ONUs follows a multiple ac-

cess protocol to access upstream bandwidth. Depending on this multiple access

criterion, different types of PONs, such as time division multiplexed PON (TDM-

PON), wavelength division multiplexed PON (WDM-PON), orthogonal frequency

division multiplexed PON (OFDM-PON), and time and wavelength division mul-

tiplexed PON (TWDM-PON) have been proposed.

The evolution of next-generation PONs occurred in two main stages, namely,

next-generation PON stage 1 (NG-PON1) and NG-PON2 [1111]. Under NG-PON1,

the TDM-PON was studied extensively, as it is more cost effective and energy

efficient [1212]. Two TDM-PON variations, Gigabit PON (GPON) and X-GPON,

were standardised by Full Service Access Network (FSAN) and Telecommunica-

tion Standardisation Sector of the International Telecommunication Union (ITU-

T) [1313]. Concurrently, Ethernet PON (EPON) and 10 Gbps EPON (10G-EPON)

were standardised by Institute of Electrical and Electronics Engineers (IEEE) 802.3

working group [1414]. Collectively, these architectures support data rates of up to 10

Gbps, split ratios of 1:256, and a maximum network reach of 20 km.

Meanwhile, forecasts on global IP traffic, Internet traffic, devices and connec-

tions, and video traffic indicate a significant growth in these areas [1515]. Although

current demand for bandwidth, network reach, and number of users are met with

technologies proposed under NG-PON1, broadband networks needs to be up-

graded to meet future trends in Internet traffic. In order to future-proof the ac-

cess segment, specifications set by FSAN require future PONs to support a min-

imum 40 Gbps data rate, 256-1024 ONUs, 20-40 km extended-reach, low energy

consumption, low capital expenditure, and coexistence with GPON. The TWDM-

PON, which stacks several X-GPONs using multiple wavelengths, has been se-

lected by FSAN as the most appropriate PON architecture that satisfies these spec-

ifications [1616–1818].
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1.2 Energy-efficient PONs

One main drawback of this continuously evolving Internet is the increased en-

ergy consumption of communication networks. PONs are characterised by a low

energy-per-bit due to its high capacity and low transmission losses [33–55]. How-

ever, based on estimated growth of the Internet, reported in Cisco Visual Network

Index (VNI), global Internet traffic is expected to grow 3.2-fold during the next 5

years [1515]. To cater to this future trend, PONs are expected to be deployed in many

parts of the world. The wider deployment of PONs will increase the number cus-

tomers and high-speed components in the network, and eventually increase the

overall energy consumption. This increase in energy consumption raises concerns

for operational expenditure and particularly for greenhouse gas emissions and car-

bon footprint [1919–2121]. As a result, energy-efficient hardware and algorithm design

have become an important part of PONs.

As discussed before, in both TDM-PON and TWDM-PON, multiple ONUs

share the upstream bandwidth through the TDMA technique. This involves di-

viding the upstream bandwidth into time slots and assigning them to ONUs. The

duration of each time slot depends on the bandwidth allocation criterion followed

in the network. For example, a fixed bandwidth allocation algorithm will assign a

fixed time slot to an ONU, irrespective of its bandwidth requirement. A dynamic

bandwidth allocation (DBA) algorithm, however, will assign time slots based on

individual bandwidth requirement of each ONU. The time duration between two

consecutive time slots to an ONU is known as the polling cycle time. In a given

polling cycle, an ONU transmitter (Tx) remains idle, meaning it does not transmit

or process any packets, outside its upstream transmission time slot. Similarly, in

the downstream direction, packets destined for a given ONU are sent during its

downstream time slot. However, due to the broadcast nature of downstream traf-

fic, they are received by all ONUs in the network. Upon receiving these packets,

ONUs process their MAC addresses to identify ones destined to it and discard the

ones destined to other ONUs. When an ONU receiver (Rx) is not processing MAC

addresses or data packets, it is said to be in an idle state. Due to the slotted nature
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of upstream and downstream traffic, an ONU transceiver (TRX) remains idle for a

majority of its polling cycle.

Despite being idle, an ONU continuously operates at its active power level.

The active power consumption in idle state, coupled with a large number of ONUs

present in the PON, make ONUs the main energy consumption contributor of the

access segment [2222]. As a result, a majority of energy-saving solutions proposed

for PON aim to minimise the energy consumption of the ONUs [1919–2121]. One such

technique is to transition an ONU into a low-power mode, such as sleep or doze

mode, during its idle time [2323]. During sleep mode operation, both the ONU Tx

and Rx are powered down, while in doze mode, only ONU Tx is powered down.

In any given polling cycle, an ONU that enters into sleep or doze mode con-

sumes less energy than an ONU that stays active during the idle period. As a

result, increasing the time an ONU spends in sleep or doze mode improves the

energy efficiency of the network. However, when transitioning from sleep/doze

mode to active mode, an ONU incurs a certain overhead time before it can ex-

change data or control packets with the OLT. For example, an ONU entering sleep

mode cannot receive synchronisation bits from the OLT, and spends some time to

resynchronise itself after waking up [2424]. The time an ONU spends in resynchro-

nising is known as the sleep-to-active overhead time. Similarly in doze mode, the

settling time of an ONU Tx corresponds to the doze-to-active overhead time. An

ONU will enter into sleep or doze mode, only if the idle time is greater than these

overhead times. As the duration an ONU spends in sleep or doze mode is limited

by this overhead time, keeping the overhead time to a minimum is considered an

appropriate method in maximising ONU energy savings. In addition, reducing

the power consumption in each state, i.e., sleep, doze, and active, also reduces the

overall energy consumption of PONs. In summary, sleep/doze mode solutions

proposed for the TDM-PON involve:

• Hardware-based solutions

– Improving the sleep/doze capabilities of an ONU

∗ Reducing the overhead duration
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∗ Reducing the power consumption in each state

• Algorithm-based solutions

– Exploiting the sleep/doze capabilities of the ONUs in DBA algorithms

Meanwhile, a TWDM-PON consists of tunable TRXs at the ONUs and multiple

wavelengths at the OLT. At a given network load, the network may not need all

wavelength channels to serve the ONUs. As a result, the OLT can switch off certain

wavelengths and reallocate ONUs among the remaining active wavelengths. This

technique, which will be referred to as wavelength reallocation in the remainder

of the thesis, reduces energy consumption of the OLT. In addition to wavelength

reallocation, conventional sleep/doze operations can also be implemented at the

ONUs to improve the overall energy efficiency of the network [2525]. The energy-

efficient solutions for TWDM-PON involve:

• Hardware-based solutions

– Improving the wavelength tunability of the ONU

∗ Reducing the wavelength tuning time

• Algorithm-based solutions

– Exploiting the wavelength tunability and sleep/doze capabilities of the

ONUs in dynamic wavelength and bandwidth allocation (DWBA) al-

gorithms

In the following section, we discuss our approach to improving the energy

efficiency of TDM-PON and TWDM-PON using sleep/doze mode operations and

wavelength reallocation.

1.3 Thesis objectives

As explained in the previous section, sleep/doze mode operations and wave-

length reallocation are two methods used to reduce the energy consumption of
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the ONUs and the OLT, respectively. These techniques can be incorporated either

as hardware-based solutions or as algorithm-based solutions for the PON. In this

thesis, we take an algorithm-based approach, in the form of DBA and DWBA al-

gorithms, to minimise the energy consumption of TDM-PON and TWDM-PON,

respectively.

An effective sleep/doze-enabled DBA algorithm is a one which addresses per-

formance and operational challenges associated with sleep/doze mode operations.

First and foremost, the DBA algorithm should integrate possible energy saving

techniques with bandwidth allocation process of the algorithm. Existing work on

energy-efficient PONs mostly incorporates only sleep mode operation to improve

the energy efficiency of the network. As discussed before, during sleep mode, both

Tx and Rx of the ONU are powered down, resulting in significant energy savings

compared to doze mode, where only Tx is powered down [2424, 2626–2828]. As a result,

sleep mode operation is a favourable technique to consider, especially as it high-

lights the energy savings achieved through low-power mode operations. How-

ever, if the idle time of an ONU is less than its sleep-to-active overhead time, sleep

mode operation alone does not yield any energy savings. The first objective of this

thesis is to improve the energy savings of the network, even when the ONUs can-

not afford to go into sleep mode. For this purpose, we consider using both sleep

and doze mode operations at the ONUs.

After identifying the sleep and doze mode operations as efficient means of

saving energy, the next objective is to incorporate these operations into DBA al-

gorithms. This involves informing ONUs about their sleep/doze start times and

duration. Rather than introducing a new mechanism to transition the ONUs be-

tween different modes, the possibility of using existing MAC protocols is to be

examined in this thesis.

For any given sleep/doze mode DBA algorithm, determining the sleep/doze

duration is as important as incorporating the sleep/doze mode operations into the

DBA algorithm. The importance of this parameter is emphasised by its strong cor-

relation with the energy consumption and quality of service (QoS) of the network.

Determining the sleep/doze duration based on network load is the preferred ap-



1.3. Thesis objectives 7

proach, as lightly-loaded ONUs can afford to sleep or doze for longer without

affecting QoS parameters, such as average delay. Selecting a statistical parameter

that reflects the traffic load of the network and determining the sleep or doze du-

ration based on this parameter will be investigated next in this thesis. Further, an

effective technique that successfully estimates the value of this statistical param-

eter is also to be selected from various estimation techniques, such as arithmetic

averaging, exponential smoothing, and Bayesian framework.

Another equally important aspect of a sleep/doze mode DBA algorithm is its

effect on QoS parameters, such as average delay. When an ONU enters into sleep

or doze mode, the increase in average delay is inevitable. Meanwhile, customers

are more sensitive to performance parameters that affect QoS of the network than

they are to potential energy savings. As a result, possible measures should be

taken to minimise this increased delay, especially when delivering delay-sensitive

services over the network. For this purpose, methods of minimising average delay

arising from sleep/doze mode operations are to be investigated in this thesis. The

thesis will evaluate the improvement in average delay and also the increase in

energy consumption, when these techniques are implemented in the network.

As mentioned in the preceding section, in a TWDM-PON, sleep/doze mode

operation can be implemented to improve the energy efficiency of ONUs. In ad-

dition, wavelength reallocation, supported by tunable ONU TRXs and multiple

wavelengths, facilitates energy savings at the OLT as well. Under wavelength re-

allocation, the OLT determines the number of active wavelength channels required

to operate at a given network load. The OLT then switches off the idle wavelengths

after reallocating the ONUs among remaining active wavelengths. The most crit-

ical part of this process is determining the number of active wavelengths. With

Internet being used for many interactive applications today, QoS has become an

important consideration. As such, in the energy-efficient DWBA algorithm pro-

posed in this thesis, we aim to analyse the network from a QoS point of view. For

this purpose, we wish to consider a delay-constrained TWDM-PON and propose a

framework that determines the number of active wavelengths, irrespective of the

ONU type, the nature of the DWBA, i.e., offline or online, or the delay constraint.
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In this thesis, the performance of the proposed framework is also to be investigated

under offline and online DWBA algorithms.

Finally, we wish to verify our proposed solutions for different types of incom-

ing traffic at the ONUs. For this purpose, the performance of our proposed solu-

tions will be analysed under Poisson and bursty traffic.

It is important to note that in analysing the performance of our novel algo-

rithms proposed for TDM-PON and TWDM-PON, we have considered a 10G-

EPON for illustrative purposes. However, our proposed solutions can be imple-

mented in any TDM-PON or TWDM-PON with minor changes to the control mes-

sage formats. Moreover, in both DBA and DWBA algorithms proposed in this

thesis, we have considered a 10 Gbps vertical-cavity surface-emitting laser (10G-

VCSEL) ONU. The experimental evaluation of this 10G-VCSEL has shown that it

can transition from sleep and doze mode into active mode within 2 ms and 330 ns,

respectively [2929]. Compared to a conventional distributed feedback (DFB) laser

ONU, the 10G-VCSEL also consumes 1.068 W less power in active state. As im-

portantly, the 10G-VCSEL is tunable across the wavelength range supported by the

TWDM-PON. Due to these physical characteristics, the 10G-VCSEL is a favourable

choice for energy-efficient PONs. As such, we have used this 10G-VCSEL as the

Tx of our ONU. The Rx and the back-end digital circuitry of the ONU remain the

same as that of a DFB ONU. In the remainder of this thesis, this ONU architecture

will be referred to as the 10G-VCSEL ONU.

1.4 Thesis outline

This section presents a detailed account of our research undertaken to achieve the

objectives mentioned in the preceding section. The rest of the thesis is structured

as follows:

Chapter 2: Introduction to energy-efficient passive optical networks

Chapter 2 presents an analytical study of sleep/doze and wavelength reallocation

solutions proposed for the TDM-PON and TWDM-PON in existing literature. To
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gain a better understanding of the motivation behind our novel sleep/doze and

wavelength reallocation solutions proposed for these architectures, we first discuss

the operational and protocol details of the PON, TDM-PON, and TWDM-PON. We

identify the main causes and complications of the increased energy consumption

and possible energy-saving techniques, in particular, the sleep/doze mode oper-

ations and wavelength reallocation, for the TDM-PON and TWDM-PON, respec-

tively. We then present an outline of different hardware and algorithm-based solu-

tions that exploit these techniques to improve the energy efficiency of TDM-PONs

and TWDM-PONs. In particular, we discuss the suitability of the 10G-VCSEL as

an ONU Tx in the configuration considered in our analysis.

Chapter 3: Energy-efficient dynamic bandwidth allocation algorithms for

10 Gbps EPON

This chapter presents our first two energy-efficient DBA algorithms, Just-In-Time

DBA (JIT DBA) with varying polling cycle times and the JIT DBA with fixed polling

cycle times (J-FIT DBA), proposed for the TDM-PON. As discussed in the previous

section, the initial step in any sleep/doze mode DBA algorithm is incorporating

the possible energy saving methods into the DBA algorithm. Identifying that sleep

mode alone will not result in maximum energy savings, the JIT and J-FIT DBA

algorithms incorporate both sleep and doze mode operations to improve energy

savings across a wider range of network loads. The two novel DBA algorithms,

proposed for an illustrative 10G-EPON, are designed such that the ONUs wake up

just-in-time to receive downstream packets from the OLT. To effectively transition

the ONUs between different modes, the JIT and J-FIT DBA algorithms utilise exist-

ing MAC protocol Multi-Point Control Protocol (MPCP) messages, such as GATE

and REPORT. The drawback of the JIT DBA is the reported low energy savings

at low network loads. To overcome this shortfall, our novel J-FIT DBA algorithm

utilises fixed polling cycle times to increase the idle time and the sleep/doze dura-

tion of the ONUs. The J-FIT DBA also uses MPCP control messages. The chapter

presents a detailed account of traffic flow, bandwidth and sleep/doze allocation,
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and the process of transitioning the ONUs between different modes. Under a com-

parative study, we evaluate the performance of the JIT and J-FIT DBA algorithms

for polling cycle time, the percentage of energy savings, and average delay. Al-

though it is evident that the 10G-VCSEL ONU outperforms a typical 10G-DFB

ONU most of the time, we quantify this improvement by comparing the perfor-

mance of the JIT and J-FIT DBA algorithms using 10G-VCSEL ONU and 10G-DFB

ONU.

Chapter 4: Bayesian estimation and prediction-based dynamic bandwidth

allocation algorithm for 10 Gbps EPON

In this chapter, we address two critical aspects of a sleep/doze DBA algorithm,

i.e., determining the sleep/doze duration of an ONU and reducing the average

delay resulting from the sleep/doze mode operations. As discussed in the preced-

ing chapter, JIT DBA yields low energy savings at low network loads. The J-FIT,

which is proposed to achieve improved energy savings at low network loads, re-

sults in increased average delay due to fixed polling cycle times. As such, the

sleep/doze durations reported under the JIT and the J-FIT DBA algorithms are not

optimum. Meanwhile, allocating longer sleep/doze durations for lightly loaded

network loads and vice versa, is considered as an effective method of balancing

energy savings and average delay of an ONU. Under this approach, using a sta-

tistical parameter that reflects the network load of an ONU is considered more

effective in literature. Moreover, using an effective technique to estimate this sta-

tistical parameter is equally important.

Taking all these design requirements into consideration, in this chapter, we

propose the JIT DBA with Bayesian estimation and prediction (BEP DBA). BEP

DBA uses the average inter-arrival time of packets as the statistical parameter

and follows the Bayesian framework to estimate its value. The superiority of the

Bayesian estimation method is verified by comparing its performance against the

estimation techniques frequently used in literature, such as arithmetic averaging

and exponential smoothing. Further, to minimise the average delay resulting from
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sleep/doze mode operations, we propose to use traffic prediction at the OLT. We

evaluate the percentage of predicted traffic that should be taken into account when

allocating bandwidth to each ONU. To quantify the improvement in average de-

lay and the increase in energy consumption associated with traffic prediction, the

performance of our BEP DBA is evaluated with and without the prediction mech-

anism.

Chapter 5: Energy-efficient framework for time and wavelength division

multiplexed passive optical networks

The novel sleep/doze mode DBA algorithms discussed in the previous chapters

are proposed for TDM-PON. However, based on expected growth of the Inter-

net, FSAN requires future broadband networks to support a minimum 40 Gbps

data rate, 256-1024 ONUs, 20-40 km extended-reach, low energy consumption,

low capital expenditure, and coexistence with GPON. After considering potential

network architectures, TWDM-PON is foreseen as the most favourable configu-

ration that supports these demands. As explained before, a TWDM-PON facili-

tates wavelength reallocation due to tunability of ONU TRXs and multiple wave-

lengths at the OLT. In wavelength reallocation, the criterion followed in determin-

ing the number of active wavelengths is of great importance. For this purpose,

in this chapter, we propose a novel framework that determines the number of ac-

tive wavelengths at a given network load, for a delay-constrained TWDM-PON.

The framework determines the maximum polling cycle time of a given ONU that

satisfies the specified maximum delay of the network. The maximum bandwidth

corresponding to this polling cycle time is used as a threshold and a new wave-

length is introduced to the network when the average requested bandwidth of an

ONU exceeds this bandwidth threshold. Using offline and online DWBA algo-

rithms, the performance of our novel framework is analysed for the number of

active wavelengths, percentage of energy savings at the OLT, percentage of energy

savings at the ONUs, and average delay.



12 Chapter 1. Introduction

Chapter 6: Energy-efficient dynamic wavelength and bandwidth alloca-

tion algorithms under bursty traffic

The DBA and DWBA algorithms proposed in Chapters 3-5 are simulated using

Poisson-distributed upstream traffic at the ONUs. However, with the Internet traf-

fic becoming bursty in nature, it is important to validate the performance of our

proposed solutions using bursty traffic. For this purpose, we consider the OFF-

DWBA algorithm proposed in Chapter 5, as it includes both wavelength realloca-

tion and sleep/doze mode operations. In this chapter, we discuss two main prin-

ciples of bursty traffic, self-similarity and long-range dependence, in detail and

select the long-tail Pareto distribution to generate incoming traffic at the ONUs.

Using Pareto-distributed bursty traffic, we evaluate the performance of our OFF-

DWBA algorithm for energy efficiency and average delay.

1.5 Original contributions

The original contributions of this thesis are presented here. It is important to note

that the simulations of the novel DBA and DWBA algorithms proposed in this

thesis are performed using C++. The algorithms comply to the MPCP control

messages GATE and REPORT to transition the ONUs between different modes,

to allocate bandwidth to each ONU, and also to allocate ONUs among different

wavelengths. The original contributions are:

• Development of a new DBA algorithm, JIT DBA, that incorporates both sleep

and doze capabilities of a 10G-VCSEL ONU to improve the energy efficiency

of a 10G-EPON. The proposed JIT DBA algorithm transitions an ONU into

sleep or doze mode depending on its idle time. The use of doze mode oper-

ation increases the energy saving capability of an ONU, even when its idle

time is less than sleep-to-active transition time. The proposed JIT DBA yields

tangible energy savings across a wide range of network loads. Further, the

average delay experienced by the packets, in particular for practical network

loads 0.6, remains below 100 ms to support delay-sensitive services, such as
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VoD (Chapter 3).

• Development of a novel DBA algorithm, J-FIT DBA, to increase the energy

savings at low network loads of a 10G-EPON. The J-FIT DBA algorithm also

incorporates both sleep and doze mode operations but uses fixed polling

cycle times to increase the sleep/doze duration of an ONU. For the fixed

polling cycle times considered in this analysis, the proposed algorithm achieves

energy savings of 65% at low network loads. Further, the average delay re-

mains below 100 ms and can deliver delay-sensitive services over the 10G-

EPON (Chapter 3).

• The design of a new criterion that assigns longer sleep/doze durations to the

lightly loaded ONUs and shorter sleep/doze durations to heavily loaded

ONUs thereby, balancing the average delay and the energy savings of the

network. Under the proposed method, traffic load of an ONU is realised

through the average inter-arrival time of packets, which is estimated using

the Bayesian estimation. Compared to the existing techniques, the Bayesian

framework accurately estimates the average inter-arrival time of packets with

a lower number of packets (Chapter 4).

• Development of a new DBA algorithm, BEP DBA, which incorporates a sleep

and doze control function and traffic prediction. Using traffic prediction and

the estimated average inter-arrival time of packets, the OLT can estimate the

number of packets accumulated during the sleep/doze duration of an ONU.

Simulation results indicate that for the proposed sleep/control function, BEP

DBA achieves significant energy savings of 65% and the average delay re-

mains below the specified 10 ms. Further, our findings indicate that the pro-

posed prediction mechanism can reduce the reported average delay by 13%

with an increase of only 0.01% of energy consumption (Chapter 5)..

• First development of a general framework that determines the number of

active wavelengths of a delay-constrained TWDM-PON. The framework de-

termines the maximum polling cycle time that achieves improved energy
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savings while satisfying the delay constraints of the network. The maximum

polling cycle time is then used to determine the number of active wave-

lengths.

• The first development of offline and online DWBA algorithms, OFF-DWBA

and ON-DWBA, derived from the previously proposed general framework.

The simulation results indicate that the ON-DWBA algorithm achieves more

energy savings both at the OLT and the ONUs while both ON-DWBA and

OFF-DWBA satisfy the delay constraint of the network.

• Simulation analysis of the OFF-DWBA algorithm for bursty traffic. Based

on our findings, the OFF-DWBA behaves very similarly, under both Poisson

and bursty traffic.

1.6 Publications

This section presents the journal and conference publications related to each tech-

nical contribution chapter.

Chapter 3

Journal

• M. P. I. Dias and E. Wong, “Sleep/doze controlled dynamic bandwidth allo-

cation algorithms for energy-efficient access networks," Optics Express, vol.

21, no. 8, pp. 9931-9946, 2013.

Conference

• M. P. I. Dias and E. Wong, “Energy-efficient dynamic bandwidth allocation

algorithm for sleep/doze mode VCSEL ONU," Proc. of Asia Communica-

tions and Photonics Conference (ACP), ATh1D.4 (2012).



1.6. Publications 15

• M. P. I. Dias and E.Wong, “Performance evaluation of VCSEL ONU using

energy-efficient just-in-time dynamic bandwidth allocation algorithm," Proc.
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• M. P. I. Dias and E. Wong, “Energy-efficient dynamic bandwidth allocation

algorithm with fixed polling cycle times," Proc. of Opto Electronics and Com-

munications Conference (OECC) 2013
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Journal

• M. P. I. Dias, B. S. Karunaratne, and E. Wong, “Bayesian estimation and pre-

diction based dynamic bandwidth allocation algorithm for sleep/doze mode
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pp. 2560 - 2568, 2014
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• M. P. I. Dias and E. Wong, “Sleep/Doze controlled dynamic bandwidth allo-

cation algorithm with Bayesian estimation,” Proc. of Asia Communications

and Photonics Conference (ACP), 2013.
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• M. P. I. Dias, D. P. Van, L. Valcarenghi, and E. Wong, “An energy-efficient

framework for wavelength and bandwidth allocation in TWDM PON,” Jour-
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CHAPTER 2

Introduction to energy-efficient

passive optical networks

2.1 Passive optical networks

In recent years, the exponential growth of the Internet has been fuelled by the in-

creasing user demand for bandwidth-intensive applications [2929] and the deploy-

ment of cooperate virtual private networks (VPNs). In particular, bandwidth-

intensive applications such as video-on-demand (VoD) and video gaming have

increased the demand for data rates both in fixed and mobile networks. To meet

this demand from a communication network perspective, network operators are

encouraged to future-proof both core [3030, 3131] and access networks [3232] in terms of

the link capacity and network reach. Despite core networks experiencing rapid

changes to meet this demand, access networks are advancing at a much slower

pace.

During the initial stages of broadband technologies, digital subscriber line (DSL)

and community antenna television (CATV) networks were used to deliver Internet

access to customers. The maximum bandwidth offered by the DSL technology is

limited to 16 Mbps, which is further reduced by poor wire-line conditions and dis-

tance. Similarly, the bandwidth provided by CATV networks is shared by a large

number of users, resulting in unsatisfactory user experience. To alleviate the ca-

pacity limitations in existing copper-wired access networks, optical fibre is selected

as the preferred medium. Compared to the conventional copper wires, optical fi-

bre experiences significantly lower transmission losses and supports higher link

capacities, making it the key technology in high-speed Internet access [3333].
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Figure 2.1: General architecture of a PON.

Today, optical fibre is used to deliver high-speed Internet access to different

points in the access segment of communication network through fibre-to-the x

(FTTx) technology, where x stands for curb, office, cabinet, or building [66]. In

order to deliver FTTx technology in the access network, different network config-

urations such as point-to-point (P2P), curb-switched networks, and passive opti-

cal networks (PONs) have been evaluated for the required number of transceivers

(TRXs) and optical fibre [3434]. Consider a network with N number of users at an

average distance of L km from the central office (CO). A P2P network requires 2N

number of TRXs and NxL fibre length, whereas a curbed-switched network re-

quires 2N + 2 number of TRXs but only L fibre length. PON, on the other hand,

requires only N number of TRXs and L fibre length. As a result, PON is selected

as the most-efficient architecture to deliver FTTx services in the access segment of

communication network [3535–3737].

Figure 2.12.1 illustrates the basic architecture of a PON. A typical PON is a point-

to-multi-point network that hosts an optical line terminal (OLT) at the CO and op-

tical network units (ONUs) at the customer premises [3838]. Optical splitters placed

in-between, connect the OLT and the ONUs via high-capacity optical fibre links.

The network between the OLT and ONU is known as the optical distribution net-

work (ODN). Apart from the OLT and the ONUs, the intermediate components



2.1. Passive optical networks 21

such as optical fibre, optical splitters, and splicers, are all passive, meaning they

do not consume any power [22, 1010].

In the downstream direction, from the OLT to the ONUs, the OLT broadcasts

its data and control packets to all ONUs served by a wavelength. Upon receiv-

ing these packets, ONUs process their medium access control (MAC) addresses to

identify the ones destined for itself and to discard the ones intended for the other

ONUs. In the upstream direction, from the ONUs to the OLT, bandwidth is shared

among multiple ONUs, with the directionality of the optical splitters preventing

an ONU from broadcasting its data to other ONUs in the network. If more than

one ONU attempts to access the upstream bandwidth simultaneously, packet col-

lisions may occur. To avoid collisions in the upstream direction, a multiple access

technique needs to be deployed in the medium access level to control (1) start time

and (2) duration of upstream bandwidth access of each ONU. Depending on the

multiple access scheme, different types of PONs exist, namely,

• Time division multiplexed PON (TDM-PON) - ONUs access the upstream

bandwidth via different time slots

• Wavelength division multiplexed PON (WDM-PON) - ONUs access the up-

stream bandwidth via different wavelengths

• Orthogonal frequency division multiplexed PON (OFDM-PON) - ONUs ac-

cess the upstream bandwidth via different frequencies

• Time and wavelength division multiplexed PON (TWDM-PON) - ONUs ac-

cess the upstream bandwidth via different time slots and wavelengths

In the next section, a brief discussion on the evolution of the PON architectures,

mentioned above, is presented.

2.1.1 Evolution of next-generation PONs

PONs were initially proposed by the Full Service Access Network (FSAN) and

later standardised by the Institute of Electrical and Electronics Engineers (IEEE)
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and the Telecommunication Standardisation Sector of the International Telecom-

munication Union (ITU-T). As explained in Chapter 1, next-generation PONs (NG-

PONs) are evolving in two main stages, namely, NG-PON stage 1 (NG-PON1) and

NG-PON2. The following sections present the main network architectures pro-

posed under these two phases.

2.1.1.1 Next-generation PON stage 1

The NG-PON project groups were established to propose and standardise network

architectures that would future-proof FTTx. Under NG-PON1, the TDM-PON and

the WDM-PON are considered as the most suitable candidates for future deploy-

ments [1212]. In the WDM-PON however, individual wavelength channels are allo-

cated to each customer. Due to significant outside fibre plant deployment required

to support this configuration, WDM-PON is cost-prohibitive when used to cater to

a large number of users. The TDM-PON, on the other hand, is both cost-efficient

and bandwidth-enriched. As a result, TDM-PONs have become very popular, par-

ticularly among service providers [3939]. In this discussion, we will focus on the

evolution of TDM-PONs under NG-PON1.

Gigabit PON (GPON) was first standardised by the FSAN/ITU-T under ITU-T

G.984 listing different aspects of the GPON such as general characteristics, physical

medium, and management and control [1313,4040–4242]. The proposed GPON supports

data rates of 2.5 Gbps and 1.25 Gbps in the downstream and upstream directions,

respectively. Fuelled by its rapid deployment, FSAN/ITU-T standardised the XG-

PON to cater for higher data rates in 2010 [4343]. XG-PON supports 10 Gbps and

1 Gbps data rates in the downstream and upstream directions through 1575 nm -

1580 nm and 1260 nm - 1280 nm wavelength bands, respectively. Today, GPON

has become the most popular technology of choice in some areas of Europe and

North America.

Meanwhile, the IEEE standardised the Ethernet PON (EPON) under IEEE 802.3

ah [1414,4444]. Integrated with conventional Ethernet technology, EPON enables seam-

less integration with IP and Ethernet technologies. The EPON supports 1.25 Gbps
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link rate in both upstream and downstream directions and a 20 km network span.

Later in 2006, the IEEE 802.3av Task Force standardised the 10 Gbps EPON (10G-

EPON) to cater to a growing customer demand for higher bandwidths. The 10G-

EPON supports two network configurations, namely, symmetric and asymmetric

EPON. Symmetric 10G-EPON supports 10 Gbps data rates in both upstream and

downstream directions while asymmetric 10G-EPON supports 10 Gbps down-

link and 1 Gbps uplink. The 802.3av standards emphasise on two architectures

co-existing in the outside plant, a feature possible through wavelength separa-

tion [4545]. In the downstream direction, the 10 Gbps and 1 Gbps use 1575-1580 nm

and 1480-1500 nm wavelength bands, respectively. In the upstream direction, the

10 Gbps and 1 Gbps use wavelength bands 1260-1280 nm and 1260-1360 nm, re-

spectively. In current context, EPON is prevalent in the Asian region, especially in

countries such as Japan and Korea.

2.1.1.2 Next-generation PON stage 2

While EPON and GPON technologies are currently meeting the demand for high

data rates, forecasts on Internet-based applications imply the potential capacity

and reach limitations these technologies may face in the future [4646, 4747]. Further,

introducing services such as VoD to mobile users have significantly increased the

required data rates in mobile networks. Although PON cannot meet the mobility

requirement of these networks, PON is an excellent choice in providing mobile-

backhaul [77–99]. To future-proof access networks to cater to both fixed and mobile

subscribers, FSAN and ITU-T specified baseline requirements of next-generation

access networks under ITU-T G.989 [1616–1818]. These requirements include a mini-

mum 40 Gbps data rate, 256 - 1024 ONUs, 20 - 40 km extended-reach, low energy

consumption, low capital expenditure, and coexistence with GPON [4848]. After

analysing prospective network architectures such as 40 Gbps TDM-PON (XLG-

PON) [4949–5151], WDM-PON [5252, 5353], OFDM-PON, TWDM-PON, and opportunistic

and dynamic spectrum management (ODSM)-PON, TWDM-PON was selected as

the most appropriate network configuration to provide high-speed broadband ac-
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cess in the future, by FSAN/ITU-T [5454, 5555].

As explained in Chapter 1, the main objective of this thesis is to propose algorithm-

based solutions to improve the energy efficiency of the TDM-PONs and TWDM-

PONs. In following our proposed solutions, an understanding of the character-

istics and protocol details of these two network configurations is of great impor-

tance. As such, in the next section, we present a detailed account of the TDM-PONs

and TWDM-PONs.

2.1.2 Time division multiplexed PON

Figure 2.22.2 illustrates the general architecture of a TDM-PON. Similar to the general

PON configuration discussed in Section 2.12.1, a TDM-PON hosts an OLT at the CO

and ONUs at customer premises. The number of ONUs allocated to a wavelength

channel depends on the allowable power budget. The splitting ratio of a passive

splitter placed at the remote node, is typically 1:8, 1:16, 1:32, and 1:64. Most im-

portantly, a TDM-PON uses two distinct wavelengths, λ and λ′, for downstream

and upstream data transmission, respectively. In the downstream direction, the

OLT broadcast its packets through λ to all ONUs in the network. Upon receiving

these packets, each ONU processes their MAC addresses and discards the packets

meant for other ONUs in the network.
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Figure 2.2: General architecture of a time division multiplexed passive optical net-
work (TDM-PON).



2.1. Passive optical networks 25

ONU1

Time 

slot

ONU2 

Time 

slot

ONU3

Time 

slot

Polling cycle time

Time

ONU1

Time 

slot

ONU2 

Time 

slot

ONU3

Time 

slot

Figure 2.3: Upstream bandwidth allocation of the TDM-PON.

In the upstream direction, multiple ONUs share the upstream bandwidth using

time division multiple access (TDMA). Figure 2.32.3 illustrates the upstream band-

width (time slot) allocation of a TDM-PON with three ONUs. The upstream wave-

length, λ′, is divided into separate time slots which are assigned to each ONU to

access the OLT. The duration between two consecutive time slots allocated to an

ONU is defined as the polling cycle time. Within this time slot, the full upstream

bandwidth is available to a given ONU. In order to allocate time slots or band-

width among ONUs, the OLT needs to be aware of the bandwidth requirement of

each ONU. Further, the ONUs need also be made aware of the designated time

slots for transmission. For these purposes, MAC protocols are implemented to

allocate bandwidth by the OLT and to request bandwidth.

Two popular TDM-PON architectures frequently discussed in literature, are the

GPON and EPON. Although these two networks share the same general concepts

such as PON operation, ODN, and wavelength plan, they exhibit distinct features

concerning protocols, operation, and features. The next sections present a detailed

account of these architectures.

2.1.2.1 Ethernet PON

The EPON leverages the features, compatibility, and performance of the Ether-

net protocol with a cost-effective PON architecture to serve customers with high-

bandwidth requirements [1414]. As shown in Fig. 2.42.4, Ethernet packets are transmit-

ted natively across the PON. As Ethernet technology is widely deployed in current

local area networks (LANs), incorporating Ethernet into PON requires minimum
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LLID Start Length

1 100 200 2 400 100 3 520 80

LLID Start LengthLLID Start Length

LLID1 LLID2 LLID3

LLID: Link layer ID

Figure 2.5: Downstream Ethernet packet structure (adapted from [5656]).

transition as far as hardware and technical know-how are concerned [5757].

As a TDM-PON, the ONUs in an EPON follow a time division multiple ac-

cess technique, where the upstream bandwidth is divided into distinct time slots.

In order to gather information on the bandwidth requirement of each ONU and

to inform an ONU of its allocated time slot, an EPON employs Multi-Point Con-

trol Protocol (MPCP) control messages [3838]. There are two modes of operation for

MPCP: auto-discovery and normal operation. The auto-discovery is an initialisa-
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tion process where the OLT identifies the ONUs initiated recently in the PON. On

the other hand, the normal operation allocates transmission time slots to ONUs

discovered during the initialisation process. The primary MPCP control messages

used for each purpose are as follows [1414]:

• Auto-discovery: REGISTER REQ, REGISTER, and REGISTER ACK.

• Normal operation: GATE and REPORT.

In our proposed algorithms, we focus on MPCP control messages used during

normal operation, GATE and REPORT. The GATE message, sent from the OLT to

the ONUs, is used to grant bandwidth (transmission time slots) to the ONUs. The

GATE specifies the start time and the length of a transmission window as shown

in Fig. 2.52.5 and is sent per link layer ID (LLID). A LLID is attached to the pream-

ble of the downstream packets and uniquely identifies an ONU in the network.

The REPORT message, sent from each ONU to the OLT, contains the bandwidth

requirements of the ONUs. The MPCP is not unique to a particular bandwidth al-

location algorithm, rather, it is a supporting protocol that encourages the execution

of different bandwidth allocation schemes in the EPON.

2.1.2.2 Gigabit PON

As previously mentioned, the EPON and GPON share similar PON operation.

However, the GPON distinctively differs from EPON in its frame structure. While

data is transmitted as native Ethernet packets in the EPON, in the GPON, data

is encapsulated further, before entering the physical medium. As shown in Fig.

2.62.6, the GPON Transmission Convergence (GTC) layer is responsible for aggregat-

ing traffic generated from different services, e.g., voice and video, into a common

service-independent framework. Before entering the physical medium, Ethernet

packets are encapsulated into the GTC Encapsulation Method (GEM) frames and

then into GTC frames [5656].

Figure 2.72.7 illustrates a downstream GTC frame in detail. The GTC header car-

ries an upstream bandwidth map, which includes information on transmission
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time slots allocated to each ONU. It is important to note that although in EPON,

the bandwidth grant is for an LLID, in the GPON, the bandwidth grant is per traffic

container (T-CONT). A T-CONT is an ONU object representing a group of logical

connections that appear as a single entity for the purpose of upstream bandwidth
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assignment on the PON. For example, a GPON may have multiple T-CONTs per

ONU, each dedicated for a different traffic class, e.g. best-effort and high priority.

The allocation ID (Alloc-ID) is used to identify uniquely a T-CONT. The ONUs

utilise the dynamic bandwidth report (DBRu) field, located in the header of the

upstream GTC frame, to inform the queue length of each T-CONT to the OLT.

2.1.3 Time and wavelength division multiplexed PON

In this section, we will explain the physical and protocol particulars of the TWDM-

PON in detail. Figure 2.82.8 outlines the general architecture of a TWDM-PON. The

network comprises multiple wavelengths, fixed-tuned or tunable TRXs at the OLT,

and tunable TRXs at the ONUs. A TWDM-PON stacks multiple XG-PONs [5858]

using these multiple wavelengths to facilitate higher upstream and downstream

data rates. A TWDM-PON, therefore, exploits both the increased network capacity

of a WDM-PON and resource-sharing of a TDM-PON [5959]. In addition to stack-

ing multiple XG-PONs, TWDM-PONs support 10G/10G upstream/downstream

transmission, a feature not available in XG-GPON under NG-PON1. Unlike ex-
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isting seeded/reflective WDM-PONs, a TWDM-PON does not have a centralised

colourless light source deployed at the OLT and as a result, the TRXs at the ONUs

are tunable, allowing access to multiple wavelengths supported by the TWDM-

PON. These tunable TRXs at ONUs transmit on wavelengths λ′1......λ′N and receive

on wavelengths λ1......λN as shown in Fig. 2.82.8. Although deploying tunable TRXs

increases the cost of an access network, it also promotes wavelength reconfigura-

tion and energy-savings at the OLT.

One variation of the TWDM-PON frequently discussed in the literature, is the

flexible TWDM-PON [6060]. Figure 2.92.9 depicts the main functional blocks of a flex-

ible TWDM-PON. In addition to the ONUs in an ODN sharing multiple wave-

lengths, in a flexible TWDM-PON, the wavelengths are shared amongst different

ODNs as well. The wavelength-sharing across different ODNs yields enhanced

capacity and also energy-savings [6161]. Although neither TWDM-PON or the flex-

ible TWDM-PON are commercially deployed, they have been numerically anal-

ysed [6262, 6363], simulated [5959, 6464, 6565], and experimentally evaluated [6060, 6666–7171] in

recent studies.
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2.2 Energy-efficient PONs: Challenges and Opportunities

As the popularity of PONs continues to grow, the energy consumption of PONs

has become a frequently discussed topic in literature [7373–7676]. Existing studies

have shown that PONs are more energy-efficient, i.e., have lower energy per bit,

compared to other wire-line access networks. The low energy consumption is at-

tributed to the lower transmission losses and high data rates of the optical fibre

medium [33–55]. Based on current statistics, the ICT contribution towards global

energy consumption is 8%, with 30% of it originating from communication net-

works [7777]. Figure 2.102.10 presents a view of the historical benchmarks for total In-

ternet traffic, which has increased exponentially over the last twenty years [4646].

Further, Fig. 2.112.11 presents the expected growth of the Internet in the next few

years. Considering the past and future statistics, the ICT contribution towards car-

bon footprint is expected to rise from 2%, reported in 2010, to 3% in 2020 [7575, 7878].

Further, if no energy-conserving technique is applied, the total power consump-

tion is expected to increase from 175.2 TWh/year in 2010 to 13140 TWh/year in

2025 [7979]. The potential increase in energy consumption will see network opera-

tors investing heavily on operational expenditure (OPEX) and on methodologies

to minimise carbon emissions [1919–2121]. In the long term, the most effective way

of addressing these challenges would be to reduce the overall energy consump-

tion of the communication networks. For this purpose, numerous energy-efficient

schemes for the PON have been explored by the research community in recent

years.

As explained in the previous sections, in both TDM-PON and TWDM-PON,

each ONU is assigned a time slot to access upstream bandwidth. Outside this time

slot, ONU transmitter (Tx) remains idle, i.e., does not transmit any packets to the

OLT. In the downstream direction also, each ONU is assigned a time slot, during

which the downstream packets destined for that ONU is sent by the OLT. How-

ever, as explained before, due to the broadcast nature of downstream traffic, each

ONU receives downstream packets intended for all ONUs in the PON. An ONU

processes the MAC addresses of these packets to identify the ones destined for
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Figure 2.10: Historical benchmarks for total Internet traffic (adapted from [7272]).
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itself and to discard the rest. As a result, an ONU receiver (Rx) is idle when it is

not processing its own packets or the MAC addresses. Due to these upstream and

downstream bandwidth access criteria, an ONU TRX is in idle state, i.e., does not

transmit/receive or process packets, for a majority of its polling cycle. Despite be-

ing in idle state, an ONU continues to operate at its maximum power level, known

as the power consumption in active mode. This active power consumption, cou-

pled with the large number of ONUs present in the network, make the ONUs, the



2.2. Energy-efficient PONs: Challenges and Opportunities 33

major contributor in energy consumption of the access segment [11, 2222, 8080]. Instead

of remaining active, if an idle ONU can transition into a low-power mode during

its idle time, the energy consumption of the access network can be significantly

reduced.

After analysing user traffic patterns and ONU architectures, sleep, doze, and

power shedding operations were identified by ITU-T as appropriate methods of

minimising the energy consumption of a TDM-PON [2323]. These operations involve

powering down individual components of the ONUs based on the network traffic

and the idle time. In a TWDM-PON, supported by the tunability of the ONUs, idle

wavelengths could also be switched off to improve the energy-savings at the OLT.

Before we present our technical contribution that exploits the sleep/doze opera-

tions and wavelength reallocation, this chapter presents a comprehensive analysis

of existing studies carried out to improve the energy-efficiency of the TDM-PON

and TWDM-PON, using these techniques. As an introduction to this analysis,

the next sections explain the sleep/doze operations and wavelength reallocation

method in detail.

2.2.1 Power shedding, sleep, and doze operations

Before being implemented in PONs, sleep, doze, and power shedding operations

were first proposed to improve the energy-efficiency of wireless sensor networks

[8181–8383] and local area networks (LANs) [2020, 8484–8686]. As wireless sensor nodes are

battery operated, reducing the energy consumption and thus prolonging the oper-

ating lifetime outweighed meeting quality of service (QoS) requirements in wire-

less sensor networks. In an attempt to get the wireless networks more customer-

focused, the IEEE 802.16 working group standardised the wireless metropolitan

area networks (WMANs) and next generation broadband wireless access systems

[8787–8989]. With the high mobility of mobile stations (MSs) added as an essential

requirement of these future wireless networks [9090], prolonging the battery life of

MSs became a critical issue [9191]. As a solution, sleep mode operation was first in-

troduced in the IEEE 802.16e standard. Since then, sleep-capable energy-efficient
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wireless networks have been studied extensively by various research groups in

literature [9292–9797].

Meanwhile, the comparable behaviour between wireless networks and PONs

pointed at the possibility of incorporating sleep mode in the PONs as well. As a

result, the sleep, doze, and power shedding operations were standardised by the

ITU-T G.45 for PON [2323]. The sleep mode operation is further divided into cyclic

sleep and deep sleep, where the cyclic sleep involves an ONU periodically waking

up to see if there are any incoming packets from the OLT. Under deep sleep, an

ONU sleeps for the duration of its idle time, without waking up intermittently.

To understand these operations, we will first explain the building blocks of a

typical ONU. An ONU consists of a TRX, a continuous mode clock and data recov-

ery (CM-CDR) unit, and a back-end digital data circuit [2424]. The TRX sends and

receives packets to and from the OLT while the CM-CDR keeps the ONU in sync

with the OLT. The back-end circuitry carries out digital signal processing activi-

ties, such as buffering upstream data received on the customer network interface

(CNI), analysing downstream packets, and error correction and equalisation. Dur-

ing power shedding operation, certain parts of an ONU is powered down based

on the network load. However, when in power shedding mode, the TRX block is

always kept “on”. During sleep mode, both Tx and Rx are powered down, while,

in doze mode, only the ONU Tx is powered down [9898]. It is important to note that

in both sleep and doze mode operations, the digital back-end circuitry is always

kept active to receive incoming packets at the CNI.

Sleep mode saves more energy than doze mode, as more components are pow-

ered down during sleep mode operation. However, during its normal operation,

an ONU receives a continuous clock and data recovery bit stream from the OLT,

which is used by an ONU to stay in-sync with the OLT. When an ONU enters

into sleep mode, as the Rx is powered down, the ONU cannot receive this bit

stream. As a result, an ONU has to incur some overhead time, sleep-to-active

transition time, Tsleep−to−active, before resuming its packet exchange with the OLT.

During doze mode operation, however, an ONU can still receive synchronisation

bits from the OLT. Consequently, the Tsleep−to−active, of an ONU is generally higher
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than its doze-to-active transition time, Tdoze−to−active. The Tdoze−to−active accounts

for the settling time of an ONU when transitioning from doze to active mode.

2.2.2 Wavelength reallocation

In a network with a single wavelength allocated in each direction, only sleep or

doze mode will result in energy-savings. However, as discussed in Section 2.1.32.1.3, a

TWDM-PON deploys multiple wavelengths in both upstream and downstream di-

rections and the TRXs at the ONUs are tunable across these multiple wavelengths.

Due to the tunability, depending on the network load, certain wavelengths may be

switched off, and the ONUs can be reallocated amongst remaining active wave-

lengths [9999]. This technique, referred to as wavelength reallocation for the rest of

the thesis, results in substantial energy-savings at the OLT.

Wavelength assignment can be done either separately or jointly with the band-

width assignment. These two techniques are known as separate time and wave-

length scheduling (STWS) and joint time and wavelength scheduling (JTWS) [100100].

In STWS, the wavelength assignment can be either static or may adapt to varying

network loads. In JTWS, the OLT follows the first wavelength available (FWA)

criterion and assigns a given ONU to the first available wavelength. If no wave-

length is available, the wavelength with the earliest finish time (EFT) is selected

as the potential wavelength. When following this approach, however, voids may

appear in the time domain. To overcome the inefficiencies caused by voids, the

criterion known as void-filling EFT (VF-EFT) [101101] is followed by the OLT. Under

the VF-EFT criterion, the OLT keeps track of unused time slots in the upstream

wavelengths and assigns an ONU to the first available void that is greater than the

ONU’s bandwidth requirement.

As a TWDM-PON combines multiple XG-PONs, the sleep/doze mode oper-

ations previously proposed for the TDM-PON can also be incorporated into the

TWDM-PON as well. While the wavelength reallocation minimises the energy

consumption at the OLT, conventional sleep and doze mode operations minimise

the energy consumption at the ONUs, thereby minimising the overall energy con-
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sumption of the TWDM-PON the energy consumption of the TWDM-PONs. Next,

a detailed account of how these energy-saving techniques are used in minimising

the energy consumption of the TDM-PON and the TWDM-PON, is presented.

2.3 Energy-efficient TDM-PONs using sleep and doze mode

operations

When improving the energy-efficiency of PONs using sleep and doze mode oper-

ations, two main approaches are taken; (1) hardware improvements to the ONU

architecture and (2) algorithm-based improvements incorporating sleep and doze

operations. As hardware improvements enable the use of sleep/doze mode oper-

ations in the algorithms, we will first discuss the hardware improvements carried

out on the ONU structure. This will be followed by a discussion on sleep/doze

mode bandwidth allocation algorithms.

2.3.1 Hardware improvements to support sleep/doze mode operations

In a given ONU polling cycle, the energy consumption of a sleep/doze-capable

ONU can be expressed as follows:

E = Pactive ∗ Tactive + Psleep/doze ∗ Tsleep/doze (2.1)

where parameters E, Pactive, Tactive, Psleep/doze, and Tsleep/doze represent the energy

consumption of an ONU per cycle, the ONU power consumption in active mode,

the time an ONU spends in active mode, the ONU power consumption in sleep/doze

mode, and the time an ONU spends in sleep/doze mode, respectively. Based on

Eq. 2.12.1, reducing the power consumption values of each state, i.e., sleep, doze, and

active, reduces the energy consumption of an ONU.

Moreover, an ONU in sleep or doze mode consumes comparatively less power

than an active one. Therefore, in a given cycle, increasing the time an ONU spends

in sleep or doze mode also reduces the energy consumption of an ONU. As an

ONU waking up from sleep/doze mode incurs a certain overhead time before
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resuming its operation, Tsleep−to−active and Tdoze−to−active, the actual time an ONU

spends in sleep or doze mode, Tsleep/doze, is expressed as follows:

Tsleep/doze = Tidle − Tsleep/doze−to−active (2.2)

where parameter Tidle represents the idle time of an ONU. Based on Eq. 2.22.2, re-

ducing the transition times, Tsleep−to−active or Tdoze−to−active, reduces the energy con-

sumption of an ONU. The hardware improvements to the ONU architecture, there-

fore, involve reducing the power consumption in each state and reducing the tran-

sition overhead times of the ONUs. The distributed feedback ONUs (DFB ONUs)

and the vertical-cavity surface-emitting laser ONUs (VCSEL ONUs) are the two

main types of ONUs considered in existing literature. In the following sections,

we discuss the hardware improvements made to these two architectures in detail.

2.3.1.1 Hardware improvements to distributed feedback laser ONU

In [2424], Wong et al. proposed two ONU architectures to minimise the sleep-to-

active overhead time. Instead of the conventional CM-CDR circuit, the proposed

design uses a burst mode CDR (BM-CDR) for clock recovery and employs a local

oscillator (LO) to keep relative clock synchronisation with the OLT. The new ar-

chitecture is capable of reducing the Tsleep−to−active to as low as 1 ns. Compared to

the typical sleep overhead time of 2-5 ms, a value in the scale of ns will result in

significant energy-savings. The purpose of the second ONU architecture is not to

reduce the energy consumption, but in fact, to lower the cost of the ONU. Even

though the cost of the LO is not significant, in the proposed second architecture,

the LO is replaced with a new sleep control unit to minimise the cost of the ONU

further. The authors experimentally evaluate the first architecture in [2828] and show

that the ONU can transition between sleep and active modes in 74 ns. Under their

proposed just-in-time (JIT) DBA algorithm, this fast-clock-recovery ONU achieves

60% of energy-savings at low network loads.

Igwa et al. propose an ONU with a burst mode TRX employing dynamic power

saving control [102102]. Identifying the doze mode as a favourable power-saving
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mechanism at high network loads, the proposed ONU reports a short settling time

of 736 ns when transitioning between doze and active states. The fast transition is

made possible by the LD driver block that activates the burst mode operation. The

performance of the proposed ONU is evaluated and compared against an ONU

with a Tdoze−to−active of 2 ms and an ONU with no power-saving control. Com-

pared to a conventional doze mode ONU, the proposed burst mode ONU yields

percentage energy-savings of 37 % and 67 % at the packet inter-arrival times of 1

ms and 100 ms, respectively.

As explained in Section 2.2.12.2.1, during cyclic sleep mode, an ONU wakes up

periodically to check for arriving downstream traffic from the OLT. Even though

cyclic-sleep results in substantial energy-savings, frequent waking up prevents an

ONU from achieving maximum possible energy-savings. In [103103], Newaz et al.

propose a sleep mechanism where the ONUs wake up only if there is downstream

data from the OLT. The proposed solution is realised using a hybrid ONU (H-

ONU) architecture, which is a conventional ONU equipped with a low-cost low-

energy consuming IEEE 802.15.4 module. This module powers on the ONU when

it needs to receive downstream traffic, thereby eliminating periodical waking-up.

The proposed solution, however, requires all the H-ONUs to be part of a wireless

sensor network, thus increasing the complexity of the system.

2.3.1.2 Hardware improvements to vertical-cavity surface emitting laser ONU

In laser technology, much consideration is given to decreasing the length of the

gain medium as it reduces the number of modes supported by the laser, thereby

mitigating modal dispersion. From a practical perspective, it is easier to change

the vertical distance of such gain material than changing its horizontal distance.

As a result, vertical-cavity surface-emitting lasers (VCSEL) have become popular

in the area of optical Txs. Figure 2.122.12 illustrates a basic block diagram of a VCSEL

ONU considered in our work. A VCSEL consists of a short active region sand-

wiched between layers of dielectric mirrors. The light travels vertically and leaves

through the mirrors. In the studies reported in [104104–108108], a new 10 Gbps VCSEL
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Figure 2.12: General architecture of a 10 Gbps VCSEL [7272].

(10G-VCSEL) Tx is proposed and experimentally evaluated for bit rate and sup-

ported wavelengths. Studies reported in [105105, 106106], present a detailed description

of the device structure and its DC and thermal characteristics. In [2929, 109109], the au-

thors used this VCSEL as the ONU Tx and experimentally evaluated the settling

times of the 10G-VCSEL ONU. Based on this study, the 10G-VCSEL ONU is able to

transition into sleep and doze modes and have Tsleep−to−active and Tdoze−to−active of

2 ms and 330 ns, respectively. The 10G-VCSEL ONU therefore, has a comparative

advantage over the DFB ONU, which has a slower Tdoze−to−active of 736 ns [102102].

Further, compared to DFB ONUs, which consume 5.05 W of power when active,

the 10G-VCSEL ONU consumes only 3.94 W power in the active state [2929]. The

short Tdoze−to−active and low power consumption in the active state make the 10G-

VCSEL ONU a good contender for energy-efficient PONs. It is important to note

that in our proposed solutions presented in Chapters 3-6, we have used this 10G-

VCSEL as the Tx of our ONU. Table 2.12.1 lists the power consumption and switching

values of the 10G-VCSEL ONU.
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Table 2.1: Power consumption and switching values of 10G-VCSEL ONU [2929]

Parameter Value
Doze-to-active transition time 330 ns
Sleep-to-active transition time 2 ms
Power consumption (active) 3.984 W
Power consumption (doze) 3.85 W
Power consumption (sleep) 0.75 W

2.3.2 Algorithm-based solutions with sleep/doze mode operations

In one of the early studies reported on energy-efficient bandwidth allocation al-

gorithms for EPON, Zhang et al. discussed the importance of having a proper

medium access control (MAC) mechanism for the EPON [110110]. As we discussed

in the previous section, the physical modifications to the ONU architecture en-

able the ONUs to enter into sleep and doze. Implementing sleep and doze mode

operations also has other implications such as a sleeping ONU not receiving syn-

chronisation bits from the OLT and multiple ONUs waking up from sleep/doze

trying to access upstream bandwidth simultaneously. To minimise such adverse

effects, the communication between the ONUs and OLT should be properly sched-

uled. For this purpose MAC messages are used for this purpose in the GPON and

EPON. As explained in Section 2.1.22.1.2, the MAC control protocols such as MPCP are

not unique to any bandwidth allocation algorithm. As a result, different types of

bandwidth allocation algorithms, that cater to different network requirements, are

proposed for the TDM-PON.

In a broad sense, there are two main types of bandwidth allocation algorithms

currently investigated in literature, namely, fixed bandwidth allocation (FBA) al-

gorithms and dynamic bandwidth allocation (DBA) algorithms. Under FBA al-

gorithms, the OLT allocates a fixed amount of upstream/downstream bandwidth

to an ONU, irrespective of its bandwidth requirement. Although this approach

is less complicated, considering the varying bandwidth requirements of different

networks at different times of the day, FBA does not make the best use of net-

work resources. Contrary to the FBA, DBA algorithms take the individual band-

width requirement of ONUs into account when allocating upstream/downstream
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bandwidth, resulting in efficient use of network resources and ensuring fairness

amongst ONUs. As a result, much attention is paid to DBA algorithms in lit-

erature. In this section, we discuss some of the existing sleep/doze mode DBA

algorithms proposed for the TDM-PONs.

One of the earliest DBA algorithms proposed for the EPON was interleaved

polling with adaptive cycle time (IPACT). If the OLT allocates bandwidth to an

ONU and waits until it receives the corresponding REPORT message from the

ONU, before it transmits the GATE message to the succeeding ONU, a complete

messaging round-trip is wasted during which the upstream channel may remain

idle. In the IPACT algorithm, the OLT sends downstream grant messages to suc-

ceeding ONUs while receiving transmissions from previously granted ONUs. Later

on, many DBA algorithms, incorporating this concept, were proposed to cater to

different requirements of the network such as energy-efficiency, latency [111111–116116],

jitter [117117–119119], and throughput [120120–122122]. As energy-efficiency is the primary

focus of this thesis, in this section, we will look into the energy-efficient DBA al-

gorithms proposed for TDM-PON. These solutions address different aspects of

sleep mode operation, such as: (1) maximising energy-savings with sleep/doze

operations; (2) determining sleep/doze duration; (3) achieving a balance between

energy-efficiency and QoS; and (4) integrating sleep mode with existing energy-

saving techniques.

2.3.2.1 Maximising energy-savings with sleep/doze operations

As discussed in Section 2.2.12.2.1, compared to the other energy-saving strategies, sleep

mode saves more energy in general. Consequently, earlier studies on energy-

efficient TDM-PONs incorporated only sleep operation into their DBA algorithms.

However, due to the emerging ONU architectures with shorter Tdoze−to−active, and

the necessity to achieve energy-saving across a larger range of network loads, doze

mode is then incorporated into the DBA algorithms. Irrespective of the energy-

saving mode implemented, to maximise the energy-savings through the DBA, the

sleep/doze duration should be increased. In this section, we discuss different ap-
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proaches taken to increase the sleep/doze length of an ONU.

One of the first DBA algorithms that incorporate sleep mode has been proposed

for GPON by Smith et al. in [2626]. According to the sleep mode operation defined

in [2323], when the OLT wakes up an ONU in the sleep state, the OLT suspends its

services to all othere active ONUs. Given the suspension period of an ONU located

20 km away from the OLT is approximately 250 µs, it adds a relative delay to a

network operating in gigabit/s data rate. To overcome this re-activation overhead,

within each cycle, a minimum upstream bandwidth is assigned to an ONU in sleep

mode. When upstream traffic is present at its customer network interface (CNI),

the ONUs can use this bandwidth to send its request to exit from sleep mode.

Simulation results reported on this study indicate the proposed solution results in

much quicker re-activation process and thereby, allows the ONUs to go into sleep

mode frequently. In a similar attempt, Mandin et al. presented a detailed analysis

of sleep mode and discuss OLT-initiated and the ONU-initiated sleep modes [2727].

The study explains the components that are switched off during sleep mode and

also presents the energy consumption of electrical and optical components in sleep

mode.

To further reduce the energy consumption of a sleep mode ONU, Wong et al.

proposed a Just-In-Time (JIT) DBA algorithm, where an ONU in sleep mode wakes

up JIT to receive its GATE message and the downstream data from the OLT [2828].

The significant energy-savings reported in this study is attributed to the ONU with

fast clock recovery used this work. In addition to the JIT nature of the proposed

DBA, the authors have also synchronised the upstream and downstream transmis-

sion time slots. The synchronisation enables the ONUs to switch off both Tx and

Rx after sending the REPORT messages, thus increasing sleep duration and the

overall energy-savings. In [123123], Dung et al. followed a similar criterion, where the

upstream and downstream communication are scheduled in the same transmis-

sion slot and allowing the ONU to sleep during its idle time outside the slot.

In a majority of the DBA algorithms designed for TDM-PON, the OLT uses

either upstream or downstream network traffic to allocate upstream and down-

stream bandwidth. This approach is justified based on the fact that current Inter-
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net users upload and download similar amounts of data over the network. How-

ever, in [124124], Wang et al. proposed a double-way polling DBA algorithm, which

considers both upstream and downstream bandwidth requirements when allocat-

ing bandwidths to respective ONUS. Further, the proposed algorithm follows the

standard procedure recommended in IEEE for sleep mode operation and assigns

a fixed sleep duration irrespective of the network load. The study reports signifi-

cant energy-savings, particularly at the low network loads, and acceptable average

delay values to support voice and video-on-demand (VoD) services.

In a similar attempt, Van et al. proposed cooperative sleep-triggering mecha-

nisms to initiate sleep mode at the ONUs [123123, 125125]. Under the proposed solution,

an ONU enters into sleep mode only if both upstream and downstream is low. The

OLT estimate the average inter-arrival time of downstream packets and decides to

send an ONU into sleep mode if the estimated value is less than the threshold.

Meanwhile, the ONUs estimate the average inter-arrival time of upstream pack-

ets, and when an ONU receives a sleep request from the OLT, it enters into sleep

mode, only if this estimated value is less than the threshold. As such, both up-

stream and downstream traffic load is considered before an ONU enters into sleep

mode.

In the DBA algorithms discussed so far, the sleep or doze mode operations are

implemented only at the ONUs. Due to the broadcast nature of downstream traffic

and multiple subscribers (ONUs) sharing its client-side port, the OLT needs to be

active most of the time. As a result, the idle time of an OLT is usually less than the

Tsleep−to−active. Several studies, however, have proposed energy-efficient solutions

to minimise the energy consumption both at the OLT and the ONUs using both

sleep and doze mode operations. In [126126], Li et al. proposed a DBA algorithm that

incorporates both sleep and doze mode operations to improve energy-savings of

the entire network. Taking the inter-arrival time of packets, packet size, and sleep

duration into consideration, the authors investigate which power saving mecha-

nism, fixed cyclic-sleep mode or dynamic sleep/doze mode, results in maximum

energy-savings at the ONUs and the OLT. Simulation results reported in this study

indicate that the fixed cyclic-sleep achieves maximum energy-savings at the ONUs
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while doze mode is more appropriate for busy OLTs.

In a further analysis, Li et al. evaluated different power-saving mechanisms for

the entire PON, i.e., OLT, ONUs, and aggregation switches [127127]. The findings of

this study further support their previous claim that fixed polling cycles yield max-

imum energy-savings at the ONUs and doze mode is more appropriate for OLTs.

The results, however, indicate that when using fixed polling cycle times, there is

a trade-off between high energy-savings and packet delay. To meet stringent de-

lay requirements of the network, the authors propose a hybrid sleep mechanism,

where the ONUs follow fixed cycle times in the absence of traffic and dynamic

cycle times in the presence of traffic.

Another area of interest, usually considered in maximising the sleep/doze du-

ration is altering the control message scheduling. In the energy-efficient DBA

(EDBA) proposed in [128128], Dung et al. exploits the conventional traffic flow be-

tween the OLT and the ONUs to increase energy-savings at the ONUs. Under nor-

mal operation, after sending its REPORT message, the ONU is idle until it receives

the corresponding GATE message from the OLT. In a long-reach PON (LR-PON),

due to the long propagation delay, this idle period is significantly high. Using this

idle period to improve the energy-savings further, the EDBA transitions an ONU

into doze mode during this time. Simulation results show that the EDBA can save

a noticeable amount of energy, especially as the round trip time (RTT) increases.

Their subsequent work, ASDBA, on energy-efficient LR-PONs enhances the pre-

viously reported energy-savings further by changing the scheduling order of the

control messages, GATE and REPORT. Instead of sending the REPORT message

first and waiting for the corresponding GATE message, the OLT sends the GATE

message first, followed by the REPORT from the ONU. After sending the REPORT

message, the ONUs enter into sleep mode as specified by the GATE message. As

a result, instead of transitioning into doze mode and then sleep mode, the ONUs

enter into sleep mode straight after the REPORT message.

In addition to the DBA algorithms we discussed so far, other areas of inter-

est in energy-efficient TDM-PONs involve, sleep mode operation for redundant

PON networks [129129] and the effect of sleep mode on Transmission Control Proto-
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col performance in the PON [130130,131131]. Under the normal operation of a redundant

PON, the OLT monitors the data exchange between the OLT and the ONUs. If an

ONU does not respond to a GATE message within a specified time, the OLT as-

sumes it to be a link failure and initiates link switching. When an ONU enters

into sleep mode, some ONUs may not wake up in time to respond to the GATE

before the fault detection time. As a result, unnecessary link switching may occur

in a network. However, if the OLT receives the corresponding REPORT message,

no erroneous fault would be detected. For this purpose, the proposed solution

in [129129] uses “watchdog” ONUs to inspect the GATE message. In sleep/doze DBA

algorithms, the data link layer is modified to improve the energy-efficiency of the

network. Introducing sleep mode operation also increases the RTT of the message

flow, thereby reducing the TCP throughput of the network [130130, 131131].

2.3.2.2 Determining sleep and doze duration

Due to its high correlation with energy-savings and QoS, determining the sleep or

doze duration of an ONU is one of the most important aspects of any sleep/doze

DBA algorithm. As such, a separate research area of sleep/doze operation is ded-

icated to investigating various criteria for determining this important parameter.

One such method would be to determine the polling cycle time, Tpoll first and then,

derive the sleep/doze duration from it. In studies reported in [2424,132132], the polling

cycle time, Tpoll , is the sum of transmission time slots, Tslot. Under the proposed

solution, the sleep duration, Tsleep, is calculated as the difference between the Tpoll

and Tslot. A low network load results in low Tslot, Tpoll , and eventually low Tsleep.

Similarly, in [133133], low network loads are associated with shorter Tpoll and Tsleep.

In both cases, the percentage of energy-savings achieved at low network loads are

lower than that of high network loads. The superior energy-savings reported at

low network loads in [133133] is credited to the minimum sleep time (MST) allotted to

each ONU at low network loads and the fast Tsleep−to−active of the ONU considered

in this work [2424]. As per the upstream user profile simulated on [134134], practical

PONs operate at network loads less than 0.6. Consequently, it is important to en-
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sure that energy-savings are maximised at low network loads, irrespective of the

type of ONU used. Allocating sleep/doze time based on the traffic load of a given

ONU has been identified as an effective way of addressing this problem.

The basis for using traffic load in determining the sleep time is that when the

traffic load is low, the ONUs can afford to go into sleep/doze mode for a longer

duration without influencing the QoS of the network. For this approach to be

successful, the OLT should be made aware of the traffic condition at each ONU.

For this purpose, the average inter-arrival time of packets at the ONUs is used

as a useful parameter that reflects the network load of the ONUs. Along with its

bandwidth requirement, an ONU sends the average inter-arrival time of incoming

packets through the REPORT message.

In initial studies utilising average inter-arrival time to determine the sleep/doze

time, a fixed sleep duration is allocated to an ONU, when its inter-arrival time ex-

ceeds a given threshold. In their proposed hybrid method, Wong et al. assigned

a fixed Tsleep, if the average inter-arrival time is ≤ a given threshold. Despite the

fact that the proposed solution is less complicated, it adversely affects QoS pa-

rameters such as average delay. When the network load increases, a fixed Tsleep

will increase the polling cycle time, resulting in an increase in the average delay.

Although a fixed but shorter Tsleep will solve this problem, it will prevent the net-

work from achieving maximum energy-savings at low network loads. As such,

allocating a fixed Tsleep is not an attractive solution.

To address this shortcoming, allocating a variable Tsleep that adapts to varying

network loads is proposed in recent literature. One such approach is exponentially

increasing the Tsleep based on the network load. In studies reported in [135135–138138],

the OLT allocates a minimum Tsleep to an idle ONU and exponentially increases

the Tsleep until it reaches a maximum. The maximum and minimum sleep values

are determined based on the QoS restrictions on the network.

A similar approach widely used in determining the sleep or doze duration is

using a pre-determined sleep/doze control function. This technique involves allo-

cating a particular sleep or doze period for a given network load. When the OLT

determines the network load through the average inter-arrival time, it refers to the
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sleep/doze control function to determine the sleep/doze duration. In [139139], Kubo

et al. proposed a sleep-control function with two threshold values. Based on the

average inter-arrival time, the OLT will allocate one of the two sleep durations

associated with these thresholds. To make the solution more adaptive towards

network load, Kubo et al. and Fiammango et al. also proposed linear sleep control

functions in [140140,141141]. Under the proposed solutions, the sleep duration is linearly

increased with the increase in average inter-arrival time.

In the solutions that associate sleep/doze time to the network load, determin-

ing the average inter-arrival time of upstream/downstream packets is a critical

aspect. The average inter-arrival time, used by the OLT, is usually evaluated at the

ONUs using different estimation techniques, such as arithmetic averaging [141141]

and exponential smoothing [140140]. Like in any other estimation method, the accu-

racy of these estimation techniques improve with the sample size of inter-arrival

times considered.

2.3.2.3 Sleep mode and other energy-saving techniques

The popularity of sleep operation also motivated work that combined sleep mode

with existing power-saving methods, such as adaptive link rate (ALR) control.

Compared to a high-rate data link, a low-rate consumes less power. Exploiting this

general concept, the ALR function involves changing the bit rate of a communica-

tion link based on the amount of network traffic. In [8484], Gunaratne et al. showed

that due to the high probability of a LAN link operating at a low link rate, signif-

icant energy-savings can be achieved by downgrading the link rate. In [142142, 143143],

Kubo et al. proposed an energy-saving mechanism that uses sleep mode operation

in conjunction with ALR. Using illustrative two link rates, 1 Gbps and 10 Gbps,

the authors show that the proposed solution results in significant energy-savings

both in the presence and absence of network traffic.

In [142142, 143143], the DBA algorithms uses fixed threshold values to determine the

line rate and to decide whether to enter sleep mode or otherwise. Also, as the

sleep duration of an ONU is fixed at 10 ms, the ALR control function proposed
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in [142142, 143143] does not achieve maximum energy-savings across the entire range of

network loads. To overcome this problem Zhang et al. proposed a DBA algorithm

that exploits no only both sleep mode and ALR, but also uses variable threshold

values and sleep durations for optimum energy-savings [144144].

So far in this discussion, we have highlighted the positive outcomes the sleep

and doze mode operations. However, incorporating sleep/doze mode operations

present few challenges that should be carefully addressed. In the next section, we

discuss these key challenges and steps taken to address them.

2.3.2.4 QoS and sleep/doze mode operations

One of the disadvantages of implementing sleep mode is the penalty it imposes on

QoS parameters such as delay and throughput. In their impact study on energy-

savings and QoS, Newaz et al. evaluated the effect of different sleep durations

on energy-savings and average delay experienced by the ONUs. Based on their

findings, a longer sleep duration increases energy-savings, but also increases the

average delay. As illustrated in [2222, 144144], when using sleep mode, the QoS and

energy-savings cannot be improved simultaneously, resulting in numerous efforts

made to achieve a balance between the energy-savings and QoS.

In [145145], Sarigiannidis et al. proposed an energy-efficient DBA algorithm that

also improves the throughput of the network. At low network loads, when there is

no packets at its incoming queue, an ONU may send null REPORT messages to the

OLT during multiple cycles. However, in such a scenario, the ONU is able to sleep

for multiple cycles, rather than waking up to send the control message to the OLT.

In this study, each ONU maintains a sleep window, which represents the number

of cycles the ONU is able to sleep. When no traffic is present in its queue, rather

than sending a null REPORT message, the ONU increases its sleep window by

one. Moreover, the OLT will not poll a sleeping ONU, unless it receives a REPORT

message from the ONU. As this scheme reduces the number of control messages

exchanged between the OLT and the ONUs, it improves the network throughput

as the OLT can assign more bandwidth for actual data delivery rather than for
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control messages [145145].

In similar attempts, Ren et al. [135135] and Bang et al. [146146] mathematically anal-

ysed the effect of sleep mode on average delay. In general, a longer sleep duration

increases the potential energy-savings at the expense of average delay. As such,

the sleep duration cannot be increased arbitrarily. In the probabilistic model pro-

posed in [135135], Ren et al. considered two sleep durations, Tmin and Tmax. In the

beginning, the OLT allocates a minimum sleep duration of Tmin to an idle ONU

and, based on the traffic load at the ONU, exponentially increases the sleep du-

ration until it reaches Tmax. The study investigates the effect, different Tmin and

Tmax have on energy-savings and average delay. In [146146], using state probabilities

of sleep and active states, Bang et al. mathematically derived the optimum sleep

duration that will ensure a balance between average delay and energy-savings.

These analytical models are crucial aspects of the sleep/doze mode energy stud-

ies, as they allow us to formulate mathematically different aspects of the network,

namely power consumption, delay, and throughput, using network parameters

such as the number of ONUs, propagation delay, and RTT. When designing DBA

algorithms for TDM-PONs, these analytical models are frequently used to deter-

mine the energy-savings and expected average delay of the network.

One of the important factors usually overlooked when incorporating sleep

mode operation is the ONU buffer size. When an ONU enters into sleep mode,

packets are accumulated at the UNI. To avoid excessive packet losses, the ONU

buffer size should be increased accordingly. To address this issue, Bang et al. im-

plemented an analytical model to find the ONU buffer sizes required to achieve

optimum energy-savings [147147]. Using the state probabilities associated with buffer

sizes, sleep periods, and inter-arrival time of packets, the authors formulated the

average buffer levels, power consumption, and delay. These values are then used

to estimate buffer size and the variable sleep period required for optimum energy-

savings.

In addition to QoS degradations, frequent switching of network equipment

may also adversely affect the performance of network equipment. As pointed out

in [148148], frequent switching between active and sleep states can increase the risk of
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equipment failure, which in turn results in higher operational expenditure. When

an ONU changes its state between sleep and active, it undergoes a temperature

variation. According to the Coffin-Mason model when a device is put into sleep

mode more frequently, it reduces the lifetime of the device [149149, 150150]. Concluding

our discussion of sleep/doze mode operations in the TDM-PON, we can deduct

that the energy-savings due to sleep mode operation is beneficial to a certain extent

compared to its QoS degradation and the cost associated with equipment failure.

2.4 Energy-efficient TWDM-PON with wavelength optimi-

sation and sleep/doze operations

Although the TWDM-PON has only being proposed recently, its energy-efficiency

has already drawn noticeable attention [33, 151151, 152152]. In their analytical study of

prospective NG-PON2 architectures, Lambart et al. evaluated the energy con-

sumption of NG-PON2 technologies, such as XLG-PON, TWDM-PON, OFDM-

PON, and Coherent ultra-dense WDM (Co-UDWDM)-PON [151151, 152152]. In view of

their numerical results shown in Fig. 2.132.13, the TWDM-PON is an attractive solu-

tion from an energy perspective. While the power consumption of the OLT is com-

(a) 600 Mb/s (b) 1 Gb/s

Figure 2.13: Power consumption at the customer premises equipment (CPE) and
CO of the considered PON solutions for a target bandwidth of (a) 600 Mb/s and
(b) 1 Gb/s using an ODN with a flexible split ratio
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paratively higher in TWDM-PON due to multiple line cards and wavelengths, the

large number of subscribers serviced by the TWDM-PON results in lower energy

per user. Although the TWDM-PONs are energy-efficient by nature, considering

its expected growth, future-proofing the TWDM-PON regarding energy-efficiency

has become an important issue. As a result, the energy-saving potential of the

TWDM-PON has been investigated from different perspectives in recent literature.

As discussed in Section 2.1.32.1.3, a TWDM-PON consists of multiple wavelengths

and most importantly, tunable ONU TRXs that can tune to any of the wavelengths

present in the network. The tunability of the ONUs offers a certain degree of free-

dom to dynamically reconfigure the network. For example, at low network loads,

the network may not need all the wavelengths in the network to operate, and

some wavelengths may be switched off, after transitioning the ONUs supported

by these wavelengths to other wavelengths. The tunability of the wavelengths,

therefore, leads to potential energy-savings at the TWDM-PON [2525, 153153], specifi-

cally at the OLT, while conventional power-saving methods, sleep, and doze, are

can be implemented at the ONUs to achieve overall energy-efficiency [2222]. As a

result, recent energy-efficient solutions for TWDM-PON include dynamic wave-

length and bandwidth allocation (DWBA) algorithms incorporating wavelength

reconfiguration and sleep/doze mode operations. The DWBA algorithms, there-

fore, rely on the physical characteristics, tunability, and the sleep/doze capabili-

ties, of the ONUs for this purpose. As we have already discussed the hardware-

based solutions proposed for sleep/doze mode operations, we will only evaluate

the tunability of the ONUs in this section. We will then explain the DWBA algo-

rithms proposed using these physical characteristics.

2.4.1 Hardware improvements to support wavelength reallocation in

TWDM-PON

As we explained in the previous section, to switch off idle wavelengths, the ONUs

must be able to tune into different wavelengths deployed in the network. As such,

numerous studies have examined methods of improving the tunability of different
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types of ONUs.

In [154154], Suzuki et al. proposed a DWDM-SFP TRX for the WDM-PON that is

λ-tunable across the L-band. The proposed TRX supported four channels with 100

GHz spacing or eight channels with 50 GHz spacing. The tunable TRX proposed

by Taguchi et al. is also able to switch between wavelengths within 100 ns [155155].

The given architecture, which supports C-band and L-band wavelengths in up-

stream and downstream directions, consists of an electro-absorption (EA) modu-

lator integrated DFB laser as the Tx. The fast λ-switching time of 100 ns, achieved

in this study, is attributed to the optical MUX/DEMUX, the 4-channel laser diodes

(LD)/photo diodes (PD), and the electric switches. In [156156], Miller et al. proposed a

fast wavelength-switching TRX using a fast-tuning digital super-mode distributed

Bragg reflector (DS-DBR) laser. This TRX module can rapidly tune (within 130ns)

over 89, 50 GHz spaced channels within the C-band. The proposed work inves-

tigated the common issues found in fast-switching optical circuits such as mode

hops and channel interference arising from spurious modes generated during the

laser tuning time. In [157157], Scholtz et al. discussed potential wavelength bands

for the NG-PON2 and proposed to realise these wavelengths using wavelength

blocking filters (WBFs), designed as thin film optical filters (TFF).

In addition to the DFB lasers discussed so far, VCSEL-based TRXs have been

successfully tested for tunability in recent years. In one of the earlier studies on

tunable VCSELs, Hasnain considered the possibility of using VCSELs in WDM

applications and tuning it across the wavelength range supported by the WDM-

PON [158158]. This study provided insight into the physical architecture of the VC-

SEL and its inherent attributes that support tunability. The author also discusses

achieving tunability in VCSEL ONUs using injection locking (IL) in [159159]. The

short-cavity (SC) VCSEL, evaluated in [4848], is proposed specifically for the TWDM-

PON. The experimental evaluation of this architecture shows that the SC-VCSEL

supports a tuning range of 800 GHz in the C-minus band. The 800 GHz range

accounts for 8, 100 GHz spaced 10 Gbps channels, resulting in an 80 Gbps ag-

gregate transmission capacity. The SC-VCSEL also supports 40 km distance and

a 1:128 split ratio per wavelength channel, without any dispersion compensation



2.4. Energy-efficient TWDM-PON with wavelength optimisation and sleep/doze
operations 53

or equalization. The proposed SC-VCSEL also have some compelling advantages

such as having a fast Tdoze−to−active of 205 ns and comparatively low power con-

sumption in active and doze mode. Similarly in [160160], a tunable VCSEL array that

supports 16 channels with a 50 GHz channel separation, is proposed for the next

generation TWDM-PON.

The tunability or the sleep/doze capabilities of the ONUs will not result in any

energy-savings, unless they are incorporated into the DWBA algorithms deployed

in the network. So, in the next section, we discuss the DWBA algorithms proposed

to exploit the tunability and the sleep/doze capabilities of the ONUs in achieving

energy-savings.

2.4.2 Dynamic wavelength and bandwidth allocation algorithms for

TWDM-PON

If no energy-efficiency is expected, a TWDM-PON will have all its wavelengths

and ONUs active during the entire polling cycle time. As we have discussed in

the previous section, the tunability and the sleep/doze capabilities of the network

components present more opportunities to minimise the energy-consumption of

the TWDM-PON. In literature, there exists three main categories of energy-efficient

DWBA solutions proposed for the TWDM-PON, namely: (1) DWBA algorithms

that switch off idle wavelengths for improved energy-efficiency at the OLT; (2)

DWBA algorithms that use sleep/doze mode operations in conjunction with op-

tion 1; and (3) the DWBA algorithms that minimise the effect of wavelength tuning

time on average delay [161161]. In this section, we will discuss the existing work done

in each category in detail.

2.4.2.1 Wavelength reallocation

Due to the nature of the Internet traffic, ONUs in any PON may frequently change

its status between active and idle. If all wavelengths are kept active, there is

high probability of them being idle, especially at less busy time of the day. Un-

less switched off, an idle wavelength still operates at its full power consumption
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level. In such an instance, it is reasonable to migrate the ONUs supported by this

wavelength to other operating wavelengths in the network and switch off the idle

one. One of the most important aspects of this process is determining how many

wavelengths to be switched off without affecting the system performance. Opti-

mising the number of active wavelengths, subjected to different parameters of the

network such as wavelength tuning time or distance from the OLT, has become the

preferred technique in making this decision.

In [5555], Luo et al. proposed two ONU migration schemes; one with more em-

phasis on tuning time (algorithm A) and the other with load balancing based on

the ONU tuning time (algorithm B). Under A, when a new ONU emerges, the OLT

assigns it to the wavelength with the least tuning cost, while, in B, the ONU is as-

signed to the wavelength with the least load. Even though the proposed schemes

form a foundation for wavelength reconfiguration, this may still result in a major-

ity of the wavelengths being active for most of the day.

Following this initial work, Yang et al. proposed a more energy-focused wave-

length allocation scheme in [162162]. The authors analyse the network profile and

determine the minimum number of active ONUs required to operate the network,

subjected to a maximum number of ONUs a wavelength can support. The study

also analyses the effect the migration interval has on their ONU migration scheme

and the service level agreement (SLA). This study was later extended to multi-

PON systems where the proposed wavelength optimisation is applied to a group

of TWDM-PONs for resource sharing [163163,164164]. Although the proposed solution is

simple and straightforward, in a practical set up, the ONUs are distributed at dif-

ferent distances from the OLT. Consequently, lightly-loaded ONUs further away

from the OLT may need more wavelengths to meet the optical power budget re-

quirements. The wavelength optimisation criteria by Dixit et al., therefore, takes

the distance to each ONU from the OLT, when determining the number of active

wavelengths [165165].

As a variant of the conventional TWDM-PON, wavelength reallocation has

been proposed for the flexible TWDM-PON as well. In the configuration consid-

ered in [7272], the network consists of four ODNs, each comprising of four wave-
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lengths. Taken individually, the four ODNs will each require at least one active

wavelengths, even under minimum network load. However, due to the extra flex-

ibility added by the hybrid AWG/power splitter, the four ODNs can operate using

just one wavelength pair, resulting in significant energy-savings at the OLT.

By the time wavelength reallocation is introduced for the TWDM-PON, sleep

and doze mode operations were already extensively studied for pure TDM-PONs

such as EPON and GPON. Because the TWDM-PON stacks multiple TDM-PONs

and the ONUs in these PONs are sleep/doze capable, it is natural to implement

sleep/doze mode operations at the TWDM-PONs as well. In such a hybrid mech-

anism proposed by Dixit et al. in [100100, 166166], the DWBA algorithm utilised wave-

length optimisation in conjunction with sleep/doze mode operations. Under the

proposed DWBA algorithms, wavelength reconfiguration achieves energy-savings

at the OLT, while sleep/doze operations result in energy-savings at the ONUs.

2.4.2.2 Wavelength reallocation and QoS

Similar to the delay penalty imposed by sleep/doze operations in the TDM-PONs,

wavelength reallocation also degrades QoS parameters such as delay and avail-

ability of service of the TWDM-PON. As explained in [110110], after receiving a mi-

gration command from the OLT, an ONU will take some time to tune to the new

wavelength as specified by the OLT. If the tuning time is assumed to be negligible,

unlimited wavelength switching could be practised in a network. Although unlim-

ited wavelength switching may theoretically result in significant energy-savings,

in reality, the tuning time of an ONU is significant. In fact, the tuning time of

an ONU Tx can range from nanosecond to sub-second order while the ONU Rx

tuning time can range from nanosecond to second order based on implementa-

tion [167167]. In a standard QoS-aware network, this non-zero tuning time can limit

the frequency of wavelength reconfiguration.

In [168168], Kondepu et al. investigated the trade-off between the energy-savings

and frame delay under different network parameters and wavelength allocation

schemes. The study examines the energy-savings and frame delay under different
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ONU tuning times, the number of reconfigurations, and round-trip times using

static and dynamic wavelength allocation criteria. The results indicate that an

increase in ONU tuning time increases the energy-savings and also the average

frame delay. In separate but similar studies, it has also been shown that the ratio

between the tuning time and the polling cycle time [169169] and the OLT’s aware-

ness of the wavelength tuning time [170170] are strongly correlated to performance

matrices. As such, when considering a TWDM-PON with non-zero wavelength

tuning time, the wavelength reconfiguration scheme we select results in a trade-

off between energy-savings and network performances such as average delay and

throughput. In this section, we discuss different efforts proposed to minimise the

adverse effects of wavelength tuning time of the ONUs.

One straightforward way of tackling this problem would be to incorporate the

wavelength tuning time into the optimisation criterion itself. In the delay-aware

DWBA algorithm proposed in [6464], the decision to migrate from the existing wave-

length is taken based on wavelength tuning time. The authors follows the conven-

tional EFT process in assigning an ONU to a wavelength. However, to mitigate

the effects of wavelength tuning time, the OLT migrates an ONU from its current

wavelength to the one satisfying EFT, only if the advantage of changing the wave-

length outperforms the disadvantage of wavelength tuning time.

In the delay-mitigating solutions, we have discussed so far, the reported aver-

age delay values and energy-savings are heavily dependent on the physical char-

acteristics of the ONUs used in the simulations/experiments. Meanwhile, differ-

ent networks may use different network equipment with varying physical param-

eters. However, the delay requirements of a network are service dependent, mean-

ing each service has specific delay requirements that should be met to provide a

satisfactory quality of experience (QoE) to the customers. Under such scenarios,

the average delay is usually used as a constraint in the optimisation criteria [171171].

In their proposed optimisation scheme, Xu et al. attempted to decrease the energy

consumption while keeping the average delay under a specified maximum. The

number of wavelengths resulting from this wavelength optimisation criterion is

taken as the optimum number of active wavelengths.
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In addition to the optimisation criterion, the polling sequence is another ap-

proach taken to minimise the possible increase in average delay. In [172172], Wang

et al. proposed to change the polling sequence of the EFT algorithm such that the

minimum number of ONUs will require tuning into a new wavelength. Assuming

two wavelengths λ1 and λ1 and two cycles i and i + 1, then the last ONU to use λ1

will be assigned again to λ1 in the i + 1th cycle. Simulation results on packet delay

and channel utilisation of this study shows significant performance improvement

over the conventional EFT approach.

In the algorithms that we discussed so far, a constant tuning time is assumed

for all ONUs in the TWDM-PON. One essential requirement for the evolution of

the PONs is the smooth transition from existing PON technologies to the TWDM-

PON. For example, when implementing the TWDM-PON, it is imperative that a

complete change of equipment is not necessary. As a result, in a given TWDM-

PON, there may exist optical and electrical components with different physical

characteristics. Considering such a diverse TWDM-PON, Buttaboni et al. pro-

posed a DWBA algorithm that handles ONUs with different tuning times [170170].

The proposed solution changed the conventional VF-EFT algorithm to incorporate

different tuning times and examined the importance of the OLT being aware of the

tuning times of the ONUs. Based on the simulation values, this awareness at the

OLT significantly reduces the average delay.

In addition to the algorithm-based solutions proposed to mitigate the QoS

degradation, recent studies have also discussed hardware modifications to over-

come this problem. Recently, Taheri et al. proposed an energy-saving solution

where the number of line cards necessary at the OLT is determined based on the

network traffic [173173]. The authors formulated the upstream and downstream traf-

fic on each segment of the network using the capacity of each uplink and downlink

fiber as the constraint. The maximum of the upstream and downstream traffic is

considered in determining the number of active line cards. The authors proposed

to use optical, optomechanical, and cascaded switches at the OLT chassis to min-

imise the switching time when transitioning between different line cards [173173].

Apart from the solutions proposed specifically for the TWDM-PON, the algo-
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rithms designed for its predecessors such as hybrid WDM/TDM-PONs can also

be seamlessly implemented in the TWDM-PONs. Some of these solutions include

heuristic scheduling problems for arbitrary wavelength tuning times [174174], auto-

matic load-balancing DWBA algorithm that is capable of handling ONUs with

tuning times 10 ms longer than the DBA cycle [175175], load-balancing DWBA algo-

rithm that minimises the number of wavelength reallocations [176176].

2.5 Conclusions

Based on the studies reported in this chapter, energy-efficiency is one of the most

important aspect of next-generation PONs. Due to slotted nature of upstream

and downstream bandwidth access, ONU TRX remains idle for a majority of the

polling cycle time. However, these idle ONUs operate at their full power level

even during idle state. The effect of this energy consumption is further increased

by the large number of of ONUs present in the access segment. As a result, reduc-

ing idle energy consumption of the ONUs is identified as an appropriate approach

to improve the overall energy-efficiency of the access network.For this purpose,

sleep and doze mode operations are proposed and standardised for the PON.

The sleep/doze mode solutions discussed in this chapter include hardware and

algorithm-based solutions proposed for TDM-PON. The hardware improvements

involve reducing the power consumption in each state and reducing the sleep-

to-active or doze-to-active overhead times. The algorithm-based solutions exploit

these sleep and doze mode capabilities of the ONUs to minimise the energy con-

sumption at the OLT.

Meanwhile, in the TWDM-PON, wavelength tunability of the ONUs allows

idle wavelengths to be switched off at low network loads, prompting energy-

savings at the OTL. Considering existing work as our foundation, we propose DBA

and DWBA algorithms for the TDM-PON and TWDM-PON to address the short-

comings of these existing solutions. A detailed description of our technical contri-

bution towards energy-efficient TDM-PON and TWDM-PON will be presented in

Chapters 3 to 6.



CHAPTER 3

Energy-Efficient Dynamic

Bandwidth Allocation Algorithms

for 10 Gbps Ethernet Passive

Optical Networks

3.1 Introduction

Passive optical networks (PONs) are being deployed in the access segment to cater

to the growing customer demand for higher bandwidths and longer reach. As dis-

cussed in Chapter 2, under next-generation PON stage 1 (NG-PON1), time divi-

sion multiplexed PON (TDM-PON) is considered to be the most favourable archi-

tecture due to cost, capacity, and energy considerations. Two popular TDM-PONs,

Ethernet PON (EPON) [1414] and Gigabit PON (GPON) [2323], are currently being de-

ployed in many parts of the world to facilitate high-speed Internet access.

The EPON specifically, gained its popularity due to the seamless integration

with ubiquitous Ethernet end user equipment [1414, 4444]. As explained in Chap-

ters 1 and 2, PONs are more energy-efficient, i.e., consume low energy-per-bit,

than copper-based access networks due to high bandwidths and low transmission

losses. However, with wider and rapid deployment of EPONs, large number of

additional end user equipment are added to the access segment. This in turn, has

increased the overall energy consumption of the access segment and prompted

concerns over greenhouse gas emissions and operational expenditure. To over-
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come these challenges, network operators and research community have proposed

various energy-saving solutions for the EPON [1919, 2020, 9999, 177177]. Although an illus-

trative 10 Gbps EPON (10G-EPON) is used in designing and simulating our novel

dynamic bandwidth allocation (DBA) algorithms proposed in this chapter, the un-

derlying concepts of these algorithms are applicable to any TDM-PON. Before pre-

senting our technical contributions on energy-efficient EPON, a brief introduction

to the EPON architecture is provided in the following section.

3.1.1 EPON: An overview

Figure 3.13.1 illustrates the basic architecture of an EPON. An EPON hosts an optical

line terminal (OLT) at the central office (CO) and optical network units (ONUs)

at customer premises. The network assigns two separate wavelengths, λ and λ′,

for downstream and upstream transmissions, respectively. In the downstream di-

rection, from the OLT to the ONUs, the OLT uses wavelength λ to broadcast its

downstream data to all ONUs in the network. In the upstream direction, from

the ONUs to the OLT, multiple ONUs share the upstream wavelength channel λ′

using time division multiple access (TDMA) technique.

As multiple ONUs share the upstream bandwidth, collisions may occur if more

than one ONU attempts to communicate with the OLT simultaneously. As such,
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Figure 3.1: General architecture of a Ethernet passive optical network (EPON).
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in the upstream direction, TDM-PON requires an arbitration mechanism to avoid

collisions and to share the upstream capacity fairly. For this purpose, the EPON

utilises Multi-Point Control Protocol (MPCP) messages, such as GATE and RE-

PORT, to assign upstream time slots to each ONU and to facilitate collision-free

data transmission between the OLT and the ONUs. The GATE message, sent from

the OLT to the ONUs, contains the bandwidth allocated to an ONU, while the RE-

PORT, sent from the ONUs to the OLT, informs an ONU’s bandwidth requirement

to the OLT.

3.1.2 Energy-efficiency through dynamic bandwidth allocation algorithms

In general, the bandwidth allocation process in a TDM-PON involves assigning an

ONU with upstream and downstream time slots to exchange packets with the OLT.

Allocating a time slot is usually referred to as a transmission grant and the time

duration between two consecutive transmission grants to a given ONU is defined

as its polling cycle time. The upstream and downstream time slots to an ONU

can be synchronised or not, depending on the algorithm design. As discussed in

Chapter 2, the bandwidth allocation process can be either fixed or dynamic. A

fixed bandwidth allocation (FBA) algorithm allocates a fixed transmission time

slot, irrespective of the bandwidth requirement of an ONU. A DBA algorithm on

the other hand, takes upstream and/or downstream traffic load of an ONU into

account, when allocating upstream/downstream time slots. Although a FBA is

simple to implement, it does not ensure fairness among ONUs. As such, in this

thesis, we focus on the DBA criterion.

As explained in the previous section, ONUs in EPON follow the TDMA tech-

nique in accessing the upstream bandwidth. Under TDMA, each ONU is allocated

an unique time slot, during which it has full access to the upstream bandwidth.

Outside this time slot, an ONU transmitter (Tx) remains idle, i.e., does not trans-

mit any packets to the OLT. Similarly in downstream direction, packets destined to

an ONU are sent during a certain time slot. In contrary to upstream traffic, down-

stream data is broadcast to all ONUs in the network. As a result, an ONU processes
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MAC headers of all downstream packets and discard the ones destined for other

ONUs. When an ONU receiver (Rx) is not processing its own packets or MAC

headers of other ONUs, it is said to be idle. Due to slotted nature of downstream

and upstream traffic, an ONU spends a majority of its polling cycle time in idle

state. An idle ONU, however, operates at its active power level. This behaviour,

coupled with a large number of ONUs present in current networks, makes ONUs

the main energy consumption contributor of access network [11]. Instead of oper-

ating at its active power level, if an ONU can transition into a low-power mode

during its idle time, substantial energy savings can be achieved in the access seg-

ment.

To implement this concept, Telecommunication Standardisation Sector of the

International Telecommunication Union (ITU-T) proposed sleep and doze mode

operations for idle ONUs in the PON [2323, 2727]. During sleep mode, both Tx and Rx

of an ONU are powered down, preventing an ONU from receiving data packets

and synchronisation bits from the OLT and also from transmitting packets to the

OLT. During doze mode, only the ONU Tx is powered down, allowing the ONUs

to receive synchronisation bits from the OLT, but preventing it from transmitting

packets to the OLT. Because the ONUs cannot receive their synchronisation bits

from the OLT during sleep mode, an ONU transitioning from sleep to active mode

incurs more overhead (for re-synchronisation) time than a one transitioning from

doze to active mode. As a result, sleep-to-active transition time, Tsleep−to−active, of

an ONU is longer than its doze-to-active transition time, Tdoze−to−active.

The sleep and doze mode capabilities of an ONU can be exploited in differ-

ent ways to improve the energy savings of the network. Referring to the energy

equation presented in Chapter 2, the overall energy consumption of a sleep/doze-

capable ONU can be written as follows:

E = Pactive ∗ Tactive + Psleep/doze ∗ Tsleep/doze (3.1)

where parameters E, Pactive, Tactive, Psleep/doze, and Tsleep/doze represent the energy

consumption of an ONU per cycle, the ONU power consumption in active mode,
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the time an ONU spends in active mode, the ONU power consumption in sleep/doze

mode, and the time an ONU spends in sleep/doze mode, respectively. Based on

eqn. (3.13.1), reducing power consumption in each mode, Pactive and Psleep/doze, re-

duces the overall energy consumption of an ONU.

Meanwhile, within a given polling cycle, increasing the time an ONU spends

in sleep or doze mode also improves the energy efficiency of the ONUs. The re-

spective sleep and doze durations of an ONU, Tsleep and Tdoze, are calculated as

follows:

Tsleep = Tidle − Tsleep−to−active

Tdoze = Tidle − Tdoze−to−active

(3.2)

The idle time of an ONU, Tidle, can be written as a function of its polling cycle time,

Tpoll cycle, and transmission time slot, Ttx slot, as follows:

Tidle = Tpoll cycle − Ttx slot (3.3)

Based on eqn. (3.23.2), for a given network load, an ONU with a shorter Tdoze−to−active,

Tsleep−to−active or longer Tidle experiences a longer Tdoze or Tsleep, and in turn, achieves

improved energy savings. Summarising these equations, the main criteria for im-

proving energy efficiency through sleep/doze mode are as follows:

• Minimising the ONU power consumption in each state, i.e., sleep, doze, and

active.

• Reducing the overhead times Tsleep−to−active and Tdoze−to−active for longer Tsleep

and Tdoze.

• Incorporating the sleep and doze mode operations into the underlying band-

width allocation algorithm.

The first two methods are classified as hardware improvements to the ONU

architecture whilst the last method is an algorithm-based solution. As explained
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in Chapters 1 and 2, in this thesis, we focus on the latter approach, where the

bandwidth allocation algorithm performs both bandwidth allocation and sleep or

doze control. The key challenges associated with this process are; (1) maximis-

ing the sleep or doze duration; (2) determining the sleep or doze duration; and

(3) transitioning the ONUs between different modes without affecting the com-

munication between the OLT and the ONUs. These challenges have been ad-

dressed using different techniques in studies reported on energy-efficient EPON

[1919, 2424, 2626–2929, 9999, 135135, 141141, 142142, 178178].

For the existing sleep/doze-capable ONUs, the difference in energy consump-

tion, between active and doze modes, is low, compared to the difference between

sleep and active modes. Consequently, an ONU in sleep mode achieves more en-

ergy savings than a one in doze mode [2424, 2929]. Existing studies on energy-efficient

EPONs have therefore, incorporated only sleep mode into their proposed solu-

tions. However, if Tidle < Tsleep−to−active, using sleep mode only will prevent any

energy savings at particular network loads [2424, 2626, 2727, 135135, 141141, 142142, 178178, 179179]. Fur-

ther, owing to the recent developments in ONU architectures that consume low

power in doze mode [180180] and that have low Tdoze−to−active [102102, 106106, 180180], incor-

porating doze mode operation will have a noticeable impact on the ONU energy

consumption. As such, it is important to design DBA algorithms that incorporate

both sleep and doze operations for improved energy-efficiency of the EPON.

For this purpose, in this chapter, we propose two DBA algorithms that exploit

both sleep and doze capabilities of an ONU. Compared to existing DBA algorithms

that use only sleep mode, our DBA algorithms minimise the ONU energy con-

sumption across a wider range of network loads. To this end, we consider for

illustrative purposes, a 10 Gbps EPON (10G-EPON) whereby the ONUs can tran-

sition into sleep and doze modes (i.e. sleep/doze ONUs). The two DBA algo-

rithms, namely Just-In-Time (JIT) DBA with varying polling cycle times [181181, 182182]

and JIT DBA with fixed polling cycle time (J-FIT) are designed to exploit the 10

Gbps vertical-cavity surface-emitting laser (10G-VCSEL) ONU that can transition

from doze-to-active mode in 330 ns and from sleep-to-active mode in 2 ms [2929,180180].

Based on the switching and power consumption values of the 10G-VCSEL ONU
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Table 3.1: Power consumption and switching values of the 10G-VCSEL ONU and
the 10G-DFB ONU

Parameter Value
Doze-to-active transition time - VCSEL (Tdoze−to−active) [2929] 330 ns
Doze-to-active transition time - DFB (Tdoze−to−active) [102102] 760 ns
Sleep-to-active transition time - VCSEL (Tsleep−to−active) [2929] 2 ms
Sleep-to-active transition time - DFB (Tsleep−to−active [2929] 2 ms
Power consumption - VCSEL, active (Pvcsel,act) [2929] 3.984 W
Power consumption - DFB, active (PDFB,act) [2929] 5.052 W
Power consumption - VCSEL, doze (Pvcsel,doze/sleep) [2929] 3.85 W
Power consumption - DFB, doze (PDFB,doze/sleep) [2929] 3.85 W
Power consumption - VCSEL, sleep (Pvcsel,doze/sleep) [2929] 0.75 W
Power consumption - DFB, sleep (PDFB,doze/sleep) [2929] 0.75 W

and the 10Gbps distributed feedback (10G-DFB) ONU presented in Table 3.13.1, the

10G-VCSEL is more energy-efficient. As such, we use this energy-efficient and

sleep/doze-capable 10G-VCSEL as the Tx of our ONU, but keep rest of the ONU

circuit the same as a conventional DFB ONU. Both JIT and J-FIT DBA algorithms

comply with the MPCP control messages GATE and REPORT to transition the

10G-VCSEL ONUs between active, doze, and sleep modes. To highlight the moti-

vation and novelty of our proposed algorithms, some of the existing work done in

the research area of sleep mode DBA algorithms is discussed in the next section.

3.2 Related work

As explained in Section 3.1.23.1.2, Tidle is a crucial parameter that determines the en-

ergy savings achieved through sleep/doze mode operations. The parameter Tidle

in turn, depends on the DBA algorithm deployed in the network. As a result, var-

ious attempts have been made to maximise Tidle in sleep mode DBA algorithms

proposed in recent literature. In one of the earlier studies reported in this area,

Smith et al. [2626] proposed a DBA algorithm that frequently transitions the ONUs

into sleep mode in the GPON. For the ONUs entering sleep mode, this algorithm

assigns a minimum bandwidth in the upstream direction, which allows the ONUs

to send their bandwidth requests when upstream traffic is present at the subscriber

network interface (SNI). In a similar attempt, Mandin et al. proposed a sleep mech-
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anism and discussed the OLT and ONU-initiated sleep mode operation and hand-

shake processes in detail [2727]. Following a different approach, Gunaratne et al.

proposed an adaptive link rate (ALR) control mechanism to reduce the energy con-

sumption of EPONs [183183]. The authors use the general principle that a low data

rate link consumes less power than a high data rate link and changes the upstream

link rate between two values, depending on the network load of the ONUs. Us-

ing the same principle, Kubo et al. discussed how the energy consumption can be

further reduced by using a hybrid mechanism that combines sleep mode and ALR

control [142142]. The sleep mode mechanism switches an ONU between sleep and

active modes depending on the presence or absence of traffic while the ALR con-

trol switches the link rate between 1 Gbps and 10 Gbps depending on the amount

of traffic, saving energy even in the presence of traffic. Ren et al. [135135] proposed

an analytical model to analyse the 10 Gbps PON using Poisson distributed traf-

fic. Under their proposed solution, the OLT first assigns a minimum sleep dura-

tion to an ONU and exponentially increases this value depending on the network

load. Wong et al. proposed a JIT bandwidth allocation algorithm for TDM-PON

exploiting the fast wakeup capability of an ONU [2828]. The proposed JIT algorithm

allows ONUs to go into variable sleep lengths based on a sleep time optimiser and

uses the same GATE and REPORT messages as in IEEE 802.3ah standard [1414], to

transition the ONUs between sleep and active modes. Similarly, Fiammengo et al.

proposed a criterion for determining the sleep time of an ONU based on the inter-

arrival time of incoming packets at the ONU [141141]. The proposed study utilises

different estimation techniques, arithmetic average and exponential smoothing av-

erage, to estimate the inter-arrival time of packets. Using this estimated value and

a pre-determined sleep control function, they determine the variable sleep length

allocated to an ONU. In [178178], Praet et al. proposed a bit-interleaving TDM down-

stream protocol (Bi-PON) to minimise the power consumed in complex processing

of packets destined for other ONUs in the PON. The protocol organises bits in an

interleaved form thereby reducing the number of functional blocks required to ex-

tract packets at the ONU. The Bi-PON protocol also incorporates sleep command

in the operation, administration, and maintenance (OAM) header to minimise the
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energy consumed during the idle time. In [179179], Yan et al. proposed an energy

management mechanism (EMM) that minimises the energy consumption of the

10G-EPON. The proposed mechanism minimises the awake time of the ONUs to

reduce the energy consumption of the ONUs. As reducing the awake time can

adversely affect the QoS of the network, the proposed mechanism imposes a la-

tency constraint when determining the sleep duration of an ONU. The authors

also proposed upstream and downstream-centric scheduling algorithms that allo-

cates awake time based on the upstream and downstream bandwidth allocation,

respectively. In [184184], Zhang et al. proposed a mechanism to minimise the en-

ergy consumption associated with ONUs listening and analysing the headers of all

downstream traffic. The proposed method considers only downstream traffic and

consists of a bandwidth allocation rules at the OLT and sleep scheduling rules at

the ONUs. The bandwidth allocation rules are made known to the ONUs, thereby

allowing the ONUs to infer their downstream queue status and enter sleep state

effectively. The sleep scheduling rules are also known to the OLT, thereby allow-

ing the OLT to queue the downstream traffic destined for a given ONU. In [185185],

Taheri et al. proposed an energy-saving mechanism that prevents an ONU from

frequently changing its states between active and sleep. As frequent changes lead

to energy being wasted in ONU trying to resynchronise with the OLT, the authors

argues it is more efficient for the ONU to spend some time in the listening mode

before putting each component in sleep mode. The study defines six states, Rx

Awake, Rx Listen, Rx Sleep, Tx Awake, Tx Listen, and Tx Sleep, based on the na-

ture of traffic. Rather than exchanging overheads, the sleep control mechanism

proposed in this work is based on the mutual inference between the OLT and the

ONU.

In the existing DBA algorithms discussed above, only sleep mode operation is

considered to reduce the energy consumption of the EPON. As we have explained

before, when Tidle < Tsleep−to−active, no energy savings will be possible with sleep

mode operation. In the next section, we discuss how our proposed algorithms, JIT

and J-FIT DBAs, incorporate both sleep and doze mode operations to overcome

this problem and improve the energy efficiency of the 10G-EPON.
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3.3 Proposed dynamic bandwidth allocation algorithms

An effective sleep/doze controlled DBA algorithm is a one that can successfully

cater for varying traffic demands of the network and can transition the ONUs from

sleep or doze mode into active mode with minimal effect on the traffic flow be-

tween the OLT and the ONUs. In this section, we explain how our proposed JIT

and J-FIT DBA algorithms achieve these objectives, in detail.

3.3.1 Just-In-Time DBA with varying polling cycle times

The JIT DBA is our initial attempt at incorporating both sleep and doze mode

operations into a DBA algorithm. JIT DBA is an offline DBA, meaning the OLT

processes the bandwidth requests from all ONUs, before deciding the sleep/doze

duration and the bandwidth allocated to each ONU. The proposed algorithm uses

MPCP control messages, GATE and REPORT, to transition the ONUs in sleep/doze

mode into active mode just-in-time to receive downstream packets from the OLT.

Initially, the Internet was mainly used to access the world wide web and down-

stream data dominated the data flow between the ONUs and the OLT. However,

with emerging user applications, such as peer-to-peer file sharing, Internet gam-

ing, and video conferencing, the proportion of upstream traffic has increased sig-

nificantly. Considering the rapid growth of these applications as predicted in [186186],

we have assumed a symmetric upstream and downstream bandwidth utilisation

in the network, in both JIT and J-FIT DBA algorithms [2424].

The actual traffic flow in the 10G-EPON under the JIT DBA is shown in Fig.

3.23.2. The parameter Twakeup accounts for either Tsleep−to−active or Tdoze−to−active. The

Ethernet frames from the OLT to each ONU consist of data and the GATE mes-

sage. When an ONU receives this Ethernet frame, it analyses the GATE message

and learns the transmission start time, transmission duration, and sleep/doze du-

ration. Under the JIT DBA, immediately after analysing the GATE message, an

ONU starts transmitting its upstream data to the OLT. When an ONU completes

its upstream data transmission, it generates the REPORT message and sends it to

the OLT. The ONU then enters into sleep or doze mode for a period specified in
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Figure 3.2: Traffic flow of the JIT DBA algorithm. D-Data, R-REPORT and G-GATE.

the GATE and wakes up just-in-time to receive downstream packets from the OLT

in the next cycle. In the following sections, we discuss the individual functions

executed at the OLT and the ONUs under the JIT DBA.

Figure 3.33.3 illustrates the flow chart of the JIT DBA executed at the OLT. Initially,

each ONU inspects its incoming queue and generates a REPORT message that con-

tains the bandwidth requirement of that ONU. The OLT waits until it receives RE-

PORT messages from all ONUs and processes each bandwidth request to calculate

the average bandwidth, BWavg, required by each ONU. The OLT then compares

the BWavg with the maximum allowable bandwidth, BWmax, that satisfies a given

maximum polling cycle time, Tmax poll cycle. The Tmax poll cycle corresponds to the

maximum duration between two consecutive transmissions to a given ONU, and

is derived by controlling the BWmax that satisfies the delay and jitter specifications

of the network. Depending on the decision of this comparison, the OLT allocates

either BWmax or BWavg to each ONU, in the subsequent polling cycle.

In any given cycle, due to the offline nature, the OLT has knowledge of the

bandwidth allocated to each ONU in advance. Thus, the OLT can determine the

Tidle of each ONU during each cycle. Using the switching values of 10G-VCSEL

ONU considered in our 10G-EPON (as listed in Table 3.13.1), the OLT makes the

following decisions.
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Figure 3.3: Flow chart of the JIT DBA algorithm executed at the OLT.

• Tidle ≥ 2 ms : ONU enters into sleep mode

• 330 ns ≤ Tidle < 2 ms : ONU enters into doze mode

• 330 ns ≥ Tidle : ONU stays active

Figure 3.43.4 illustrates the flow chart of the JIT DBA algorithm executed at each
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ONU. In any given cycle, an ONU wakes up from sleep or doze mode just-in-time

to receive the GATE message and data from the OLT. In addition to the conven-

tional bandwidth allocation information, the GATE message under JIT DBA, also

contains the sleep start time, the sleep duration, and the sleep/doze/active com-
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Transmit upstream 
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Enters Sleep/Doze or 
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Figure 3.4: Flow chart of the JIT DBA algorithm executed at the ONU.
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mand. After processing the GATE message, the ONU transmits its upstream data

and the REPORT message to the OLT and immediately enters into sleep or doze

mode for a duration specified by the GATE message.

3.3.2 Just-In-Time DBA with fixed polling cycle times

In the JIT DBA algorithm, Tpoll cycle is the sum of all Ttx slot that is allocated to each

ONU. In other words, Ttx slot corresponds to the bandwidth allocated to an ONU.

When the network load is low, the BWavg is low, resulting in a short Ttx slot and

eventually, a short Tpoll cycle. Within a short Tpoll cycle, an ONU may not be able

to enter sleep mode, but will enter doze mode or remain active. As we have dis-

cussed in Section 3.1.23.1.2, the difference in power consumption between doze and

active modes of the 10G-VCSEL ONU is only 0.134 W (refer to Table 3.13.1), which

leads to low percentage of energy savings at low network loads. From a more

practical point of view, low network loads are quite common in communication

networks and at these low network loads, ONUs can afford to sleep or doze for a

longer duration without compromising quality of service (QoS) parameters, such

as delay. The main objective of our J-FIT DBA, therefore, is to overcome the ap-

parent drawback of the JIT DBA, low energy savings due to shorter Tpoll cycle at

low network loads, using fixed polling cycle times. In this section, we discuss the

design specifications of the J-FIT DBA in detail.
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Figure 3.53.5 illustrates the overall traffic flow in the 10G-EPON between the OLT

and two ONUs under the J-FIT DBA. The J-FIT DBA is designed with a fixed

polling cycle time, Tf ixed poll cycle, that is independent of the BWavg of the 10G-

EPON. Similar to the JIT DBA, an ONU initially inspects its incoming queue and

determines the bandwidth requirement in the next cycle. The ONU then generates

the REPORT message and sends it to the OLT. Algorithm 3.13.1 presents a summary

of our J-FIT algorithm executed at the OLT after receiving REPORT messages from

all ONUs. The parameters Ttx start and Tmode represent the ONU transmission start

time and ONU sleep/doze/active time, respectively. As J-FIT is also an offline

DBA algorithm, after receiving REPORT messages from all ONUs, the OLT calcu-

lates BWavg for each ONU. The OLT then compares this value against a threshold,

BWmax, to ensure that for any given polling cycle, the total allocated bandwidth

does not exceed the bandwidth that corresponds to Tf ixed poll cycle. Based on the

outcome of this comparison, the OLT assigns either BWavg or BWmax to an ONU in

the upcoming fixed polling cycle.

Referring to eqn. (3.13.1), in the J-FIT DBA, the Tidle of an ONU in any given cycle

corresponds to Tf ixed poll cycle - Ttx slot. As shown in Algorithm 3.13.1, the OLT follows

the same conditions as in JIT DBA to determine the mode and the sleep/doze/active

duration. This information is included in the GATE message destined to each ONU

in the subsequent cycle.

In any given cycle, an ONU wakes up just-in-time to receive packets that con-

sist of the GATE message and downstream data from the OLT. The ONU processes

the GATE message and learns its upstream transmission start time and duration.

After completing its upstream data transmission, the ONU generates the REPORT

message that contains its future bandwidth requirement and sends it to the OLT.

The ONU then enters into sleep, doze, or active mode for a duration specified in

the GATE message. Similar to JIT DBA, the J-FIT DBA is also designed to ensure

that the upstream and downstream transmissions coincide under the assumption

of equal traffic loads in both directions [2828].

Figures 3.63.6 (a) and (b) compare the polling cycle times of the JIT and J-FIT DBAs

at a given ONU, corresponding to two network loads L1 and L2 where L1 < L2,
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respectively. When the network load is low (L1), J-FIT DBA results in a longer

Tidle, and therefore, facilitates longer sleep/doze durations and increased energy

savings. On the other hand, a longer Tidle may result in degradation of QoS param-

eters. In the following section, we critically analyse the effect of varying network

loads and polling cycle times on the energy efficiency and the average delay.

3.4 Performance evaluation

In this section, the performance of the JIT and J-FIT DBA algorithms are evaluated

with respect to the polling cycle time, energy consumption per cycle, percentage

of energy savings per cycle, and average delay. For this purpose, we performed

simulations using C++ with Poisson distributed incoming traffic at the ONUs. Ta-

ble 3.23.2 lists the network and protocol parameters used in our simulations. The

normalised network load (e.g., a normalised network load of 1 = 10 Gbps network

load) is varied from 0.1 to 1. As highlighted before, compared to a conventional
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Figure 3.6: Polling cycle times at ONU1 of the JIT and J-FIT DBA algorithms.
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Algorithm 3.1: Pseudocode of the J-FIT DBA algorithm executed at the OLT
for N number of ONUs
1 After receiving REPORT messages from all the ONUs
2 Total_BW_Requested = ∑N ONU(i).BW_Requested BWavg = Total_BW_Requested

/
N

3 for i = 1 to N do
4 ONU(i)_Ttx slot = Calculate_Ttx slot (i) //Compares the Avg_BW_requested to a threshold and

returns the Tx time slot
5 ONU(i)_Ttx start = Calculate_ONU_Ttx start (i)
6 ONU(i)_Tidle = Tf ixed poll cycle - ONU(i)_Ttx slot
7 if ONU(i)_Tidle > 2 ms then
8 Mode = SLEEP
9 ONU(i)_Tmode = ONU(i)_Tidle - 2 ms

10 else
11 if 330ns ≤ ONU(i)_Tidle < 2 ms then
12 Mode = DOZE
13 ONU(i)_Tmode = ONU(i)_Tidle - 330 ns
14 else
15 Mode = ACTIVE
16 ONU(i)_Tmode = ONU(i)_Tidle

17 Generate_GATE(i) //generate the GATE message with Ttx slot, Ttx start, Mode, and Tmode

Table 3.2: Network and Protocol Parameters

Parameter Value
Downstream and upstream line rate 10 Gbps
Number of ONUs 32
Normalised network load 0.1 - 1
Maximum and fixed cycle time of JIT and J-FIT 2ms-10 ms
Propagation delay 100 µs
Inter-frame gap in upstream 1µs
Average Ethernet packet size 791 bytes

DFB ONU, the 10G-VCSEL ONU considered in our DBA algorithms, consumes

less power in active state (5.05 W vs 3.984 W) and has a shorter Tdoze−to−active (Ta-

ble 3.13.1). The 10G-VCSEL ONU is, therefore, more energy-efficient than a conven-

tional DFB ONU. In order to quantify the comparative advantage the 10G-VCSEL

ONU has over a 10G-DFB ONU, in this section, we also compare the performance

of each ONU architecture under JIT and J-FIT DBA algorithms. Table 3.13.1 lists the

power consumption and switching values of the 10G-DFB and 10G-VCSEL ONU

used in this analysis.
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(a) JIT DBA

(b) J-FIT DBA

Figure 3.7: Average polling cycle time as a function of normalised network load
and polling cycle time.

3.4.1 Performance comparison between JIT and J-FIT DBA algorithms

The Tpoll cycle of the JIT and J-FIT DBA algorithms is strongly correlated to the en-

ergy savings and the average delay of the network. As the rest of our findings on

energy efficiency and average delay depend on the Tpoll cycle, we will first analyse

the behaviour of Tpoll cycle under each algorithm. Figures 3.73.7(a) and 3.73.7(b) illustrate

the average polling cycle time of the sleep/doze 10G-VCSEL ONU as a function
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of normalised network load and maximum and fixed polling cycle times of the JIT

and J-FIT DBA algorithms, respectively. In the JIT DBA, for a given Tmax poll cycle,

the average polling cycle time gradually increases with the increase in network

load. When the network load increases, the number of packets arriving at the

ONUs increases, thereby increasing BWavg in the PON. The increase in BWavg, in-

creases the Ttx slot allocated per ONU. As discussed in Section 3.3.13.3.1, Tpoll cycle of

the JIT DBA is the sum of Ttx slot allocated per each ONU. Thus, an increase in the

Ttx slot results in an increase in Tpoll cycle. As the J-FIT DBA is designed with fixed

polling cycle times, irrespective of the network load, Tpoll cycle remains constant.

Figure 3.83.8(a) illustrates the average power consumption per 10G-VCSEL ONU

per polling cycle time as a function of normalised network load and maximum

polling cycle time for the JIT DBA. For the JIT DBA, for any given Tmax poll cycle, the

average power consumption remains constant at 3.85 W up to a network load of

0.8. The average power consumption then decreases with the increase in network

load. In the JIT DBA, Tidle of the ONUs remains below 2 ms up to a network load of

0.8, because of the low average polling cycle times shown in Fig. 3.73.7(a). This short

Tpoll cycle prevents an ONU from entering into sleep mode. However, because Tidle

is higher than Tdoze−to−active of 330 ns, the ONUs transition into doze mode during

their idle time. This results in an average power consumption of 3.85 W, which

corresponds to the power consumption of a 10G-VCSEL ONU in doze mode, as

listed in Table 3.13.1. For network loads ≥ 0.8, Tidle satisfies the condition for the

ONUs to enter into sleep mode. As the power consumption of a 10G-VCSEL ONU

in sleep mode is 0.75 W, average power consumption values as low as 1.5 W is

achieved at network loads ≥ 0.8, for the JIT DBA.

Figure 3.83.8(b) illustrates the average power consumption per 10G-VCSEL ONU

per polling cycle time as a function of normalised network load and fixed polling

cycle time for the J-FIT DBA. For a given network load, the power consumption per

ONU per fixed polling cycle time decreases with the increase in Tf ixed poll cycle. For

a particular network load, an increase in Tf ixed poll cycle allows an ONU to remain

in sleep or doze mode for a longer duration, resulting in reduced power consump-

tion at the ONU. It is important to note that in the J-FIT DBA, ONUs enter into
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(a) JIT DBA

(b) J-FIT DBA

Figure 3.8: Average power consumption per 10G-VCSEL ONU per polling cycle
time as a function of normalised network load and polling cycle time.

sleep mode for fixed polling cycle times≥ 2ms for any given network load. As the

power consumption in sleep mode is 0.75 W, average power consumption values

as low as 1.4 W is observed at low network loads. For Tf ixed poll cycle ≤ 2ms, how-

ever, ONUs enter into doze mode, resulting in an average power consumption of

3.85 W, which corresponds to the doze mode power consumption of a 10G-VCSEL

ONU.

As shown in Fig. 3.83.8(b), for any given Tf ixed poll cycle, the power consumption
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increases with the increase in network load for the J-FIT DBA. When the network

load increases, it increases Ttx slot, i.e., the ONUs remains active for a longer du-

ration, thereby increasing the average power consumption at the ONUs. These

findings on power consumption indicate that while both JIT and J-FIT DAB algo-

rithms have improved the energy efficiency, J-FIT DBA is more energy-efficient at

low network loads.

(a) JIT DBA

(b) J-FIT DBA

Figure 3.9: Percentage of energy savings (η1) as a function of normalised network
load and polling cycle time.
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Figure 3.93.9(a) illustrates the percentage of energy savings of a sleep/doze-capable

10G-VCSEL ONU compared to an always-ON 10G-VCSEL ONU, as a function of

network load and maximum polling cycle time for the JIT DBA. The percentage of

energy savings η1 is calculated as follows:

η1 =

(
1−

Pvcsel,actTact + Pvcsel,doze/sleepTdoze/sleep

Pvcsel,act(Tact + Tsleep/doze)

)
% (3.4)

where parameters Pvcsel,act and Pvcsel,doze/sleep represent the power consumption of a

10G-VCSEL ONU in active mode and sleep/doze modes, respectively. As shown

in Fig. 3.93.9(a), for any given Tmax poll cycle, η1 is only 3% for network loads up to

0.8. For network loads ≥ 0.8, η1 increases with the increase in network load. As

explained earlier, a 10G-VCSEL ONU enters into doze mode for network loads ≤

0.8. As a result of the small difference in power consumption (0.134 W) between

active and doze modes of a 10G-VCSEL ONU, η1 of only 3% is achieved. For net-

work loads ≥ 0.8, the ONUs enter into sleep mode, resulting in energy savings as

high as 61%, due to the large difference in power consumption (3.234 W) between

active and sleep modes of a 10G-VCSEL ONU.

Figure 3.93.9(b) illustrates η1, as a function of normalised network load and fixed

polling cycle time for the J-FIT DBA. For the J-FIT DBA, η1 is calculated as follows:

η1 =

(
1−

Pvcsel,actTact + Pvcsel,doze/sleepTdoze/sleep

Pvcsel,actTf ixed_cycle

)
% (3.5)

In the J-FIT DBA, for a given network load, an increase in Tf ixed poll cycle allows

an ONU to spend more time in sleep/doze mode, thereby increasing η1. On the

other hand, for a given Tf ixed poll cycle, when the network load increases, Tactive in-

creases, resulting in an increase in energy consumption and therefore, a decrease

in η1. As explained before, the J-FIT DBA allows the ONUs to enter into sleep

mode for Tf ixed poll cycle ≥ 2ms. Due to the large difference in power consumption

(3.234 W) between sleep and active modes of a 10G-VCSEL ONU, the percentage

of energy savings of up to 65% is achieved at low network loads with the J-FIT

DBA algorithm. Compared to the JIT DBA, where significant energy savings is

only possible at network loads ≥ 0.8, the J-FIT DBA results in improved energy
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(a) JIT DBA

(b) J-FIT DBA

Figure 3.10: Average delay as a function of normalised network load and polling
cycle time.

savings at a wider range of network loads.

Figures 3.103.10(a) and 3.103.10(b) illustrate the average delay of a sleep/doze 10G-

VCSEL ONU as a function of maximum and fixed polling cycle times and nor-

malised network load for the JIT and J-FIT DBA algorithms, respectively. In the

JIT DBA, when the network load increases, the corresponding Tpoll cycle increases.

With the increase in Tpoll cycle, the packets have to wait for a longer duration before
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they are scheduled for transmission in the next polling cycle. For normalised net-

work loads ≤ 0.9, irrespective of the Tmax poll cycle, Tpoll cycle remains the same (3.73.7).

Consequently, for a given network load, the packets experience the same average

delay. At the network load of 1, the link is fully utilised and more packets are ac-

cumulated at each ONU queue. Due to the unconstrained buffer lengths assumed

in our simulations, these accumulated packets experience longer queuing delays

at the network load of 1. Similarly in the J-FIT DBA, for a given network load,

when the Tf ixed poll cycle increases, the average delay increases as well. Also, for a

given Tf ixed poll cycle, when the network load increases, the average delay increases.

However, this increase is not quite apparent as the increase in Ttx slot is compara-

tively smaller than Tf ixed poll cycle. Compared to the JIT DBA, there is an increase

in average delay at each network load for the J-FIT DBA. Nonetheless, when con-

sidering practical network loads of less than 0.6 [2929], the average delay, remains

below 1.32 ms and 16 ms for the JIT and the J-FIT DBA algorithms, respectively.

Thus, the delay values of both algorithms remain within an acceptable range of ≤

100 ms [3434] to support delay-sensitive services, such as video over the 10G-EPON.

3.4.2 Performance comparison between 10G-VCSEL ONU and 10G-DFB

ONU

This section provides a comparative analysis of the energy saving capabilities of

the 10G-VCSEL ONU and 10G-DFB ONU in detail. Figure 3.113.11(a) illustrates the

percentage of energy savings achieved using a sleep/doze 10G-VCSEL ONU com-

pared to an always-ON DFB ONU, as a function of maximum polling cycle time

and normalised network load for the JIT DBA. The percentage of savings η2 is

calculated as follows:

η2 =

(
1−

Pvcsel,actTact + Pvcsel,doze/sleepTdoze/sleep

PDFB,act(Tact + Tsleep/doze)

)
% (3.6)

where parameter PDFB,act represents the power consumption of an always-ON DFB

ONU. As shown in Fig. 3.113.11, at any given Tf ixed poll cycle, the sleep/doze mode 10G-

VCSEL ONU results in energy savings of 24% up to a network load of 0.8. Beyond
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the network load of 0.8, the 10G-VCSEL ONU achieves significant energy savings

with the maximum of 70% being reached at the network load of 1 and Tf ixed poll cycle

of 10 ms. This noticeable increase in η2 results from the ONUs entering into doze

mode up to a network load of 0.8 and into sleep mode beyond the network load of

0.8. As shown in Table 3.13.1, the difference in power consumption between an active

10G-DFB ONU (5.052 W) and a sleep mode 10G-VCSEL ONU (0.75 W) is higher

than that of an active 10G-DFB ONU and a doze mode 10G-VCSEL ONU (3.85 W).

This difference has resulted in higher energy savings for network loads ≥ 0.8.

Figure 3.113.11(b) plots η2 as a function of Tf ixed poll cycle and normalised network

load for the J-FIT DBA. As explained in Fig. 3.93.9(b), when Tf ixed poll cycle increases, it

allows an ONU to spend more time in sleep or doze mode and, therefore, increases

η2. For a given Tf ixed poll cycle, when the network load increases, an ONU spends

more time in active mode, resulting in a decrease in η2. However, as previously

explained, the J-FIT DBA results in low power consumption compared to the JIT

DBA as J-FIT allows an ONU to enter into sleep mode for Tf ixed poll cycle ≥ 2ms.

This results in higher η2 values in J-FIT across all the network loads, as compared

to the JIT DBA. The results shown in Fig. 3.113.11 emphasise on the energy efficiency

of the sleep/doze mode 10G-VCSEL ONU compared to an always-ON 10G-DFB

ONU.

Figures 3.123.12(a) and 3.123.12(b) illustrate the percentage of energy savings achieved

using a sleep/doze VCSEL ONU compared to a sleep/doze DFB ONU, as a func-

tion of maximum and fixed polling cycle times and normalised network load of

the JIT and J-FIT DBA algorithms, respectively. The percentage of savings η3 is

calculated as follows:

η3 =

(
1−

Pvcsel,actTact + Pvcsel,doze/sleepTdoze/sleep

PDFB,actTact + PDFB,doze/sleepTsleep/doze)

)
% (3.7)

where parameter PDFB,doze/sleep represents the power consumption of a 10G-DFB

ONU in sleep or doze mode. As the figures show, the sleep/doze 10G-VCSEL

ONU outperforms the sleep/doze 10G-DFB ONU under both algorithms. As listed

in Table 3.13.1, sleep/doze 10G-VCSEL ONU has a shorter Tdoze−to−active (330 ns) com-
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(a) JIT DBA

(b) J-FIT DBA

Figure 3.11: Percentage of energy savings (η2) as a function of normalised network
load and polling cycle time.

pared to a sleep/doze 10G-DFB ONU (760 ns). The sleep/doze 10G-VCSEL ONU

also consumes less power in active mode, as compared to a sleep/doze 10G-DFB

ONU. These inherent characteristics of the sleep/doze 10G-VCSEL ONU have re-

sulted in better energy efficiency performance. It is also important to note that

compared to the JIT DBA, the J-FIT DBA algorithm results in better energy savings

as J-FIT allows an ONU to enter into sleep mode for Tf ixed poll cycle ≥ 2ms. These

results highlight the energy efficiency of the sleep/doze-capable 10G-VCSEL ONU



3.5. Conclusions 85

(a) JIT DBA

(b) J-FIT DBA

Figure 3.12: Percentage of energy savings (η3) as a function of normalised network
load and polling cycle time.

and also of the J-FIT DBA.

3.5 Conclusions

In this chapter, we proposed two novel DBA algorithms to improve the energy

efficiency of the 10G-EPON. The algorithms, JIT DBA and J-FIT DBA, incorpo-
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rate both the sleep and doze capabilities of a 10G-VCSEL ONU to reduce the en-

ergy consumption of the ONUs. The JIT and J-FIT DBA algorithms are designed

with varying and fixed polling cycle times, respectively. The algorithms utilise the

MPCP control messages, such as GATE and REPORT, to allocate bandwidth and

also to transition the ONUs between sleep/doze and active modes. Both JIT and

J-FIT DBA algorithms are designed such that an ONU in sleep/doze mode wakes

up just-in-time to receive the next Ethernet packet from the OLT.

The most important outcome of these two algorithms is the improved energy

savings across a wider range of network loads. When Tidle ≤ 2 ms, an ONU can-

not afford to transition into sleep mode and, therefore, cannot achieve any energy

savings. Incorporating doze mode into the underlying DBA algorithm ensures en-

ergy savings even at shorter polling cycle times. While both JIT and J-FIT DBA

algorithms achieve promising energy savings due to sleep and doze mode opera-

tions, the J-FIT DBA is able to outperform the JIT DBA in terms of energy savings,

specially at low network loads, due to its fixed polling cycle time. Although the

sleep and doze mode operations introduce additional delay in to the network, our

results indicate that the average delay values of the JIT and J-FIT DBA algorithms

remain below 1.32 ms and 16 ms, respectively, and well within the acceptable range

of 100 ms to support the QoS requirements of practical access networks.

Further, simulation results indicate that our 10G-VCSEL ONU outperforms the

conventional 10G-DFB-ONU in energy savings. The low power consumption in

active mode and the shorter Tdoze−to−active results in both JIT and J-FIT achiev-

ing improved energy savings with the 10G-VCSEL ONU, compared to a 10G-DFB

ONU. Based on these findings, our novel JIT and J-FIT DBA algorithms improve

the energy efficiency through doze mode operation and increase the idle time to al-

low an ONU to spend more time in sleep/doze mode, respectively. As discussed in

Chapter 2, this is one of the algorithm-based approaches in improving the energy-

efficiency of the PON and it is successfully implemented using our JIT and J-FIT

DBA algorithms.

The next important aspect of a sleep/doze DBA algorithm is determining the

sleep/doze duration of an ONU. Although the OLT determines the sleep/doze
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duration in the JIT and J-FIT DBA algorithms, it follows a simple criterion that de-

pends on the instantaneous network load observed at the ONUs. The downside

of this method is that resource allocation based on instantaneous bandwidth re-

quests may not represent the overall behaviour of the network and may result in

under or over-provisioning of network resources. Further, in the JIT DBA specifi-

cally, the sleep/doze duration is short at low network loads and yields low energy

savings. Considering the fact that communication networks rarely operate at their

maximum capacity, it is important to save more energy at low network loads. As a

lightly-loaded ONU can afford to remain in sleep or doze mode for longer, without

affecting QoS parameters, an effective sleep/doze allocating mechanism should

assign longer sleep/doze duration at low network loads and shorter sleep/doze

durations at high network loads. For this purpose, in the next Chapter, we present

our Just-In-Time DBA with Bayesian estimation and prediction (BEP DBA) and

discuss how it affectively assigns sleep/doze durations at different network loads

and addresses both energy and QoS requirements of the TDM-PON.





CHAPTER 4

Bayesian Estimation and

Prediction Based Dynamic

Bandwidth Allocation Algorithm

for 10 Gbps Ethernet Passive

Optical Networks

4.1 Introduction

In the preceding chapter, we discussed different methods of incorporating sleep

and doze mode operations into dynamic bandwidth allocation (DBA) algorithms

to minimise energy consumption of time division multiplexed passive optical net-

works (TDM-PONs). A TDM-PON hosts an optical line terminal (OLT) at the cen-

tral office (CO) and optical network units (ONUs) at the customer premises. In

the upstream direction, from the ONUs to the OLT, the network facilitates band-

width sharing through time division multiple access (TDMA). Under TDMA, an

ONU is allowed to transmit its upstream packets only during its upstream time

slot. Similarly in the downstream direction, packets destined to a given ONU is

transmitted during its downstream time slot. However, due to broadcast nature of

downstream traffic, these packets are received by all ONUs in the network. As a

result, although an ONU receiver (Rx) does not receive its own packets beyond its

downstream time slot, it continues to process medium access control (MAC) head-

89
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ers of packets destined to other ONUs, before discarding them. As discussed in

Chapter 3, if an ONU transceiver (TRX) does not receive or transmit any packets,

it is said to be in idle state. Despite being in idle state for a significant duration of

time, an ONU continues to operate at its active power level. As a result of the large

number of ONUs present in current PONs, a significant proportion of energy con-

sumption in access segment is attributed to the ONUs [11]. Instead of staying active,

an ONU can transition into a low power mode, such as sleep or doze mode, during

its idle time and save energy as proposed by Telecommunication Standardisation

Sector of the International Telecommunication Union (ITU-T) [2323]. During doze

mode, only the ONU Tx is powered down while in sleep mode, both its Tx and Rx

are powered down. As an ONU in sleep mode cannot receive its synchronisation

bits from the OLT, upon waking up, it spends a certain time to re-synchronise itself

with the OLT. This overhead time is referred to as sleep-to-active transition time,

Tsleep−to−active. Although an ONU in doze mode continues to receive its synchro-

nisation bits from the OLT, when transitioning from doze to active mode, the Tx

takes a certain time to settle. This overhead time is referred to as doze-to-active

transition time Tdoze−to−active. In general, Tsleep−to−active ≥ Tdoze−to−active.

As explained in Chapter 2, determining the sleep/doze duration is an impor-

tant aspect of a sleep/doze DBA algorithm. The main objective of our previous

algorithms, Just-In-Time (JIT) DBA with varying polling cycle times and JIT DBA

with fixed polling cycle times (J-FIT), has been to improve the energy efficiency of

TDM-PONs through sleep and doze mode operations. Although these algorithms

successfully improved the energy savings of the 10G-EPON, the criterion used to

determine the sleep/doze duration in JIT and J-FIT does not yield optimum energy

savings. For an instance, the JIT DBA achieves energy savings of only 3% for nor-

malised network loads of ≤ 0.8, which is not acceptable considering that practical

networks usually operate at network loads ≤ 0.6 [134134]. Meanwhile, the J-FIT DBA

algorithm, which is proposed to improve the energy-savings at low network loads,

may lead to increased average delay, if used with a longer polling cycle time.

The sleep-mode-aware (SMA) algorithm proposed in [2222], follows a criterion

similar to that of the JIT DBA in allocating sleep duration and results in low energy-
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savings at low network loads. The 75% of energy-savings reported at low network

loads, is attributed to the sleep overhead in the range of nanoseconds reported

in [2828]. The findings of this study, whose energy-savings are dependent on the type

of the ONU used, emphasise the importance of maximising the energy-savings at

low network loads, irrespective of the ONU architecture.

While such an effective sleep/doze criterion will enhance the energy savings,

the degradation of quality of service (QoS) parameters such as average delay, is in-

evitable in sleep/doze mode algorithms. As explained in Chapter 3, increasing the

sleep/doze duration of an ONU increases its percentage of energy savings. How-

ever, a longer sleep/doze period also increases the polling cycle time, which in

turn leads to increased average delay. In order to deliver satisfactory quality of ex-

perience (QoE) to the customers, the underlying sleep/doze mode DBA algorithm

should also minimise the average delay experienced by users. Allocating longer

sleep/doze periods for lightly-loaded ONUs and shorter sleep/doze periods for

heavily-loaded ONUs has been identified as an effective solution to achieve these

objectives. The motivation behind this criterion is that when the traffic load is low,

ONUs can afford to go into sleep/doze mode for a longer duration without affect-

ing the average packet delay. To allocate sleep/doze periods based on network

load, the OLT should be able to determine the traffic load of an ONU from the

information received through the REPORT message. In this process, it is impor-

tant that the OLT uses a statistical parameter that represents the network load as

it (1) results in more reliable and stable DBA algorithms based on time-averages

of the network, and (2) enables traffic prediction to minimise average delay. Since

the average inter-arrival time of packets is a statistical parameter that reflects the

traffic load of the ONUs, it is widely used as a key parameter in determining the

sleep/doze duration [110110, 139139, 140140, 142142, 143143, 187187, 188188]. Moreover, the average inter-

arrival time of packets can also be used in traffic prediction to improve the QoS of

the network. When using a statistical parameter, however, it is important to use an

effective technique that estimates the parameter of interests with lower number of

sampling points.

Taking all these design specifications into consideration, we propose in this



92
Chapter 4. Bayesian Estimation and Prediction Based Dynamic Bandwidth

Allocation Algorithm for 10 Gbps Ethernet Passive Optical Networks

chapter, the Bayesian estimation and prediction based JIT DBA (BEP DBA) algo-

rithm that incorporates both sleep and doze mode operations. For illustrative pur-

poses, the BEP DBA is proposed for the 10G-EPON, but can be implemented in any

TDM-PON. Further, similar to our JIT and J-FIT DBA algorithms, the BEP DBA is

designed to exploit the 10 Gbps vertical-cavity surface-emitting laser (10G-VCSEL)

ONU with a Tdoze−to−active of 330 ns and Tsleep−to−active of 2 ms [2929, 180180]. Table 4.14.1

lists the switching and power consumption values of the 10G-VCSEL ONU con-

sidered in this work. The BEP DBA also complies with the Multi-Point Control

Protocol (MPCP) messages to allocate bandwidth and also to transition the ONUs

between sleep/doze and active modes [189189, 190190].

In the proposed BEP DBA algorithm, the ONUs estimate the average inter-

arrival time of packets using Bayesian estimation. A Bayesian framework incorpo-

rates the prior knowledge of the variable to be estimated, thus making it an effec-

tive mathematical model. The estimated average inter-arrival time is then used to

determine the sleep and doze duration of the ONUs. To mitigate the average delay

arising from sleep and doze mode operations, we also implement traffic prediction

at the OLT. Using traffic prediction, the OLT can allocate bandwidth for accumu-

lated traffic before they are reported by the ONUs, thereby, reducing the average

delay. Under the proposed BEP DBA algorithm, the OLT predicts the amount of

traffic accumulated at the ONUs during sleep or doze period. The OLT considers

both predicted bandwidth and bandwidth requests sent from the ONUs through

the REPORT message when allocating bandwidth for an ONU in the subsequent

cycle. Before we present our proposed BEP DBA, in the following section, we will

briefly discuss existing work done on determining the sleep/doze durations.

Table 4.1: Power consumption and switching values of 10G-VCSEL ONU [2929]

Parameter Value
Doze-to-active transition time (Tdoze−to−active) 330 ns
Sleep-to-active transition time (Tsleep−to−active) 2 ms
Power consumption - active (Pvcsel,act) 3.984 W
Power consumption - doze (Pvcsel,doze/sleep) 3.85 W
Power consumption - sleep (Pvcsel,doze/sleep) 0.75 W



4.2. Related work 93

4.2 Related work

As explained in the introduction, the average inter-arrival time of packets is iden-

tified as the most favourable statistical parameter that represents the traffic load of

a network. To date, various DBA algorithms have been proposed, where the sleep

or doze duration is determined based on the average inter-arrival time of packets.

One of the earliest studies on this area is the sleep and adaptive link rate con-

trol (ALR) mechanism proposed for the 10G-EPON by Kubo et. al [142142,143143]. In the

presence of traffic, the ALR function varies the link rate based on the network load.

In the absence of traffic, the ONUs are transitioned into sleep mode to improve the

energy-efficiency. The OLT monitors the downstream arrival rate of packets, and

if it is higher than a predetermined threshold of ith, the ONUs are made to sleep

for a predetermined time of Ts. The ONUs however, wake up periodically to in-

spect their low rate links for downstream traffic. This periodic waking up reduces

possible energy-savings, due to the large Tsleep−to−active. Moreover, this algorithm

also requires additional slow-rate components, which makes the proposed archi-

tecture more complex and costly [191191]. In order to minimise the average delay

resulting from fixed Ts, especially at high network loads, Kubo et. al proposed an

alternative adaptive sleep controlled mechanisms in [139139, 143143]. Instead of allocat-

ing a fixed Ts, the proposed solution in [143143] assigns two sleep durations across

the range of network loads, while in [139139], the sleep-control function takes a more

linear form. In [187187], the authors proposed a hybrid deep/cyclic sleep-based DBA

algorithm with batch mode transmission at the OLT and the ONUs. The algorithm

allows an ONU to sleep for a maximum length of time, provided that the delay re-

quirement is satisfied. The algorithm, however, is analysed for delay constraints in

the range of 100 ms, resulting in sleep times ≥ 50 ms. In such an instance, the OLT

may perceive the ONU to be inactive and de-register it from the list of ONUs to

be served. In [110110], Zhang et. al proposed a DBA algorithm for multi-power-level

ONUs, where the sleep time of the ONUs is determined by the inter-arrival time

of downstream packets. In contrast to existing algorithms where the entire ONU is

powered down, the proposed algorithm powers down certain components of the



94
Chapter 4. Bayesian Estimation and Prediction Based Dynamic Bandwidth

Allocation Algorithm for 10 Gbps Ethernet Passive Optical Networks

ONU based on different traffic conditions. Zhang et. al also proposed a sleep mode

DBA where the ONUs decide on the sleep time based on the bandwidth allocation

pattern of the OLT [188188]. If an ONU is not allocated bandwidth for x number of

cycles, it goes to sleep mode for y number of cycles, where the cycle time is set as

2 ms. The authors have shown the effect of x and y on energy consumption and

average delay.

With the inter-arrival time of packets being identified as the key parameter in

determining the sleep/doze time, different techniques have been adapted to es-

timate the average inter-arrival time. Kubo et. al proposed a linear sleep control

function where the sleep duration is determined based on the estimated average

inter-arrival time of packets [142142]. In this study, the average inter-arrival time

of packets is estimated using an exponential smoothing technique. In [141141], Fi-

ammengo et. al proposed a similar sleep-control function where the average inter-

arrival time of packet is estimated using an arithmetic average technique.

In a majority of the sleep-control functions discussed so far in this chapter,

only sleep mode operation is used for energy-saving purposes. As we have high-

lighted in Chapter 3, for an ONUs that has a larger Tsleep−to−active compared to

its Tdoze−to−active, doze mode operation yields significant energy savings when the

idle time is less than Tsleep−to−active. Although our proposed algorithms in Chapter

3 address this issue with doze mode operation, the approach taken in determining

sleep/doze time is instantaneous. Further, the estimation techniques used in ex-

isting studies do not consider the prior knowledge of the statistical details about

the parameter i.e., the average inter-arrival time, to be estimated. As importantly,

the proposed methods in [2222,2828,110110,133133,140140,141141,187187–189189] do not address the issue

of increased queuing delays resulting from sleep and doze mode operations. To

address these shortcomings in existing literature and as an improvement to our

previously proposed JIT and J-FIT algorithms [189189], in this chapter, we propose a

Bayesian estimation and prediction-based JIT DBA (BEP DBA) algorithm that in-

corporates both sleep and doze mode operations. The following sections discuss

how the novel BEP DBA algorithm achieves these objectives, in detail.
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4.3 Bayesian estimation and prediction based JIT DBA al-

gorithm

The main objectives of the proposed BEP DBA algorithm are to: (1) effectively

estimate the average inter-arrival time of packets at the ONUs using Bayesian esti-

mation; (2) transition the ONUs between sleep/doze and active modes just-in-time

to receive packets from the OLT using the Multi-Point Control Protocol (MPCP);

and (3) minimise the queuing delays introduced by the sleep and doze operations

using traffic prediction. In this section, we describe how our BEP DBA algorithm

achieves these objectives, in detail.

4.3.1 Bayesian estimation of average inter-arrival time

Bayesian estimation is a probabilistic framework where the unknown parame-

ters to be estimated are modelled as random variables. One of the advantages

of Bayesian philosophy is that we can incorporate our knowledge of the unknown

parameters in the form of prior belief [192192]. In our network model, the inter-arrival

times of packets arriving at the ONUs is modelled by an exponential distribu-

tion with parameter λ and we are interested in estimating the average inter-arrival

time, 1/λ, of packets.

Following a Bayesian framework, we model λ as a random variable. If the error

criterion to assess the performance of the estimator is the Bayesian mean squared

error (BMSE), then it could be shown that the optimal estimate is given by the

mean of the posterior distribution [192192]. After each measurement is received, the

estimate of λ is updated. First, let us consider the estimation procedure when the

1st measurement y1 is received.

According to the Baye’s theorem, the posterior p(λ|y1) is related to the likeli-

hood p(y1|λ) and the prior p(λ) by:

p(λ|y1) ∝ p(y1|λ)p(λ), (4.1)
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At this point, we would like to introduce the concept of a conjugate prior. A con-

jugate prior is a distribution, which results in the posterior of the same family of

distributions as the prior itself. Assuming a conjugate prior distribution usually

simplifies the required computations of the posterior parameters. For the problem

considered here, the likelihood function p(y1|λ) follows an exponential distribu-

tion and the Gamma distribution is the conjugate prior for an exponential like-

lihood. This could be easily verified by substituting a Gamma distribution with

parameters α0 and β0 into (4.14.1). Let G(·; α, β) denote a Gamma distribution with

shape parameter α and rate parameter β. Then,

p(λ|y1) ∝ p(y1|λ)G(λ; α0, β0), (4.2)

∝ {λ exp(−λy1)}
{

βα0
0

Γ(α0)
λα0−1 exp(−β0λ)

}
, (4.3)

∝ λ(α0+1)−1 exp{−(β0 + y1)λ)}, (4.4)

∝ G(λ; α1, β1), (4.5)

where

α1 = α0 + 1, (4.6)

β1 = β0 + y1. (4.7)

The estimate of λ after one measurement is given by the posterior mean, i.e. mean

of G(λ; α1, β1).

λ̂1 =
α1

β1
, (4.8)

=
α0 + 1
β0 + y1

. (4.9)

The estimate of the average inter arrival time after one measurement is simply
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given by:

T̂1 = 1/λ̂1, (4.10)

=
β0 + y1

α0 + 1
. (4.11)

When the second measurement y2 arrives, the exact procedure is carried out

with the exception that the G(λ; α1, β1) now becomes the prior distribution. It

is easy to see that the estimation procedure could be generalised to obtain the

nth estimate after observing measurements y1, y2, . . . , yn. The conjugate property

of the Gamma distribution to the exponential likelihood ensures that after each

estimation step, the posterior is always a Gamma distribution.

In general, the estimates of λ and T after observing packets y1, y2, . . . , yn is

given by;

λ̂n =
α + n
β + ȳ

, (4.12)

T̂n =
β + ȳ
α + n

, (4.13)

where ȳ is the sum of n number of measurements. Each time an ONU receives a

packet in its subscriber network interface (SNI), the ONU updates n and ȳ. If the

average packet arrival rate to be estimated is λ, the α and β are chosen such that the

mean value of the Gamma distribution, i.e. α
β , is equal to λ. In a practical network,

choosing α and β, such that the standard deviation of the Gamma distribution, α
β2 ,

is large will ensure that the Gamma distribution can accommodate a large range

of inter-arrival times under consideration. Using these values n, ȳ, α, and β, the

ONU calculates the estimated average inter-arrival time of packets T̂n, according

to eqn. 4.134.13.

The initial simulation to illustrate the effectiveness of the Bayesian estimation

was performed using Matlab. We simulated 5000 Ethernet packets and calculated

the mean squared error (MSE) in estimating the average inter-arrival time using

the Bayesian estimation, arithmetic average, and exponential smoothing methods.

Figure 4.14.1 plots the MSE in estimating the average inter-arrival time using the
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Figure 4.1: Mean squared error in estimation vs. number of packets.

Bayesian, arithmetic average, and exponential smoothing methods as a function

of number of packets. Results show that Bayesian estimation yields comparatively

low MSE values with a fewer number of measurements compared to the other two

methods. In the next section, we discuss how this estimated average inter-arrival

time of packets is used to determine the sleep/doze duration of the ONUs and

how the MPCP control messages transition the ONUs between sleep/doze and

active modes.

4.3.2 Multi-Point Control Protocol with sleep/doze control

As explained in Chapter 2, when multiple ONUs attempt to access the upstream

bandwidth, collisions may occur. MPCP is a MAC protocol that is used to avoid

such collisions in the EPON. The MPCP uses control messages such as REPORT

(sent from the ONUs to the OLT) and GATE (sent from the OLT to the ONUs) to

receive bandwidth requests from the ONUs and to assign bandwidth to the ONUs,

respectively. In this section, we explain how the proposed BEP DBA utilises these

control messages to allocate bandwidth, to assign sleep/doze durations, and to

transition the ONUs between sleep/doze and active modes.

In a conventional DBA algorithm, the OLT receives REPORT messages from all
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ONUs in the PON. The OLT then allocates transmission time slots to each ONU

and includes this bandwidth allocation information in its GATE message to an

ONU. Upon receiving this GATE message, an ONU transmits for a duration speci-

fied by the OLT and after completing its upstream transmission, sends its REPORT

message to the OLT. The ONU then remains active until it receives the next GATE

from the OLT. In comparison, the proposed BEP DBA incorporates sleep/doze

mode operations and traffic prediction to improve the energy efficiency and the

average delay, respectively.

Figure 4.24.2 illustrates the overall traffic flow of the proposed BEP DBA for an

illustrative 10G-EPON with two ONUs. The parameters Tpoll cycle, Tsleep/doze, Tidle,

and Twakeup represent the polling cycle time, ONU sleep/doze duration, ONU idle

duration, and ONU wake up time, respectively. When an ONU receives an Eth-

ernet frame from the OLT, the ONU analyses the GATE message and determines

the data transmission start time, data transmission duration, the sleep/doze start

time, and the sleep/doze duration. Note that the transmission duration is calcu-

lated considering the bandwidth request from an ONU and also using the pre-

diction mechanism at the OLT, which will be explained in detail below. After

analysing the GATE message, the ONU immediately starts upstream data trans-

mission. After the ONU completes its upstream data transmission, the ONU gen-

erates its REPORT message, which contains the bandwidth request and also the

estimated average inter-arrival time of packets, to the OLT. The ONU then enters
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Figure 4.2: Traffic flow of the BEP DBA. D-Data, R-REPORT and G-GATE.
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into sleep or doze mode for a duration specified by the GATE message. During

this time, the back-end digital circuitry of the ONU is kept active [2424] and contin-

ues to estimate the average inter-arrival time of upstream packets using Bayesian

estimation. When the sleep or doze time elapses, the ONU wakes up just-in-time

to receive the next Ethernet frame from the OLT in the subsequent cycle.

Figure 4.34.3 illustrates the flow chart of the BEP DBA executed at the OLT. When

an ONU receives packets through its subscriber interface, it estimates the average

Calculates the average inter-

arrival time of packets 

Calculates the sleep/doze time

BWavg = 

Allocated BW

BWavg = 

Allocated BW

No Yes

Creates GATE message with Sleep/Doze 

time, Sleep/Doze start time, and Sleep/

Doze command

Calculates the BWavg requested

BWavg + BWpred 

>

 BWmax

Predicts the traffic accumulated 

during the sleep/doze time

Waits for REPORT 

messages from each ONU

Figure 4.3: Flow chart of the BEP DBA executed at the OLT.
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inter-arrival time of packets using Bayesian estimation. Additionally, the ONU in-

spects its incoming queue to determine its bandwidth requirement in the next cy-

cle. The ONU then includes the estimated inter-arrival time and the bandwidth re-

quirement in its REPORT message to the OLT. Upon receiving REPORT messages

from all ONUs in the PON, the OLT calculates the average requested bandwidth,

BWavg and the average inter-arrival time of packets for each ONU. It is impor-

tant to note that in any given instance, we assume all ONUs to operate under the

same network load [181181]. As a result, the ONUs have similar bandwidth requests

and estimated inter-arrival times. Under this assumption, it is reasonable to take

the average values of bandwidth requests and inter-arrival times. To calculate the

average bandwidth requested (and average inter-arrival time), the OLT sums up

the bandwidth requests (inter-arrival times) reported by all ONUs in a given cycle

and divides it by the number of ONUs in the PON. Similar to the JIT and J-FIT

DBA algorithms, we have also assumed the upstream and downstream traffic to

be symmetrical [2424, 181181]. As a result, only the upstream traffic is considered when

allocating upstream and downstream bandwidth and sleep/doze periods.

Using the illustrative sleep/doze control function shown in Fig. 4.44.4 and the
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Figure 4.4: Sleep/doze duration vs. average inter-arrival time.
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estimated average inter-arrival time of packets, the OLT determines the sleep or

doze duration for all ONUs in the subsequent cycle. Note that the values, 1/λ0.2

and 1/λ0.8 represent the average inter-arrival times corresponding to the network

loads of 0.2 and 0.8, respectively. For example, ONUs with inter-arrival times more

than 1/λ0.8 will be transitioned into sleep mode in the next polling cycle with sleep

times ranging from 2.5 ms to 7.5 ms. The network loads and doze/sleep durations

that correspond to the sleep and doze regions were chosen based on the traffic

profile given in [2929] and an arbitrary delay constraint of 10 ms.

At this point, the OLT is aware of the sleep/doze duration and the estimated

inter-arrival time of packets of an ONU. The OLT is, therefore, able to predict the

packets accumulated, BWpred, during the sleep or doze period of an ONU. The

OLT calculates the sum of weighted predicted bandwidth, BWw pred (explained in

detail in the following section) and average requested bandwidth, Bavg, and com-

pares this value against the maximum allowable bandwidth, BWmax, that satisfies

a given maximum polling cycle time. The OLT includes the sleep or doze times

and the transmission time slot information in the GATE message for each ONU.

Figure 4.54.5 illustrates the flow chart of the proposed BEP DBA algorithm exe-

cuted at the ONU. Apart from estimating the inter-arrival time of packets using

Bayesian framework, the BEP DBA executed at the ONU is similar to that of the

JIT and J-FIT reported in [189189]. An ONU transitions from sleep or doze mode to

active mode just-in-time to receive the GATE message and downstream data from

the OLT. After processing the GATE message, an ONU transmits its upstream data

for a period of time as specified in the GATE message. The ONU then generates

and sends its REPORT message to the OLT. The REPORT message contains the

bandwidth requirement and the estimated average inter-arrival time of packets of

the ONU. The ONU then enters into sleep or doze mode as specified by the GATE

and continues to estimate the inter-arrival time of incoming packets.
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Figure 4.5: Flow chart of the BEP DBA executed at the ONU.

4.3.3 Traffic prediction mechanism

The downside of introducing sleep and doze mode operations into the normal

operation of a PON is that it increases the queuing delay experienced by the pack-

ets. To address this issue, we propose traffic prediction at the OLT. The additional

queuing delay can potentially be minimised if the OLT can predict the amount

of traffic that is accumulated during the sleep or doze period of each ONU. This

allows the OLT to allocate bandwidth for the packets accumulated during the cur-



104
Chapter 4. Bayesian Estimation and Prediction Based Dynamic Bandwidth

Allocation Algorithm for 10 Gbps Ethernet Passive Optical Networks

rent cycle in the subsequent cycle, thus preventing packets from waiting in the

queue for an extra cycle before any bandwidth is allocated for their transmission.

As explained in the previous section, the estimated average inter-arrival time

of packets at the ONU is 1/λ. Each ONU delivers this value to the OLT through its

REPORT message. The OLT then determines the sleep or doze duration, Tsleep/doze,

according to the sleep/doze control function shown in Fig. 4.44.4. Using the param-

eters λ, Tsleep/doze, and the average Ethernet packet size of 791 bytes, the predicted

traffic, BWpred in bytes, accumulated during the sleep or doze period, can be calcu-

lated as follows:

BWpred = λ Tsleep/doze x 791 x W bytes (4.14)

Based on our preliminary simulations, using the sum of BWpred and Breq can in

fact, lead to longer polling cycle times and, therefore, increased queuing delays.

To avoid unnecessary delays, a certain proportion of the BWpred, i.e., W, is consid-

ered in allocating the bandwidth. Using C++, we simulated a 10G-EPON with 32

ONUs and calculated the optimal value of W that results in the minimum average

delay for each network load. Figure 4.64.6 illustrates the optimised W as a function

of normalised network load. Using this value, the weighted predicted bandwidth,

BWw pred, is calculated as follows:

BWw pred = BWpred . W bytes (4.15)

where parameter W is the weight by which the BWpred is multiplied and it lies

between 0 and 1. When allocating transmission time slots, the OLT considers the

sum of Bavg and BWw pred.

In the following section, we analyse the performance of the proposed BEP DBA

algorithm for its energy-efficiency and average delay.
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Figure 4.6: Optimised W as a function of normalised network load.

4.4 Performance evaluation

The performance of the BEP DBA algorithm is evaluated in two stages. First, we

consider only Bayesian estimation and sleep/doze control to evaluate the average

delay and energy savings of the network. Our findings on this analysis is pre-

sented in Section 4.4.14.4.1. Next, we quantify the percentage improvement in average

delay and the percentage increase in energy consumption due to the prediction

mechanism. The results of this analysis is presented in Section 4.4.24.4.2.

The simulations for the proposed BEP DBA were performed using C++. Packet

arrivals at the ONUs follow a Poisson distribution. Table 4.24.2 lists the network and

protocol parameters of the 10G-EPON considered in this work. Note that in our

simulations, a normalised network load of 1 is equal to a 10 Gbps network load.

Further, we have used the switching and power consumption values listed in Ta-

ble 4.14.1 when analysing the energy efficiency of the BEP DBA algorithm. The initial

simulations were performed for maximum polling cycle times ranging from 10 ms

to 20 ms. Based on our findings, the BEP-DBA has a minimal dependency on max-
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imum polling cycle times within this range. The results presented in this section,

therefore, illustrate the performance of the proposed BEP-DBA for a maximum

polling cycle time of 10 ms only.

Table 4.2: Network and protocol parameters

Parameter Value
Downstream and upstream line rate 10 Gbps
Number of ONUs 32
Normalised network load 0.1 - 1
Propagation delay 100 µs
Inter-frame gap in upstream 1µs
Average Ethernet packet size 791 bytes

4.4.1 Performance of Bayesian estimation

Figure 4.74.7 illustrates the average power consumption per ONU as a function of

normalised network load for the BEP DBA algorithm. As highlighted in Fig. 4.44.4,

the ONUs enter into sleep mode for network loads ≤ 0.8. For network loads be-

tween 0.2 and 0.8, when the network load increases, the sleep time of the ONUs de-

creases linearly, thereby increasing the power consumption linearly as illustrated
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Figure 4.7: Average power consumed as a function of normalised network load.
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in Fig. 4.74.7. For network loads≥ 0.8, the ONUs enter into doze mode for 2.5 ms, re-

sulting in an average power consumption of 3.85 W per ONU, which corresponds

to the doze mode power consumption of the 10G-VCSEL ONU (Table 4.14.1).

Figure 4.84.8 illustrates the percentage of energy-savings per ONU as a function

of normalised network load for the BEP DBA. The percentage of energy savings,

µ, is calculated as follows:

µ =

(
1−

Pvcsel,actTact + Pvcsel,doze/sleepTdoze/sleep

Pvcsel,act(Tact + Tsleep/doze)

)
% (4.16)

where parameters Pvcsel,act and Pvcsel,doze/sleep represent the power consumption of

the 10G-VCSEL ONU in active mode and in sleep/doze modes, respectively. The

parameters Tact and Tdoze/sleep represent the time an ONU spends in active and

sleep or doze modes, respectively. It is important to note that Tact includes the

Tsleep−to−active or Tdoze−to−active, of 2 ms and 330 ns, respectively. As explained in

Fig. 4.74.7, for network loads ≤ 0.8, the ONUs enter sleep mode. Due to the large

difference in power consumption (3.234 W) between the sleep and active modes of

the 10G-VCSEL ONU, a µ as high as 63% is achieved for network loads ≤ 0.2 with
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Figure 4.8: Percentage of power savings as a function of normalised network load.
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the proposed algorithm. For network loads between 0.2 and 0.8, the sleep time

decreases linearly with the increase in network load. Consequently, µ decreases

linearly. For network loads ≥ 0.8, the ONUs enter into doze mode and due to

the small difference in power consumption (0.134 W) between the doze and active

modes of the 10G-VCSEL ONU, a µ of only 3% is achieved. However, compared to

the algorithms proposed in [141141,142142], where no energy savings is possible for high

network loads, our novel BEP DBA algorithm achieves tangible energy savings at

high network loads as we have incorporated the doze capability of the ONU into

the algorithm.

Figure 4.94.9 illustrates the average delay per ONU as a function of normalised

network. For network loads ≤ 0.8, when the network loads increases, the average

delay decreases. As shown in Fig. 4.44.4, when the network load increases, the sleep

time decreases. This results in a decrease in average delay. For network loads ≥

0.8, the network approaches its capacity limit and more packets are accumulated

at the ONUs. This leads to increased queuing delays. However, it is important to

note that for network loads ≤ 0.9, the largest value of the reported average delay

remains below the specified 10 ms and thus satisfies the QoS requirements.
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Figure 4.9: Average delay as a function of normalised network load.
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4.4.2 Performance of Bayesian estimation with prediction

In this section, we present results from our impact study of the prediction mech-

anism on average delay and power consumption. First, we investigate the im-

provement in average delay presented in Fig. 4.94.9, due to traffic prediction. Fig-

ure 4.104.10 illustrates the percentage of decrease in average delay, η, due to the pro-

posed prediction mechanism as a function of normalised network load. The value

η decreases with the increase in normalised network load. According to Fig. 4.64.6,

when the normalised network load increases, W decreases, thus decreasing the

term W ∗ BWpred. The effectiveness of the prediction mechanism depends on the

predicted bandwidth considered at the OLT. As W ∗ BWpred decreases, the possible

improvement due to the prediction mechanism decreases as well. Results show

that with the prediction mechanism, the average delay is reduced by as much as

13%. For network loads ≥ 0.8, the network approaches capacity limit and there-

fore the polling cycle reaches the maximum polling cycle limit. Consequently, no

improvement in average delay could be observed with the prediction mechanism.

As explained earlier, the implication of traffic prediction is the increase in ONU
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Figure 4.10: Percentage decrease in average delay as a function of normalised net-
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energy consumption. Figure 4.114.11 plots the percentage in power consumption in-

crement, κ, due to the prediction mechanism as a function of normalised network

load. According to our results, the value κ decreases with the increase in network

load. When the network load increases, the proportion of predicted network load,

W, decreases. Consequently, the allocated time slot and thus, the power consump-

tion decreases. As shown in Fig. 4.114.11, the maximum increase in power consump-

tion is negligible at 0.01%.

From a customer’s perspective, the average delay should be minimised to en-

sure better QoE. From an energy perspective, the overall energy consumption

should be minimised to minimise operational expenditure and greenhouse gas

emissions. Considering the improvement of average delay and the negligible in-

crease in energy consumption resulting from our novel BEP DBA algorithm, we

can see that the BEP DBA is able to satisfy both requirements.
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Figure 4.11: Percentage in power consumption increment as a function of nor-
malised network load.
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4.5 Conclusions

We have proposed a novel Bayesian estimation and prediction based JIT DBA al-

gorithm (BEP DBA) exploiting the sleep and doze capabilities of the 10G-VCSEL

ONU. The algorithm addresses an important aspect of a sleep/doze DBA algo-

rithm, i.e., determining the sleep/doze duration of the ONUs. For this purpose,

the ONUs estimate the average inter-arrival time of the packets using Bayesian

estimation. This information, transmitted to the OLT through GATE messages, is

used in determining the sleep and doze time of each ONU. The algorithm achieves

63% of energy-savings at low network loads and results in tangible energy-savings

even at high network loads due to doze mode operation. The maximum average

delay values of our proposed algorithm remain below the specified maximum of

10 ms for practical network loads of 0.6 and below and, therefore, satisfy QoS spec-

ifications of the network. The proposed traffic prediction mechanism of the BEP

DBA reduces the average delay up to a 13%, but only at a maximum of 0.01%

increase in average power consumption per ONU.

Up to this point in this thesis, the DBA algorithms namely, JIT, J-FIT, and BEP,

have been proposed for TDM-PONs. However, recent statistics on user behaviour

implies that the existing PONs may require to upgrade their capacity and network

span to satisfy future customer demand. After evaluating potential network ar-

chitectures that may fulfil these requirement, the time and wavelength division

multiplexed PON (TWDM-PON) has been selected by FSAN as the most effec-

tive configuration to meet this future demand. In the next Chapter, we consider

a delay-constrained TWDM-PON and examine the potential energy saving strate-

gies to be implemented in both the OLT and ONUs.





CHAPTER 5

Energy-Efficient Framework for

Time and Wavelength Division

Multiplexed Passive Optical

Networks

5.1 Introduction

The exponential growth of the Internet and the limitations in copper wire-line net-

works to meet this increasing bandwidth demand have led to the deployment

of fibre-based passive optical networks (PONs) in the access networks. Next-

generation PONs are evolving in two main stages, namely, next generation PON

stage 1 (NG-PON1) and NG-PON2. Under the NG-PON1, two main time divi-

sion multiplexed PON (TDM-PON) architectures, the Gigabit PON (GPON) and

Ethernet PON (EPON), have been standardised by Full Service Access Network

(FSAN)/Telecommunication Standardisation Sector of the International Telecom-

munication Union (ITU-T) and the IEEE 802.3 working group, respectively [193193].

These TDM-PONs host an optical line terminal (OLT) at the central office (CO) and

optical network units (ONUs) at the customer premises. A detailed description of

a generic TDM-PON is given in Chapter 2.

In Chapters 3 and 4, we proposed energy-efficient dynamic bandwidth alloca-

tion (DBA) algorithms for such TDM-PONs, exploiting the sleep and doze capabil-

ities of a 10 Gbps vertical-cavity surface-emitting laser (10G-VCSEL) ONU. Due to

113
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slotted bandwidth allocation in upstream and downstream directions, an ONU in

a TDM-PON remains in idle state for a significant period of time. As explained in

previous chapters, an ONU is in idle state when its transceiver (TRX) is not trans-

mitting or receiving any packets. However, an idle ONU continues to operate at

its active power level. Due to a large number of ONUs present in current PONs

and these ONUs continuously operating at their active power, ONUs have become

the main contributor towards the energy consumption in the access segment. To

minimise the ONU energy consumption, our proposed algorithms in Chapters 3

and 4 transition the ONUs into sleep or doze mode during this idle time [189189,190190].

Under sleep mode operation, both transmitter (Tx) and receiver (Rx) of an ONU

are powered down, while in doze mode operation, only the ONU Tx is powered

down. The overhead times associated with transitioning an ONU from sleep or

doze to active mode account for the time spent in re-synchronising with the OLT

and settling time of the Tx circuit, respectively [2929].

As the number of users in the network and the required bandwidth continue

to grow, specifications set by FSAN require future PONs to support a minimum

data rate of 40 Gbps, 256-1024 ONUs, 20 - 40 km network reach, low energy con-

sumption, low capital expenditure, and coexistence with GPON [4848, 194194]. After

considering potential network architectures, such as 40 Gbps TDM-PON, time and

wavelength division multiplexed PON (TWDM-PON), wavelength division mul-

tiplexed PON (WDM-PON), and orthogonal frequency division multiplexed PON

(OFDM-PON), FSAN has selected TWDM-PON as the most favourable network

configuration to cater to these requirements [1111, 5454, 6666, 195195].

Let us first recap the general architecture of a TWDM-PON described in Chap-

ter 2. Figure 5.15.1 illustrates the TWDM-PON architecture considered in this the-

sis. As explained before, a TWDM-PON consists of multiple wavelengths, fixed-

tuned or tunable TRXs at the OLT, and tunable TRXs at the ONUs. A TWDM-

PON stacks multiple XG-PONs using these multiple wavelengths to provide the

high network capacity of a WDM-PON and resource sharing of a TDM-PON. In

addition to stacking multiple XG-PONs, a TWDM-PON supports 10G/10G up-

stream/downstream transmission, a feature not supported in XG-PON. Unlike in
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Figure 5.1: General architecture of a TWDM-PON.

seeded/reflective WDM-PONs, a TWDM-PON does not have a centralised colour-

less light source deployed at the OLT. As a result, the TRXs at the ONUs should

be able to tune to multiple wavelengths supported by the TWDM-PON. These

tunable TRXs at ONUs transmit on wavelengths λ′1......λ′4 and receive on wave-

lengths λ1......λ4 as shown in Fig. 5.15.1. Even though the deployment of tunable

TRXs increases the cost of the access network, tunable TRXs facilitate wavelength

optimisation at varying network loads for improved energy efficiency.

The prospect of deploying TWDM-PONs in the access network has motivated

both academics and the industry to analyse the energy consumption of TWDM-

PONs [33, 151151, 152152]. These studies have led to energy-efficient solutions proposed

specifically for TWDM-PONs, many of which exploit the tunability of TRXs at the

ONUs [163163, 165165, 166166, 196196, 197197]. As explained in Chapter 2, wavelength tunabil-

ity can be explored either as hardware-based or as algorithm-based solutions. As

we focus on algorithm-based approaches in this thesis, our objective is to exploit

the tunability in the underlying dynamic wavelength and bandwidth allocation

(DWBA) algorithm of the TWDM-PON. In a TWDM-PON, energy savings can be

achieved both at the OLT and at the ONUs. As discussed in Chapter 2, although

a TWDM-PON consists of multiple wavelength channels, the network may not re-

quire all these channels to serve the ONUs at a given network load. In such an

instance, some of the wavelengths can be switched off and the ONUs supported
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by these wavelengths can tune to remaining active wavelengths [2525]. This pro-

cess, known as wavelength reallocation, reduces the energy consumption at the

OLT. Implementing conventional sleep and doze mode operations at the ONUs

can further facilitate energy savings in the network [2222, 110110, 133133].

In existing research on the energy efficiency of TWDM-PONs, the main objec-

tive is to minimise the energy consumption of the network. In any given network,

the quality of service (QoS) is an important aspect to consider when delivering im-

proved quality of experience (QoE) to the customers. Due to service level agree-

ments (SLAs), failure to deliver QoS can result in unsatisfied customers and penal-

ties to network operators. As such, QoS is important from both the customer and

network operator perspective. Any energy-savings without guaranteed QoS will

not be beneficial to the customer or the network operator. Even though existing

studies have reported acceptable network delays, these studies have not consid-

ered a general delay-constrained TWDM-PON environment. Internet-based ap-

plications, such as online gaming and IP telephony, have strict delay restrictions

to ensure better user experience [198198]. In such networks, the average delay expe-

rienced by users should always remain below the specified maximum delay. As

such, designing a network from an average delay perspective is important.

To meet the delay requirements of TWDM-PONs, we proposed a DWBA al-

gorithm for a delay-constrained TWDM-PON in [199199]. Using a given sleep/doze

control function, the proposed DWBA determines the minimum number of active

wavelengths that maintains the average delay of the network under a given de-

lay constraint. The proposed method also incorporates sleep mode at the ONUs

and, therefore, improves the energy efficiency both at the OLT and at the ONUs.

Previous methods proposed in [196196] - [199199] do not provide a proper framework

to determine the number of active wavelengths and sleep/doze time for TWDM-

PONs with varying delay constraints, number of ONUs, or wavelength tuning

times. Additionally, these methods have not considered the doze mode capabili-

ties of ONUs to achieve energy-savings when the idle time of the ONUs are less

than sleep-to-active transition time [199199].

To ensure a delayed-constrained TWDM-PON that incorporates all possible
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power saving modes, in this chapter, we propose an energy-efficient framework

for a DWBA algorithm. For a given delay constraint and a network load, our pro-

posed framework determines (1) the sleep/doze duration, (2) the bandwidth allo-

cation, and, (3) the number of active wavelengths for a delay-constrained TWDM-

PON. Using this framework, the tunability of ONUs allows the OLT to switch off

idle wavelengths and to reallocate ONUs to one of the remaining active wave-

lengths, thereby improving the energy-savings at the OLT. In addition to wave-

length reallocation, incorporating both sleep and doze mode capabilities of the

ONUs to improve the energy-efficiency of the ONUs.

To achieve these objectives, our framework first determines the optimum polling

cycle time that results in improved energy-savings, and also satisfies a given de-

lay constraint. This polling cycle time is used to determine the number of active

wavelengths required at the OLT and the sleep/doze duration of the ONUs. Us-

ing the proposed general framework, we derive equations for optimum polling

cycle times when the DWBA is online or offline. The term online implies that the

OLT determines the number of active wavelengths, Nactive and transmission time

slot, Tslot, before it receives REPORT messages from all ONUs in the network. The

term offline, on the other hand, implies that the OLT waits until it receives RE-

PORT messages from all ONUs in the network, before determining Nactive and

Tslot. We then analyse the proposed framework using these offline and online

Just-In-Time (JIT) DWBA algorithms, namely, OFF-DWBA and ON-DWBA. These

DWBA algorithms use a 10 Gbps vertical-cavity surface-emitting laser ONU (10G-

VCSEL ONU) that has a sleep-to-active transition time, Tsleep−to−active, of 2 ms and

a doze-to-active transition time, Tdoze−to−active, of 330 ns [2929]. Most importantly,

the 10G-VCSEL ONU is tunable across the range of wavelengths specified for the

upstream transmission in the TWDM-PON [4848]. Further, similar to the DBA al-

gorithms proposed for TDM-PONs in the previous chapters, the OFF-DWBA and

ON-DWBA utilise Multi-Point Control Protocol (MPCP) messages, such as GATE

and REPORT, to transition the ONUs between sleep, doze, and active modes. The

GATE message, sent from the OLT to the ONUs, carries information, such as band-

width allocation, sleep/doze control information, and wavelength reallocation,
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while the REPORT, sent from the ONUs to the OLT, contains the bandwidth re-

quirement and estimated average inter-arrival time of packets. Before we present

our technical contributions on energy-efficient TWDM-PONs, in the following sec-

tion, we discuss some of the existing work done in this area.

5.2 Related work

As explained earlier, a majority of existing energy-saving solutions for TWDM-

PONs exploit the tunability of TRXs at the ONUs. At low network loads, the

OLT can switch off certain wavelengths and migrate the ONUs supported by these

wavelengths to the remaining active wavelengths for improved energy-efficiency.

Initial studies reported on TWDM-PONs presented an overview of energy con-

sumption in potential NG-PON2 technologies [33, 151151, 152152]. In [33], the energy con-

sumption of different NG-PON2 technologies has been analysed with and without

energy-saving techniques, such as sleep mode, bit interleaving, energy-efficient

aggregation switching, and band filtering. The authors in [151151] - [152152] numerically

analysed the energy consumption of NG-PON2 technologies under different traf-

fic conditions and split ratios. These initial studies led to energy-saving solutions

proposed for TWDM-PONs.

As explained in Section 5.15.1, in a TWDM-PON, the energy-efficiency can be im-

proved both at the OLT and at the ONUs [9999, 133133]. In [196196], Yang et al. proposed a

user migration scheme to minimise the number of active wavelengths. The authors

in [163163] proposed a resource sharing mechanism between different TWDM-PONs.

Different TWDM-PONs catering to office and residential networks have different

traffic patterns at different times of the day. For example, during the day, office

networks are heavily loaded while domestic networks are lightly loaded and vice

versa during night. Considering these two networks as two separate networks and

provisioning resources to accommodate peak traffic in each network will result in

a waste of equipment and power. To address this shortcoming, the OLT contains

a pool of TRXs and wavelengths that are shared amongst multiple TWDM-PONs

based on network loading. In a similar attempt, Cheng et al. proposed and ex-
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perimentally evaluated a TWDM-PON in which, the lightly-loaded wavelengths

are powered off at the OLT for improved energy-efficiency [197197]. In [166166], the

authors proposed to use sleep mode operation in conjunction with wavelength

reallocation, to improve the energy efficiency of both OLT and ONUs. In the pro-

posed scheme, the network load is observed for a duration of T, and the number

of wavelengths is determined accordingly. The authors evaluated the effect of dif-

ferent T values under different wavelength tuning times. The authors also anal-

ysed the energy-efficiency of a TWDM-PON with wavelength selective switches

(WSS) [165165]. The proposed solution involves optimising the grouping of users

among wavelengths, based on data rate and the distance to the ONUs, to keep a

minimal number of wavelengths active, thereby minimising the energy consump-

tion at the OLT.

In existing solutions for energy-efficient TWDM-PONs, the primary objective

has been to minimise the energy consumption of access networks. However, cur-

rent Internet-based services impose various delay restrictions on networks, and

it is important that our solutions can cater to these varying delay requirements.

Although hardware solutions proposed in [173173] for the TDM-PON, such as using

optical and optomechanical switches can be applied to mitigate the QoS degrada-

tion, it may incur additional cost to the network and also does not cover varying

QoS requirements of the networks. As such it is important to investigate possible

algorithm-based frameworks and solutions to satisfy the QoS of the network. A

possible approach to this problem would be to minimise the energy consumption

of a delay-constrained TWDM-PON. In the following section, we present our pro-

posed framework that considers a delay-constrained TWDM-PON to determine

the Nactive, Tslot, and ONU sleep/doze period, Tonu sleep/doze.

5.3 Proposed energy-efficient wavelength and bandwidth

allocation framework for TWDM-PON

As discussed in Section 5.15.1, we wish to improve the energy-savings at both the

OLT and ONUs, whilst maintaining the average delay under a given maximum.
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The energy-savings at the OLT and the ONUs is improved through wavelength

reallocation and sleep/doze mode operations, respectively. The main objectives of

our proposed framework are (1) determining the number of active wavelengths,

(2) determining the sleep duration of the ONUs, and (3) transitioning the ONUs

between sleep and active modes. In the following sections, we will discuss how

each of these objectives are addressed in our framework.

5.3.1 Determining the number of active wavelengths

The primary objectives of minimising the energy consumption of the TWDM-PON

subjected to a delay constrain can be represented as follows:

minimise Ecycle

subject to Davg ≤ Dcons,

Nactive wl ≤ Ntotal wl

(5.1)

where parameters Ecycle, Davg, Dcons, and Ntotal wl represent the energy consump-

tion of the network per cycle, the average delay of upstream packets, the upstream

delay constraint, and the total number of wavelengths in the network, respectively.

The parameter Ecycle of a TWDM-PON with Nonu number of ONUs can be written

as a function of polling cycle time, Tpoll cycle, as follows:

Ecycle = Polt activeTpoll cycleNactive wl + Polt baseTpoll cycle

Nonu[Ponu activeTonu active + Ponu sleep/dozeTonu sleep/doze],
(5.2)

where parameters Polt active, Polt base, Ponu active, and Ponu sleep/doze represent the power

consumption values of an OLT TRX in active state, base power of an OLT, an

ONU in active state, and an ONU in sleep or doze state, respectively. It is impor-

tant to note that components, such as the erbium doped fibre amplifier (EDFA),

booster, and the L2 switch are shared among all wavelengths at the OLT. The col-

lective power consumption of these shared equipment is referred to as the OLT

base power, Polt base. Parameters Tonu active and Tonu sleep/doze represent the dura-

tion an ONU spends in active and in sleep/doze state, respectively. Tpoll cycle is
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the time between two consecutive GATE messages received at a given ONU. It is

important to note that Tonu active includes the upstream transmission period, Tslot,

and also the sleep/doze-to-active transition Tsleep/doze−to−active time of an ONU. As

highlighted in the previous chapters, when using sleep and doze mode operations,

the energy consumption can be reduced by increasing the time an ONU spends in

sleep or doze mode, Tonu sleep/doze. For a given Tsleep/doze−to−active, the Tonu sleep/doze

is achieved through increasing Tpoll cycle.

Meanwhile, following the general equation for average delay reported in [22],

the Davg of a TWDM-PON can be approximated as follows:

Davg ≈
Tpoll cycle

2
+ NTpoll cycle + RTT (5.3)

where N is the number of cycles the upstream packets have to wait in the ONU

queue after they are reported to the OLT, before any bandwidth is allocated for

their transmission and RTT is the round trip time. In a delay-constrained envi-

ronment, if the packets have to wait multiple cycles before they are being trans-

mitted, Tpoll cycle has to be reduced accordingly to ensure Davg ≤ Dcons. Minimis-

ing Tpoll cycle on the other hand, will also minimise Tonu sleep/doze and thus possible

energy-savings. The energy-savings at the ONUs can be maximised if the network

operates at the maximum polling cycle time, Tpoll max, that satisfies a given Dcons.

Using eqn. 5.35.3 and the inequality in eqn. 5.15.1, we can mathematically formulate the

relationship between Tpoll cycle and Dcons as follows:

Tpoll cycle

2
+ N Tpoll cycle + RTT ≤ Dcons

Tpoll cycle ≤
Dcons − RTT

N + 1
2

,
(5.4)

According to eqn. (5.45.4), the maximum value of Tpoll cycle, Tpoll max, is achieved

at the minimum value of N and in our proposed framework, the TWDM-PON

operates under this Tpoll max. Algorithm 5.15.1 illustrates the wavelength allocation

process in a TWDM-PON operating at Tpoll max. Following either the offline or the

online DBA algorithm, which will be explained in detail in the next section, the
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Algorithm 5.1: Pseudocode of the wavelength allocation in the proposed
framework
1 Nonu = 64

2 Phase 1: Average bandwidth calculation - OLT calculates the bandwidth
requirement of each ONU

3 BWavg = Total BW requested / Nonu

4 Phase 2: Number of wavelength determination - OLT determines the
optimum number of active wavelengths required for a given Dcons

5 Nactive wl = 1
6 Calculate BWmax //Calculates the maximum bandwidth allowable for
an ONU when all ONUs are tuned into one wavelength

7 BWmax = (Tpoll max - Tprocess) / (Nonu / Nactive wl) //Tprocess is the
processing time of all ONUs supported by a given wavelength

8 while (BWavg > BWmax and Nactive wl ≤ Ntotal) do
9 //Check if the requested bandwidth is higher than the current

maximum allowable bandwidth
10 Nactive wl = Nactive wl + 1 //Introduce another active wavelength to

the network
11 Nper wl = Nonu / Nactive wl //The OLT distributes the number of ONUS

uniformly across the wavelengths. Nperwl is the number of
ONUs per wavelength.

12 Calculate BWmax //Calculate the new maximum allowable
bandwidth, after a wavelength is introduced

13 BWmax = (Tpoll max - Tprocess) / (Nonu / Nactive wl)

OLT first calculates the average bandwidth requested, BWavg, by an ONU. It is

important to note that in our proposed framework, we have assumed all ONUs

in the network to operate under the same network load [189189, 199199]. As a result, it

is reasonable to calculate the average bandwidth requested by an ONU, as shown

in Phase 1 of Algorithm 5.15.1. The OLT then initiates the wavelength allocation

process with one active wavelength. The OLT calculates the maximum allowable

bandwidth, BWmax, of a TWDM-PON with one active wavelength as shown in

Phase 2 of Algorithm 5.15.1. If the current BWavg is greater than this BWmax, a new

wavelength is introduced to the network. The OLT then calculates BWmax for a

TWDM-PON with two active wavelengths, which is again compared with BWavg.

This process continues until BWavg ≤ BWmax and the number of wavelengths at

this point is taken as the number of active wavelengths, Nactive wl .
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5.3.2 Determining the sleep or doze duration

Once Nactive wl is calculated, the OLT initiates the sleep/doze time calculation pro-

cess. Algorithm 5.25.2 illustrates the process of assigning sleep or doze periods to

each ONU in a TWDM-PON operating at Tpoll max. The OLT first calculates the

idle time, Tidle, of each ONU using Tpoll max and Tslot. The parameter Tpoll max is cal-

culated using eqn. 5.45.4 for a specified Dcons. Next, the OLT decides on whether

an ONU is transitioned into doze, sleep, or active state as follows. If Tidle ≥

Tsleep−to−active, the ONUs are transitioned into sleep mode and if Tsleep−to−active ≥

Tidle ≥ Tdoze−to−active, the ONUs are transitioned into doze mode. If neither of these

two conditions are satisfied, the ONUs are instructed to remain active.

Algorithm 5.2: Pseudocode of the sleep/doze period determination in the
proposed framework

1 Phase 3: Sleep/doze allocation process - OLT determines the sleep/doze
time assigned for each ONU

2 Tidle = Tpoll max - Tslot

3 if (Tidle ≥ Tsleep−to−active) then
4 ONU enters sleep mode
5 Tsleep = Tidle - Tsleep−to−active

6 if ( Tsleep−to−active ≥ Tidle ≥ Tdoze−to−active) then
7 ONU enters doze mode
8 Tdoze = Tidle - Tdoze−to−active

9 else
10 ONU stays active

It is important to note that in our proposed framework, we have only consid-

ered upstream traffic and delay constraint when determining the Nactive wl and the

Tsleep/doze. However, in a scenario where downstream traffic is also considered,

downstream transmission can be scheduled to be synchronised with upstream

transmission as proposed in [189189]. In that case, for guaranteed QoS in both up-

stream and downstream direction, Dcons will be set to the minimum of the up-

stream and downstream delay constraint.
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5.3.3 ONU reallocation and transitioning the ONUs between different

modes

Once Nactive wl and Tsleep/doze are determined, the OLT has to ensure that these con-

trol information is delivered to the ONUs for them to tune to a different wave-

length or to enter sleep or doze mode. The proposed framework can be imple-

mented in either as an OFF-DWBA algorithm or an ON-DWBA algorithm. In both

OFF-DWBA and ON-DWBA algorithms, the OLT utilises MPCP control messages,

such as GATE and REPORT to deliver the control information between the OLT

and the ONUs. The next sections analyse the Tpoll max of the two algorithms and

the control message flow in detail.

5.3.3.1 Offline DWBA algorithm

The traffic flow of the OFF-DWBA is similar to the offline DBA algorithms pro-

posed in Chapters 3 and 4 [189189, 190190]. In the OFF-DWBA algorithm, the ONUs in-

form the OLT of their bandwidth requirement using REPORT message. The OLT

waits until it receives REPORT messages from all ONUs and then calculates the

BWavg allocated to each ONU. Under the OFF-DWBA algorithm, upstream traffic

has to wait a complete polling cycle after the REPORT message is sent to the OLT,

before any bandwidth is allocated to them. As a result, the minimum value of N

in this case is 1. The Tpoll max of the OFF-DWBA algorithm can be approximated as

follows:

Tpoll max ≈
2 (Dcons − RTT)

3
, (5.5)

Figure 5.25.2 illustrates the traffic flow of the OFF-DWBA algorithm. After the

OLT receives REPORT messages from all ONUs in the network, following Algo-

rithm 5.15.1 and 5.25.2, the OLT calculates the Tslot, Nactive, and Tsleep/doze of each ONU.

This information is transmitted to the ONUs via GATE message. Upon receiving

this GATE message, an ONU sends its upstream data and REPORT, and enters

into sleep, doze, or active mode as specified by the OLT. The ONU then wakes up

just-in-time to receive the next GATE from the OLT.
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Figure 5.2: Traffic flow of the OFF-DWBA algorithm. D-Data, R-REPORT and G-
GATE.

5.3.3.2 Online DWBA algorithm

The traffic flow, wavelength allocation, and sleep/doze allocation of the ON-DWBA

algorithm is similar to that of the OFF-DWBA algorithm. The main differences be-

tween the two algorithms are the Tpoll max and at which point in time of the polling

cycle are the Tslot, Nactive wl , and Tsleep/doze determined. In the OFF-DWBA algo-

rithm, incoming traffic has to wait an extra polling cycle as the OLT has to process

REPORT messages from all ONUs in the network. To overcome this problem, we

use traffic prediction in our ON-DWBA algorithm. Under ON-DWBA, each ONU

estimates the average inter-arrival time, λ, of its packets using the Bayesian esti-

mation proposed in Chapter 4 [190190]. This λ is reported back to the OLT via the

REPORT message. The OLT uses this value to predict the traffic accumulated,

BWpred. Using the parameters λ, Tpoll , and an average Ethernet packet size of 791

bytes, BWpred in bytes, accumulated during a polling cycle is calculated as follows:

BWpred =
791.Tpoll cycle

λ
, (5.6)

For example, the OLT uses the λ value reported in cycle n− 2 to predict the traffic

accumulated in cycle n− 1 and the bandwidth for the traffic accumulated in cycle

n − 1 is immediately provided in cycle n. As a result, unlike in the OFF-DWBA

algorithm, the upstream traffic does not have to wait an extra cycle, before any

bandwidth is allocated for their upstream transmission. As a result, N = 0 under
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the ON-DWBA algorithm. Using eqn. 5.45.4, the Tpoll max of the ON-DWBA algorithm

can be approximated as follows:

Tpoll max ≈ 2 (Dcons − RTT), (5.7)

Based on eqns. 5.55.5 and 5.75.7, for a given Dcons, we can deduce that the Tpoll max of the

ON-DWBA algorithm is longer than that of the OFF-DWBA algorithm.

5.4 Performance evaluation

This section presents the analytical and simulation results of the OFF-DWBA and

ON-DWBA algorithms under our proposed energy-efficient framework. We first

verify the theoretical eqns. 5.55.5 and 5.75.7 using simulations, as the validity of our

proposed framework heavily depends on these two equations. For this purpose,

we have considered a 40 km PON with 64 ONUs operating at a fixed polling cy-

cle time of 10 ms. Traffic generated at each ONU is Poisson distributed and is

varied between the normalised network loads of 0.1-1. For this initial simulation,

we have considered the tuning time of the ONUs and all processing delays to be

negligible. Figure 5.35.3 illustrates the theoretical and simulated average delay of

the OFF-DWBA and ON-DWBA algorithms for a polling cycle time of 10 ms, as a

function of normalised network load. As shown in Fig. 5.35.3, the average delay of

the OFF-DWBA algorithm is approximately 1.5 times the polling cycle time, and

that of the ON-DWBA algorithm is 0.5 times the polling cycle time. The minor

difference between the theoretical and simulated values is due to the fact that in

our equations, we have not considered the time, which is in nano second range, it

takes a packet to reach the beginning of the ONU queue. These results, therefore,

justify our Tpoll max calculations for OFF-DWBA and the ON-DWBA algorithms, in

a delay-constrained network.

With the eqns. 5.55.5 and 5.75.7 being verified, the analytical and simulation results

of the OFF-DWBA and the ON-DWBA algorithms under the proposed framework

are presented next. Table 5.15.1 lists the network and control parameters used in our
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Figure 5.3: Polling cycle time and average delay of OFF-DWBA and ON-DWBA
algorithms as a function of normalised network load.

Table 5.1: Network and protocol parameters

Parameter Value
Network reach 40 km
Number of ONUs 64
Delay constraints 7.5, 10, and 15 ms
Propagation delay 200 µs
Inter-frame gap in upstream 1µs
Average Ethernet packet size 791 bytes
Wavelength tuning and GATE processing 50µs

Table 5.2: Power consumption and switching values of 10G-VCSEL ONUs and
OLT

Parameter Value
Doze-to-active transition time - VCSEL (Tdoze−to−active) [2929] 330 ns
Sleep-to-active transition time - VCSEL (Tsleep−to−active) [2929] 2 ms
Power consumption VCSEL - active (Pvcsel,act) [2929] 3.984 W
Power consumption VCSEL - doze (Pvcsel,doze/sleep) [2929] 3.85 W
Power consumption VCSEL - sleep (Pvcsel,doze/sleep) [2929] 0.75 W
OLT TRX - active Polt active [182182] 11 W
OLT base power - EDFA Preamp + Booster +

L2 switching capacity (Polt base) [182182] 64 W

numerical analysis and simulations. Table 5.25.2 lists the power consumption values

of the 10G-VCSEL ONU and the OLT considered in this analysis.
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5.4.1 Numerical analysis

This section presents the numerically analysed results of the proposed framework

under OFF-DWBA and ON-DWBA algorithms. In our analysis, for a given Dcons

and a network load with corresponding λ, we first calculated the corresponding

Tpoll max using eqns. 5.55.5 and 5.75.7. We then predicted the amount of traffic accumu-

lated during this Tpoll max using eqn. 5.65.6. Taking this predicted traffic as BWavg, we

have numerically analysed the number of active wavelengths and the percentage

of energy-savings at the OLT and at the ONUs.

Figures 5.45.4 (a) and (b) plot the number of active wavelengths as a function of

normalised network load, for OFF-DWBA and ON-DWBA, respectively. When the

network load increases, the number of active wavelengths required to keep the av-

erage delay below a specified maximum increases. As the network load increases,

BWavg increases. As explained in Section 5.3.35.3.3, when BWavg exceeds BWmax, a new

wavelength is introduced to the network. Due to this reason, the number of ac-

tive wavelengths increases with the increase in network load. In both OFF-DWBA

and ON-DWBA algorithms, the network load at which a new wavelength is in-

troduced, increases with the increase in Dcons. For example, in the OFF-DWBA

algorithms, a new wavelength is introduced at the network loads of 0.2, 0.3, and

0.4 for Dcons of 7.5, 10, and 15 ms, respectively. In other words, when Dcons in-

creases, it is possible to transmit the same amount of traffic with higher delay, i.e.,

with lower number of active wavelengths.

Based on Figs. 5.45.4 (a) and (b), for a given Dcons and a network load, a ma-

jority of the time, the ON-DWBA algorithm requires a lower number of active

wavelengths compared to the OFF-DWBA. For example, for a Dcons of 7.5 ms and

network load of 0.4, the OFF-DWBA requires two active wavelengths while the

ON-DWBA requires only one wavelength. For a given Dcons, Tpoll max of the ON-

DWBA method is higher than that of the OFF-DWBA and as explained before, this

allows the ON-DWBA to operate with lower number of active wavelengths, com-

pared to the OFF-DWBA algorithm, for a given network load. It is important to

note that at certain network loads, both OFF-DWBA and ON-DWBA require the
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Figure 5.4: The number of active wavelengths required in (a) OFF-DWBA and (b)
ON-DWBA as a function of normalised network load.

same number of active wavelengths. For example at Dcons of 7.5 ms and network

load of 0.6, both OFF-DWBA and ON-DWBA require 2 active wavelengths. How-

ever, in general, the ON-DWBA requires lower number of wavelengths compared

to OFF-DWBA.

Figures 5.55.5 (a) and (b) illustrate the percentage of energy-savings achieved per

cycle at an ONU in OFF-DWBA and ON-DWBA algorithms, respectively. The
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percentage of energy-savings η is calculated as follows:

η =

(
1−

Pvcsel,actTact + Pvcsel,doze/sleepTdoze/sleep

Pvcsel,act(Tact + Tsleep/doze)

)
% (5.8)

where parameters Pvcsel,act, Pvcsel,doze/sleep, Tact and Tdoze/sleep represent the power

consumption of a 10G-VCSEL in active state, in sleep/doze state and the dura-
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Figure 5.5: Percentage of energy-savings per cycle per ONU in (a) OFF-DWBA and
(b) ON-DWBA as a function of normalised network load.
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tion an ONU spends in active state and sleep/doze state, respectively. In both

OFF-DWBA and ON-DWBA algorithms, for every Dcons, the percentage of energy-

savings at the ONUs decreases with the increase in network load. When the net-

work load increases, BWavg increases and as a result, the data transmission period

increases. An increase in data transmission period increases Tact, thereby increas-

ing the energy consumption and reducing the possible energy-savings. In both

OFF-DWBA and ON-DWBA algorithms, with the increase in Dcons, η increases.

When Dcons increases, Tpoll max increases. As per Algorithm 5.25.2, a longer Tpoll max

results in a longer Tidle, thus allowing the ONUs to sleep/doze longer and achieve

more energy-savings. Compared to the OFF-DWBA algorithm, the ON-DWBA al-

gorithm results in a longer Tpoll max for a given Dcons and therefore, saves more en-

ergy. It is important to note that due to the range of Dcons considered in this work,

the Tidle ≥ Tsleep−to−active and the ONUs enter into sleep mode. Due to the large

difference in power consumption, 3.234 W, between sleep mode and active modes

of an 10G-VCSEL ONU, the percentage of savings of as high as 65% and 75% is re-

ported for OFF-DWBA and ON-DWBA algorithms, respectively. For shorter Dcons,

when the ONU idle time is less than sleep-to-active transition time, the ONUs will

transit to doze mode for energy-efficiency.

Figures 5.65.6 (a) and (b) plot the percentage of energy-savings achieved at the

OLT as a function of normalised network load, for OFF-DWBA and ON-DWBA

algorithms, respectively. The percentage of energy savings, α, is calculated as fol-

lows:

α =

(
1−

Polt activeTpoll cycleNactive wl

Polt activeTpoll cycleNtotalwl + Tpoll cyclePolt base

)
% (5.9)

As explained in Fig. 5.45.4, for both OFF-DWBA and ON-DWBA algorithms, the

number of active wavelengths increases with the increase in network load. As a

result, for a given Dcons, the percentage of energy-savings at the OLT decreases

with the increase in network load. When Dcons increases, for a given network load,

the network requires a lower number of active wavelengths. Consequently, higher

values of Dcons achieves more energy-savings at the OLT. Compared to the OFF-
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Figure 5.6: Percentage of energy-savings at the OLT in (a) OFF-DWBA and (b)
ON-DWBA as a function of normalised network load.

DWBA algorithm, the ON-DWBA algorithm requires a lower number of active

wavelengths for a given network load and Dcons and therefore saves more energy

at the OLT. It is important to note that even when the network operates with a

single active wavelength, the percentage of energy-savings at the OLT is 30%. As

explained in the previous section, the equipment, such as the EDFA, booster, and

the L2 switch, are shared among multiple wavelengths and are kept active, even

when a single wavelength is in operation. Collectively, these components consume
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64 W of power and is significant, compared to the TRX power of 11 W. As a result,

maximum energy savings of only 30% is achieved at the OLT.

5.4.2 Simulation Results

Figures 5.75.7, 5.85.8, and 5.95.9 illustrate the simulation results of the OFF-DWBA and

ON-DWBA algorithms with respect to the number of active wavelengths, the per-
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Figure 5.7: Number of active wavelengths for (a) OFF-DWBA and (b) ON-DWBA
as a function of normalised network load.
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Figure 5.8: Percentage of energy-savings per cycle per ONU in (a) OFF-DWBA and
(b) ON-DWBA as a function of normalised network load.

centage of energy-savings at the ONUs, and the percentage of energy-savings at

the OLT, as a function of normalised network load, respectively. These simulation

results verify our analytical results presented in the previous section.

Figures 5.105.10 (a) and (b) plot the average delay of OFF-DWBA and ON-DBWA

algorithms as a function of normalised network load, respectively. The simulated

average delay values are very close to the given delay constraints. It is important
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to note that for all cases of Dcons, the average delay is slightly higher than Dcons

value. As explained in Fig. 5.35.3, we have not considered the time a packet takes

to reach the beginning of the ONU queue. As a result, the factor by which the

term (Dcons − RTT) is divided in eqns. 5.75.7 and 5.55.5, is not exactly 0.5 and 1.5 for

ON-DWBA and OFF-DBWA algorithms, respectively. This has resulted in the mi-

nor increase in Davg compared to Dcons. Had we taken the simulated values of

0 

5 

10 

15 

20 

25 

30 

35 

0 0.2 0.4 0.6 0.8 1 1.2 

P
er

ce
n

ta
g

e 
o

f 
en

er
g

y
 s

a
v

in
g

s 
p

er
 

cy
cl

e 
a

t 
th

e 
O

L
T

 (
%

) 

Normalised network load 

Dcons = 15 ms 

Dcons = 10 ms 

Dcons = 7.5 ms 

(a) OFF-DWBA

0 

5 

10 

15 

20 

25 

30 

35 

0 0.2 0.4 0.6 0.8 1 1.2 

P
er

ce
n

ta
g

e 
o

f 
en

er
g

y
 s

a
v

in
g

s 
p

er
 

cy
cl

e 
a

t 
th

e 
O

L
T

 (
%

) 

Normalised network load 

Dcons = 15 ms 

Dcons = 10 ms 

Dcons = 7.5 ms 

(b) ON-DWBA

Figure 5.9: Percentage of energy-savings at the OLT in (a) OFF-DWBA and (b)
ON-DWBA as a function of normalised network load.
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Figure 5.10: Average delay in (a) OFF-DWBA and (b) ON-DWBA as a function of
normalised network load

0.6 and 1.6, Tpoll max for each Dcons will decrease and Davg will be reduced accord-

ingly. However, as an initial step in introducing an energy-efficient bandwidth and

wavelength allocation framework, the simulation results on average delay shows

that the proposed framework maintains the average delay under a given Dcons.
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5.5 Conclusions

We have proposed an energy-efficient framework for a delay-constrained TWDM-

PON. For a given delay constraint and network load, the framework determines

(a) the number of active wavelengths required to maintain this delay and (b) the

sleep or doze time of the ONUs. The framework achieves energy-savings at the

OLT by switching off idle wavelengths and at the ONUs, by transitioning the

ONUs to sleep or doze mode during their idle time. The general framework pro-

posed in this chapter can be applied to any network topology, to either online or

offline DWBA algorithm, and to a network with any given delay constraint.

We evaluated the performance of the proposed framework using the OFF-

DWBA and ON-DWBA algorithms for the number of active wavelengths, energy-

savings at the ONUs and the OLT, and the average delay. The analytical and sim-

ulation results indicate that using the proposed framework, a TWDM-PON can

maintain the average delay of the network under a given delay constraint whilst

achieving significant energy-savings both at the OLT and the ONUs.

Our proposed algorithms discussed in Chapters 3, 4, and 5 are analysed using

Poisson distributed traffic. However, over the years, the Internet traffic has become

bursty in nature due to the nature of Internet-based user applications. In the next

Chapter, we analyse the performance of our OFF-DWBA algorithm using bursty

traffic and investigate the efficacy of our algorithm in saving energy under bursty

traffic.





CHAPTER 6

Energy-Efficient Dynamic

Wavelength and Bandwidth

Allocation Algorithms Under

Bursty Traffic

6.1 Introduction

In Chapters 3 and 4, we proposed energy-efficient dynamic bandwidth allocation

(DBA) algorithms for 10 Gbps Ethernet passive optical networks (10G-EPONs)

[189189, 190190]. As the optical line terminal (OLT) broadcast the downstream packets to

all the optical network units (ONUs) placed at the customer premises, the ONUs

waste a significant portion of its energy in analysing these packets. The proposed

algorithms were designed to incorporate sleep and doze mode operations to min-

imise the energy consumption during the idle time of the ONUs. Sleep mode op-

eration powers down both the transmitter (Tx) and the receiver (Rx) of the ONU,

while in doze mode, only the Tx is powered-down.

Later, in Chapter 5, we also proposed an energy-efficient framework for the

emerging time and wavelength division multiplexed PON (TWDM-PON) [200200–

203203]. As explained in Chapter 5, a TWDM-PON consists of multiple wavelengths,

fixed-tuned/tunable transceivers (TRXs) at the optical line terminal (OLT) and

tunable TRXs at the ONUs. The multiple TRXs and the tunability of the ONUs

facilitate energy-savings at the OLT, whereby the idling wavelengths are switched

139
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Table 6.1: Power consumption and switching values of 10G-VCSEL ONUs and
OLT

Parameter Value
Doze-to-active transition time - VCSEL (Tdoze−to−active) [2929] 330 ns
Sleep-to-active transition time - VCSEL (Tsleep−to−active) [2929] 2 ms
Power consumption VCSEL - active (Pvcsel,act) [2929] 3.984 W
Power consumption VCSEL - doze (Pvcsel,doze/sleep) [2929] 3.85 W
Power consumption VCSEL - sleep (Pvcsel,doze/sleep) [2929] 0.75 W
OLT TRX - active Polt active [182182] 11 W
OLT base power - EDFA Preamp + Booster +

L2 switching capacity (Polt base) [182182] 64 W

off after reallocating their ONUs among the active wavelengths. In addition, the

conventional sleep/doze mode operations, discussed in Chapters 3 and 4, can

also be implemented at the ONUs for improved energy-efficiency at the ONUs

[2222, 110110, 133133]. The proposed framework, therefore, considers a delay-constrained

TWDM-PON and determines the number of active wavelengths and sleep/doze

duration.

All our proposed DBA and DWBA algorithms exploit sleep and doze capabil-

ities and the wavelength tunability of the 10 Gbps vertical-cavity surface-emitting

laser (10G-VCSEL) ONU. Table 6.16.1 lists the power consumption and switching

values of the 10G-VCSEL ONU used in these algorithms. Also, both DBA and

DWBA algorithms utilise the Multi-Point Control Protocol (MPCP) messages, such

as GATE and REPORT, to control the packet flow between the ONUs and the OLT.

For example, the GATE message, sent from the OLT to ONU, carries information,

such as bandwidth allocation, sleep/doze control information, and wavelength re-

allocation. The REPORT message is sent from the ONUs to the OLT and contains

the bandwidth requirement and the estimated average inter-arrival time of pack-

ets. Most importantly, when evaluating the performance of these algorithms, we

generated Poisson distributed traffic at the subscriber network interface (SNI) of

the ONUs.

Following a Poisson process, when generating incoming traffic, has many ad-

vantages due to the mathematical properties of the Poisson distribution [204204]. First

and foremost, the aggregated traffic flow of several Poisson traffic streams is also
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Poisson distributed and its rate is the sum of the component rates. This feature

simplifies the mathematical analysis of such traffic streams and also facilitates easy

implementation of algorithms in simulation platforms. Second, in a Poisson pro-

cess, the number of arrivals in disjoint intervals is statistically independent. This

property, known as independent increments, simplifies the queuing of incoming

traffic in a network. Finally, the Poisson processes are quite common in networks

that aggregate several independent streams of network traffic. Based on Palm’s

Theorem [205205], under suitable but mild regularity conditions, when any general

traffic streams are multiplexed, the aggregated traffic flow is Poisson distributed.

a Poisson process with the increase in the number of traffic streams. As a result,

traffic streams on main communications links are commonly believed to follow a

Poisson process. Based on the first and third properties, it is reasonable to assume

Poisson distributed traffic at the customer SNI as well.

However, studies on behaviour of Internet traffic highlight that for some cur-

rent Internet applications, the Poisson distribution does not accurately model the

nature of incoming traffic at the ONUs [206206–209209]. These studies show that when

modelled as a Poisson process, the burst length tends to get averaged over time.

Meanwhile, statistical analysis of real Ethernet traffic indicates that there is in fact

significant burstines, in network traffic [206206,210210,211211]. The studies show that bursty

Internet traffic can actually be characterised by self-similarity and long range de-

pendency (LRD). Consequently, using a self-similar process has been identified as

the best approach to generate LRD traffic. Traffic generated under a self-similar

process generate traffic exhibits same patterns when viewed at different scales and

are usually modelled using long-tailed distributions.

To obtain an accurate and realistic performance analysis, it is important to sim-

ulate the proposed dynamic bandwidth allocation (DBA) algorithms and dynamic

wavelength and bandwidth allocation (DWBA) algorithms using appropriate traf-

fic. In this chapter, using such LRD traffic, which preserve burstiness, we evalu-

ate the performance of our offline DWBA (OFF-DBA) proposed in Chapter 5 [190190].

The reason for considering the OFF-DWBA is because it performs both wavelength

reallocation and sleep/doze mode operation. Before we present the energy and
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delay performance of the OFF-DWBA under bursty traffic, we will briefly discuss

some of the theoretical aspects of bursty traffic.

6.2 Self-similarity and long range dependence (LRD)

(adapted from [22])

Self-similarity is a phenomena where an object is similar to a part of itself. To

analyse this concept mathematically, let us consider a cumulative process Y(t) with

stationary increments, and let Xt be its incremental process. Then,

Xt = Y(t)−Y(t− 1) (6.1)

For example, Y(t) can represent the number of bytes arriving up to time t, and

Xt can represent the number of bytes arriving in 1 unit of time. The process Xs(m)

is an aggregated process of Xt if,

X(m)
s =

1
m
(Xsm−m+1 + Xsm−m+2 + ...... + Xsm) (6.2)

The process Xt is said to be self-similar, if Xt is indistinguishable from X(m)
s .

For the purpose of aggregating multiple traffic streams into a single stream, the

traffic is said to be self-similar, if the auto-covariance function of the original and

the aggregated streams is the same [22]. Suppose the auto covariance function of

the original traffic stream and the aggregate stream are y(k) and y(m)(k), then the

traffic streams are said to be self-similar if,

y(k) = y(m)(k) (6.3)

With further mathematical analysis, we can show that a self-similar traffic stream

is characterised by the following equation.

X(m)
s = mH−1Xt (6.4)

Please note that deriving eqn. 6.46.4 is beyond the scope of this thesis. A detailed
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description of its mathematical derivation can be found in [22]. As per equation 6.46.4,

when aggregating original traffic streams over a large time scale, the burstiness re-

duces very slowly. As a result, a self-similar process preserves the bursty nature of

Internet traffic. Technically, the term LRD implies that in the time domain, the rate

of statistical dependency decays more slowly than the exponential decay. Eqn 6.46.4,

therefore, implies that the self-similar Internet traffic exhibits LRD. With respect

to the Internet traffic, this means that traffic bursts do exists in many or all time

scales.

Figure 6.16.1 illustrates the behaviour of LRD and SRD traffic over the time scales

of 1 ms - 10 s. As shown in the figure, the time average of Poisson traffic, which has

SRD characteristics, is smoothed with the increase in time scale. In contrary, the

LRD traffic still shows significant number of bursts even at a scale of 10 seconds.

Based on these mathematical derivations, using a self-similar process to gen-

Figure 6.1: Long range dependent (LRD) and short range dependent (SRD) traffic
[22]
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erate Internet traffic is considered to be an effective method. As self-similar pro-

cesses are usually described by long-tail distributions, in this analysis, we generate

upstream traffic using a long-tail Pareto distribution, as proposed in [22, 212212].

6.3 Generating long-range dependent (LRD) traffic

As discussed in the previous section, to generate bursty Internet traffic, we follow

a Pareto distribution. The generated traffic actually consists of alternating Pareto-

distributed on/off periods. The probability density function of a general Pareto

distribution can be represented as follows:

f (x) =
αbα

xα+1 (6.5)

where α is a shape parameter (1 < α < 2) and b is a location parameter. Let the α and

b of the Pareto distributions that generate ON and OFF periods be αon, bon and αo f f ,

bo f f , respectively. Based on the actual Ethernet traffic considered in [210210], the αon

is set at 1.4. Similarly, the αo f f is set at 1.2. With rigorous mathematical derivations

and bon of 1, the bo f f can be derived as follows:

bo f f = 0.597(
1
l
− 1) (6.6)

where the parameter l represents the normalised network load. These two prob-

ability density functions are used to generate incoming traffic at the ONUs that

operate under the OFF-DWBA. In the next section, we will briefly revisit the OFF-

DWBA algorithm. A detailed explanation of the OFF-DWBA algorithm was pre-

sented in Chapter 5.

6.4 Offline dynamic wavelength and bandwidth allocation

(OFF-DWBA) algorithm

The OFF-DWBA algorithm was derived from the energy-efficient framework pro-

posed for a delay-constrained TWDM-PON. As explained in Chapter 5, a TWDM-
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PON consists of multiple wavelengths, fixed-tuned/tunable transceivers (TRXs) at

the optical line terminal (OLT) and tunable TRXs at the ONUs. The multiple TRXs

and the tunability of the ONUs facilitate energy-savings at the OLT, whereby the

idling wavelengths are switched off after reallocating their ONUs among the ac-

tive wavelengths. In addition, the conventional sleep/doze mode operations, dis-

cussed in Chapter 3 and 4, can be implemented at the ONUs for improved energy-

efficiency at the ONUs [2222, 110110, 133133]. Considering these two energy-saving op-

portunities, in the proposed framework, we calculate the number of active wave-

lengths, Nactive, that would satisfy a given delay constraint, Dcons. The main objec-

tives of the proposed OFF-DWBA are (a) determining the sleep/doze duration of

the ONUs, (b) determining the number of active wavelengths, and (c) transitioning

the ONUs between different modes and wavelengths.

Based on the mathematical derivation reported in Chapter 5, the maximum

polling cycle time, Tpoll max, of an ONU operating under the OFF-DWBA algorithm

is as follows:

Tpoll max ≈
2 (Dcons − RTT)

3
, (6.7)

where RTT is the round trip time. In any given bandwidth allocation algorithm

that incorporates sleep/doze mode operations, increasing the time an ONU spends

in sleep or doze mode, Tsleep/doze, increases the energy-savings. Although a longer

polling cycle time, Tpoll , will result in increased Tsleep/doze, it will also result in in-

creased average delay. The Tpoll max given in eqn. 6.76.7, however, is the maximum

polling cycle time that an ONU can operate on, without compromising a given de-

lay constraint. As such, under the proposed OFF-DWBA, the ONUs operate at the

Tpoll max given in eqn. 6.76.7.

As OFF-DWBA is an offline DWBA algorithm, in any given cycle, the OLT

waits until it receives the REPORT messages from all ONUs in the network. Once

the REPORT messages are received, the OLT determines the average bandwidth

requested, BWavg, by an ONU. The rational behind considering BWavg is that in

our design, we have assumed all ONUs to operate under the same network load
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Algorithm 6.1: Pseudocode of the wavelength allocation in the proposed
framework
1 Nonu = 64

2 Phase 1: Average bandwidth calculation - OLT calculates the bandwidth
requirement of each ONU

3 BWavg = Total BW requested / Nonu

4 Phase 2: Wavelength optimization process - OLT determines the optimum
number of active wavelengths required for a given Dcons

5 Nactive wl = 1
6 Calculate BWmax //Calculates the maximum bandwidth allowable for
an ONU when all ONUs are tuned to one wavelength

7 BWmax = (Tpoll max - Tprocess) / (Nonu / Nactive wl) //Tprocess is the
processing time of all ONUs supported by a given wavelength

8 while (BWavg > BWmax and Nactive wl ≤ Ntotal) do
9 //Check if the requested bandwidth is higher than the current

maximum allowable bandwidth
10 Nactive wl = Nactive wl + 1 //Introduce another active wavelength to

the network
11 Nper wl = Nonu / Nactive wl //The OLT distributes the number of ONUS

uniformly across the wavelengths. Nper wl is the number of
ONUs per wavelength.

12 Calculate BWmax //Calculate the new maximum allowable
bandwidth, after a wavelength is introduced

13 BWmax = (Tpoll max - Tprocess) / (Nonu / Nactive wl)

[189189, 190190]. After determining BWavg, the OLT determines Nactive wl and Tsleep/doze,

as to be discussed in the following sections.

6.4.1 Determining the number of active wavelengths

For a given Tpoll max, there exists a corresponding maximum bandwidth, BWmax. If

the BWavg exceeds the BWmax, packets will have to wait extra cycles before being

transmitted to the OLT. In the OFF-DWBA algorithm, if BWmax ≤ BWavg, a new

wavelength is introduced to the network. A detailed explanation of this process is

presented in Algorithm 6.16.1.
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6.4.2 Determining the sleep/doze duration

In a given polling cycle, the OLT is aware of the transmission time slot, Tslot of

each ONU. The OLT then determines the Tsleep/doze of an ONU as discussed in

Algorithm 6.26.2.

Algorithm 6.2: Pseudocode of the sleep/doze period determination in the
proposed framework

1 Phase 3: Sleep/doze allocation process - OLT determines the sleep/doze
time assigned for each ONU

2 Tidle = Tpoll max - Tslot

3 if (Tidle ≥ Tsleep−to−active) then
4 ONU enters sleep mode
5 Tsleep = Tidle - Tsleep−to−active

6 if ( Tsleep−to−active ≥ Tidle ≥ Tdoze−to−active) then
7 ONU enters doze mode
8 Tdoze = Tidle - Tdoze−to−active

9 else
10 ONU stays active

6.4.3 Transitioning the ONUs between different modes and wavelengths

As explained earlier, the OFF-DWBA algorithm utilises MPCP control messages,

GATE and REPORT, to control the traffic flow between the OLT and the ONUs.

Figure 6.26.2 presents the traffic flow between the OLT and the ONUs, for an illus-

trative TWDM-PON with an OLT and three ONUs. The MPCP REPORT message

is sent from the ONUs to the OLT and contains the bandwidth requirement of

each ONU. Upon receiving the REPORT messages from all the ONUs in the net-

work, the OLT determines the Tslot, number of active wavelengths, Nactive wl , and

the Tsleep/doze of each ONU, as discussed in Section 6.4.16.4.1 and 6.4.26.4.2, respectively.

This information is included in the GATE message to each ONU in the PON.

Upon receiving this GATE message, an ONU analyses it and tunes to the ap-

propriate wavelength as specified by the OLT. The ONU then transmits upstream

data and the next REPORT message within Tslot and then enters into sleep or doze

mode for Tsleep/doze. In the next cycle, the ONU wakes up just-in-time to receive
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Figure 6.2: Traffic flow of the OFF-DWBA algorithm. D-Data, R-REPORT and G-
GATE.

the next GATE message from the OLT.

6.5 Performance evaluation

This section presents a comparative analysis of the performance of the OFF-DWBA

under bursty traffic and Poisson-distributed traffic. The performance is measured

in terms of the number of active wavelengths, percentage of energy-savings, and

average delay. Using C++, we have simulated a TWDM-PON with the network

and protocol parameters listed in Table 6.26.2. Table 6.16.1 lists the power consumption

and switching values of the 10G-VCSEL ONU considered in this work.

Figures 6.36.3 (a) and (b) plot the number of active wavelengths as a function of

normalised network load under bursty and Poisson traffic, respectively. Under

both bursty and Poisson traffic, when the network load increases, for any given

Table 6.2: Network and protocol parameters

Parameter Value
Network reach 40 km
Number of ONUs 64
Delay constraints 7.5, 10, and 15 ms
Propagation delay 200 µs
Inter-frame gap in upstream 1µs
Ethernet packet size 791 bytes
Wavelength tuning and GATE processing 50µs
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Dcons, the number of active wavelengths increases. As explained in Algorithm 1,

a new wavelength is introduced, when BWmax ≤ BWavg. When the network load

increases, BWavg increases, thereby increasing the number of active wavelengths.
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Figure 6.3: Number of active wavelengths under (a) bursty traffic and (b) Poisson
traffic as a function of normalised network load.
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When Dcons increases, the network load at which a new wavelength is introduced,

increases as well. For example, under bursty traffic, the second active wavelength

is introduced at the network loads of 0.2, 0.3, and 0.4 for Dcons of 7.5, 10, and 15

ms, respectively. In other words, when Dcons increases, it is possible to transmit

the same amount of traffic with a higher delay, i.e., with a lower number of active

wavelengths. When the Dcons increases, it increases the corresponding Tpoll max and

BWmax. As a result, the condition BWmax ≤ BWavg, occurs at higher network loads.

Based on results depicted in Figs. 6.36.3 (a) and (b), under both bursty traffic and

Poisson-distributed traffic, the variation in number of active wavelengths follows

the same pattern. However, under bursty traffic, for a Dcons of 7.5 ms, a third wave-

length is introduced at the network load of 0.8, whereas under Poisson-distributed

traffic, this value is 1. Moreover, our OFF-DWBA under bursty traffic requires

three wavelengths beyond the network loads of 0.9 and 1 for Dcons of 10 ms and 15

ms, respectively. Under Poisson-distributed traffic however, the maximum num-

ber of wavelengths required at these delay constraints is two. This variation in

number of active wavelengths is attributed to the packet distributions used in our

simulations. When generating Poisson-distributed traffic, we considered an uni-

form packet length distribution, with minimum and maximum values of 512 bits

and 1712 bits, respectively. However, when generating bursty traffic, we consid-

ered a fixed packet length of 719 bytes for simplicity.

Figures 6.46.4 (a) and (b) plot the percentage of energy-savings, α, achieved at the

OLT as a function of normalised network load under bursty and Poisson traffic,

respectively. As explained in Chapter 5, the energy-savings at the OLT, resulting

from switching off idle wavelengths, can be quantified as follows:

α =

(
1−

Polt activeTpoll cycleNactive wl

Polt activeTpoll cycleNtotalwl + Tpoll cyclePolt base

)
% (6.8)

where parameter Polt active represents the power consumption of the OLT in active

state. Under bursty traffic, for a given Dcons, when network load increases, α de-

creases. As explained in Fig. 6.36.3, when network load increases, Nactive wl increases

and therefore, α decreases. Meanwhile, for a given network load, an increase in
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Figure 6.4: Percentage of energy-savings per cycle at the OLT under (a) bursty
traffic and (b) Poisson traffic as a function of normalised network load.

Dcons, increases α. When Dcons increases, it is possible to transmit the same amount

of traffic with a higher delay, i.e., with a lower number of active wavelengths. A
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lower number of active wavelengths results in improved energy-savings at the

OLT. As shown in Fig. 6.46.4, the maximum possible energy-savings at the OLT is

30 %. Based on the power consumption values listed in Table 6.16.1, the base power

of the OLT consists of the power consumption of its Erbium doped fibre amplifier

(EDFA), booster, and layer 2 switching capacity. As these components are shared

by all wavelengths in the network, they have to be kept ON all the time. Com-

pared to the 11 W of power consumed by a wavelength, the base power of the

OLT is significant at 64 W. As a result, even when the network is operating at one

wavelength, only 30% of savings is possible.

It is important to note that under both Poisson and bursty traffic, α achieved

under OFF-DWBA follows the same pattern, i.e., decrease in α when the network

load increases for a given Dcons and increase in α when Dcons increases for a given

network load. However, as explained in Fig. 6.36.3, for network loads over 0.8,

Nactive wl required under each Dcons is different. As a result, α, which depends

on Nactive wl , is different as well.

Figure 6.56.5 plots the percentage of energy-savings per cycle per ONU, η, as a

function of normalised network load. The value η represent the energy-savings

achieved through a sleep/doze-capable 10G-VCSEL ONU, compared to an always-

ON VCSEL ONU and is calculated as follows:

η =

(
1−

Pvcsel,actTact + Pvcsel,doze/sleepTdoze/sleep

Pvcsel,act(Tact + Tsleep/doze)

)
% (6.9)

where parameters Pvcsel,act, Pvcsel,doze/sleep, Tact and Tdoze/sleep represent the power

consumption of a 10G-VCSEL in active state, in sleep/doze state and the duration

an ONU spends in active state and sleep/doze state, respectively. For a given

network load, when the Dcons increases, the corresponding Tpoll max increases as

well. A longer Tpoll max allows an ONU to sleep or doze for a longer duration,

achieving more energy-savings. Meanwhile, for a given Dcons, when the network

load increases, the Tslot increases. An increase in Tslot increases the Tact, thereby

reducing the value of η. It is important to note that due to the Dcons values selected

for the simulations, the ONUs always enter into sleep mode. As the difference in
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Figure 6.5: Percentage of energy-savings per cycle per ONU under (a) bursty traffic
and (b) Poisson traffic as a function of normalised network load.

power consumption between sleep and active modes is quite significant at 3.234

W, the percentage of energy-saving as high as 65% is achieved in these simulations.

Similar to Nactive wl and α, the percentage of energy-savings at the ONUs follows
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similar patterns under both bursty and Poisson-distributed traffic.

Figure 6.66.6 presents the average delay of the OFF-DWAB as a function of nor-

malised network load. The average delay values of our simulations closely repre-
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Figure 6.6: Average delay under (a) bursty traffic and (b) Poisson traffic as a func-
tion of normalised network load.
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sent the given Dcons values. As discussed in Chapter 5, for all cases of Dcons, the

average delay is slightly higher than Dcons value, as we have not considered the

time a packet takes to reach the beginning of the ONU queue, in our mathematical

analysis. Except for minor differences in average delay, the OFF-DWBA algorithm

yields similar results under bursty and Poisson-distributed traffic.

6.6 Conclusions

In this chapter we have analysed the OFF-DWBA algorithm, proposed previously

in Chapter 5, under bursty traffic. The OFF-DWBA algorithm, which is designed

for a delay-constrained TWDM-PON, incorporates wavelength reallocation and

sleep/doze mode operations to improve the energy-efficiency of the OLT and the

ONUs, respectively. Based on our findings, the OFF-DBA algorithm achieves 30%

of energy-savings at the OLT, and energy savings as high as 65% at the ONUs. The

simulated results further proves that the network operates under the given delay

constraints.

Comparing these results against our findings in Chapter 5, which corresponds

to the Poisson-distributed traffic, we observe that in both scenarios, the OFF-DWBA

algorithm yields similar results. As such, we can conclude that our proposed

framework for a delay-constrained TWDM-PON can be effectively implemented

in a TWDM-PON with either continuous or bursty traffic.





CHAPTER 7

Conclusions and Future Directions

7.1 Introduction

Passive optical networks (PONs) have been deployed in the access segment to de-

liver fibre to the home/cabinet/curb/office (FTTx) services to customers [66]. The

use of optical fibre in the access segment helps overcome the capacity limitations

of conventional copper wire-line infrastructure and to cater to high-bandwidth de-

mands of fixed [11] and mobile [77] users. A PON consists of an optical line terminal

(OLT) at the central office (CO) and optical network units (ONUs) at the customer

premises [213213]. The components in between, such as optical splitters and splicers

are all passive, meaning they do not consume any power. Due to passive nature of

components, low transmission losses, and high capacity, PONs are characterised

by low energy-per-bit [33–55]. However, with wider deployment of PONs, the in-

crease in the number of customers and high-speed components have led to in-

creased energy consumption in communication networks. The complications of

increased energy consumption, such as greenhouse gas emissions and increased

operational expenditure, have motivated energy saving solutions for PON.

The main focus of this thesis has been to improve the energy efficiency of

PONs; specifically, the time division multiplexed PON (TDM-PON) and time and

wavelength division multiplexed PON (TWDM-PON), using algorithm-based so-

lutions. To propose energy saving solutions for the TDM-PON and TWDM-PON,

we first analysed their operational and physical attributes to identify potential en-

ergy saving methods. In both TDM-PON and TWDM-PON, due to slotted na-

ture of upstream and downstream bandwidth access, an ONU transceiver (TRX)

spends a majority of its time in the idle state, i.e., it does not transmit/receive

157
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any packets. Despite being idle, ONUs continue to operate at their active power

level. As a result, the high energy consumption of PONs has been attributed to the

ONUs [11].

To minimise the energy consumption of ONUs, ITU-T has proposed to transi-

tion them into sleep or doze mode during their idle time [2323]. In sleep mode, both

ONU transmitter (Tx) and receiver (Rx) are powered down. In doze mode, only

ONU Tx is powered down. Further, as discussed in Chapters 2 and 5, a TWDM-

PON consists of multiple wavelengths and tunable ONUs that can tune to any of

these wavelengths [1111, 5454]. The wavelength tunability of ONUs presents further

energy-saving opportunities at the OLT. At a given network load, a TWDM-PON

may not require all available wavelengths to serve ONUs in the network. As such,

lightly loaded wavelengths can be switched off and the ONUs can be reallocated

among remaining active wavelengths. This technique, referred to as wavelength

reallocation, reduces the energy consumption of the OLT. In this thesis, we incor-

porate sleep/doze mode operations and wavelength reallocation into our dynamic

bandwidth allocation (DBA) algorithms and dynamic wavelength and bandwidth

allocation (DWBA) algorithms to improve the energy efficiency of the TDM-PON

and TWDM-PON, respectively.

Our proposed algorithms exploit the sleep/doze capabilities and wavelength

tunability of the 10 Gbps vertical-cavity surface-emitting laser (10G-VCSEL) ONUs.

Compared to a conventional distributed feedback (DFB) ONU, the 10G-VCSEL

ONU consumes less power in active mode and has a shorter doze-to-active tran-

sition time, making it an excellent candidate for energy-efficient communication

networks. Consequently, the 10G-VCSEL ONU is used as the Tx of our ONU,

while the Rx and digital back-end circuitry are kept the same as that of a DFB

ONU. The following sections summarise the key contributions of this thesis and

discuss the future directions of our research.
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7.2 Key contributions

In Chapter 1, we briefly discussed the current bandwidth trends in communication

networks and the deployment of PONs to cater to this demand. We highlighted

the importance of reducing the energy consumption of next-generation PONs to

minimise greenhouse gas emissions and operational expenditure. The chapter

then summarised our objectives in reducing energy consumption by exploiting

the sleep/doze capabilities and wavelength tunability of the ONUs. These objec-

tives are associated with different methods of fine-tuning the DBA and DWBA

algorithms, such as incorporating sleep/doze mode operations into the under-

lying DBA/DWBA algorithms, determining the sleep/doze durations, minimis-

ing the average delay resulting from sleep/doze operations, and determining the

number of active wavelengths. The chapter then outlined how these objectives

are achieved through our technical contribution, followed by research work pub-

lished.

The motivation behind our technical contributions lies in existing studies that

incorporate sleep/doze mode operations and wavelength reallocation for energy-

efficient PONs. As such, in Chapter 2, we critically analysed existing solutions

proposed for TDM-PONs and TWDM-PONs. The chapter presented a detailed

account of these particular network architectures, such as their physical deploy-

ment, operational attributes, and evolution. Based on this analysis: (1) the slot-

ted nature of upstream/downstream bandwidth access; and (2) multiple wave-

lengths in conjunction with tunable ONUs are identified as the basis for energy

saving sleep/doze mode operations and wavelength reallocation in TDM-PON

and TWDM-PON, respectively. The existing solutions that exploit these two tech-

niques are categorised into hardware and algorithm-based solutions. The hardware-

based solutions involve minimising the power consumption of an ONU in each

state, reducing the overhead time associated with transitioning an ONU between

sleep/doze and active modes, and improving the tunability of the ONUs. The

algorithm-based solutions, however, involve incorporating the sleep/doze mode

operations and wavelength reallocation into the algorithms, determining the sleep
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or doze duration or the number of active wavelengths, and preserving the quality

of service (QoS) of the network.

In Chapter 3, we presented our initial technical contributions, Just-In-Time

DBA (JIT DBA) with varying polling cycle times, and JIT DBA with fixed polling

cycle times (J-FIT DBA) [189189]. The algorithms address the challenge of incorpo-

rating low-power modes into the underlying DBA algorithm of a TDM-PON. The

novelty of these algorithms lies in incorporating both sleep and doze capabilities

of an ONU to improve energy efficiency of a TDM-PON. The proposed algorithms

transition an ONU into sleep or doze mode, depending on its idle time and transi-

tion it back to active mode just-in-time to receive the next downstream packet from

the OLT. Both algorithms are designed for an illustrative 10 Gbps Ethernet PON

(10G-EPON), and therefore, comply with the Multi-Point Control Protocol (MPCP)

messages GATE and REPORT to transition the ONUs between sleep, doze, and ac-

tive modes. At low network loads, the JIT-DBA operates at shorter polling cycle

times, and therefore, achieves energy savings of only 3% compared to an always-

ON 10G-VCSEL ONU [189189]. The JIT DBA yields significant energy savings of 61%

at network loads greater than 0.8. In general, communication networks operate at

moderate network loads less than 0.6 [2929]. In such an environment, the JIT DBA

will not achieve any noticeable energy savings. To overcome this shortfall, we ex-

tend the idle time of an ONU using fixed polling cycle times in the J-FIT DBA.

At low network loads, J-FIT DBA yields a percentage of energy savings of 65%, a

significant improvement compared to the JIT DBA. Further, for practical network

loads of 0.6 and below, the average delay experienced by the packets under both

JIT and J-FIT DBA algorithms, is less than 100 ms and supports delay-sensitive

services over the TDM-PON.

Further in Chapter 3, we quantified the percentage improvement achieved by

using the 10G-VCSEL ONU, in place of a conventional DFB ONU. The percent-

age of energy savings achieved using an always-ON DFB ONU and a sleep/doze-

capable DFB ONU is compared against our sleep/doze-capable 10G-VCSEL ONU.

Under both scenarios, the 10G-VCSEL ONU outperforms the DFB ONU regards

to energy efficiency, on the grounds of low power consumption and shorter doze-



7.2. Key contributions 161

to-active transition time.

In Chapter 4, we proposed the JIT DBA algorithm with Bayesian estimation

and prediction (BEP DBA) to address the challenges of determining the sleep/doze

duration and minimising the average delay arising from sleep/doze mode oper-

ations. When the traffic load is low, an ONU can spend more time in sleep/doze

mode without compromising QoS parameters, such as average delay. In Chap-

ter 4, we identified that allocating sleep/doze duration based on network load is

a favourable technique to increase the energy savings while preserving average

delay requirements of the network. For this purpose, the OLT should be made

aware of the traffic load of each ONU. The average inter-arrival time of packets is

a statistical parameter that closely represents the traffic load of an ONU and can

be easily estimated by the ONU back-end digital circuitry. As a result, in Chapter

4, the average inter-arrival time of incoming packets at the ONUs is used as the in-

dicator of network load. Once the OLT receives the estimated inter-arrival time of

incoming packets at each ONU, a pre-defined sleep/doze control function is used

to map a given average inter-arrival time of packets to sleep/doze duration. The

underlying sleep/doze control function depends on the QoS parameters, such as

average delay of the network.

As the operation of our BEP DBA heavily depends on the estimated average

inter-arrival time of packets, the techniques used in estimating this value are an

important design consideration. As such, we evaluated different estimation tech-

niques, such as arithmetic average, exponential smoothing, and Bayesian frame-

work, in Chapter 4. We then choose the one that achieves the lowest mean squared

error (MSE) with a low number of samples (packets). Based on our findings, the

Bayesian framework yields comparatively low MSE values with a fewer number

of measurements compared to the other two methods. The comparative advantage

of the Bayesian framework lies in the use of prior knowledge of the parameter to

be estimated.

Most importantly in Chapter 4, we addressed the shortcoming of increased av-

erage delay, arising from the sleep/doze mode operations, using traffic prediction.

If the OLT can allocate bandwidth to traffic accumulated during the sleep/doze
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duration, these packets are prevented from waiting for extra cycles. For this pur-

pose, we used the already available average inter-arrival time of packets in con-

junction with the traffic prediction technique, whereby the estimated average inter-

arrival time of upstream packets is used by the OLT to determine the amount of

traffic accumulated during the sleep/doze duration. When granting transmission

time slots to the ONUs, OLT considers both average requested bandwidth and the

predicted bandwidth. Based on our initial simulations, using the actual predicted

bandwidth in conjunction with the average requested bandwidth, increases the

average delay. To address this problem, we optimised the proportion of predicted

bandwidth considered in the BEP DBA algorithm. To highlight the performance of

the sleep/doze control and the prediction mechanisms, we first evaluated the en-

ergy and delay performance of the Bayesian estimation alone. Based on our find-

ings, the proposed sleep/doze control function achieves energy savings as high as

65%. When the prediction mechanism is added to the algorithm, the average delay

is reduced by 13% at an increase of 0.01% in average power consumption.

The DBA algorithms, JIT, J-FIT, and BEP, conclude our energy-efficient solu-

tions for TDM-PONs. Although the proposed algorithms are designed for an il-

lustrative 10G-EPON, they can be applied to any TDM-PON after minor modi-

fications to the control frame structure. Overall, our proposed DBA algorithms

improve the energy efficiency of TDM-PONs and satisfy the delay requirements

of the network. As customer demand for bandwidth-intensive services continues

to grow, the communication networks are expected to evolve as well. To be pre-

cise, the next-generation PONs are expected to deliver a 40 Gbps data rate, 40 km

network reach, and 256-1024 customers. After evaluating different network archi-

tectures concerning these requirements, the TWDM-PON has been selected as the

most appropriate configuration by FSAN [1111]. As such, in Chapters 5 and 6 of this

thesis, we proposed energy saving QoS-aware solutions for TWDM-PONs.

As discussed in Chapter 2, a TWDM-PON does not have a centralised colour-

less light source deployed at the OLT and as a result, tunable TRXs at the ONUs are

a key requirement of the TWDM-PON. Although the tunability adds to the capital

expenditure of the network, it also presents an opportunity to save energy at the
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OLT. At low network loads, the network may not require all available wavelength

channels to serve the ONUs. As the ONUs are tunable across all wavelengths

supported by the networks, the OLT can switch off the idle wavelengths and allo-

cate the ONUs among remaining active wavelengths. In Chapter 5, we proposed

to use this wavelength reallocation technique in conjunction with the sleep/doze

mode operations to minimise the overall energy consumption. In DWBA algo-

rithms that incorporate wavelength reallocation, the most important decision to

make is the number of active wavelengths. From a customer perspective, qual-

ity of experience (QoE) is more important than potential energy savings. For this

purpose, network parameters, such as average delay, should be kept below a spec-

ified maximum. Meanwhile, network operators are encouraged to minimise the

energy consumption to reduce the operational expenditure and carbon footprint.

Taking both energy and delay considerations into account, in Chapter 5, we pro-

posed a framework that determines the number of active wavelengths for a delay-

constrained TWDM-PON.

For a given delay-constrained TWDM-PON, the framework first determines

the maximum polling cycle time the network can operate on, such that the delay

requirement is satisfied. The reason for selecting the maximum polling cycle time

is because it leads to longer sleep/doze durations and yields more energy savings

at the ONUs. Using the maximum allowable bandwidth that corresponds to this

maximum polling cycle time as a threshold, the OLT determines the number of

active wavelengths required to satisfy a specified delay constraint. Based on this

maximum polling cycle time, the framework also calculates the sleep/doze dura-

tion of the ONUs.

The proposed framework is applied to two types of DWBA algorithms, on-

line DWBA (ON-DWBA) and offline DWBA (OFF-DWBA). The OFF-DWBA allo-

cates bandwidth after receiving REPORT messages from all ONUs in the network,

prompting the ONUs to wait for an extra cycle before receiving its bandwidth

grant. The ON-DWBA algorithm, however, allocates bandwidth in the cycle the

traffic is received. Based on our results, both OFF-DWBA and ON-DWBA algo-

rithms satisfy the delay requirements of the network. However, the ON-DWBA,
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which operates on comparatively longer polling cycle times, achieves more energy

savings at the ONUs. Further, as the ON-DWBA can support the delay constraints

of the network with a lower number of active wavelengths, the ON-DWBA also

yields more energy savings at the OLT.

The energy-efficient DBA and DWBA algorithms proposed in Chapters 3, 4,

and 5 are evaluated with Poisson-distributed incoming traffic at the ONUs. As

explained in Chapter 6, using Poisson-distributed traffic can be justified due to its

mathematical simplicity and the fact that aggregating large number of traffic flows

eventually leads to a Poisson-distributed flow. The Internet traffic, however, is be-

coming more bursty in nature [204204] and exhibits long-range dependent behaviour,

which is usually prevalent in long-tailed probability density functions. As such,

analysing the performance of our proposed algorithms under bursty traffic is im-

portant. As the Pareto distribution is a long-tailed probability density function

that complies with the nature of bursty traffic, we used this distribution to gener-

ate incoming bursty traffic at the ONUs. Using this bursty traffic, the performance

of our OFF-DWBA algorithm is analysed for a differing number of active wave-

lengths, the percentage of energy savings, and average delay. The reason for se-

lecting the OFF-DWBA algorithm is because it includes both wavelength realloca-

tion and sleep/doze mode operations. Based on simulation results, our proposed

wavelength reallocation and sleep/doze mechanisms works effectively, even un-

der the bursty traffic.

7.3 Future Direction

As highlighted in the previous section, this thesis comprises of a comprehensive

study of DBA and DWBA algorithms proposed to minimise the energy consump-

tion of the TDM-PON and TWDM-PON. During this study, related topics on sleep

and doze mode operations and wavelength reallocation were identified but could

not be pursued due to time limitations. This section outlines such areas that need

further investigation.
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7.3.1 Key assumptions

One of the key assumptions that we used throughout this thesis is that all ONUs in

the network operate under the same network load. This assumption simplified the

mathematical analysis and the processes involved in determining the bandwidth

allocated to each ONU, scheduling order, sleep/doze duration of each ONU, and a

number of active wavelengths at the OLT. However, in certain instances, networks

may experience different network loads at each ONU. In such a scenario, allocating

bandwidth among ONUs require fairness assurance, as a heavily loaded ONU will

use a majority of the network capacity. The scheduling order of the ONUs has to

be properly optimised as different ONUs may enter into different sleep/doze du-

rations and wake up at different times. The sleep/doze mode operation is further

complicated by the fact that due to different network loads, these ONUs may enter

into different modes, sleep, doze, or active, in a given cycle. This challenge is more

prevalent in algorithms, such as BEP DBA, where a dedicated sleep/doze func-

tion is used to determine the sleep/doze duration. Our proposed algorithms can

still be applied to such networks, given that the ONUs with similar network loads

are grouped together. It will be worthwhile investigating how these groups are

scheduled such that the optimum energy savings and average delay are achieved.

Further in our proposed algorithms, we have assumed that the upstream and

downstream traffic load of an ONU is symmetrical. However, due to different

customer behaviour within a network, traffic load in a given direction may be

dominant. When allocating bandwidth, the average bandwidth requirement of an

ONU in each direction is considered and the maximum out of the two is compared

against a threshold. Although this bandwidth allocation scheme is straightfor-

ward, asymmetrical traffic loads facilitate additional energy savings at the ONUs.

For example, consider a scenario where the upstream bandwidth requirement

is higher that of the downstream. As explained before, the bandwidth will be

allocated based on the upstream bandwidth requirement, resulting in an over-

provisioning of bandwidth in the downstream. As a result, the ONU Rx remains

idle within the allocated transmission time slot. The ONU Rx can be transitioned
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into sleep/doze mode, depending on the idle time of the Rx and the sleep/doze

overhead time of the ONU. In such a scenario, it would be interesting to investi-

gate how this idle duration within a transmission time slot can be maximised for

improved energy savings.

7.3.2 Bursty traffic and estimation

In Chapter 6, we evaluated the performance of our OFF-DWBA algorithm under

bursty traffic. However, the ON-DWBA algorithm, under bursty traffic, is yet to

be investigated. The ON-DWBA requires the inter-arrival time of packets to be

estimated at the ONUs. As such, evaluating the performance of the ON-DWBA

will require the analysis of different estimation techniques that will effectively de-

termine the average inter-arrival time of packets. This study will also require re-

evaluating the effectiveness of our previously proposed Bayesian framework and

investigating relevant conjugate prior distributions. This analysis will also affect

the BEP DBA proposed in Chapter 4.

7.3.3 Micro base stations

Based on the Cisco Visual Networking Index (VNI) report published in 2015, the

mobile data traffic is expected to grow by 57% by 2019. To cater this demand,

more dense base station deployment will be required in the future. In regards to

the energy consumption of the mobile networks, a majority of it is attributed to the

base stations, whereas the energy consumption attributed to mobile devices and

servers are significantly smaller by a factor of about four or five. If the coverage

of the network is increased with such conventional macro base stations, the en-

ergy consumption of the mobile networks will increase significantly. As a result,

micro base stations are deployed in such dense areas. The micro base stations are

more energy-efficient than the conventional macro base stations as they consume

comparatively less power in active mode. In any mobile network, energy can be

saved through sleep mode operation at the base station. The implication of sleep

mode operation is the degradation of QoS of the network. However, due to the
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deployment of micro base stations, some of the high-power macro base stations

can be powered down after handing over their traffic to the low-power micro base

stations. The DBA and DWBA algorithms we proposed in our thesis can be ex-

tended to these micro base station environments. Specifically, it will be interesting

to apply our delay-constrained framework proposed for the TWDM-PON to the

mobile network and investigate the number of macro base stations that could be

powered down and the number of micro base stations that is required to replace

these macro base stations. Further, the delay constraint can also be replaced with

blocking probability, spectral efficiency, and coverage performance to analyse the

network for different QoS.

7.4 Conclusions

The exponential growth of the Internet and the evolution of broadband technolo-

gies have led to the deployment of PONs in the access networks. The wide de-

ployment of PONs, however, has raised concerns about greenhouse emissions and

operational expenditure associated with the increased energy consumption of the

PON. This chapter summarises our motivation and technical contribution to im-

proving the energy efficiency of the PON. As TDM-PONs and TWDM-PONs are

popular choices for current and future access networks, respectively, in this thesis,

energy saving solutions are designed primarily for these two configurations. Moti-

vated by the operational characteristics, traffic patterns, and the physical layout of

these configurations, we propose the sleep/doze mode operations and wavelength

reallocation as means of saving energy in the PONs. Using these power saving

techniques, algorithm-based solutions, DBA and DWBA algorithms, are proposed

for the TDM-PON and TWDM-PON, respectively. The proposed algorithms for

the TDM PON address different aspects of energy-efficient DBA algorithms, such

as incorporating sleep/doze mode operations, determining the sleep/doze dura-

tion, and minimising the average delay arising from the sleep/doze mode opera-

tions. Our algorithms proposed for TWDM-PONs are more focused on minimis-

ing the energy consumption of a delay-constrained TWDM-PON. In the proposed
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DWBA algorithms, the number of active wavelengths is determined based on the

delay requirements of the network. The proposed DBA and DWBA algorithms

improve the energy saving capability of the PON while also keeping the average

delay at levels suitable for delay-sensitive applications. Finally, in this chapter, we

discussed the potential areas of research that can extend our technical contribution

further.
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