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Abstract 

High-speed Coherent Optical Orthogonal Frequency-
Division Multiplexing Design and Implementation 

by Qi Yang 

We have witnessed a dramatic increase of interest in orthogonal frequency-division 

multiplexing (OFDM) from optical communication community in recent years. The number 

of publications on optical OFDM has grown dramatically since it was proposed as an 

attractive modulation format for long-haul transmission either in coherent detection or direct-

detection. Over the last few years, net transmission data rates grew at a factor of 10 per year at 

the experimental level. These progresses may eventually lead to realization of commercial 

transmission products based on optical OFDM in the future, with the potential benefits of high 

spectral efficiency and flexible network design.  

 As the IP traffic continues to grow at a rapid pace, 100 Gb/s Ethernet is being 

considered as the new generation transport standard for IP networks. As the data rate 

approaches 100 Gb/s and beyond, the electrical bandwidth required for CO-OFDM would be 

at least 15 GHz and may not be cost-effective to implement even with the best commercial 

digital-to-analog converters (DAC) and analog-to-digital converters (ADC) in silicon 

integrated circuit (IC). To overcome this electrical bandwidth bottleneck, we propose and 

demonstrate the concept of OBM-OFDM to divide the entire OFDM spectrum into multiple 

orthogonal bands. Due to the inter-band orthogonality, the multiple OFDM bands with zero or 

small guard bands can be multiplexed and de-multiplexed without inter-band interference. 

With this scheme, transmission of 107 Gb/s CO-OFDM signal over 1000 km (10×100 km) 

standard single mode fiber (SSMF) has been realized using only erbium-doped fiber amplifier 

(EDFA) and without a need for optical dispersion compensation.  

Large amount of optical OFDM studies are reported based on offline processing using 

high-speed sampling scope which show many advantages of optical OFDM systems achieving 

over 100 Gb/s aggregated data rate and over thousands of km in transmission distance. 

However, many lack discussion on the potential implementation difficulties. Special 

requirements of optical communication systems such as several order of magnitude higher 

data rate than wireless counterpart requires careful studies in feasible real-time 

implementation. We demonstrate a field-programmable gate array (FPGA) based real-time 



 

CO-OFDM receiver at a sampling speed of 2.5 GS/s, and show its performance in receiving a 

subband of a 53.3 Gb/s multi-band signal. Additionally, by taking advantage of the multi-

band structure of the OFDM signal, we successfully characterize a 53.3 Gb/s CO-OFDM 

signal in real-time by measuring one of its subbands at a time (3.55 Gb/s).   

Transmission bandwdith of ever-advacing optical transport is one of the important cost-

drivers. To save the transmission bandwidth, using advanced coding to improve system 

performance without the bandwidth extension is a promising technique. We show two 

approaches with different coding scheme for CO-OFDM - trellis coded modulation (TCM) 

and low-density-parity-check (LDPC). Both schemes are demonstrated using CO-OFDM with 

higher order moulation format for long haul transmission. The superior system performance 

of these two schemes shows that the combination of advanced coding with high-level 

modulation may be a promising technique to support high-spectral-efficiency and high-

performance CO-OFDM transmission.  
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1     Introduction 

1.1 Overview  

The Internet traffic from data, voice and video services is driving the bandwidth demand of 

telecommunication networks dramatically. This in turn has put much pressure on core 

networks. Figure 1 (a) shows the evolution of data traffic where the traffic increases about 5 

times within every 3 years [1]. Figure 1(b) and (c) show the fast increase in traffic growth 

from Corning [2] and [3]. The 100G Ethernet has been recognized a necessary in the end of 

the last decade. Moreover, driven by the rapid advances of CMOS digital signal processing 

technologies, 100 Gb/s Ethernet (100 GbE) has become increasingly a commercial reality [4]. 

(c)

(b)(a)

 
Figure 1. Growth of the Internet traffic: (a) Evolution of data traffic composition. BB: broadband; SME: small 
and medium-sized enterprises; (b) Network traffic growth projections from Corning. (c) Growth trends in IP 
traffic and DWDM system throughput. 

In order to meet the demands of high capacity transport network, especially for 100G 

Ethernet and beyond, worldwide research and development effort on high-speed transmission 

is in full swing. To increase the data rate per wavelength to 100 Gb/s and beyond, the main 

issues are identified as follows： 

 Bandwidth expansion 

One straightforward approach to enhancing the capacity is to increase the transmission 

bandwidth per wavelength, electrically or optically. In optical fiber communications, two 

techniques for increasing the transmission capacity are widely used: (1) extending the 
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bandwidth by adding multiple optical carriers, and (2) extending the electronic bandwidth per 

wavelength. The former has already been widely studied and is well known as wavelength 

division multiplexing (WDM). Using WDM, the transmission bandwidth can be easily 

extended by adding more transceivers for the existing fiber links without installation and 

alternation of the fiber link. Such an approach can be considered as one of the most cost 

efficient ways to increase the optical link throughput [5]. The latter relies on the state-of-art 

CMOS technology. However, the current commercial digital-to-analog converters (DACs) / 

analog-to-digital converters (ADCs) in silicon integrated circuit (IC) can only run at a 

bandwidth of 6 GHz [ 6 ], indicating that to realize 100 Gb/s transmission directly is 

challenging in a cost-effective manner [ 7 ]. Nevertheless, most recently the high speed 

DAC/ADC has achieved more than 30 giga-sample per second (GS/s) with > 20GHz analog 

bandwidth, which potentially can support 100 Gb/s transmission [8]. 

 Spectral efficiency enhancement  

One of the most critical figure-of-merits in optical communications is spectral efficiency, 

which is defined as the information capacity per unit bandwidth. The existing optical network 

mainly utilizes intensity modulation and direct detection (IM/DD) for the transmission. Most 

of them use binary modulation, which reduces the complexity of transmitter and receiver. 

However, using binary modulation, regardless of detection techniques, spectral efficiency 

cannot exceed 1 bit/s/Hz [9]. Recently, in order to increase the system capacity, many 

advanced modulation formats in amplitude, phase, and polarization of the signal have been 

widely studied. With advanced modulation formats combined with the coherent detection 

technology, spectral efficiency with several bit/s/Hz can be easily achieved [10]. The recent 

surge of the interests in advanced modulation formats began from multilevel phase/amplitude 

modulation to polarization division multiplexing. Although the research on optical OFDM can 

be traced back ten years ago [11], it only started to receive great attention after it was 

proposed as an attractive modulation format for long-haul transmission either in coherent 

detection [ 12 ] or direct-detection [ 13 , 14 ].  The synergies between coherent optical 

communications and OFDM are two-fold. The coherent system brings OFDM a much needed 

linearity in RF-to-optical (RTO) upconversion and optical-to-RF (OTR) downconversion. 

OFDM brings coherent system computation efficiency and ease of channel and phase 

estimation [15]. In spite of the fact that all the current coherent optical OFDM (CO-OFDM) 

experimental demonstrations use off-line signal processing [ 16 - 21 ], the complementary 

metal–oxide semiconductor (CMOS) application-specific integrated circuit (ASIC) chips 
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recently have demonstrated for single carrier coherent systems [22,23] signify that the current 

silicon speed can support 40 Gbit/s OFDM transmission systems. Because of its superior 

scalability with the bit rate of the transmission systems, CO-OFDM is well-positioned to be 

an attractive choice of modulation format for the next generation of 100 Gb/s transmission.  

Although great number of optical OFDM studies are reported based on offline 

processing using high-speed sampling scopes demonstrating many advantages of optical 

OFDM systems at 100 Gb/s aggregated data rate over thousands of kilometers in transmission 

distance [16-21], many lack discussion on the possible implementation difficulties. Special 

requirement of optical communication system such as several order of magnitude higher data 

rate than wireless counterpart requires careful study on feasible real-time implementation of 

the high-speed optical OFDM systems. As of the time of this writing, several demonstrations 

of real-time reception have been reported for both coherent single-carrier [6,24,25] and CO-

OFDM signals [26-29]. With the state-of-art ASIC technology, 40 Gb/s and 100 Gb/s optical 

OFDM transceivers are foreseeable in the near future.  

As the line rate has reached up to 1 Tb/s using off-line signal processing, and real-time 

demonstration has shown to support beyond 40 Gb/s, many other attractive research topics are 

currently being investigated, such as nonlinearities of optical OFDM, high spectral efficiency, 

etc. Among these topics, the advanced coding is a promising technique to achieve enhanced 

optical transmission performance. Traditionally, forward error correction (FEC) requires 

extending the signal bandwidth to fill the coding overhead. As signal spectrum efficiency (SE) 

becomes greatly valuable nowadays, researchers are seeking some approaches to improve the 

system performance while main the SE.  

Therefore, this thesis will be laid out according to the above-mentioned aspects: (i) 

demonstration of 107 Gb/s optical OFDM over 1000 km standard signal mode fiber (SSMF); 

(ii) implementation of real-time optical OFDM; (iii) advanced coding for coherent optical 

OFDM. Additionally, some other techniques to improve the optical OFDM performance 

based on channel estimation will be also discussed in a separate section. 

1.2 Motivations of the Thesis   

In this section, the motivations for the research in the thesis are shown, organized into four 

parts. Firstly, the motivations for the 100 Gb/s optical transmission aided by the electronic 

DSP is presented. So far, the research on optical OFDM has achieved up to 10 Tb/s 

transmission data rate over tens of thousands kilometers reaches [30]. However, most of the 
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reports are based on offline processing. Thus the real-time investigation is highly desired, 

which is discussed in the 1.2.2. In section 1.2.3, the aim of using advanced coding to improve 

the system performance is presented. In the last section 1.2.4, some advanced techniques for 

CO-OFDM will be presented, such as bit and power loading, and a special channel estimation 

algorithm.  

1.2.1 100 Gb/s coherent optical OFDM transmission 

Optical fiber communications has several advantages over the RF counterpart, such as 

low transmission loss and enormous bandwidths, etc. However, when the optical signal is 

transmitted or received in the electrical domain, the limitation of the RF bandwidth will 

dominate. For instance, a 107 Gb/s optical OFDM signal needs ~30-GHz optical bandwidth 

including the 7% FEC overhead. Using coherent detection, the minimum required electrical 

bandwidth is ~15 GHz [7]. However, by the year of 2008, the best commercial DACs/ADCs 

in silicon integrated circuit were only run at a bandwidth of 6 GHz [6]. Thus, to implement 

100 Gb/s OFDM transmission is challenging in a cost-effective manner. Therefore, the 

following questions need to be answered for 100 Gb/s CO-OFDM implementation and 

transmission: 

 Can 100 Gb/s signals be generated/received using the state-of-art electronic DSP?  

 What is the impact of multiband portioning on CO-OFDM generation and detection? 

1.2.2 Multi-gigabit/s real-time coherent optical OFDM transmission 

Real-time coherent optical single carrier demonstration was first proposed in 2006 

[31,32]. In the single-carrier scheme, the main digital signal processing is based on constant-

modulus algorithm (CMA) and finite impulse response (FIR) digital filters. Such filters can be 

easily implemented on ASICs. In contrast, OFDM is based on frame and symbol structure. 

Time-domain and frequency-domain conversion are essential for OFDM. Like FFT, some 

digital signal processing procedures require complex computation in ASIC design, such as 

complex number multiplication. Consequently, to implement real-time optical OFDM, the 

following three restricts must be carefully considered:  

 Optical OFDM transmitter and receiver setup 

Unlike single-carrier counterpart, OFDM requires DAC to generate OFDM time-domain 

signal like an arbitrary wave generation (AWG) at the transmitter part. Compared to offline 

processing, the real-time requires that signal be processed in multiple ‘channels’. Currently, 
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the digital signal processor only can run at a few hundreds of megahertz, while the fast 

DAC/ADC can be operated at a few Gigahertzes. Thus signal has to be parallel processed 

within multiple channels in the processor. The high speed signal has to be firstly multiplexed 

into high speed serial data in the transmitter, and lastly de-multiplexed for the digital signal 

processing in the receiver. Furthermore, precise alignment in the high speed interface is 

essential.  

 Efficient digital signal processing algorithms  

In OFDM scheme, there are several main signal processing procedures, such as window 

synchronization, (inverse) discrete Fourier transform, channel estimation, phase estimation, 

etc. To implement those procedures into one chip, the algorithms have to be efficient in 

resource consumption, and suitable for parallel channel processing.  

 Resource consumption  

In addition to the DSP algorithms that can be implemented, other important 

considerations for real-time optical OFDM are the hardware limitation, resource usage, and 

FPGA/ASIC capacity. For instance, the resolution of ADC has the influences on the system 

performance, and also affects the entire hardware resources. Some limited resources, such as 

number of multipliers, must be carefully considered. It is the main limitation for the real-time 

CO-OFDM implementation using FPGA.  

1.2.3 Advanced coding for CO-OFDM transmission without bandwidth 

extension 

One of the main advantages of coherent optical OFDM is the high spectral efficiency. In 2009, 

the transmission with QPSK modulation has achieved 1-Tb/s net rate with spectrum 

efficiency of 3.3 bit/s/Hz [19,20]. To further increase the transmission rate, two approaches 

are widely used: (i) to occupy wider optical bandwidth; (ii) to use higher order modulation, 

and increase the spectrum efficiency. As the fiber transmission bandwidth is constrained by 

the EDFA bandwidth, only a small fraction of the overall fiber bandwidth can be used (~70 

nm). Thus, approach (ii) is becoming more attractive. Nowadays researches have started to 

employ the whole C and L band in the fiber communication with up to 32-QAM constellation 

mapping [33,34]. Up to now, the optical spectrum efficiency has broken 10 bit/s/Hz with 128-

QAM in dual polarizations [35]. However, higher order modulation leads to sacrifice of the 

OSNR. In a nutshell, to improve the system performance with the same bandwidth has 
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become a promising technique.  

1.2.4 Some advanced techniques for CO-OFDM based on channel 

estimation 

In CO-OFDM, channel estimation is essential as it affects the transmission system 

performance. The information transmission can also be adapted according to the channel 

characteristics. Traditionally, time-domain channel estimation algorithm requires several 

training symbols to obtain the channel transfer function. This will introduce a small overhead 

over the entire net rate. Consequently, a channel estimation algorithm that can have the same 

performance while reducing the overhead from training symbols will be desirable for CO-

OFDM transmission. Moreover, when the channel information is feedback to the transmitter, 

the transmit signal can be modified to fit the channel transmission characteristics. The 

subcarriers with better performance can be loaded with higher modulation. By doing so, the 

net rate can be increased. Suitable power loading adjustment can help to further improve the 

transmission performance.  

1.3 Thesis outline 

The organization of this thesis is laid out as follows: 

Chapter 1: Introduction  

Overview of coherent optical OFDM development and introduction of the thesis is presented 

in this chapter. 

Chapter 2:  Basics of Optical OFDM 

Before discussing the designs and implementations, the basics of optical OFDM are firstly 

shown in this chapter. Several main aspects in optical OFDM are discussed, such as 

orthogonality, discrete Fourier transform, and cyclic prefix. Two flavors of optical OFDM are 

briefly discussed: direct-detection optical OFDM (DDO-OFDM) and Coherent optical OFDM 

(CO-OFDM).  

Chapter 3: 107 Gb/s CO-OFDM long haul transmission 



 
Chapter 1 
  Introduction 
 

 7

In this chapter, the implementation of 107 Gb/s CO-OFDM over 1000 km is fully discussed.  

Using orthogonal-band-multiplexing, the electrical bandwidth limitation can be overcome. 

The influence of multi-band detection for CO-OFDM will also be discussed.  

Chapter 4: Real-time CO-OFDM Implementation 

This chapter shows the implementation of real-time CO-OFDM based on FPGA. Several 

digital signal processing algorithms for real-time implementation are discussed. Moreover, 

some important implementation issues, such as resource restrictions will be shown in this 

chapter.  

Chapter 5: Advanced Coding for CO-OFDM Without Bandwidth Extending 

In this chapter, two schemes based on advanced coding for CO-OFDM are presented. The 

transmission performances are much improved for both back-to-back and long haul 

transmission cases while the signal bandwidth remains the same.  

Chapter 6: Some Advanced Techniques for CO-OFDM Based On Channel Estimation 

Two advanced techniques for CO-OFDM based on channel estimation are shown in this 

chapter. Firstly, a channel estimation based on frequency-domain averaging algorithm is 

discussed. Secondly, the bit and power loading algorithms for optical OFDM are proposed, 

which can increase the transmission net rate or improve the receiver sensitivity.  

Chapter 7: Conclusion 

This chapter summaries the described design and implementation for coherent optical OFDM 

in this thesis. All the demonstrations show that the coherent optical OFDM is being an 

attractive modulation format, which may be widely used for next generation networks.   . 

1.4 Contribution of the thesis 

The contributions of the thesis are listed as follows: 

Chapter 3 

 We propose a novel approach, namely orthogonal-band-multiplexed (OBM) OFDM, 

which can subdivide the entire OFDM spectrum into multiple orthogonal bands in order 

to avoid the electrical bandwidth bottleneck. 
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 We show the world-first experiment of 107 Gb/s coherent optical OFDM through optical 

realization of OBM-OFDM. A numerical simulation for both single channel and WDM 

transmission is conducted to verify the feasibility of the demonstrated OBM-OFDM 

experiment system.  

 Guard band influence of OBM-OFDM is discussed. It is observed that when the 

orthogonality between OFDM subcarriers or sub-bands is maintained, no penalties are 

observed for OBM-OFDM signals.     

Chapter 4 

 We experimentally demonstrate the world-first experiment of real-time demonstration 

with 3.6 Gb/s per single subband for optical OFDM. Additionally, using the concept of 

OBM-OFDM, net rate up to 54 Gb/s can be achieved. 

 We analyze various practical optical OFDM algorithms for real-time implementation. 

 Several practical considerations over real-time CO-OFDM are shown, such as bit-

resolution and hardware resource, etc. 

Chapter 5 

 We theoretically study the trellis coded modulation for CO-OFDM transmission, and 

experimentally demonstrate the CO-OFDM with trellis coded 32-QAM. The system 

sensitivity is much improved by expanding the constellation, while the transmission 

bandwidth remains the same.    

 We also demonstrate 428 Gb/s low-density-parity-check coded 16-QAM. Combined with 

rate ½ low-density parity-check (LDPC) coding, both high spectrum efficiency and 

improved sensitivity are achieved without the signal bandwidth extension.  

Chapter 6 

 We experimentally demonstrate the effectiveness of the CO-OFDM transmission based 

on frequency-domain averaging channel estimation algorithm. Compared to time-domain 

averaging, frequency-domain averaging channel estimation algorithm shows comparable 

performance with much reduced overhead.     
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 We show the experiment demonstration of CO-OFDM systems with bit and power 

loading. The net rate can be increased without modifying the channel bandwidth and 

launch power. The system performance is further improved through optimal power 

loading into each modulation band.  
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2     Basics of Optical OFDM 

Before discussing the main designs and implementations in the thesis, it is necessary to 

conduct some literature review and basics of coherent optical OFDM. In recent years, we 

have witnessed a dramatic increase of interest in orthogonal frequency-division multiplexing 

(OFDM) from optical communication community. The number of publications on optical 

OFDM has grown dramatically since it was proposed as an attractive modulation format for 

long-haul transmission either in coherent detection [7] or direct-detection [36,37 ]. Over the 

last few years, net transmission data rates grew at a factor of 10 per year at the experimental 

level. To date, experimental demonstration of up to 10 Tb/s transmission in a single channel 

[30] has been accomplished whereas demonstration of real-time optical OFDM with digital 

signal processing has surpassed 40 Gb/s [28]. These progresses may eventually lead to the 

realization of commercial transmission products based on optical OFDM in the future, with 

the potential benefits of high spectral efficiency and flexible network design.  

2.1 Historical perspective of OFDM 

OFDM plays a significant role in the modem telecommunications for both wireless and wired 

communications. The history of frequency division multiplexing (FDM) began in 1870s when 

the telegraph was used to carry information through multiple channels [38]. The fundamental 

principle of orthogonal frequency division multiplexing was proposed by Chang [39] as a way 

to overlap multiple channel spectra within a limited bandwidth without interference, 

considering the effects of both filter and channel characteristic. Since then, many researchers 

have investigated and refined the technique over the years and it has been successfully 

adopted in many standards. Table 1 shows some of the key milestones of the OFDM 

technique in RF domain.  

Table 1.  Historical development of RF-domain OFDM. 

1966 R. Chang, foundation work on OFDM [39] 

1971 S. B. Weinstein and P. M. Ebert, DFT implementation of OFDM [40] 

1980 R. Peled and A. Ruiz, Introduction of cyclic prefix [41] 

1985 L. Cimini, OFDM for mobile communications [42] 

1995 DSL formally adopted Discrete Multi-tone (DMT), a variation of OFDM.   

1995 (1997) ETSI Digital Audio (Video) Broadcasting Standard, DAB(DVB) 
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1999 (2002) Wireless LAN standard, 802.11 a (g), Wi-Fi 

2004 Wireless MAN  standard, 802.16, WiMax 

2009 Long Time Evolution (LTE), 4 G Mobile standard 

Although OFDM has been studied in RF domain for over four decades, the research of 

OFDM in optical communication began only in the late 1990s [11]. The fundamental 

advantages of OFDM in an optical channel were first disclosed in [43]. In the late 2000s, 

long-haul transmission by optical OFDM has been investigated by a few groups. Two major 

research directions appeared, direct-detection optical OFDM (DDO-OFDM) [44,45] looking 

into a simple realization based on low-cost optical components and coherent optical OFDM 

(CO-OFDM) [7] aiming to achieve high spectral efficiency and receiver sensitivity. Since 

then, the interest in optical OFDM increases dramatically. In 2007, the world’s first coherent 

optical OFDM experiment with line rate of 8 Gb/s was reported [46]. In the last few years, the 

transmission capacity continued to grow about 10 times per year. In 2009, up to 1 Tb/s optical 

OFDM was successfully experimentally demonstrated [19,20,21]. Table 2 shows the 

development of optical OFDM in the last two decades.   

Table 2 Progress of optical OFDM 

1996 Pan and Green, OFDM for CATV [11] 

2001 You and Kahn, OFDM in direct modulation (DD) systems [47] 

Dixon et al., OFDM over multimode fiber [43] 

2005 Jolley et al., experiment of 10 Gb/s optical OFDM over multimode fiber 

(MMF) [48] 

Lowery and Armstrong, power efficient  optical OFDM in DD systems [49]

2006 Lowery and Armstrong [44], and  Djordjevic and Vasic [45], long-haul 

direct-detection optical OFDM (DDO-OFDM) 

Shieh and Athaudage, long-haul coherent optical OFDM (CO-OFDM) [46] 

2007 Shieh et al.[46], 8 Gb/s CO-OFDM transmission over 1000 km 

2008 Yang et al., [16], Jansen et al.,  [17], Yamada et al., [18], >100 Gb/s per 

single channel CO-OFDM transmission over 1000 km  

2009 Ma et al., [19], Dischler et al., [20], Chandrasekhar et al [21] , >1Tb/s CO-

OFDM long-haul transmission  
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Besides offline digital signal processing, from 2009 onwards, a few research groups 

started to investigate real-time optical OFDM transmission. The first real-time optical OFDM 

demonstration took place in 2009 [26], three years later than real-time single-carrier coherent 

optical reception [24,25].  The pace of real-time OFDM development is fast, with the net rate 

crossing 10 Gb/s and 40Gb/s within one year [28,29]. Moreover, by using orthogonal-band-

multiplexing (OBM), which is a key advantage for OFDM, up to 54 Gb/s [26] and 110 Gb/s 

[50] over 600 km standard signal mode fiber (SSMF) was successfully demonstrated. Most 

recently, 41.25 Gb/s per single-band was reported in [28]. As evidenced by the 

commercialization of single-carrier coherent optical receivers, it is foreseeable that real-time 

optical OFDM transmission with much higher net rate will materialize in the near future 

based on state-of-the-art ASIC design.   

2.2 OFDM fundamentals 

Before moving onto the description of optical OFDM transmission, this section will review 

the basics of OFDM itself, including some fundamental concepts and mathematic expressions. 

It is well known that OFDM is a special class of multi-carrier modulation (MCM), a generic 

implementation of which is depicted in Figure 2. The structure of a complex multiplier (I/Q 

modulator/demodulator), which is commonly used in MCM systems, is also shown in the 

Figure 2. The key concept of OFDM is the orthogonality of the individual subcarriers. 
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Figure 2. Conceptual diagram for a multi-carrier modulation (MCM) system, such as OFDM.   

2.2.1 Orthogonality between OFDM subcarriers and subbands 

The MCM transmitted signal ( )s t  is represented as  
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where cki is the ith information symbol at the kth subcarrier, ks  is the waveform for the kth 

subcarrier, Nsc is the number of subcarriers, fk is the frequency of the subcarrier, and Ts is the 

symbol period,  t is the pulse shaping function. The optimum detector for each subcarrier 

could use a filter that matches the subcarrier waveform, or a correlator matched to the 

subcarrier as shown in Figure 2.  Therefore, the detected information symbol ikc  at the output 

of the correlator is given by  
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where  r t  is the received time-domain signal. The classical MCM uses non-overlapped 

band-limited signals, and can be implemented with a bank of large number of oscillators and 

filters at both transmit and receive end [51,52]. The major disadvantage of MCM is that it 

requires excessive bandwidth. This is because in order to design the filters and oscillators 

cost-effectively, the channel spacing has to be multiple of the symbol rate, greatly reducing 

the spectral efficiency. A novel approach called orthogonal frequency-division multiplexing 

(OFDM) was investigated by employing overlapped yet orthogonal signal set [53]. This 

orthogonality originates from straightforward correlation between any two subcarriers, given 

by 
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It can be seen that if the following condition 
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is satisfied, then the two subcarriers are orthogonal to each other. This signifies that these 

orthogonal subcarrier sets, with their frequencies spaced at multiple of inverse of the symbol 

rate can be recovered with the matched filters in (5) without inter-carrier interference (ICI), in 

spite of strong signal spectral overlapping.  

 This shows that the orthogonality condition holds for any pair of subcarriers within in an 

OFDM signal. Moreover, the concept of this orthogonality can be extended to combine 

multiple OFDM bands into a signal with much larger spectral width. Such approach was first 

introduced by [16] to flexibly multiply the capacity of a single wavelength. This method of 

sub-dividing OFDM spectrum into multiple orthogonal bands is so called ‘orthogonal-band-

multiplexed OFDM’ (OBM-OFDM), which will be fully discussed in chapter 3. 
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2.2.2 Discrete Fourier transform (DFT) implementation of OFDM 

We change the expression of (1) as: 

 

1

0

( ) exp( 2 ), 0
N

i i
i

i
s t A j t t T

T
 





   
                       (7) 

which is the complex form of the OFDM baseband signal.  

If we sample the complex signal with a sample rate of 1/T, and add a normalizing factor 

1/N, then  
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This is exactly the expression of inverse discrete Fourier transform (IDFT). It means that 

the OFDM baseband signal can be implemented by IDFT. The pre-coded signals are in the 

frequency domain, and output of the IDFT is in the time domain. In contrast, at the receiver 

side, the data is recovered by discrete Fourier transform (DFT), which is given by: 
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There are two fundamental advantages of DFT/IDFT implementation of OFDM. First, 

because they can be very efficiently implemented by (inverse) fast Fourier transform (I)FFT, 

algorithm, the number of complex multiplications for (I)DFT/IDFT is reduced from 
2N to 

 2( / 2) logN N , almost linearly with the number of subcarrier, N [54]. Second, a large 

number of orthogonal subcarriers can be generated and demodulated without resorting to very 

complex RF oscillators and filters. This leads to a relatively simple architecture for OFDM 

implementation when large number of subcarriers is required. 

2.2.3 Cyclic prefix for OFDM 

In addition to modulation and demodulation of many orthogonal subcarriers via (I)FFT, one 

has to mitigate dispersive channel effects such as chromatic and polarization mode 

dispersions for good performance. In this respect, one of the enabling techniques for OFDM is 

the insertion of cyclic prefix [55,56]. Let us first consider two consecutive OFDM symbols 

that undergo a dispersive channel with a delay spread of td.  For simplicity, each OFDM 
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symbol includes only two subcarriers with the fast delay and slow delay spread at td, 

represented by ‘fast subcarrier’ and ‘slow subcarrier’, respectively. Figure 3 (a) shows that 

inside each OFDM symbol, the two subcarriers, and ‘fast subcarrier’ and ‘slow subcarrier’ are 

aligned upon the transmission. Figure 3 (b) shows the same OFDM signals upon the reception 

where the ‘slow subcarrier’ is delayed by td against the ‘fast subcarrier’. We select a DFT 

window containing a complete OFDM symbol for the ‘fast subcarrier’. It is apparent that due 

to the channel dispersion, the ‘slow subcarrier’ has crossed the symbol boundary leading to 

the interference between neighboring OFDM symbols, formally, the so-called inter-symbol-

interference (ISI). Furthermore, because the OFDM waveform in the DFT window for ‘slow 

subcarrier’ is incomplete, the critical orthogonality condition for the subcarriers is lost, 

resulting in an inter-carrier-interference (ICI) penalty.   
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Figure 3. OFDM signals (a) without cyclic prefix at the transmitter, (b) without cyclic prefix at the receiver, (c) 
with cyclic prefix at the transmitter, and (d) with cyclic prefix at the receiver. 

 Cyclic prefix was proposed to resolve the channel dispersion induced ISI and ICI [57]. 

Figure 3 (c) shows insertion of a cyclic prefix by cyclic extension of the OFDM waveform 

into the guard interval G . As shown in Figure 3 (c), the waveform in the guard interval is 

essentially an identical copy of that in the DFT window, with time-shifted by ‘ts’ forward. 

Figure 3 (d) shows the OFDM signal with the guard interval upon reception.  Let us assume 

that the signal has traversed the same dispersive channel, and the same DFT window is 

selected containing a complete OFDM symbol for the ‘fast subcarrier’ waveform. It can be 

seen from  Figure 3 (d), a complete OFDM symbol for ‘slow subcarrier’ is also maintained in 

the DFT window, because a proportion of the cyclic prefix has moved into the DFT window 

to replace the identical part that has shifted out. As such, the OFDM symbol for ‘slow 

subcarrier’ is an ‘almost’ identical copy of the transmitted waveform with an additional phase 

shift. This phase shift is dealt with through channel estimation and will be subsequently 

removed for symbol decision. The important condition for ISI-free OFDM transmission is 

given by:  
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 d Gt                                                                                                   (10) 

It can be seen that after insertion of the guard interval greater than the delay spread, two 

critical procedures must be carried out to recover the OFDM information symbol properly,  

namely, (i) selection of an appropriate DFT window, called DFT window synchronization, 

and (ii) estimation of the phase shift for each subcarrier, called channel estimation or 

subcarrier recovery. Both signal processing procedures are actively-pursued research topics, 

and the research on these topics can be found in both books and journal papers [57,58]. 

Ts, OFDM Symbol Period

ts, Observation Period 

Identical Copy

ΔG, Guard Interval 

 
Figure 4. Time-domain OFDM signal for one complete OFDM symbol. 

The corresponding time-domain OFDM symbol is illustrated in Figure 4, which shows 

one complete OFDM symbol comprised of observation period and cyclic prefix. The 

waveform within the observation period will be used to recover the frequency-domain 

information symbols.  

2.3 Flavors of optical OFDM 

One of the major strengths of OFDM modulation format is its rich variation and ease of 

adaption to a wide range of applications. In wireless systems, OFDM has been incorporated in 

wireless LAN (IEEE 802. 11a/g, or better known as WiFi), wireless WAN (IEEE 802.16e, or 

better known as WiMax), and digital radio/video systems (DAB/DVB) adopted in most parts 

of the world. In RF cable systems, OFDM has been incorporated in Asymmetric Digital 

Subscriber Line (ADSL) and very-high-rate digital subscriber line (VDSL) broadband access 

via telephone copper wiring or power line. This rich variation has something to do with the 

intrinsic advantages of OFDM modulation including dispersion robustness, ease of dynamic 
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channel estimation and mitigation, high spectral efficiency and capability of dynamic bit and 

power loading. Recent progress in optical OFDM is of no exception. We have witnessed 

many novel proposals and demonstrations of optical OFDM systems from different areas of 

the applications that aim to benefit from the afore-mentioned OFDM advantages. Despite the 

fact that OFDM has been extensively studied in the RF domain, it is rather surprising that the 

first report on optical OFDM in the open literature only appeared in 1998 by Pan et al. [11] 

where they presented in-depth performance analysis of hybrid AM/OFDM subcarrier-

multiplexed (SCM) fiber-optic systems. The lack of interest in optical OFDM in the past is 

largely due to the fact the silicon signal processing power had not reached the point where 

sophisticated OFDM signal processing can be performed in a CMOS integrated circuit.  

Optical OFDM is mainly classified into two main categories: coherent detection and 

direct detection according to their underlying techniques and applications. While direct 

detection has been the mainstay for optical communications over the last two decades, the 

recent progress in forward-looking research has unmistakably pointed to the trend that the 

future of optical communications is the coherent detection.  

Direct-detection optical OFDM (DDO-OFDM) has much more variants than the 

coherent counter part. This mainly stems from the broader range of applications for direct-

detection optical OFDM due to its lower cost. For instance, the first report of the DDO-

OFDM [11] takes advantage of that the OFDM signal is more immune to the impulse clipping 

noise in the (Cable TV) CATV network. Other example is the single-side-band (SSB)-OFDM 

which has been recently proposed by Lowery et al. and Djordjevic et al. for long-haul 

transmission [36, 37]. Tang et. al. have proposed an adaptively modulated optical OFDM 

(AMOOFDM) that uses bit and power loading showing promising results for both multimode 

fiber and short-reach SMF fiber link [59, 60]. The common feature for DDO-OFDM is of 

course using the direct-detection at the receiver, but we classify the DDO-OFDM into two 

categories according to how optical OFDM signal is being generated: (i) linearly-mapped 

DDO-OFDM (LM-DDO-OFDM) where \the optical OFDM spectrum is a replica of baseband 

OFDM, and (ii) nonlinearly-mapped DDO-OFDM (NLM-DDO-OFDM) where the optical 

OFDM spectrum does not display a replica of baseband OFDM [61].   

Coherent optical OFDM (CO-OFDM) represents the ultimate performance in receiver 

sensitivity, spectral efficiency and robustness against polarization dispersion, but yet requires 

the highest complexity in transceiver design. In the open literature, CO-OFDM was first 
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proposed by Shieh and Authaudage [12], and the concept of the coherent optical MIMO-

OFDM was formalized by Shieh et al. in [62]. The early CO-OFDM experiments were carried 

out by Shieh et al. for a 1000 km SSMF transmission at 8 Gb/s [46], and   by Jansen et al. for 

4160 km SSMF transmission at 20 Gb/s [63]. Another interesting and important development 

is the proposal and demonstration of the no-guard interval CO-OFDM by Yamada et. al. in 

[64] where optical OFDM is constructed using optical subcarriers without a need for the 

cyclic prefix. Nevertheless, the fundamental principle of CO-OFDM remains the same, which 

is to achieve high spectral efficiency by overlapping subcarrier spectrum yet avoid the 

interference by using coherent detection and signal set orthogonality. This thesis focuses on 

coherent optical OFDM.  

2.4 Conclusion  

In this chapter, we first reviewed the historical perspective of OFDM. It starts with literature 

overview of OFDM in wireless research area. The development of OFDM in optical research 

area is then listed. Moreover, we reviewed the real-time optical OFDM demonstrations in the 

recent a few years. In the section 2.2, the fundamentals of OFDM are given. There are three 

key points in the OFDM structure: (a) orthogonality, (b) discrete Fourier transforms, and (c) 

usage of cyclic prefix. These three points are fully discussed using mathematic models and 

expressions. Two flavors of optical OFDM are listed in the following section, direction 

detection optical OFDM and coherent optical OFDM. Due to benefits of coherent detection, 

in the thesis, coherent optical OFDM is mainly discussed.  
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3     107 Gb/s CO-OFDM Long Haul 

Transmission 

3.1 Overview  

Orthogonal frequency-division multiplexing has been extensively studied to combat RF 

microwave multipath fading and has emerged as the leading modulation technology for the 

wireless and wire-line systems in RF domain. An optical equivalent of RF OFDM called 

coherent optical OFDM has been proposed [12] and has become a promising technique for 

high spectral efficiency and dispersion resilient transmission [63, 65 ]. As the IP traffic 

continues to grow at a rapid pace, the 100 Gb/s Ethernet is being the transport standard for IP 

networks [4]. As the data rate approaches 100 Gb/s and beyond, the electrical bandwidth 

required for CO-OFDM would be at least 15 GHz [7] and is not cost-effective to implement 

even with the best commercial DAC and ADC in silicon integrated circuit[6]. To overcome 

this electrical bandwidth bottleneck, we propose and demonstrate the concept of OBM-

OFDM to divide the entire OFDM spectrum into multiple orthogonal bands. Due to the inter-

band orthogonality, the multiple OFDM bands with zero or small guard bands can be 

multiplexed and de-multiplexed without inter-band interference. With this scheme, 

transmission of 107 Gb/s CO-OFDM signal over 1000 km (10×100 km) SSMF has been 

realized using only erbium-doped fiber amplifier (EDFA) and without a need for optical 

dispersion compensation. Although several transmission experiments at 100 Gb/s and above 

have been demonstrated at longer distance relying on dispersion compensation module and 

Raman Amplification (RA) in each span [66,67],  our work has achieved the 1000 km 

transmission without optical dispersion compensation and without RA beyond 100 Gb/s.  The 

107 Gb/s OBM-OFDM can be also considered as 5×21.4 Gb/s WDM channels without 

frequency guard band, occupying 32 GHz optical bandwidth, implying a high spectral 

efficiency of 3.3 bit/s/Hz using only 4-QAM encoding.  

By multiplexing and demulitpelxing multiple OFDM bands, OBM-OFDM has the 

following advantages: (i) high spectral efficiency can be achieved by allowing for zero or 

small guard band, (ii) OBM-OFDM offers the flexibility of demodulating two OFDM sub-

bands simultaneously with just one FFT whereas three (I)FFTs would be otherwise needed for 

the same purpose, (iii) OBM-OFDM can be readily partitioned with electrical anti-alias filters, 
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and subsequently processed with lower-speed DAC/ADCs , and (iv) the required cyclic prefix 

length is shortened due to the sub-banding of the overall spectrum.  

In this chapter, we show implementation of 107 Gb/s OBM-OFDM transmission 

experiment, and substantiate the experiment with numerical simulation. This chapter is 

organized as follows. In Section 3.2, the principle of OBM-OFDM is presented where a 

complete OFDM spectrum is partitioned into multiple orthogonal bands.  In Section 3.3, two 

implementations of OBM-OFDM in RF domain and optical domain are illustrated. The RF 

implementation can be realized in a mixed-signal CMOS ASIC design. A detailed description 

of OBM-OFDM experimental setup is described in Section 3.4. In Section 3.5, we discuss the 

experimental results with a focus on the OSNR sensitivity and nonlinearity performance. In 

Section 3.6, the influence of frequency guard band is investigated by varying the amount of 

the guard band up to 10 times of the subcarrier spacing. Insignificant penalty is observed 

when the guard band equals to multiple times of the subcarrier spacing, namely, when the 

condition of the orthogonality is satisfied. To corroborate the experimental results, numerical 

simulation is conducted to investigate 107 Gb/s CO-OFDM transmission in both single-

channel and WDM systems in Section 3.7. Finally, in Section 3.8 we draw the conclusions. 

3.2 Principle of orthogonal-band-multiplexed OFDM 
The basic principle of OBM-OFDM is to partition the OFDM into multiple sub-bands, while 

maintaining their orthogonal property. As shown in Figure 5, the entire OFDM spectrum 

comprises N OFDM bands, each with the subcarrier spacing of f , and band frequency guard 

spacing of Gf . The subcarrier spacing f  is identical for each band due to using the same 

sampling clock within one circuit. From the equation (6), the orthogonal condition between 

the different bands is given by  

fmfG                                                          (11) 

Namely, the guard band is multiple (m times) of subcarrier spacing. In doing so, the 

orthogonality condition is satisfied for any two subcarriers inside the complete OFDM 

spectrum. For instance, the subcarrier if  in band 1 is orthogonal to another subcarrier jf
 in 

different OFDM band (band 2). Especially, when m equals to 1 in (11) the OFDM bands can 

be multiplexed/de-multiplexed even without guard band, despite the fact that they originate 

from different bands. We call this method of sub-dividing OFDM spectrum into multiple 

orthogonal bands as ‘orthogonal-band-multiplexed OFDM’ (OBM-OFDM). An identical 
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bandwidth-scalable and spectral-efficient multiplexing scheme for CO-OFDM has been first 

proposed in [68] where it is called cross-channel OFDM (XC-OFDM).  We adopt the term of 

OBM-OFDM to stress the bandwidth reduction through sub-banding the OFDM spectrum. 

Using such a scheme, each OFDM sub-band can be de-multiplexed using an anti-alias 

filter slightly wider than the signal band. To detect OBM-OFDM, two approaches can be used. 

First, the receiver laser is tuned to the center of each band. Each band is detected separately 

by using an ‘anti-alias filter I’ that low-passes only one-band RF signal. Second, the local 

laser is tuned to the center of the guard band. Two bands are detected by using an ‘anti-alias 

filter II’ that low-passes two-band RF signal simultaneously. In either case, the inter-band 

interference can be avoided because of the orthogonality between the neighboring bands, 

despite the leakage of the subcarriers from neighboring bands. 

 

Band 1

Gf

FrequencyBand 2 Band N

Complete OFDM Spectrum

f

if jf

…
Anti-alias Filter I

Anti-alias Filter II

 
Figure 5.  Conceptual diagram of OBM-OFDM. Anti-alias filters I and II correspond to two detection 
approaches illustrated in Section II. 

3.3 Implementation of OBM-OFDM 
OBM-OFDM can be implemented either in electrical or optical domain. As mentioned earlier, 

OBM-OFDM is particularly suitable to realize with mixed-signal ICs to resolve ADC/DAC 

bandwidth bottleneck, while the optical realization of OBM-OFDM serves as an alternative to 

the other spectrally efficient multiplexing schemes including coherent WDM [69], all-optical 

OFDM [70] and electro-optically subcarrier-multiplexed OFDM [71]. 
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3.3.1 Electrical implementation of OBM-OFDM 
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Figure 6. Schematic of OBM-OFDM implementation in mixed-signal circuits for (a) the transmitter, (b) the 
receiver, and (c) the I/Q modulator/demodulator.  Both the output from the transmitter in (a) and the input to the 
receiver in (b) are complex signals with real and imaginary components. 

Figure 6 shows the conceptual diagrams for implementing the OBM-OFDM using 

mixed-signal circuits. In Figure 6 (a), each OFDM baseband transmitter is implemented using 

digital IC design. The subsequent up-conversion, band-filtering and RF amplification can be 

implemented in RF IC design. The output of the OFDM baseband transmitter will be filtered 

through an anti-alias filter and up-convert to appropriate RF band with the center frequency 

from 1f  to Nf  using an I/Q modulator or a complex multiplexer, the structure of which is 

shown in Figure 6 (c). The range of 1f  to Nf is centered around zero, given by 

],[       LLlflf bl                                                                                (12) 

where lf  is the center frequency of the lth OFDM band, bf  is the band spacing, L  is the 

maximum band number. The output of each I/Q modulator is a complex value that has real 

and imaginary parts as shown in Figure 6 (c). These complex signals are further summed up at 

the output, namely, real and imaginary parts are added up in separate parallel paths. The 

combined complex OFDM signal will be used to drive an optical I/Q modulator to be up-

converted to optical domain [68,72]. At the receive end as shown in Figure 6 (b), the 



 
Chapter 3 

107 Gb/s CO-OFDM long haul transmission 

 29

incoming signal is split into multiple sub bands and down-converted to baseband using I/Q 

demodulators. Anti-alias filters should be used to remove unwanted high frequency 

components at the output of the demodulators. In such a way, the DAC/ADC only needs to 

operate at the bandwidth of each OFDM band, which is approximately scaled down by a 

factor equal to the number of sub bands from the original complete OFDM spectrum. For 

instance, the bandwidth of 107 Gb/s data rate with QPSK modulation and polarization 

multiplexing is around 35GHz. If the number of sub bands is five, each OFDM band will only 

need to cover about 7 GHz optical bandwidth. The electrical bandwidth required is 3.5 GHz, 

or half of the OFDM band spectrum if direct conversion is used at transmit and receive ends. 

The DAC/ADC with bandwidth of 3.5 GHz can be implemented in today’s technology [6] 

and using a wider bandwidth for each OFDM band will reduce the number of the OFDM 

bands further down to two or three.  

3.3.2 Optical implementation of OBM-OFDM 

The OBM-OFDM could be realized using either subcarrier multiplexing [73] or wavelength 

multiplexing to patch multiple orthogonal bands into a complete OFDM spectrum (Figure 5). 

The OBM-OFDM can be also optically implemented by transmitting OFDM data through 

many WDM channels and locking all the lasers to the common optical standard such as an 

optical comb [74]. In doing so, the orthogonality condition is satisfied for all subcarriers 

across the entire WDM channels. This form of OFDM transmission is called XC-OFDM[68]. 

An optical filter with bandwidth slightly larger than the channel bandwidth can be used to 

select the desired channel. Consequently, no frequency guard band is necessary between 

neighboring WDM channels.    

3.4 Experimental setup and description 
Although the electronic OBM-OFDM is more cost-effective solution, the related research 

work will involve expensive high-speed mixed signal design, foundry run, and chip testing. 

We choose optical multiplexing to obtain OBM-OFDM for proof-of-concept demonstration at 

107 Gb/s. Figure 7 shows the experimental setup for 107 Gb/s CO-OFDM transmission.  
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Figure 7.  Experimental setup for 107 Gb/s OBM-OFDM systems. 

3.4.1 CO-OFDM transmitter 
The 107 Gb/s OBM-OFDM signal is generated by multiplexing 5 OFDM (sub) bands. In each 

band, 21.4 Gb/s OFDM signals are transmitted in both polarizations. The multi-frequency 

optical source spaced at 6406.25MHz is generated by cascading two intensity modulators 

(IM). When a single frequency RF signal with certain power is fed into the intensity 

modulator, it can be used to generate three tones, in which the middle tones are un-suppressed 

carrier, while the two-side optical tones are generated due to double sideband modulation. So 

if such tones are fed into the next intensity modulator or phase modulator, more tones will 

expanded. By properly tuning the bias voltage, five tones with even power can be produced. 

The guard band equals to just one subcarrier spacing (m=1 in (11) ). Figure 8 shows the 

multiple tones generated by this cascaded architecture using two IMs which is different than 

previous setup using one IM and one phase modulator (PM) [7,75]. The new setup enables 
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better flatness across the five bands, and less leakage spectrum out of the intended five bands. 

Only the middle five tones with large and even power are used for performance evaluation. 

The transmitted signal is generated off-line by MATLAB program with a length of 215-1 

PRBS and mapped to 4-QAM constellation. The digital time domain signal is formed after 

IFFT operation. The total number of OFDM subcarriers is 128, and guard interval is 1/8 of the 

observation window. The middle 82 subcarriers out of 128 are filled, from which 4 pilot 

subcarriers are used for phase estimation. The I and Q components of the time domain signal 

is uploaded onto Tektronix Arbitrary Waveform Generator (AWG), which provides the 

analog signals at 10 GS/s  for both I and Q parts. Figure 9 (a) shows the electrical spectrum of 

the I/Q channel at the output of AWG. It can be seen that the aliasing components of OFDM 

signal are present above 6 GHz. When combining multiple OFDM sub-bands, such aliasing 

frequency components will degrade the signals in the adjacent bands. A 3-GHz low-pass 

electrical filter is used to eliminate the aliasing OFDM components. Figure 9 (b) shows the 

electrical spectrum after low-pass filtering, where the aliasing spectrum components are 

removed.  

 

Figure 8.  Multiple tones generated by two cascaded intensity modulators. 
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Figure 9.  The electrical spectrum for (a) directly at the output of the AWG, and (b) after 3 GHz anti-aliasing 
filters. 

The AWG is phase locked to the synthesizer through 10 MHz reference. The optical I/Q 

modulator comprising two MZMs with 900 phase shift is used to directly impress the 

baseband OFDM signal onto five optical tones. The modulator is biased at null point to 

completely suppress the optical carrier and perform linear RF-to-optical up-conversion [72].  

The optical output of the I/Q modulator consists of five-band OBM-OFDM signals. Each 

band is filled with the same data at 10.7 Gb/s data rate and is consequently called ‘uniform 

filling’ in this section.  To improve the spectrum efficiency, 2x2 MIMO-OFDM is employed, 

that is, two OFDM transmitters are needed to send two independent data into each 

polarization, which are then detected by two OFDM receivers one for each polarization.  

A cost-effective method is adopted to emulate the two transmitters as shown below: The 

single-polarization optical OFDM signal at the output of the I/Q modulator is first evenly 
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spitted into two polarization branches with a polarization-beam splitter (PBS), with one 

branch delayed by one OFDM symbol period, i.e., 14.4 ns in this experiment, which equals to 

one OFDM symbol length. The two polarization branches are subsequently combined, 

emulating two independent transmitters, one on each polarization, resulting in a composite 

data rate of 21.4 Gb/s. The two polarization components are completely independent due to 

the delay of 14.4 ns for each OFDM symbol.  

3.4.2 Fiber link 
A multi-span fiber link is emulated with a recirculation loop, which consists of 100 km SSMF 

fiber and an EDFA to compensate the link loss. Neither optical dispersion compensation nor 

Raman amplification is used for the transmission.   

3.4.3 CO-OFDM receiver 
The signal is coupled out of the loop and received with a polarization diversity coherent 

receiver [76,77] comprising a polarization beam splitter, a local laser, two hybrids and four 

balanced receivers. The complete OFDM spectrum, comprised of 5 sub-bands, is shown in 

Figure 10 (a). The entire bandwidth for 107 Gb/s OFDM signal is only 32 GHz, about 5 GHz 

tighter than that shown in experiment [7].  This is because (i) the guard band is reduced from 

8 to 1 times of the subcarrier spacing, and (ii) the number of the pilot subcarriers is reduced 

from 8 to 4.  
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Figure 10. (a) RF Spectrum for the 107 Gb/s signal using a polarization diversity coherent receiver. The band 
numbers are depicted next to the corresponding bands. (b) The RF spectrum at the receiver after the 3.8 GHz 
anti-alias filter. 

The local laser is tuned to the center of each band, and the RF signals from the four 

balanced detectors is firstly passed through the anti-aliasing low-pass filters with a bandwidth 

of 3.8 GHz, such that only a small portion of the frequency components from other bands is 

passed through, which can be easily removed during OFDM signal processing. The 

performance of each band is measured independently. The detected RF signals are then 

sampled with a Tektronix Time Domain-sampling Scope (TDS) at 20 GS/s. The sampled data 

is processed with a MATLAB program to perform 2x2 MIMO-OFDM processing. The 

receiver signal processing [76,77] involves (1) FFT window synchronization using Schmidl 

format to identify the start of the OFDM symbol, (2) software estimation and compensation of 

the frequency offset, (3) channel estimation in terms of Jones Matrix H, (4) phase estimation 

for each OFDM symbol, and (5) constellation construction for each carrier and BER 

computation.  

The channel matrix H is estimated by sending 30 OFDM symbols using alternative 

polarization launch. The total number of OFDM symbol evaluated is 500 symbols. 

Mathematically, the transmitter information symbol of the two polarizations in the forms of 

Jones vector are given by 

 

1

2

c
c

c

 
  
                                                                                                 (13) 

where 1c and  2c are transmitted OFDM information symbols for two polarizations,  Assume 

the fiber transmission Jones Matrix H is 
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11 12

21 22

h h
H

h h

 
  
                                                                                     (14) 

Ignoring the additive noise, the two received OFDM symbol is thus given by 

1

2

c
c H c

c

 
                                                                                      (15) 

Or equivalently  

1 1 1 1 1 2 2

2 2 1 1 2 2 2

c h c h c

c h c h c

  
                                              (16) 

From (16), the transmitted information symbols can be recovered from the received 

signals by inverting H: 

1

1 11 12

2 21 22

,
c h h

c H H
c h h

                                (17) 

The training symbols are generated by filling the odd symbols with known random data, 

while nulling the even symbols. After the polarization multiplexing emulator, the training 

symbols form a pattern of alternative polarization launch for two consecutive OFDM symbols. 

Using odd training symbols, the associated channel estimation can be expressed as 

1 11 12 11 1 11

2 21 22 21 2 1

' ' /

' ' /0

c h h h c cc

c h h h c c

      
                           (18) 

and using  even training symbols as  

12 1 2

22 2 2

' /

' /

h c c

h c c


                                   (19) 

It can be seen from (18) and (19), by using alternative polarization training symbol, the 

full channel estimation of H can be obtained. Then using the inverse of this matrix in (17) and 

the received information symbols, the transmitted symbols in the two polarizations can be 

estimated. The estimated transmitted symbols will be mapped to the closest constellation 

points to recover the transmitted digital bits.  
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3.5 Measurement and discussion 
Figure 10 (a) shows the RF spectrum after 1000 km transmission measured with the 

polarization diversity coherent receiver shown. No frequency guard band (m=1) is used in our 

transmission measurement. It can be seen that five OFDM bands each with 6.4 GHz 

bandwidth are closely patched together and the entire OFDM spectrum occupied is about 32 

GHz. The out-band components are due to the multi-frequency source generation not tightly 

bounded at 5 tones. This artifact will not exist in the real application using either subcarrier 

multiplexing or optical multiplexing OBM-OFDM. Figure 10 (b) shows the detected electrical 

spectrum after using a 3.8 GHz electrical anti-alias filter for one-band detection. The anti-alias 

filter is critical for OBM-OFDM implementation. As is shown in Figure 10 (a), without 

electrical anti-alias filter, the electrical spectrum will be as broad as 16 GHz, indicating that at 

least 32 GS/s ADC has to be used. However, the filtered spectrum in Figure 10 (b) can be 

easily sampled with 20 GS/s, or even at a lower speed of 10 Gb/s. Additionally, despite the 

fact that there are some spurious components from neighboring band that is leaked at the edge 

of the 3.8 GHz filter, since they are orthogonal subcarriers to the interested OFDM subcarriers 

at the center, they do not contribute to the interference degradation. Compared with our 

previous work [7], the spectrum of 107 Gb/s CO-OFDM is reduced from 37 GHz to 32 GHz 

by using zero guard band and less pilot subcarriers in this experiment.  

Table 3 (a) and 1(b) show the performance of five bands at both back-to-back and 1000 

km transmission. It can be seen that both polarizations in each band can be recovered 

successfully, and this is done without a need for a polarization controller at receive. The 

difference of BER in each entry is attributed to the tone power imbalance and instability as 

well as the receiver imbalance for two polarizations.  The nonlinearity tolerance of OBM-

OFDM transmission is firstly measured by varying the launch power into the optical links. 

Table 3. (a) BER distribution at back-to-back at an OSNR of 17.0 dB 

Band 1 2 3 4 5
BER (x polarization） 4×10-4 2.5×10-4 4.63×10-4 3.63×10-4 2×10-4

BER (y polarization） 4×10-4 2.38×10-4 3.88×10-4 3.00×10-4 3×10-4

 

(b) BER distribution after 1000 km transmission at an OSNR of 18.9 dB 
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Band 1 2 3 4 5
BER (x polarization） 1.38×10-4 1.0×10-4 1.38×10-4 1.5×10-4 7.5×10-5

BER (y polarization） 1.63×10-4 1.3×10-4 3.13×10-4 2.5×10-4 1.2×10-4

 

Figure 11 shows the measured Q as a function of launch power at 1000 km. It can be 

seen that the optimal power for 107 Gb/s OBM-OFDM is around -1 dBm.  
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Figure 11.  The system performance as a function of the launch power at the reach of 1000 km.  

Figure 12 shows the BER sensitivity performance for the entire 107 Gb/s CO-OFDM 

signal at the back-to-back and 1000 km transmission with the launch power of -1 dBm. The 

BER is counted across all five bands and two polarizations. It can be seen that the OSNR 

required for a BER of 10-3 is respectively 15.8 dB and 16.8 dB for back-to-back and 1000 km 

transmission. The back-to-back 15.8 dB of OSNR sensitivity at 107 Gb/s is about 1.2 dB 

better than that reported in the previous publication [7]. This improvement is attributed to 

three factors: (i) the five tones generated in this chapter have much better flatness than those 

in [5], (ii) 4 pilot subcarriers are used instead 8 in [7], and (iii) the balance between the two 

arms of polarization diversity coherent receiver is improved.  
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Figure 12. BER sensitivity of 107 Gb/s CO-OFDM signal at the back-to-back and 1000 km transmission. 

Figure 13 shows the system Q performance of the 107 Gb/s CO-OFDM signal as a 

function of reach up to 1000 km. It can be seen that the Q reduces from 17.2 dB to 12.5 dB 

when reach increases from back-to-back to 1000 km transmission. By improving the balance 

between our polarization diversity coherent receivers, the disparity between the two 

polarizations has improved from 1.5 dB in [7] to 0.49 dB in this report.  
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Figure 13. Q factor of 107 Gb/s CO-OFDM signal as a function of transmission distance. 

3.6 Guard band influence on OBM-OFDM 

As discussed in section 3.2, the orthogonality condition is satisfied when the guard band Gf  

is integer (m) times of subcarrier spacing f . In this section we show a generalized study of 

the influence of guard band to the system performance. We firstly verify through experiment 

the validity of the orthogonality condition that minimizes the inter-band interference (IBI).  

The experiment set up is the same as Figure 7. Due to the inter-band interference the 

subcarriers at the two edges of each band bear the largest inter-band penalty. Figure 14 (a) and 

(b) show the SNR sensitivity performance of the ‘edge subcarriers’ (the first and the last 

subcarrier of the band) as a function of the guard band normalized to the subcarrier spacing, at 

the back-to-back and 1000 km transmission with -1 dBm launch power. For simplicity, only 

one polarization is presented. The system signal-to-noise ratio (SNR) oscillates as the guard 

spacing increases with a step size of half of the subcarrier spacing. It is shown in theory that 

ICI interference due to frequency spacing is a sinc function [78]. The SNR oscillation 

eventually stabilizes to a constant value around a 10.5 dB. By comparing with the stabilized 

constant, the system penalty as a function of the guard band can be investigated. Figure 14 
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shows the system penalty for both polarizations, when the guard band equals to a multiple of 

the subcarrier spacing, the Q penalty almost decreases to zero at 1000 km transmission, 

validating the orthogonal condition.  
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Figure 14. The SNR sensitivity performance of two edge subcarriers at (a) back-to-back transmission and (b) 
1000 km transmission. The guard band frequency is normalized to the subcarrier spacing.  

3.7 Simulation of 107 Gb/s OBM-OFDM transmission  
In the experiment shown in Sections 3.4 and 3.5, five OFDM bands with the same data are 

multiplexed (uniform filling) to generate an OBM-OFDM signal. There is a concern whether 

this uniform filling will underestimate the nonlinearity such that our experiment may over-

estimate the CO-OFDM transmission performance. Therefore it is important to compare the 

performance difference between the uniform filling used in the experiment and the scenario 

for which each band is filled with independent data (random filling).  Furthermore, while the 

experiment is more convincing and will be the ultimate method of validation, the numerical 

simulation is more flexible and can carry out many more measurement scenarios with 
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relatively low cost. In this section, we intend to conduct the simulation to compare the 

nonlinearity performance difference between the uniformly filled OBM-OFDM and randomly 

filled OBM-OFDM, in both single-channel and WDM environments. 

The basic CO-OFDM system with polarization multiplexed transmission is shown in 

Figure 15. We configure the simulation condition in the way such that it closely mirrors our 

experimental setup. Two optical OFDM signals are generated independently and combined 

with a polarization beam combiner. Multiple WDM channels with CO-OFDM modulation 

format are launched into the optical link. The optical link consists of multi-span SSMF fibers 

and an EDFA to compensate the loss.  The output signal after transmission is detected using 

an optical coherent receiver which serves as an optical-to-RF OFDM direct down-converter. 

In the OFDM receiver, the signal is first sampled using an ADC, and demodulated by 

performing FFT to recover the data. We apply commonly used parameters for our simulation: 

100 km span distance, fiber chromatic dispersion of 16 ps/nm/km, 0.2 dB/km loss, fiber 

effective area of 80μm2, and a nonlinear coefficient of 2.6×10-20 m2/W. The fiber span loss is 

compensated by an EDFA with a gain of 20 dB and noise figure of 6 dB. The linewidths of 

the transmit and receive lasers are assumed to be 100 kHz. 8 WDM channels are spaced at 50 

GHz. Same OFDM parameters with that in experiment are used: OFDM symbol period of 

12.8 ns. The number of OFDM subcarriers for each band is 128 (640 for 5 bands) and the 

middle 82 subcarriers out of 128 are filled. The payload is generated pseudo-random bit 

sequences (PRBS) of length 215-1. The guard interval is set to one eighth of the observation 

period, and 4-QAM encoding is used for each subcarrier. The bandwidth of each CO-OFDM 

signal is 32 GHz. The relative phase shift between subcarriers and channel estimation are 

calculated by using training sequences. The phase drift from the laser phase noise is also 

estimated and compensated using pilot subcarriers described in [79]. For the uniform filling, 

the user data is mapped onto 82 subcarriers and the same data block is repeatedly used to fill 

out the rest 328 subcarriers. In this way, the transmitted OFDM signal similar to that used in 

the experiment can be simulated, that is, the five bands are filled with the identical data.  For 

the random filling, the data mapped onto each subcarrier has no correlation.  
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Figure 15. Conceptual diagram of simulated CO-OFDM system.  

Figure 16 shows the Q factor as a function of launch power under the uniform filling and the 

random filling after 1000 km fiber for single-channel and WDM transmission. The single-

channel optimal launch power is respectively 0 dBm and 1 dBm for uniform filling and 

random filling, whereas the optimal launch power for WDM systems is both 0 dBm for both 

uniform filling and random filling.  We can see that if the power is increased beyond these 

optimal values, the nonlinearity of optical fiber will degrade the performance of system, 

resulting in a reduced Q.  On the other hand, if the input power is reduced from these optimal 

values, the optical signal noise ratio (OSNR) of the received signal becomes lower, also 

resulting in a reduced Q. For both single-channel and WDM transmission, uniform filling 

shows worse nonlinearity performance. The reason is that the uniform filling increases the 

peak-to-average power ratio (PAPR) due to the correlation between the bands, which will 

severely degrade the signal at the high launch power. The phase walk-off and de-correlation 

between neighboring bands arising from the fiber dispersion helps reduce the nonlinearity 

after long distance fiber transmission. However, there is still residual Q difference after 1000 

km transmission between uniform filling and random filling.   
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Figure 16 . System Q performance as a function of fiber launch power after 1000 km for both single-channel and 
WDM CO-OFDM transmission.  

The slight system performance underestimation is observed by using the uniform filling 

in comparison with random filling due to enhanced nonlinearity in the uniform filling. For the 

single-channel transmission, the optimum launch power difference between uniform filling 

and random filling is 1dB and the optimum Q difference is about 1.2 dB.  In the case of WDM, 

two filling schemes have the same optimum launch power of -1 dBm and the Q difference of 

0.4 dB. It can be seen that at the fixed launch power of -1 dBm for the single-channel scenario, 

the Q difference between the random filling and uniform filling is only 0.5 dB, which agrees 

with the discussion in [7].  Most importantly, the simulation signifies that for single channel 

transmission, the true (random filled) 107 Gb/s OBM-OFDM system will have better system 

performance than what we have observed in Sections 3.4 and 3.5. The conclusion also applies 

to the WDM transmission. Therefore, OBM-OFDM with the uniform filling provides a 

conservative estimation of true OBM-OFDM system. This observation is important because 

to completely de-correlate the neighboring band data, multiple AWGs and band mixer have to 

be used, which in turn leads to a much more expensive proposition for constructing the 

experimental setup.  It is observed that at the launch power of -1 dBm, the experimental Q of 

12.5 dB (Figure 13) is about 3.3 dB below the simulated Q for the uniformly filled single 

channel at the reach of 1000 km. This difference is attributed to the imperfection of CO-

OFDM transmitter and receiver, and OFDM signal processing involving non-ideal phase 

estimation and channel estimation.  
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3.8 Conclusion 
We have proposed and elucidated the principle of orthogonal-band-multiplexed OFDM 

(OBM-OFDM) to subdivide the entire OFDM spectrum into multiple orthogonal bands. As a 

result, the DAC/ADCs do not need to operate at extremely high sampling rate. We show the 

proof-of-concept transmission experiment through optical realization of OBM-OFDM. A 

numerical simulation for both single channel and WDM transmission is conducted to verify 

the feasibility of the demonstrated OBM-OFDM experiment system. Back-to-back OSNR 

sensitivity of 15.8 dB at the data rate of 107 Gb/s for a BER of 10-3 was achieved. The 

demonstrated system employs 2×2 MIMO-OFDM signal processing and achieves high 

electrical spectral efficiency of 3.3 bit/s/Hz. 
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4     Real-time CO-OFDM Implementation 

4.1 Overview  

s the progress in high-speed electronic circuits ranging from analog-to-digital converters to 

digital signal processing application-specific integrated circuits (ASIC) continue to accelerate, 

the application of such electronic circuits and tools has stimulated and revived ideas of 

various multi-level modulation formats in fiber optic communications that had been mostly 

forgotten after active studies in 80s and 90s [80,81]. Multi-level modulation formats can be 

largely divided into time-domain modulation scheme such as single-carrier QPSK modulation 

[82,83] or frequency domain modulation scheme such as orthogonal frequency-division 

multiplexing (OFDM) [12]. Both approaches have attracted much research attention and have 

been demonstrated as viable solutions to significantly increase the data capacity in fiber optics 

communications as well as to enhance capabilities to mitigate various impairments of optical 

transmission system. While earlier studies of optical multi-level modulations scheme with 

digital signal processing focus on single-carrier time-domain modulation schemes, optical 

OFDM have simultaneously attracted much research interest for both coherent optical 

detection, i.e. CO-OFDM [12] and direct detection, i.e. DD-OFDM [36].  

One of the previously discussed advantages of optical OFDM formats compared to 

single-carrier modulation formats is its computational efficiency in compensating optical 

transmission impairment such as chromatic dispersion (CD) and polarization mode dispersion 

(PMD) [7]. While single-carrier modulation formats often require multi-tap equalization for 

channel estimation and compensation to compensate for CD and PMD and other inter symbol 

interference (ISI) effects [84,85], OFDM with large number of subcarriers can take advantage 

of low OFDM symbol rate to afford time domain guard interval insertion between symbols 

realized by cyclic prefix (CP) to accommodate various ISI and consequently compensate for it 

with simple single-tap frequency domain equalization. This CP based ISI compensation, the 

training symbols and pilot subcarriers for symbol synchronization, channel estimation and 

frequency and phase estimation are commonly used techniques for optical OFDM. These 

techniques are the signatures of widely deployed OFDM systems in today's communication 

systems for example in wireless local area network [86], where the simplified equalization 

techniques are strongly desired mainly for the lower power consumption and portability. 

Since optical OFDM borrows such efficient techniques from copper wireline and wireless 

A
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communication systems, one argument can be that the implementation is straightforward or 

without major obstacles. In fact, although numerous amount of optical OFDM studies are 

reported based on offline processing using high-speed sampling scope and suggest many 

advantages of optical OFDM systems achieving over 100 Gb/s aggregated data rate and over 

thousands of km in transmission distance [16-18], many lack discussion on the possible 

implementation difficulties. Special requirements of optical communication system such as 

order of magnitude higher data rate than wireless counterpart demand additional attention and 

require careful studies in feasible real-time implementation of the high-speed optical OFDM 

systems. 

A limited number of real-time demonstrations are demonstrated so far for both single-

carrier coherent signal [24, 25] and CO-OFDM signal [26-29]. For CO-OFDM QPSK signal, 

net rate for single subband of 1.55 Gb/s was reported [26]. One of the advantages of OFDM 

data format is its scalability in the data structure to expand from orthogonal subcarriers 

structure to orthogonal subbands structure. The multi-band structure OFDM has been 

proposed to alleviate bandwidth constraint of DAC/ADC and it has been shown that upon the 

reception, a fraction of the OFDM spectrum can be carved out and detected at a fraction of the 

overall data rate.  

In this chapter, we demonstrate a field-programmable gate array (FPGA) based real-time 

CO-OFDM receiver at a sampling speed of 2.5 GS/s, and show its performance in receiving a 

subband of a 53.3 Gb/s multi-band signal. Additionally, by taking advantage of the multi-

band structure of OFDM signal, we successfully characterize a 53.3 Gb/s CO-OFDM signal in 

real-time by measuring one of its subbands at a time (3.55 Gb/s).  An error floor as low as 

3.7×10-8 is observed. The measurement of the low error-floor will facilitate the real-time 

margin measurement for CO-OFDM systems, which would be otherwise time-prohibitive for 

off-line processing. To the best of our knowledge, the sampling speed is the highest and the 

error floor is the lowest demonstrated so far for real-time CO-OFDM reception. 

4.2  Experimental setup  
Figure 17 shows the experimental setup of the 2.5 GS/s real-time CO-OFDM receiver. At the 

transmitter, a data stream consisting of pseudo-random bit sequences (PRBS) of length 215-1 

was first mapped onto three OFDM subbands with QPSK modulation. 3 OFDM subbands 

were generated by an arbitrary waveform generator (AWG) at 10 GS/s, including pilot 

subcarriers each subband contained 115 subcarriers modulated with QPSK. Two unfilled gap 
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bands with 62 subcarrier-spacing were placed between the three subbands, which allowed 

them to be evenly distributed across the AWG output bandwidth. Subcarrier spacing therefore 

is therefore 10 GHz / 512 equals to 19.5 MHz. In each OFDM subband, the filled subcarriers, 

together with 8 pilot subcarriers and 13 adjacent unfilled subcarriers, were converted to the 

time domain via inverse fast Fourier transform (IFFT) with size of 128. The number of filled 

subcarriers was restricted by the 1.2 GHz RF low-pass filter, which was used to select the 

subband to be received. A cyclic prefix of length 16 sample point was used, resulting in an 

OFDM symbol size of 144 with the symbol interval of 57.6-ns (144×400-ps). The total 

number of OFDM symbols in each frame was 512. The first 1024 samples were used for 

symbol synchronization followed by 16 symbols that were used as training symbols for 

channel estimation. The time domain data representation is shown in Figure 18. Subtracting 

both symbol and subcarrier overhead, the spectral occupancy to the Nyquist limit (1.25-GHz) 

is about 71 % for each subband.  
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Figure 17.  Real-time CO-OFDM transmission experimental setup. An external cavity laser is used as both 
transmit and LO laser. Subbands are created in both electrical (3 subbands) domain using AWG and optical 
domain (5 tones) using overdriven MZM.   

496x(128+16)16x(128+16)64x16
 

Figure 18.  OFDM frame structure in serial representation. The first 1024 samples are for symbol 
synchronization, followed by 16 pilot symbols for channel estimation and data payload of 496 symbols. Each 
symbol consists of 144 samples.  

The real and imaginary parts of the OFDM symbol sequence were converted to analog 

waveforms via the AWG, before being amplified and used to drive an optical I/Q modulator 

that was biased at null. The transmitter laser and the receiver local laser were originated from 

the same external-cavity laser (ECL) with approximately 100-kHz linewidth through a 3-dB 
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coupler. By doing so, frequency estimation was not needed in this experiment. Only single-

polarization of the light was modulated and polarization controller (PC) was placed before the 

hybrid to receive the right polarization. The maximum net data rate of the signal after the 

optical modulation was 3.55 Gb/s for each OFDM subband. The multi-frequency optical 

source contained 5 optical carriers at 9-GHz spacing, and was generated by a technique 

similar to [75,85], in which we use a Lithium Niobate Mach-Zehnder (MZ) intensity 

modulator driven by a high-power RF sinusoidal wave at 9 GHz. The synthesizer and the 

AWG are synchronized by a 10-MHz reference clock. The total number of subbands was then 

15, resulting in a total net data rate of 54 Gb/s. Figure 19 shows the optical spectrum of 15- 

subband OFDM signal, the ripple is caused by the uneven power of 3 electrically created 

subbands. Unlike earlier works [85], the adjacent subbands in the multi-band OFDM signal 

contained independent data contents, more closely emulating an actual system. At the receiver, 

the OFDM signal in each subband was detected by a digital coherent receiver consisting of an 

optical hybrid and two single-ended input photodiode with a transimpedance amplifier (PIN-

TIA). Two variable gain amplifiers (VGAs) are used to correct any amplitude difference 

between I/Q channels created by optical hybrid or optical front-ends as well as to amplify the 

signals to the full extent of available resolution of ADC which were sampling at a rate of 2.5 

GS/s. The five most significant bits of each ADC (E2V AT84AS008) were fed into an Altera 

Stratix II GX FPGA. All the CO-OFDM digital signal processing was performed in the FPGA. 

The bit error rate was measured from the defined inner registers through embedded logic 

analyzer SignalTap II ports in Altera FPGA.    
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Figure 19. Optical spectrum of the 15 subband OFDM signal. The ripple is caused by the uneven power of 3 
electrically modulated subband. The resolution bandwidth of this spectrum is 0.06 nm.  
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4.3  Digital signal processing in real-time CO-OFDM receiver 
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Figure 20.  DSP diagram for real-time CO-OFDM receiver. The incoming samples are first de-multiplexed to 16 
parallel channels followed by symbol synchronization, parallel-to-serial conversion, CP removal, FFT and 
channel and phase recovery before error detection is finally performed.  

Figure 20 shows the block diagram of digital signal processing (DSP) in the real-time CO-

OFDM receiver. 2.5 GS/s sampled data streams from I/Q channels were fed into FPGA 

through the high-speed serial ports. Although maximum speed of the FPGA clock rate 

exceeds 400 MHz, in order to meet timing closure of the design, the FPGA can only run at a 

clock rate of a few hundreds of megahertz. Thus the high-speed sampled digital signals were 

first de-multiplexed to 16 parallel channels, which lowered the required channel processing 

speed down to 156.25 MHz. The following procedure for OFDM was symbol synchronization. 

Traditional offline processing uses the Schmidl approach [87], where the auto-correlation of 

two identical patterns inserted at the beginning of each OFDM frame gives rise to a peak 

indicating the starting position of the OFDM frame and symbol. For the autocorrelation 

represented as,  

1
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d k d k L
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

       (20) 

and a recursive equation can be found such that,  

* *
2( 1) ( ) d L d L d d LP d P d r r r r         (21) 

An example of DSP implementation of equation (20) can be found in Figure 21, where L  

indicates the length of synchronization pattern, dr  indicates the complex samples and 

( )P d indicates the autocorrelation term whose amplitude gives peak when the 

synchronization is found. The relatively simple equation (20) and the architecture in Figure 21, 

however, assumes that the incoming signal is a serial stream and this implementation only 
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works if the process clock rate is same as the sample rate. This is because the moving window 

for autocorrelation needs to be taken sample by sample while multiple samples need to be 

processed simultaneously at a parallel process clock cycle. 

Z-L Z-L

*
Z-1

*

rd

P(d)
-

 

Figure 21. DSP block diagram of symbol synchronization based on autocorrelation taken on serial data samples.  
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Figure 22. DSP block diagram of symbol synchronization for parallel process autocorrelation.  

As there was no direct information available to indicate the frame starting point in the 16 

parallel channels in our setup, locating the exact frame beginning would involve heavy 

computation that processes the data among all the channels. To illustrate this point, an 

implementation of the parallel autocorrelation can be constructed such that we can divide the 

autocorrelation of equation (20) by length N for the N parallel processing   

 
  / 1 1

*

0

( )
L N N k

d m d m L
k m Nk

P d r r
 

  
 

                          (22) 

which does not have an apparent recursive equation, instead DSP realization can be presented 

in (21). As in equation (22) and Figure 22, by restricting the synchronization pattern length L 

to the integer multiplication of de-multiplexed bits N, a simple implementation of 

autocorrelation suitable for parallel processing is realized. However, for the case of N = 16 

and L = 32, the processing resource required in this parallel implementation is estimated as 
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16 complex multipliers and 16 × 15 + 16 = 256 complex adders at each clock cycle. This 

indicates further efficiency improvement of symbol synchronization in parallel processing is 

desired.  

To improve computation efficiency, we took a 2-step approach. In the first step, we set 

the cyclic prefix length to be equal to the number of the de-multiplexed channels, e.g., 16. 

This allows any of the first 16 points to be used as the starting point of an OFDM frame. In 

the second step, we replicated the synchronization pattern by number of the de-multiplexed 

channels, in this case 16, as well so that we can effectively down-sample the incoming signals 

by 16 and still can access to the synchronization pattern at any one of the de-multiplexed 

channel. This 2-step approach gives us the convenience of needing only one channel to 

perform the auto-correlation utilizing exactly the same scheme illustrated in Figure 21, 

without corrupting the following OFDM symbols. This dramatically reduces the computation 

effort. The detailed signal processing flow used for real-time CO-OFDM symbol 

synchronization is shown in Figure 23. The two identical synchronization patterns of length 

32 (A1, A2,… An; A1, A2, …, An, n=32) were first replicated 16 times so that after the de-

multiplexing, the synchronization patterns could be found in every parallel channel. The 

following 16 points were the cyclic prefix for the first OFDM symbol. By performing the 

auto-correlation of the sampled data in channel 1, the resulting strong peak indicates the 

beginning of each frame. Although this scheme can solve the critical computation resource 

issue, it is important to point out the scheme's drawbacks. First of all, the lengthened 

synchronization pattern, would not only reduce the spectrum efficiency, but also reduce the 

tolerance of the frequency offset correction capability if the method in [87] is used. Using the 

same synchronization pattern, frequency offset can be detected by estimating the phase of 

autocorrelation, and for our particular setup, maximum frequency offset that can be corrected 

is 4.9-MHz. Another issue is that since we don't have control over the starting location of the 

symbol within CP and a part of CP is essentially consumed for symbol offset correction, we 

expect the tolerance to CD and other ISI would be less than the ideal symbol window 

synchronization. With lower sampling speed at 1.4GS/s, successful implementation of 

frequency offset correction is reported in [26] using a technique based on Schmidl approach.  
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Figure 23.  The symbol synchronization scheme applied in the real-time CO-OFDM receiver. The diagram 
indicates how the starting point of the synchronization pilot symbol can start anywhere in the 16 de-multiplexed 
channels. A measured auto-correlation trace is also shown on the right.  

Since we have very small frequency offset tolerance, the same laser was split and used 

for both transmit and LO laser thus to avoid the necessity of frequency correction. Once this 

symbol synchronization was completed, a large proportion of FPGA's on-chip memory was 

used for first-in-first-out (FIFO) to convert the parallel data into the natural sample order for 

each parallel lane, and group every 144 points as an OFDM symbol. After removing the 

cyclic prefix, 128-point fast Fourier transform (FFT) for each channel was performed to 

convert the signal back to the frequency domain. In this work, we used Altera’s built-in FFT 

function to perform such signal processing. We used 8 bits resolution for FFT and the number 

of real multipliers required for each 128-point FFT was 24.  

Once in a frequency domain, we still need to estimate and compensate for the channel 

transfer and the random phase rotation caused by laser phase noise in much the same way as 

explained in detail [15]. This received signal in frequency domain at each subcarrier can be 

represented as,  

       d d dR k H k B k C k    (23) 
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where k indicates subcarrier indices and d indicates symbol number.  H k  is a slow moving 

channel transfer function that we can assume constant for the entire frame of 512 symbols. 

 dC k  is the transmitted signal modulated in QPSK and  dR k  is the received signal.  dB k  

is the Fourier transformed time variant random phase fluctuation that needs to be estimated 

and compensated for each symbol.  

Channel transfer function can be estimated by comparing the received data with the pilot 

symbols and average over all pilot symbols per frame, we can estimate the inverse of the 

transfer function so that we can use it for later compensation such that,   

    1 *

1

1
( )

M

d d
d

H k R k C k
M






                                           (24) 

where M is the number of pilot symbols per frame. The realization of this channel estimate 

can be done in a simple lookup table when subcarriers are modulated with QPSK as in Table 

1 with no need for multipliers.  

Table 4. Lookup table for channel and phase estimate 
 

Message 
symbols of 

pilot 

Modulated 
symbols 
of pilot 

1H  or 1B  

real imaginary 

0 -1+j -a-b a-b 

1 -1-j -a+b -a-b 

2 1+j a-b a+b 

3 1-j a+b -a+b 

Received signal is R a jb  . 

Figure 24 shows the diagram for real-time CO-OFDM channel estimation. Once the 

OFDM window is synchronized, an internal timer will be started, which is used to distinguish 

the pilot symbols and payload. Two steps are involved in this procedure, channel matrix 

estimation and compensation. In the time slot for pilot symbols, the received signal is 

multiplied with locally stored transmitted pilot symbols to estimate the channel response. The 

transmitted pattern typically has very simple numerical orientation. Thus, multiplication can 

be changed into addition/subtraction of real and imaginary parts of the complex received 

signal, which can give additional resource saving. Taking average of the estimated channel 

matrixes over time and frequency can be used to alleviate error due to the random noise. Then 

the averaged channel estimation will be multiplied to the rest of the received payload symbols 
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to compensate for the channel response. It is worthy pointing out that one complex multiplier 

can be comprised of only three (instead of four) real number multipliers. 
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Figure 24. Channel estimation diagram. P.C.S: pilot channel symbol. C.E.S.: channel estimated symbol. A.C.E.S: 
averaged channel estimated symbol. C.C.S.: compensated channel symbol. 

For phase noise estimation, among 115 filled subcarriers, 8 pilot subcarriers were evenly 

spaced across the OFDM spectrum for phase estimation. Figure 25 shows the location of the 

pilot subcarriers with respect to the subcarrier indices. Equation (24) can be slightly modified 

for phase estimation such that  

 1 *

1

1
( )

pN

d d d
kp

B R k C k
N






         (25) 

where pN
is the number of pilot subcarriers and 8 pilots are used in this case before data 

subcarriers are compensated. The implementation of the phase estimate can also be done by 

the lookup table in Table 4. 
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Figure 25. Above: Measured OFDM symbol amplitude with corresponding subcarriers indices. Below: Location 
of the pilot subcarriers in a symbol with 128 subcarriers.  

Similar to channel estimation, phase estimation procedure can also be divided into 

estimation and compensation parts, which is shown in Figure 26. Pilot subcarriers within one 

symbol will be selected by the inner timer. These pilot subcarriers then are compared with 

local stored transmitted pattern to obtain the phase noise information. The same symbol is 

delayed, and then compensated with the estimated phase noise factor. 
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Figure 26. Phase estimation diagram. 

Finally, the recovered data was compared with transmitted data inside the FPGA to 

identify the errors, and the error distribution over a span of continuous 512 OFDM frames 

was recorded and output periodically through SignalTap II which is an embedded logic 

analyzer of Altera FPGA. 

4.4  Experimental results 
As in offline processing measurements, many important parameters can be monitored in a 

real-time measurement as well through FPGA's on-chip random access memory. The Figure 

23 shows the measured amplitude of the autocorrelation. The strong peak is observed and the 

peak index is successfully recovered to indicate the beginning of the frame and symbol.  

Figure 27 shows the measured transfer function of the channel. As previously explained, this 

channel estimate is obtained by the implemented FFT of finite resolution, i.e. 8 bits. Although 

the channel estimate from one symbol contains observable noise, averaged over 16 symbols 

the channel estimate remove most of the noise. Noticeable ISI is not added to this 

measurement, and the periodic fluctuation in the real part of the transfer function is due to the 

circular time shift of the sequence as the beginning of the FFT window is left arbitrary within 

CP, as explained previously on the employed symbol synchronization technique. The number 

of peaks corresponds to the number of circular sample shifts in the FFT window compared to 

the original OFDM symbol. More improvement in overhead efficiency is possible with the 

frequency domain averaging of the estimated channel as previously reported with high PMD 

channel [88]. Figure 28 shows the phase evolution of the OFDM symbols. Received 8 pilot 

subcarriers are compared to the locally stored patterns according to the previously described 

diagram and the results are averaged to obtain a less noisy phase estimate and the phase 

compensation is applied to the rest of subcarriers. In contrast to the blind phase detection such 

as Viterbi-Viterbi phase detection [89], often used in single-carrier digital coherent optical 

receiver [85], [24], the cycle slip of the phase is not a concern for the pilot assisted, i.e. pilot-

aided phase detection which is naturally fit for OFDM.  
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Figure 27. Measured channel transfer function estimated for each subcarrier. (a) One symbol out of 16 pilot 
symbols is used to estimate the channel. (b) All 16 symbols are averaged. 
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Figure 28. Measured phase evolution of the OFDM symbols. 8 out of 115 subcarriers are used as pilot to 
estimate and compensate for the detected phase.  
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Figure 29. Simulated and measured BER vs. OSNR of the real-time coherent optical OFDM receiver. The curve 
(a) with circle dot indicates simulated result for the single-band of 3.55 Gb/s signal, (b) with empty square dot 
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indicates measured result for the single-band of 3.55 Gb/s and (c) with solid square dot   is measured result for 
the center-band of 54Gb/s multi-subband experiment.  

Figure 29 shows the simulated and measured BER as a function of OSNR for 3 cases: (a) 

a simulated single 3.55 Gb/s CO-OFDM signal (b) a measured single 3.55 Gb/s CO-OFDM 

signal; (c) the measured center subband of the 54 Gb/s multi-band signal. For a simulated 

curve, 100-kHz linewidth is assumed for both Tx and LO laser. In case (b), a BER better than 

10-3 can be observed at OSNR of 3 dB. The OSNR is defined as the signal power in the 

subband under measurement over the noise power in a 0.1-nm bandwidth. In case (c), the 

required OSNR for BER 10-3 is 2.5 dB. There is virtually no penalty introduced by the band-

multiplexing. The measured and simulated results agree closely at lower OSNR suggesting 

valid results are obtained in our measurement. The measured results, however, have slower 

slope of BER over OSNR than the simulated result and the discrepancy widens at higher 

OSNR. This can be attributed to the limited resolution of both ADC and DSP and more in-

depth study is required to quantify these effects. Although we used the same laser source for 

both Tx and LO in the experiment due to the low tolerance to the frequency offset, the 

simulation result is obtained assuming 2 separate laser sources for Tx and LO and indicates no 

error floor. The overall measured BER however may have benefited from the same laser 

source for Tx and LO and can degrade if the separate laser source is used for intradyne 

measurement. There is also no apparent error floor observed in this measurement. Figure 29 

shows two recorded BER measurements performed by the FPGA at high OSNR (of ~19 dB), 

(a) over a single OFDM frame and (b) over 512 OFDM frames. The horizontal scale of the 

figures indicates the different time span. The figure (a) shows the measurement result of a few 

symbols (16th and 17th symbol), although the error count in this figure is still recorded for the 

entire OFDM frame that contains those symbols. The figure (b) is recorded by a separate 

measurement taken for a longer time span of 512 frames. In the measurement (b), the 

measured error counts over 512 OFDM frames or ~5.4×107 bits are 2, indicating a BER floor 

of 3.7×10-8. To the best of our knowledge, this is the first report of BER under 10-7 for real-

time CO-OFDM implementation. Further improvement can be expected if more bit resolution 

is employed. The overall data rate can potentially be increased with polarization-division 

multiplexing and/or higher level modulation format such as 16-QAM.  
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Figure 30. Recorded BER measurements from SignalTap II over (a) a single OFDM frame and (b) over 512 
frames. Pilot subcarrier locations are indicated in the figure as bits with low level.  

We should note that as opposed to the relatively simple frequency offset correction 

realizable in single-carrier coherent QPSK detection [90], the frequency offset correction of 

OFDM can require more FPGA resource and is not included in this real-time implementation. 

It is therefore desirable to move from the reported homodyne (Tx and LO share the same 

source) to a true intradyne detection in future work. Another challenge in CO-OFDM is the 

more stringent requirement in laser linewidth when the sampling speed is lower. One of the 

reason is that the narrower subcarrier bandwidth due to lower sampling speed has higher 

sensitivity to phase noise. This increased sensitivity to phase noise at lower sampling rate is 

also true for the single-carrier QPSK detection but the single-carrier QPSK is much more 

tolerant that the DFB laser of ~1-MHz linewidth can be successfully used to achieve low BER 

at 2.5 GS/s [ 91 ]. The aforementioned disadvantage of OFDM, however, becomes less 

significant as the sampling and bit speed increase. 

In addition to the DSP algorithms that can be implemented, other important 

considerations for real-time optical OFDM are the hardware limitation, resource usage, and 

FPGA/ASIC capacity. The sampling speed/bandwidth of the ADC is one of the most critical 

limitations for the real-time implementation. Another most influential factor is the ADC bit 

resolution. Figure 31 shows a simulation result of the Q factor of 10 Gb/s QPSK CO-OFDM 

receiver as a function of bit-resolution of ADC outputs (curve with diamonds). 5-bit 



Chapter 4 
Real-time CO-OFDM Implementation  

 60

resolution gives a Q penalty less than 0.8 dB. Moreover, the bit resolution of complex 

multipliers is also investigated. In the simulation shown in Figure 31 (curve with square), the 

ADC bit resolution is set to 5, and the bit resolution of multipliers increases from 3 to 10 bits. 

It can be seen that the system sensitivity improves with increased resolution and then saturates 

beyond 6-bit resolution. Typically, two kinds of commonly used DSP resources are 9-bit or 

18-bit multipliers in FPGA. Thus, splitting a single 18-bit multiplier into two 9-bit multipliers 

can double the processor resources without degrading the system performance. Table 5 shows 

the multiplier resource usage in each procedure for the experiment in [26]. Frequency 

estimation with acceptable DSP precision will consume around 200 multipliers. Due to the 

limited resource, frequency estimation is not included in [26], but was implemented in a later 

experiment [92] where a larger capacity FPGA was used. Table II shows the compilation 

report on the resource usage and final estimated speed in Altera Stratix II GX FPGA.  
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Figure 31. Q factor as a function of bit resolutions of ADC and complex multipliers. QPSK modulation is 
assumed. CM: complex multipliers (with 5-bit ADC resolution). 

Table 5: FPGA 9-bit multipliers usage 
 
 
 
 
 
 

 
Table 6 : FPGA compilation report 

Function Multipliers Channel 
Auto-correlation 20 1 

FFT 24 16 
Channel estimation 3 16 
Phase estimation 3 16 

Total 500 

Function Consumed/Resource Report 
logic registers 77,797 / 106,032 88% 
memory bits 626,671 / 6,747,840 9 % 
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For optical OFDM FPGA implementation, multipliers are the most limited resource. The 

current FPGA technology can support over 2,500 multipliers. This implies it can ideally 

support dual polarization with up to 5 GS/s sampling rate per single DSPU. Designing with 

such FPGAs, 10 Gb/s and beyond is achievable. With CMOS ASIC design [6], the available 

number of multipliers and logic registers can be largely increased. Recently, a 40 Gb/s 

coherent QPSK transceiver implemented in 90 nm CMOS ASICs has been demonstrated in 

real-time, with four 6-bit 20GS/s ADCs [6]. Since CO-OFDM has lower computational 

complexity, the state-of-the-art silicon technology can potentially allow the real-time 

implementation for the reception of CO-OFDM at 40 Gb/s and beyond.   

4.5 Conclusion  

We have discussed detail architectures of the real-time implementation of a coherent optical 

OFDM receiver. The unique difficulties in high-speed signal processing of optically 

transmitted OFDM data are discussed and a few unique solutions and implementations were 

presented for OFDM symbol synchronization. The architectures were successfully 

implemented in a FPGA and demonstrated at 2.5 GS/s. The real-time receiver was used to 

receive a 53.3 Gb/s multi-band CO-OFDM signal with an error floor as low as 3.7×10-8. 

Further possibilities of improving the computational efficiencies are discussed. With 

foreseeable improvement in ADC sampling speed and DSP resource, real-time reception of 

100 Gb/s CO-OFDM can be expected. 

 

 
 
 
 
 
 

9bit multipliers 500 / 504 99 % 
Estimated Speed 152.21 MHz 
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5     Advanced Coding for CO-OFDM without 

Bandwidth Extending 

Traditionally, advanced coding is used as forward error correction (FEC) technique to 

improve transmission system performance. For instance, the Reed–Solomon (RS) code with 

rate of (255,239) is widely used as first generation FEC code to correct the noised signal. This 

can help to completely recover the signal with bit error ratio (BER) under 2e-3 when the 

errors are evenly distributed. However, the codes in FEC usually introduce the overhead over 

the transmission rate. (255,239) RS coded will bring 7% overhead. This means the transmitted 

bandwidth has to be extended to fill in the coded signal. Moreover, the code with higher 

overhead will further improve the signal, while the signal bandwidth will become wider.  

Consequently the spectrum efficiency will reduce. Nowadays, the over Tb/s transmissions 

have been demonstrated, the signal bandwidth over the fiber media appears more costly.  To 

save the transmission bandwidth, the advanced coding to improve system performance 

without the bandwidth extension is a promising technique. In this chapter, two approaches 

with different coding scheme for CO-OFDM are mainly discussed, trellis coded modulation 

(TCM) and low-density-parity-check (LDPC).  

5.1. Trellis coded modulation for CO-OFDM 

5.1.1 Introduction 
100 Gb/s [16-18] and 1-Tb/s CO-OFDM transmission [19-21] has been recently demonstrated 

with polarization-division multiplexing (PDM) QPSK subcarrier modulation. To increase 

spectral efficiency, 16-QAM [93] and 32-QAM [94] subcarrier modulation has been applied to 

CO-OFDM transmission. The receiver sensitivities for these high-level QAM modulation 

formats, however, are much reduced as compared to QPSK. One method to efficiently 

increase the receiver sensitivity of a high-level QAM is through trellis-coded modulation 

(TCM) [95], a technique well known in wireless communication. In this scheme, the signal 

bandwidth remains the same, while the receiver sensitivity is much improved by 

convolutional coding over an expanded signal constellation. TCM was first proposed for 

optical communications by H. Buelow et al. [96], and was later investigated by other groups 

[97-99]. Through numerical simulations, single-carrier coded DQPSK with rate 1/2 was shown 
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to provide higher receiver sensitivity than uncoded DBPSK [96], and coded 8-ary DPSK with 

rate 2/3 was shown to provide higher sensitivity than uncoded DQPSK [97,98]. Recently, 

single-carrier coded 16-QAM with rate 3/4 was experimentally demonstrated with better 

performance than uncoded 8-ary PSK when bit error ratio (BER) became less than 10-5 [99]. 

Using TCM for subcarrier modulation in CO-OFDM was recently proposed and 

experimentally demonstrated with coded 8-PSK [100], showing 2.6 dB improvement in 

receiver sensitivity over uncoded QPSK at BER=10-3. In this section, we demonstrate coded 

32-QAM with rate 4/5 for subcarrier modulation in a 44 Gb/s PDM CO-QPSK signal 

occupying 7-GHz optical bandwidth. With the proposed TCM structure, coded 32-QAM 

improves the receiver sensitivities by 3.4 dB and 5.0 dB, respectively, at BER of 10-3 and 10-4, 

as compared to uncoded 16-QAM with the same net data rate. As such, TCM may be an 

attractive approach for high spectral efficiency CO-OFDM systems where the receiver 

sensitivity becomes a critical issue.                                                       

5.1.2 CO-OFDM with Trellis-coded 32-QAM for subcarrier 
modulation 
Figure 32 shows the digital signal processing (DSP) blocks used in CO-OFDM transmitter 

and receiver with trellis-coded 32-QAM for subcarrier modulation. The key new DSP blocks 

are the TCM encoder and decoder. The TCM encoder takes in 4 input bits, and output coded 5 

bits, which are used for 32-QAM subcarrier modulation. The rate of the TCM is thus 4/5. 

Figure 33 shows the schematic of one implementation of the TCM encoder, which leaves the 

first two input bits uncoded, but convolutionally codes the last two input bits into three coded 

bits through a 128-state rate-2/3 convolutional encoder with 3 parity-check coefficients 

defined by G. Ungerboeck in [95], h2=042, h1=014, h0=203, where h0-2 is the multiplier 

coefficients for the three output coded bits in octal notation. The following parity-check 

equation is satisfied,   

  
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where  denotes modulo-2 addition, {Zn} is the code sequence, v is the constrain length, 

which is equal to 7 in the implementation shown in Figure 33. The asymptotic coding gain of 

the TCM at low BER is 7.37 dB. The coded subcarriers are then processed with regular 

OFDM operations, such as inverse fast Fourier transform (IFFT), parallel-to-serial formatting, 

cyclic prefix (CP) or guard interval (GI) insertion. At the receiver, the time-domain OFDM 
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signal in first converted into frequency domain by fast Fourier transform (FFT). Before that, 

two more procedures, namely OFDM window synchronization and CP removal, are 

performed. Channel and phase noise estimation and compensation are then conducted. Once 

the 32-QAM modulated subcarriers are recovered, they are fed into the TCM decoder, where 

Viterbi decoding algorithm is used. Two sorts of decoding schemes are performed, soft-

decision and hard-decision decoding, with the earlier providing higher coding gain.   
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Figure 32. Transmitter and receiver DSP blocks in CO-OFDM trellis-coded 32-QAM encoder with trellis-coded 
32-QAM for subcarrier modulation.    
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Figure 33. Schematic of a 0.8-rate with a 128-state rate-2/3 convolutional encoder     

5.1.3 Experiment for TCM-CO-OFDM  at back-to-back 

 

 
Figure 34. (a) Schematic of the experimental setup of a 44 Gb/s PDM CO-OFDM system. AWG: Arbitrary 
waveform generator. PBS(C): polarization beam splitter (combiner). BR: balanced receiver. TDS: Time-domain 
sampling scope. (b) Recovered 32-QAM constellation of the subcarriers in one polarization at OSNR=20 dB 
before TCM decoding. 



Chapter 5 
Advanced Coding for CO-OFDM Without Bandwidth Extending  

 67

Figure 34 (a) shows the experimental setup. At the transmitter, a data stream consisting of 

pseudo-random bit sequences of length 215-1 was first send into TCM encoder, where every 5-

bit output is mapped with 32-QAM modulation. The coded signal in then filled onto 80 

subcarriers. The data subcarriers, together with 8 pilot subcarriers and 20 unfilled subcarriers, 

were converted to the time domain via inverse Fourier transform (IFFT) with size 128. The 

unfilled subcarriers consisted of two center subcarriers, allocated to accommodate the 

frequency offset between the transmitter laser and the receiver optical local oscillator (OLO), 

and 18 edge subcarriers, used for over-sampling. A cyclic prefix of length 16 samples was 

used, resulting in an OFDM symbol size of 144. Four training symbols (TSs), consisting of 

two known correlated symbols [16], were inserted at the beginning of each OFDM frame that 

contains 1000 data symbols to facilitate frame synchronization and channel estimation. The 

real and imaginary parts of the OFDM symbol sequence were converted to analog waveforms 

by two digital-to-analog converters (DACs) operating at 10 GS/s, before being amplified and 

used to drive an optical I/Q modulator that was biased at null. The transmitter laser was an 

external-cavity lasers (ECLs) with 100-kHz linewidth, and for simplicity, the OLO shared the 

same laser as the transmitter laser. The maximum data rate of the signal after the optical 

modulation was 27.7 Gb/s. The optical signal was then split by a 3-dB coupler into two equal 

copies, which were then delayed by one symbol period with respect to each other and 

combined by a polarization beam splitter (PBS) to form a PDM-OFDM signal with a 

maximum data rate of 55.3 Gb/s before decoding. After the rate-4/5 TCM decoding, the net 

data rate became 44.3 Gb/s. The optical bandwidth of the PDM-OFDM signal is only ~7 GHz,  

which potentially allows for a spectral efficiency of up to 6.3 bit/s/Hz. Adjustable amount of 

optical noise was added by an optical pre-amplifier followed by an adjustable attenuator. At 

the receiver, the PDM-OFDM signal was detected by a digital coherent receiver consisting of 

a polarization-diversity optical hybrid, an OLO, and four analog-to-digital converters (ADCs), 

each operating at 50 GS/s. The effective resolution of the ADC’s was about 5.5 bits. The 

digitized waveforms were stored and processed offline in a computer. The BER of the 

recovered data was obtained by direct error counting. A sample recovered constellation of the 

subcarriers before TCM decoding is shown in Figure 34 (b). Figure 35 shows the output BER 

from the soft-decision TCM decoder as a function of the input BER. Each data point 

corresponds to a measurement conducted on one OFDM frame for a given polarization. 

Remarkably, raw BER as high as 0.04 (or 410-2) can be corrected to be below 10-3. It 

remains to be seen if the trellis-coded 32-QAM can be applied together with a standard 
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forward error correction (FEC) code (with a moderate overhead of 7%) to obtain an overall 

coding gain that is close to the sum of the individual gains from the TCM and the FEC. Figure 

36 shows the BER (averaged over the x- and y- polarizations) of the recovered 44 Gb/s PDM-

OFDM signal as a function of the OSNR. The raw BER performance of 32-QAM exhibits a 

high error floor >510-2 for OSNR<21 dB. After the soft-decision TCM decoding, the 

required OSNRs at BER=10-3 and 10-4 become as low as 14.6 dB and 15.7 dB, respectively. 

As compared to uncoded 16-QAM (also shown in Figure 36), the required OSNR at BER=10-

3 and 10-4 are lowered by 3.4 dB and 5.0 dB, respectively. The coding gain for BER smaller 

than 10-4 is larger than 5 dB. For OSNR higher than 16 dB, no errors were counted after 

decoding, indicating a BER much lower than 10-5. The above measurements clearly show the 

effectiveness of the TCM in improving the receiver sensitivity (or OSNR performance).  
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Figure 35. Output BER vs. input BER at the soft-decision TCM decoder.     
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 Figure 36. BER performance after the TCM decoding.    

5.1.4 Experiment for TCM-CO-OFDM in long haul transmission  

 
Figure 37. Schematic of the experimental setup of a 44 Gb/s PDM CO-OFDM transmission system. Insets: (a) 
transmitter-side offline DSP modules including a rate-4/5 32-QAM TCM encoder; (b) sample recovered 
constellations of trellis-coded 32-QAM subcarriers; and (c) receiver-side offline DSP modules including J-
SPMC module and rate-4/5 32-QAM TCM decoder. 

Figure 37 shows the schematic of the experimental setup. At the transmitter, offline digital 

signal processing (DSP), as shown in inset (a), was first performed to generate an OFDM 

waveform which was later stored in an arbitrary waveform generator (AWG). In the offline 

DSP, data stream consisting of pseudo-random bit sequences (PRBS) of length 215-1 was 

mapped on to 80 16-QAM modulated subcarriers, which were encoded by a rate-4/5 TCM 

encoder to generate 32-QAM modulated subcarriers. The TCM encoder initially left the first 



Chapter 5 
Advanced Coding for CO-OFDM Without Bandwidth Extending  

 70

two input bits uncoded, but coded the last two input bits into three coded bits through a 128-

state rate-2/3 convolutional encoder with 3 parity-check coefficients defined by G. 

Ungerboeck in [95], h2=042, h1=014, h0=203, where h0-2 are the multiplier coefficients for the 

three coded bits in octal notation. The following parity-check equation was satisfied, 

0...
2

0 011   i

i
n

ii
vn

i
v

i
vn

i
v zhzhzh , where denotes modulo-2 addition, {Zn} is the code 

sequence, v is the constraint length, which was set to 7. The TCM encoder then mapped the 

total 5 bits onto trellis-coded 32-QAM, with an asymptotic coding gain of 6.02 dB as 

compared to un-coded 16-QAM [95]. 

The 80 coded subcarriers, together with 8 pilot subcarriers and 20 unfilled subcarriers, 

were converted to the time domain via inverse Fourier transform (IFFT) with size 128. The 

unfilled subcarriers consisted of two center subcarriers, allocated to accommodate the 

frequency offset between the transmitter laser and the receiver optical local oscillator (OLO), 

and 18 edge subcarriers, used for oversampling. After parallel-to-serial conversion (P/S), a 

cyclic prefix (CP) of length 16 samples was used, resulting in an OFDM symbol size of 144. 

To facilitate frame synchronization and channel estimation, four training symbols (TSs), [A A 

A –A], where A is a known OFDM symbol and –A is the inverted version of A, were inserted 

at the beginning of each OFDM frame that contained 1000 data symbols. The real and 

imaginary parts of the OFDM waveform were converted to analog waveforms by two digital-

to-analog converters (DACs) operating at 10 GS/s, before being amplified and used to drive 

an optical I/Q modulator that was biased at null. The transmitter laser used an external-cavity 

laser (ECL) with 100-kHz linewidth. The maximum data rate of the signal after the optical 

modulation was 27.7 Gb/s. The optical signal was then polarization multiplexed with its one-

symbol delayed copy through a polarization beam splitter (PBS) to form a PDM-OFDM 

signal with a maximum data rate of 55.3 Gb/s before decoding. Note that after the polarization 

multiplexing, the TSs at the beginning of each OFDM frame contained three dual-polarization 

(DP) symbols, [A/A, A/A, A/-A], where the symbol before (after) “/“ is along x(y)-

polarization. The first two DP symbols were thus identical to facilitate frame synchronization 

through autocorrelation, and the last two DP symbols were correlated in such as way that 

channel estimation can be readily performed while making the TS power equal to data symbol 

power [101].  

The transmission fiber link was based on a loop setup consisted of four 82.5 km SSMF 

spans, each of which was followed by a dispersion compensating fiber (DCF) embedded in a 

2-stage erbium-doped fiber amplifier (EDFA). The average loss of each span was 20 dB, and 
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the residual dispersion per span was ~42.5 ps/nm. At the receiver, the PDM-OFDM signal 

was detected by a digital coherent receiver consisting of a polarization-diversity optical 

hybrid, an OLO (different from the transmitter laser), and four 50-GS/s analog-to-digital 

converters (ADCs) embedded in a real-time sampling oscilloscope (RSO). The effective 

resolution of the ADC’s was about 5.5 bits. The digitized waveforms were stored and 

processed offline. Sample recovered constellations of the subcarriers before TCM decoding in 

the back-to-back case are shown in inset (b). The receiver-side offline DSP blocks used are 

shown in inset (c). The other DSP modules used were similar to those described in [102]. Two 

key DSP modules are (1) joint SPMC (J-SPMC) module, as demonstrated in [103], to mitigate 

the nonlinear transmission penalty. The principle of J-SPMC is that the SPM effect on one 

polarization component not only has a contribution from the power of this polarization, but 

also has a contribution from the other polarization with a different scaling factor. So, to 

effectively compensate for the SPM effect for PDM-OFDM, the J-SPMC scheme can 

calculating and compensating phase modulation for each polarization by taking consideration 

of both polarization components; and (2) rate-4/5 32-QAM TCM decoder which used soft-

decision Viterbi decoding algorithm. After TCM decoding, the net data rate became 44.3 Gb/s. 

The optical bandwidth of the signal was ~7 GHz, so this format potentially allows for a 

spectral efficiency up to 6.3 bit/s/Hz. The BER of the recovered data for each polarization was 

obtained by direct error counting. 

Figure 38 (a) and (b) show the Q factor of the received 32-QAM signal, derived from the 

measured BER, after 330 km transmission as a function of signal launch power. The optimum 

signal power is increased from ~0 dBm without SPMC to ~1 dBm with SPMC. At the 

optimum powers, no error was measured after TCM decoding (for one entire OFDM frame 

containing 0.64 million bits), indicating a Q factor increase of >6 dB as compared to that 

before decoding. Figure 38 (c) shows the output BER as a function of input BER at the TCM 

decoder. Remarkably, an input BER of ~0.03 can be corrected to <10-3 at the output.  

Figure 39 shows the TCM decoder performance after 660 km transmission (or 2 loops). 

The optimum signal power is increased from -2 dBm without SPMC to 0 dBm with SPMC. 

At the optimum powers, the Q factor increase from TCM decoding is ~6 dB. The dependence 

of the output BER on the input BER at the TCM decoder again shows strong error correcting 

capability of the TCM decoder.  
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Figure 38. The signal Q factor (derived from BER) after 330 km transmission as a function of launch power 
without (a) and with (b) SPMC, and output BER vs. input BER at the soft-decision TCM decoder (c). Q values 
higher than 14 dB in the figure indicates that no error was counted in one OFDM frame.    
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Figure 39. The signal Q factor (derived from BER) after 660 km transmission as a function of launch power 
without (a) and with (b) SPMC, and output BER vs. input BER at the soft-decision TCM decoder (c).    

Figure 40 shows the TCM decoder performance after 990 km transmission (or 3 loops). 

The optimum signal power is increased from -3 dBm without J-SPMC to -1 dBm with J-

SPMC. At the optimum powers, the Q factor increase from TCM decoding is ~2.5 dB for the 

case without SPMC, and ~5 dB for the case with SPMC. With SPMC and TCM, the optimal 

signal Q factor after the 990 km transmission is 11 dB, ~1.8 dB higher than the threshold of a 

typical enhanced FEC with 7% overhead. In addition, this performance is better than that of 

the uncoded 16-QAM CO-OFDM [103] after the same transmission link by ~2 dB. Finally, 

the output-input BER curve of TCM decoder shows uncompromised error correcting 

capability in this nonlinear transmission regime.  
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Figure 40. The signal Q factor (derived from BER) after 990 km transmission as a function of launch power 
without (a) and with (b) SPMC, and output BER vs. input BER at the soft-decision TCM decoder (c).   

5.1.5 Conclusion 
We have demonstrated long-haul transmission of a 44 Gb/s CO-OFDM signal with trellis-

coded 32-QAM at back-to-back and 990 km dispersion-managed SSMF link. Experimental 

results at back-to-back were obtained with a 44 Gb/s PDM-CO-OFDM signal, showing 

receiver sensitivity improvements of 3.4 dB and 5.0 dB over its uncoded counterpart at BER 

of 10-3 and 10-4, respectively. For long haul transmission, TCM, together with SPMC, 

substantially improves the transmission performance, showing its potential to assist high-SE 

and high-performance CO-OFDM transmission. The combination of TCM with high-level 

QAM modulation may be a promising technique to support high-spectral-efficiency and high-

performance CO-OFDM transmission. 

5.2. Low-density-parity-check for CO-OFDM   

5.2.1. Introduction  
A key approach to improve the reach of these high-speed systems is the use of high 

performance error correcting codes (ECC), among which low-density-parity-check (LDPC) 

has been recently pioneered by Djordjevic and Mizuochi [ 104 - 111 ] in the optical 

communication community. (LDPC) can achieve in theory as close as 0.0045dB to Shannon 

limit [112]. Compared to the first and second generations of forward error correction (FEC), 

LPDC as one of the main choices of the third generation FEC provides net coding gain around 

10dB  (at BER=10-13) [111]. Increase overhead or use lower rate coding will further improve 
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the performance for LDPC codes, but it will also increase the bandwidth requirement for 

optoelectronic components and therefore the overall cost as is true for many other codes such 

as RS codes. So it is preferable that the coding gain can be achieved without increase of the 

signal bandwidth. This was investigated by Ungerboeck in his seminal work on Trellis coded 

modulation (TCM) [95]. In this section, following the similar spirit, we start with the 

conventional system with 4-QAM of 2 bits/symbol modulation, and expand the constellation 

to 16-QAM modulation of 4 bits/symbol that results in twice of data rate within the same 

electrical and optical bandwidth. The extra data rate (50%) is then used for rate ½ LDPC 

coding that results in the same net spectral efficiency as the conventional 4-QAM. The net 

effective coding gain of rate ½ LDPC coded 16-QAM modulation over conventional 4-QAM 

is demonstrated for the first time to the best knowledge of the authors, and the receiver OSNR 

sensitivity of 12.5 dB at data rate of 107 Gb/s is found, which is a record sensitivity for 100 

Gb/s transmission experiment. Finally, we show the first 400 Gb/s LDPC coded 16-QAM 

CO-OFDM transmission over 960 km SSMF without Raman amplification. The results of this 

work show that CO-OFDM can be a potentially attractive candidate for 400 Gb/s or 1 Tb/s 

Ethernet long-haul transport over the installed link with the aid of high efficiency ECC. There 

are two relevant categories of publications prior to this work: one is to improve the 

transmission sensitivity by using stronger error correction codes, but requiring more overhead 

and electronic bandwidth [110]; the other is high spectral efficiency transmission by using 

higher order modulation, but requiring much higher OSNR and more stringent component 

specifications such as high resolution for ADC/DAC [6]. Our approach distinguishes from 

these two classes of the work in that we improve the sensitivity without a need for wider 

electrical bandwidth, and stringent ADC/DAC resolution, which may lead to an attractive 

solution for many applications.  

5.2.2. Experiment setup and system configuration 
The primary goal of this report is to demonstrate significant improvement of the receiver 

sensitivity through the use of LDPC without requiring higher optoelectronic bandwidth. 

Namely, we present a system design based on 16-QAM to provide coding overhead for LDPC, 

achieving enhanced receiver sensitivity while maintaining the same spectral efficiency of 3.3 

bit/s/Hz as the uncoded 4-QAM modulation [7]. For ECC, we choose LDPC in this work as it 

provides flexibility of arbitrary rate coding compared to relatively rigid coding rate in TCM. 

Figure 41 shows the system configuration for 400 Gb/s LDPC coded 16-QAM CO-OFDM 
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system. Although longer block length can improve the coding performance, it also increases 

the hardware complexity. We use the practical length of LDPC code that is close to what have 

been demonstrated in real-time using state-of-art FPGA [109,110]. We use Reed-Solomon 

codes as outer code to eliminate possible error-floor in LDPC [112]. The data is first fed into 

RS (255, 239) and then the LDPC (4000, 2000) [113] encoder. In order to eliminate the 

influence of burst-errors, an interleaver is placed between the two serially-concatenated FEC 

codes [114],   where the input signal is filled symbol by symbol, and output is sent subcarrier 

by subcarrier. The encoded data are then fed into 16-QAM OFDM base band generator to 

obtain digital OFDM time-domain signal, including procedures of serial-to-parallel 

conversion, data mapping to 16 QAM constellation, IDFT and guard interval insertion. The 

parameters for the OFDM baseband generation are as follows: 128 total subcarriers; guard 

interval is 1/8 of the symbol period. Middle 102 subcarriers out of 128 are filled, from which 

4 pilot subcarriers are used for phase estimation. The middle two subcarriers are fed with 

zeros, where the frequency signal and local lasers are located.  Polarization multiplexing 

doubles the raw rate to 53.3 Gb/s per band. After LDPC decoding, the net data rate is 26.7 

Gb/s (10 GHz · log2(16QAM) · 2 pols · 96) / ( 128 · 1.125GI )· 50%LDPC), excluding the cyclic 

prefix, pilot tones, and unused middle two subcarriers. The real and imaginary parts of the 

OFDM waveforms are uploaded into an AWG operated at 10 GS/s to generate I/Q analog 

signals, and subsequently fed into I and Q ports of an optical I/Q modulator respectively. The 

optical input to the optical I/Q modulator is derived from a recirculating frequency shifter 

(RFS), essentially a recirculating loop including an I/Q modulator and optical amplifiers [19]. 

A multitone-source is generated by using a CW laser light replicated 16 times via the RFS, 

and is modulated into a 16-band CO-OFDM signal after being driven by a complex electrical 

OFDM signal, carrying a data rate of 428 Gb/s. The number of tones in the RFS is controlled 

by the bandwidth of the optical band-pass filter in the RFS loop, and the RF tone frequency is 

7.96875 GHz, phase-locked with the AWG using a 10 MHz reference clock. This is to ensure 

that all the subcarriers across the entire OFDM spectrum are at the correct uniform frequency 

grids. There is no frequency guard band between each sub-band. The optical OFDM signal 

from the RFS is then inserted into a polarization splitter, with one branch delayed by one 

OFDM symbol period (14.4 ns) to emulate the polarization multiplexing, resulting in a total 

line rate of 856 Gb/s. The signal is then coupled into a recirculation loop comprising of 2×80 

km SSMF fiber (span loss of 18.5 dB and 17.5 dB) and three EDFAs to compensate the loss. 

The signal is coupled out from the loop and received with a polarization diversity coherent 
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optical receiver [16,17]. The performance is detected on a per-band basis by aligning the local 

laser to the center of each band, and the detected RF signal is anti-alias filtered with a 7-GHz 

low-pass filter. The four RF signals for the two I/Q components are then input into a 

Tektronix Time Domain-sampling Scope (TDS) and are acquired at 20 GS/s and processed 

with a MATLAB program using 2×2 MIMO-OFDM models, which are detailed in [16,17]. 

Finally the complex symbol values are input to the LDPC soft-decoder for data recovery. 
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Figure 41. Experimental setup for 400 Gb/s LDPC coded CO-OFDM transmission. 

LDPC codes was first invented by R. G. Gallager in 1960s [115], and rediscovered in 

1990s by MacKay [116].  It was introduced to the optical communications during the last 

decade by Djordjevic and Mizuochi [104-111].  The soft-decision algorithm for LDPC can be 

best described using the Tanner graph [117]. The name of ‘low density parity’ is derived from 

the fact that the number of ‘1’s in each column (or row) of the parity check matrix H 

(dimension of m times n) is very small compared to the block length. Tanner graph consists of 

m check nodes (the number of parity bits) and n variable nodes (the number of bits in a 

codeword) [104].The connection between ci and fj is made if the parity check matrix element 

(H)ij is a 1. Figure 42 shows a typical Tanner graph. The number of edges in the Tanner graph 

is equal to the number of ones in the parity-check matrix. The inserted H in the figure is the 

corresponding parity check matrix.   
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Figure 42. The Tanner graph representation of the parity-check matrix 

The LDPC soft decoding algorithm is based on so-called belief propagation where the 

message is passed between the check and variable nodes [118]. The message sent by the 

variable node to the check node contains the pair of probability (qij) for the ‘belief’ that the 

variable node should be ‘0’ or ‘1’. qij(0) and qij(1) stands for the two probabilities. Similarly, 

the message sent by the check node to the variable node also contains another probability (rij) 

for the ‘belief’ that the variable node should be ‘0’ or ‘1’. At the beginning, the bit codes send 

their qij to check nodes. qij(0) and qij(1) stands  for the amount of belief that received yi is a 0 

or 1. Then the check nodes will compute the response rji as  

'
' \

1 1
(0) (1 2 (1)), (1) 1 (0)

2 2
j

ji i j ji ji
i V i

r q r r


                    (27) 

The variable nodes then will send the calculated response to bit node by 

' '
' \ ' \

(0) (1 ) (0), (1) (1)
j j

ij ij i j i ij ij j i
j C i j C i

q K P r q K r
 

              (28) 

where the Kij is used to ensure that qij(0) +qij(1)=1. The updating procedures of qij and rij are 

illustrated in Figure 42 (b) and (c). At this stage, the estimated ˆ jc of the current variable jc is 

using  

'

(0) (1 ) (0), (1) (1)
i i

i i i ji i i i ji
j C j C

Q K P r Q K P r
 

                         (29) 

So if (0) (1)i iQ Q , then ˆ 1jc  , and 0 vice versa. If the estimated codeword satisfies the parity 

check equation, then the decoding procedures terminates. Otherwise, it will continues in the 

next the iteration until the maximum number of iteration is exceeded. A convenient way to 

represent the probability is using log likelihood ratios (LLR). LLR allows the computation 

using sum and product operations, which is also used in our work. The details of updating 

equations are discussed in [117]. The dimension of the parity matrix is 2000×4000, and has 



Chapter 5 
Advanced Coding for CO-OFDM Without Bandwidth Extending  

 80

the weight of 3 [113]. We use log-domain sum-product decoding algorithm and number of 

iterations is set at 20. It is also worthy to point out that the used code from [113] will bring 

much complexity due to its randomness. One preferred option is using quasi-cyclic LDPC 

codes [109,110] with advantages of higher girth. The data after LDPC is input into a RS 

decoder for possible error-floor in LDPC and BER is computed. More comprehensive 

understanding of  LDPC coding can be found in [104-111]. 

5.2.3. Experimental results and discussion  
To identify net effective coding gain and the resultant improvement of the receiver sensitivity 

for the LDPC coded 16-QAM OFDM signal, we first measure the receiver performance for 

107 Gb/s at back-to-back and the result is shown in Figure 43. Since we are comparing the 

two signals with the same net data rate, this coding gain is equivalent to the coding gain per 

bit if Figure 43 is re-plotted as BER versus SNR per bit  Because of the sharp drop off of the 

BER after LDPC and maximum number of bits (1,500,000 bits per data point) measured, we 

defined the receiver sensitivity as the OSNR for the BER of 1×10-3 before RS decoding (BER 

of 1x10-3 or lower always results in zero error count after RS outer decoder in the experiment).  

Any error floor due to LDPC can be effectively eliminated by the interleaver / deinterleaver 

and RS FEC.  It can be seen that the OSNR sensitivity for rate ½ LDPC coded 16-QAM 

signal is 12.5 dB OSNR compared with 15.5 dB OSNR in conventional 4-QAM signal, 

indicating a 3 dB improvement. We stress again this is achieved with the same electrical and 

optical bandwidth for all the optical and electrical components encountered. In contrast to the 

application of using high-order modulation for ultra-high spectral efficiency [94], the 

proposed rate ½ LDPC coded 16-QAM signal does not require higher OSNR, and the net 

coding gain could be utilized to increase transmission reach and/or reduce the required bit 

resolution for DAC/ADC compared to 4-QAM modulation case. The back-to-back 428 Gb/s 

BER performance is also shown at Figure 43 and the sensitivity is measured at 20.2 dB 

OSNR for LDPC coded 16-QAM. The inset shows for 16-QAM CO-OFDM signal at the 

OSNR of 19 dB. 
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Figure 43. Back-to-back OSNR sensitivity for 107 Gb/s and 428 Gb/s signal. All the data rates shown are before 
7 % RS FEC  

Table 7. Detailed BER for the worst band of  428 Gb/s LDPC-coded 16-QAM signal at reaches of 960 km and 
800 km.  

Reach 

 (km) 

BER: raw 

(X-polarization) 

BER: raw 

(Y-polarization) 

BER: LDPC BER: 

LDPC+RS

800 0.076993 0.077987 0 0 

960 0.093084 0.094213 0 0 

Table 7 shows the detailed BERs for 400 Gb/s LDPC-coded OFDM signal at different 

reaches. At the reach of 960 km with a launch power of 3dBm, only the performance of the 

worst band, the 8th band of the 400 Gb/s is shown including its raw BER for the 16-QAM 

signal or the input BER to LDPC decoder, BER after LDPC decoding, and BER after both 

LDPC and RS decoding. It can be seen that LDPC-coded 16-QAM signal can be received 

successfully (zero error counts for both polarizations) after 960 km transmission. We also 

measure transmission performance in various reaches below 960 km, all error-free after 

LDPC and RS decoding. Table 7 only shows one instance of the reach below 960 which is 

800 km. Figure 44 shows the spectrum of the 400 Gb/s CO-OFDM signal at the reach of 960 

km. Although each band is uniformly modulated with the same data, the chromatic dispersion 

induces rapid inter-band walk off and de-correlate the multi-band signal. In fact, the 

nonlinearity performance of such configuration is slightly conservative compared to the truly 

uncorrelated multiband signal [16]. We note this is the first experimental demonstration of 
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LDPC coding for long-haul transmission.  

1548.5 nm    0.5 nm/div
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Figure 44. spectrum for 428 Gb/s LDPC-coded 16-QAM at reaches of 960 km.  

5.2.4. Conclusion 
We have shown record receiver sensitivity for 100 Gb/s CO-OFDM transmission via 

constellation expansion from 4-QAM to 16-QAM and rate 1/2 LDPC coding. As a result, 

transmission of 428 Gb/s single-channel CO-OFDM signal over 960 km SSMF is 

demonstrated without Raman amplification.  
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6     Some Advanced Techniques for CO-OFDM 

Based on Channel Estimation  

In CO-OFDM, channel estimation is critical that affect the transmission system performance. 

And the transmission can also be verified to suit the channel if the channel information is 

obtained. In this chapter, we will show two advanced techniques in CO-OFDM based on 

channel estimation. The first scheme is called “Frequency-domain Averaging” algorithm, 

which can estimate the channel transfer information using one pair training symbol. This 

scheme can reduce the overhead caused by the traditional time-domain channel estimation 

algorithm. In second approach, we shifted the OFDM bit and power loading scheme from 

wireless onto fiber communication. Using bit and power loading, the transmission net rate can 

be improved according to the channel information.   

6.1 Frequency-domain averaging based channel estimation 

6.1.1 Introduction 
Channel estimation is an important procedure in orthogonal frequency-division multiplexing 

(OFDM) based fiber transmission systems. With channel estimation, the physical effects of 

the fiber transmission link such as chromatic dispersion (CD) and polarization-mode 

dispersion (PMD) on the optical signal transmitted over the link are obtained, and subsequent 

channel equalization can be performed to restore the signal quality. In optically amplified 

long-haul transmission, the accuracy of the channel estimation is often limited by the presence 

of optical noise. To increase the channel estimation accuracy, a time-domain averaging 

method that averages the channel matrices estimated by multiple training symbols (TS’s) for 

each frequency subcarrier is commonly used [16,17]. Recently, an intra-symbol frequency-

domain averaging (ISFA) averaging based method was proposed [102] where the averaging is 

performed over the estimated channel matrices for multiple adjacent frequency subcarriers in 

the same TS.  The ISFA method offers the benefits of overhead reduction and reaction speed 

improvement, and was recently demonstrated in a 40 Gb/s polarization-division-multiplexed 

(PDM) coherent optical OFDM system with PMD as large as 350 ps [119]. In this sub-chapter, 

we present the experimental demonstration in more detail, and compare the ISFA 
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performance with the time-domain averaging based channel estimation method.  Moreover, 

the choice of the optimal averaging window size as a function of PMD is discussed. 

6.1.2 ISFA-based channel estimation principle 
Theoretical study on polarization-division multiplexed coherent optical OFDM was first 

proposed by [65]. The channel estimation in [16,17] was based on time-domain averaging. 

Since a number of subcarrier divides the OFDM spectrum into very narrow bandwidth, the 

response of each subcarrier can be treated as a constant. In the ith subcarrier, an optical 

OFDM signal can be expressed as 


























)(

)(

)()(

)()(

)(

)(

2221

1211

is

is

ihih

ihih

ir

ir

y

x

y

x

     (30) 

where the 2×1 vectors are the received and the transmitted OFDM signals, while the 2×2 

matrix H is the channel transfer function for the ith subcarrier. To simplify the channel 

estimation, the time-multiplexed training symbols are sent in pairs across the two 

polarizations, namely, in the first symbol period t1, the only one polarization is transmitted 

OFDM signal, while another polarization is filled with zeros. In the following symbol period 

t2, the signal is transmitted in the inversed polarizations. Since only one polarization is used, 

to maintain the signal power in the whole transmission, the power of TS is doubled. In such a 

pair of the symbol period, the channel transfer function can be obtained as 
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where  yxr ,1 and yxr ,2 are the received signal in the period t1, t2 respectively. The optical noise 

introduced fluctuation will highly affect the accuracy of the estimated channel matrix H. 

Traditionally, several such pairs of TS’s are employed, and then averaged to obtain more 

accurate estimated matrix H.  

1

1 N

ti
i

H H
N 

                                                             (32) 

ti is the TS’s time sequence index, N is the number of TS’s. The TS’s need to be inserted into 

OFDM symbols periodically in order to capture the dynamic channel behaviors. Normally, 

more than 2.5% of total OFDM symbols are used as TS’s, which costs a large overhead on the 

net rate [16,17].  
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Compared to time-domain averaging methods, ISFA is the channel estimate method 

based on frequency-domain [102]. The channel behavior is usually highly related to adjacent 

subcarriers. To improve the accuracy of the channel estimation in presence of the optical 

noise, the ISFA estimates the ith subcarrier channel matrix by averaging the channel transfer 

function of itself and its multiple adjacent subcarriers. In effect, ISFA takes advantage of the 

fact that channel transfer function is usually highly correlated for adjacent subcarriers. For ith 

subcarrier, the averaging window is selected from the its m left neighbors to m right, or totally 

up to (2m+1) adjacent subcarriers. 







mi

mik
ki H

m
H

12

1

                               (33) 

Different from equation(31), only one pair of Ts’s is used in ISFA, which means much 

overhead caused by TS’s can be reduced.   

Two subcarrier regions need to be processed specially: (1) in the edge subcarriers, when 

the selected window size exceeds the bandwidth, namely, when i<m or i>M-m (M is the total 

number of subcarriers), the window size has to be narrowed to just keep the used subcarriers; 

(2) the subcarrier where the local oscillator is placed is usually highly affected by a strong DC 

component caused by the laser. In order to obtain the accurate channel matrix in subcarrier 

close to such affected subcarrier, this subcarrier needs to be excluded during the averaging.  

6.1.3 Experimental setup and results 
Figure 45 shows the experimental setup.  At the transmitter, a data stream consisting of 

pseudo-random bit sequences of length 215-1 was first generated by Tektronix arbitrary 

waveform generator (AWG), each mapped onto 93 subcarriers with 8-QAM modulation. The 

data subcarriers, together with 7 pilot subcarriers and 28 unfilled subcarriers, were converted 

to the time domain via inverse Fourier transform (IFFT) with size 128. The unfilled 

subcarriers consisted of two center subcarriers, allocated to accommodate the frequency offset 

between the transmitter laser and the receiver optical local oscillator (OLO), and 26 unfilled 

edge subcarriers, used for over-sampling. A cyclic prefix of length 8 samples was used, 

resulting in an OFDM symbol size of 136. At least one TS pair, consisting of a known symbol 

and a zero symbol, was inserted into the OFDM symbol sequence before every 500 data 

symbols. The real and imaginary parts of the OFDM symbol sequence were converted to 

analog waveforms by two digital-to-analog converters operating at 10 GS/s, before being 
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amplified and used to drive an optical I/Q modulator that was biased at null. The transmitter 

laser and the OLO were external-cavity lasers (ECL’s) with 100-kHz linewidth. The 

maximum net data rate of the signal after the optical modulation was 20.5 Gb/s. The optical 

signal was then split by a 3-dB coupler into two equal copies, which were then delayed by one 

symbol period with respect to each other and combined by a polarization beam splitter (PBS) 

to form a PDM-OFDM signal with a maximum net data rate of 41 Gb/s. The optical spectrum 

of the signal is also shown in Figure 45. The optical bandwidth of the 40 Gb/s PDM-OFDM 

signal is only ~8 GHz, which potentially allows for a spectral efficiency of higher than 3 

bits/s/Hz. To assess the channel estimation performance under PMD, a polarization controller 

and two PMD emulators (PMDE’s) were used. The first PMDE was a commercial PMDE 

capable of generating a differential group delay (DGD) ranging from 0 to 125 ps, and the 

second PMDE was a home-made PMDE capable of generating DGD as large as 500 ps.  

Adjustable amount of optical noise was added by an optical pre-amplifier followed by an 

adjustable attenuator. At the receiver, the PDM-OFDM signal was detected by a digital 

coherent receiver consisting of a polarization-diversity optical hybrid, an OLO, and four 

analog-to-digital converters (ADC’s), each operating at 20 GS/s. The effective resolution of 

the ADC’s was about 5 bits. The digitized waveforms were stored and processed offline in a 

computer. To increase the accuracy of the ISFA process under large frequency-dependent 

channel response, e.g., caused by high PMD, we halved the averaging window for 2m+1 edge 

subcarriers. Other signal processes needed to recover the original data were similar to those 

described in [16,17]. The bit-error ratio (BER) of the recovered data was obtained by direct 

error counting. Sample recovered signal constellations for both the x- and y-polarization 

components are shown as inset in Figure 45 
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Figure 45. Experimental setup of a 40 Gb/s PDM CO-OFDM transmission system. Insets: sample recovered 
signal spectrum and constellations for the x- and y-polarization components. DSP: digital signal processing. PA-
CPEC: pilot-assisted common-phase-error compensation. 

Figure 46 shows the real part of channel matrix coefficient hxy estimated without and 

with the ISFA process as a function of the modulated subcarrier index, under DGD values of 

125 ps (provided by the 1st PMDE) and 350 ps (provided by the 2nd PMDE) and a splitting 

ratio of about 0.5. The m values used in the ISFA were 9 and 5 for the 125-ps and 350-ps 

DGD cases, respectively. Evidently, the estimated channel coefficient without the ISFA 

exhibits high-frequency fluctuations due to the presence of optical noise, and with ISFA, the 

noise-induced high-frequency fluctuations are removed. 
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Figure 46. The real part of channel matrix coefficient hxy as a function of the modulated subcarrier index 
without and with ISFA for DGD=125 ps (left) and DGD=350 ps (right). OSNR=15 dB. 

Figure 47 shows the BER of the recovered dual-polarization components of the 40 Gb/s 

PDM-OFDM signal as a function of the OSNR without averaging and with the ISFA having 

m equal to 9 under a DGD of 125 ps. Without averaging, there is a high error floor of ~10-2. 

With the ISFA, the BER performance is much improved. The required OSNR for a BER of 

10-3 is ~15 dB. The absolute OSNR performance could be further improved by using ADC’s 

with a higher resolution. The Moreover, the ISFA performance is slightly better than that 

obtained with the time-domain averaging based channel estimation using 10 TS’s or N=5 

times as large an overhead as in the ISFA case. The overhead caused by TS’s is reduced from 

2% using time-domain averaging algorithm to only 0.4% using ISFA.  
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Figure 47. BER of the recovered dual-polarizations of the 40 Gb/s PDM-OFDM signal as a function of the 
OSNR without averaging and with the ISFA under DGD of 125 ps. The results obtained with time-domain 
averaging based channel estimation using 10 TS’s are also plotted for comparison. 

Figure 48 shows the recovered signal Q factor, derived from the BER, as a function of 

the size of the averaging window, with a DGD of 125 ps and an OSNR of 15 dB. The signal 

Q factor increases quickly when m is increased from 0 to 5, and reaches ~10 dB at m of 9. As 

expected, the Q factor gradually decreases with further increase of m, due to the loss of 

frequency resolution in the channel estimation. Figure 49 shows the signal Q factor as a 

function of DGD (generated by the 2nd PMDE) with different window size. For a Q penalty 

of 0.3 dB, the tolerable DGD is ~200 ps with m of 9, and is ~350 ps with m of 5. Under 200 

ps, the Q factor with large averaging window (m of 7 and 9) is slightly better than m of 5. 

With optimum window averaging, the Q performance is better than other schemes, especially 

when the DGD is lager than 300 ps.  
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Figure 48. Signal Q factor vs. the size of the averaging window in the ISFA process under DGD of 125 ps, and 
OSNR of 15 dB.   
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Figure 49. Signal Q factor vs. DGD when the ISFA-based channel estimations with different window size. The 
label above the curves shows the size range with optimized averaging window size. 

6.1.4 Conclusion 
We have presented the experimental demonstration of the ISFA-based channel estimation in a 

40 Gb/s PDM-OFDM system with PMD as large as 350 ps. Compared to time-domain 

averaging, ISFA shows comparable performance with much reduced overhead. ISFA can also 

be employed with other OFDM modulation formats, such as 16QAM, 32QAM, to achieve 

higher spectral efficiency. 
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6.2 Bit and power loading for CO-OFDM 

6.2.1 Introduction 
Orthogonal frequency-division multiplexing (OFDM) is a special form of multicarrier 

modulation in which the signal data stream is transmitted over many orthogonal lower bit rate 

subcarriers. One of the distinctive advantages of OFDM over single-carrier counterpart is that 

the system is managed according to the individual subcarrier. Once the channel condition of 

each subcarrier is known, the system performance can be improved through proper 

manipulation of the individual subcarriers. One of the most simple and effective ways, called 

bit loading, is done by optimally allocating different modulation scheme across all the 

subcarriers [120]. In particular, the signal-to-noise ratio (SNR) of each subcarrier can be 

monitored through channel estimation, and the subcarriers with high SNR value will be 

loaded with higher number of bits per subcarrier. As a result, the overall data rate is 

maximized. Another commonly used method is power loading. In such scheme, different 

frequency tones are loaded with an optimal power [121]. In so doing, the system performance, 

such as bit error ratio can be improved. It is noted that bit and power loading has been 

demonstrated in multi-mode fiber using discrete multi-tone modulation [122].  

This capability of CO-OFDM transceiver to support variable bit rate through bit loading 

is an attractive feature for reconfigurable optical network. The benefits are two folds. First, it 

allows one receiver capable of supporting multiple data rate [123], preferably through software; 

second, the data rate of each dynamically established connection can be adjusted according to 

the ‘quality’ of the channel. We would like to point out two boundary conditions for such an 

optical variable data rate manipulation. First, the electrical and optical bandwidth for the 

signal is preferred to be constant. This is desirable as no hardware adjustment is required, 

namely, neither the optical filter bandwidth nor the electrical filter bandwidth adjustment is 

needed; Second, the power of each wavelength channel should not be modified even the data 

rate is varied. Otherwise, modifying the individual wavelength power as a result of dynamic 

data rate adjustment will affect the gain and tilt of the other channels that share the same 

optical amplifier and co-propagate in the same fiber link with the channel being adapted. This 

will inevitably incur degrading performance to other channels. In this sub-chapter, we show 

the first experiment of CO-OFDM systems with bit and power loading.  In particular, we 

show a proportion of the OFDM subcarriers is loaded with 8-QAM from original uniform 4-

QAM. The data rate is subsequently increased from 10.7 Gb/s to 13.3 Gb/s without modifying 
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the channel bandwidth and launch power. The system performance can be further improved 

through optimal power loading into each modulation band. The bit and power loading are 

performed after 1000 km transmission over SSMF fiber without optical dispersion 

compensation. Our work demonstrates that CO-OFDM may potentially become an attractive 

choice of modulation format for future reconfigurable optical networks. 

6.2.2 Principle of bit and power loading for CO-OFDM 
There are wealth of literatures on the optimal algorithm for bit and power loading in OFDM 

systems [120,121]. We start by formally laying out the generic bit/power loading optimization 

problem as follows [121]: 

 
1

max max
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k
k

R R
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   
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       (34) 
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P P
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          (35) 

where Nsc is the number of subcarriers, R and Rk are the composite data rate and individual 

subcarrier data rate, respectively, P0 and Pi are the composite total power and individual 

subcarrier power. (34) and (35) show that under the condition of constant total power, the 

order of modulation (bit loading) and the power of each subcarrier (power loading) can be 

adjusted, namely, data rate can be maximized by such ‘bit-loading’ according to the system 

margin provided by the SNR of the channel. Compared with the wireless systems where the 

subcarrier SNR varies by tens of dB due to multi-path fading, the optical channel is relatively 

benign. However, the imperfection in electrical and optical response, fiber nonlinearity, 

polarization mode dispersion (PMD), and polarization dependent loss (PDL) could result in 

large diversity of SNR cross the OFDM spectrum. The bit/power loading will inevitably 

improve the system performance. In this work, we limit the granularity of R to the multiple 

OC-48 rates.  The bit-loading can be simply performed by assigning higher-order modulation 

to the subcarriers with high SNR. Once the bit-loading is finalized, the power loading can be 

employed to minimize the overall BER or maximize the system margin. The formulation 

similar to (34) under the same constraint (35) is given by 
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       (36) 

where Err and Errk are respectively the total errors, and the errors from individual subcarriers. 

6.2.3 Experimental setup and results 
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Figure 50. Experimental setup for bit and power loading in CO-OFDM systems (AWG: Arbitrary Waveform 
Generator LD: Laser Diode MZM: Mach-Zenhder Modulator PD: Photodiode TDS: Time Domain-sampling 
Scope)  

Figure 50 shows the experimental setup for verifying the transmitter with bit and power 

loading scheme, in direct up/down conversion architecture [72]. The transmitted signal is 

generated by Matlab program originated from 215-1 pseudo random binary sequence

（PRBS）, then mapped to either uniform 4-QAM, or a mixture of 4-QAM and 8-QAM. The 

time domain signal is formed after inverse fast Fourier transform (IFFT) operation, and then 

inserted with guard interval. The I and Q components of the time signal is uploaded onto 

Tektronix Arbitrary Waveform Generator (AWG), which will produce the analog signals at 

10 GS/s. The total number of OFDM subcarriers is 128, and guard interval is 1/8 of the 

observation window. Only 89 subcarriers out of 128 are filled, and 12 of them are used for 

phase estimation.  The resultant data rate in the uniform loading of 4-QAM transmissions is 

10.7 Gb/s. The optical I/Q modulator comprised of two Mach-Zehnder modulators (MZM) 

with 900 phase shift, directly up-converts OFDM baseband signals from RF domain to optical 
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domain. The optical OFDM signal is launched into multi-span of fiber link emulated with a 

recirculation loop.  The recirculation loop consists of 100 km SSMF fiber and an erbium-

doped fiber amplifier (EDFA) to compensate the link loss. At the receiver side, direct optical-

to-RF down-conversion is employed.  We tune the local oscillator (LO) laser frequency close 

to that of the incoming signal. Both signal and LO are fed into an optical 900 hybrid. Two 

balanced receivers are used to detect the I and Q components. The detected RF signals are 

then sampled with a Tektronix Time Domain-sampling Scope (TDS) at 20 GS/s. The sampled 

data is processed with a Matlab program to perform receiver signal processing, involving (i) 

FFT window synchronization using Schmidl format to identify the start of the OFDM symbol, 

(ii) software down-conversion of the OFDM RF signal to base-band to remove residual 

frequency offset, (iii) phase estimation and channel estimation, and (iv) constellation 

construction for each carrier and BER computation. 
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Figure 51. The SNR of OFDM subcarriers for  (a) uniform loading, and  (b) mixed loading. 

The first experiment conducted is 10.7 Gb/s CO-OFDM transmission over 1000 km 

SSFM fiber, with uniform 4-QAM loading. The distribution of the SNR across the subcarriers 

is shown in Figure 51 (a), obtained through OFDM receiver signal processing. The SNR 

values of the middle subcarriers are greater than those at two sides. It seems that most of the 

subcarriers with high SNR can be further upgraded to high-order QAM. This corresponds to 

the optical network operation scenarios, at the beginning of the system life, there may be 

ample system margin to spend, or for a new connection at shorter reach, which both will 

produce the high SNR for the OFDM subcarriers.  Because of the excessive SNR margin, we 

are able to load an additional data into the OFDM signal, to be exact, another OC-48 traffic 
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onto original OC-192 one. In order to achieve that, a nominal 50 % of the subcarriers should 

be loaded with 8-QAM from original 4-QAM. The data rate increases from 10.7 Gb/s to 

13.3Gb/s. Figure 51 (b) shows the SNR of the OFDM subcarriers with a mixture of 4-QAM 

and 8-QAM loading, with 8-QAM filled in the middle of OFDM spectrum. The insets show 

the constellation diagrams associated with each bit-loading band. The clear constellations 

show that additional data rate has been successfully carried onto this OFDM transmission 

system. Note that we have achieved this by using the same optical and electrical bandwidth 

and the same of launch power of -3.5 dBm. The adjustment only involves the software 

embedded in the transceiver without a need for hardware adjustment. Therefore, this adaptive 

date rate manipulation is hidden from the other wavelength channels, that is, there is no need 

for any adjustment from neighboring channels. 

We then measure the sensitivity performance of this variable bit-loading system, at 

different percentages of the OFDM subcarriers loaded with 8-QAM, and the results are shown 

in Figure 52.  It can be seen that as more subcarriers are loaded with higher-order QAM, the 

sensitivity degrades. Specifically, when the data rate is increased by an additional OC-48, the 

optical Signal-to-Noise Ratio (OSNR) penalty is degraded by 2.5 dB at the BER of 10-3. The 

penalty will increase when higher-order modulation such as 16-QAM bit-loading is employed, 

signifying that the bit-loading is ultimately limited by the available system margin.  
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Figure 52.  BER performance with varying percentage of the 8-QAM after 1000 km transmission. 

We also carry out the measurement of the OSNR sensitivity performance for bit-loading 

of 50 % of 8-QAM at reach of 600 km and 1000 km. Figure 53 shows that OSNR penalty at 

600 km and 1000 km is respectively about 0.4 dB and 1 dB, compared with back-to-back 

transmission.  
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Figure 53.   BER performance at reach of 600 km and 1000 km 

Once an additional OC-48 is loaded onto the original data rate, the remaining 

manipulation is power loading, namely, the optimal power partition between 4-QAM and 8-

QAM subcarriers. To obtain the optimal power loading, we adjusted ratio of the power of 8-

QAM to the overall signal power, but we still keep the launch power as a constant at -3.5 

dBm. In such a low power, the influence of nonlinearity is negligible. But nonlinear effect 

should be considered if a higher power is used. We characterize the overall system 

performance for 1000 km transmission. Figure 54 (a) shows the BER as the function of the 

percentage of the power consumed by 8-QAM subcarriers. The measurement is done with 

noise loading to an OSNR of 12.5 dB at the receiver, so that the minimum BER can be 

measured. It can be seen that the optimal power loaded onto 8-QAM is around 50-55 %. 

Figure 54 (b) shows the sensitivity comparison between the optimal power loading of 50 % 

and the non-optimal power loading of 70 %.  The optimal loading has a 1 dB OSNR 

advantage over the non-optimal loading.   
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Figure 54.   (a) BER as a function of percentage of the power for 8-QAM, and (b) BER performance at different 
power loading 

6.2.4 Conclusion 
We have shown the first experiment of CO-OFDM systems with bit and power loading, in 

particular, without modifying the channel bandwidth and launch power. The system 

performance is further improved through optimal power loading into each modulation band. 

Our work shows that CO-OFDM may potentially become an attractive choice of modulation 

format for future. 

 
 
 
 
 
 
 
 
 



 
Chapter 6 

Some advanced techniques for CO-OFDM based on channel estimation  

 98

 
 
 
 
 
 



 
Chapter 7 

Conclusions  

 99

7     Conclusions  

In this thesis, we have numerically and experimentally analyzed and demonstrated the high-

speed optical transmission system using coherent optical orthogonal frequency-division 

multiplexing (CO-OFDM). A few key topics have been addressed including (i) the 

demonstration of 107 Gb/s CO-OFDM over long-haul transmission, (ii) real-time 

demonstration for CO-OFDM, (iii) advanced coding to improve the CO-OFDM transmission 

performance is presented in the third part, and (iv) novel channel technique for CO-OFDM.  

7.1 107 Gb/s CO-OFDM long haul transmission 

In chapter 3, we have proposed and elucidated the principle of orthogonal-band-multiplexed 

OFDM (OBM-OFDM) to subdivide the entire OFDM spectrum into multiple orthogonal 

bands. As a result, the DAC/ADCs do not need to operate at extremely high sampling rate. 

We show the proof-of-concept transmission experiment through optical realization of OBM-

OFDM. A numerical simulation for both single channel and WDM transmission is conducted 

to verify the feasibility of the demonstrated OBM-OFDM experiment system. Back-to-back 

OSNR sensitivity of 15.8 dB at the data rate of 107 Gb/s for a BER of 10-3 was achieved. The 

demonstrated system employs 2×2 MIMO-OFDM signal processing and achieves high 

electrical spectral efficiency of 3.3 bit/s/Hz. 

7.2 Real-time CO-OFDM implementation 

We have discussed detail architectures of the real-time implementation of a coherent optical 

OFDM receiver. The unique difficulties in high-speed signal processing of optically 

transmitted OFDM data are discussed and a few unique solutions and implementations were 

presented for OFDM symbol synchronization. The architectures were successfully 

implemented in a FPGA and demonstrated at 2.5 GS/s. The real-time receiver was used to 

receive a 53.3 Gb/s multi-band CO-OFDM signal with an error floor as low as 3.7×10-8. 

Further possibilities of improving the computational efficiencies are discussed. With 

foreseeable improvement in sampling speed of ADCs and DSP resource of FPGAs, real-time 

reception of 100 Gb/s CO-OFDM can be realized in near future. 
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7.3 Advanced coding for CO-OFDM without bandwidth extending 

We have demonstrated long-haul transmission of a 44 Gb/s CO-OFDM signal with trellis-

coded 32-QAM at back-to-back and 990 km dispersion-managed SSMF link. Experimental 

results at back-to-back were obtained with a 44 Gb/s PDM-CO-OFDM signal, showing 

receiver sensitivity improvements of 3.4 dB and 5.0 dB over its uncoded counterpart at BER 

of 10-3 and 10-4, respectively. For long haul transmission, TCM, together with SPMC, 

substantially improves the transmission performance, showing its potential to assist high-SE 

and high-performance CO-OFDM transmission. The combination of TCM with high-level 

QAM modulation may be a promising technique to support high-spectral-efficiency and high-

performance CO-OFDM transmission. We have also shown record receiver sensitivity for 100 

Gb/s CO-OFDM transmission via constellation expansion from 4-QAM to 16-QAM and rate 

1/2 LDPC coding. As a result, transmission of 428 Gb/s single-channel CO-OFDM signal 

over 960 km SSMF is demonstrated without Raman amplification.  

7.4 Some advanced techniques for CO-OFDM based on channel estimation  

We have presented the experimental demonstration of the ISFA-based channel estimation in a 

40 Gb/s PDM-OFDM system with PMD as large as 350 ps. Compared to time-domain 

averaging, ISFA shows comparable performance with much reduced overhead. ISFA can also 

be employed with other OFDM modulation formats, such as 16QAM, 32QAM, to achieve 

higher spectral efficiency. Based on channel estimation, we also demonstrate the experiment 

of CO-OFDM systems with bit and power loading, in particular, without modifying the 

channel bandwidth and launch power. The system performance is further improved through 

optimal power loading into each modulation band.  

 

All our demonstrations have shown that coherent optical OFDM is a powerful technique, 

which is promising for the next generation networks.  
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Appendix A 

Acronyms 

ADC analog-to-digital converter 

ASIC application-specific integrated circuit 

AWG Arbitrary Waveform Generator 

BER bit error ratio 

CD chromatic dispersion 

CMOS complementary metal–oxide semiconductor 

CO-OFDM coherent optical OFDM 

CP cyclic prefix 

CP cyclic prefix 

DAC digital-to-analog converter 

DCF dispersion compensating fiber 

DD direct detection 

DGD differential group delay 

DSP digital signal processing 

ECL external-cavity laser 

EDFA erbium-doped fiber amplifier 

FDM frequency division multiplexing  

FFT fast Fourier transform 

FIFO first-in-first-out 

FPGA field-programmable gated array 

GI guard interval 

IBI inter-band interference 

IC integrated circuit 

IM intensity modulation 

ISI inter symbol interference 

LD Laser Diode 

MZM Mach-Zenhder Modulator 



 

 

                                                                                                                                                                                     

OFDM orthogonal frequency-division multiplexing 

OLO optical local oscillator 

OSNR optical signal noise ratio 

P/S parallel-to-serial conversion 

PAPR peak-to-average power ratio 

PBS polarization-beam splitter 

PD Photodiode  

PIN-TIA transimpedance amplifier 

PMD polarization mode dispersion 

PRBS pseudo-random bit sequences 

RSO real-time sampling oscilloscope 

SSMF standard signal mode fiber 

TCM trellis-coded modulation 

TDS Time Domain-sampling Scope 

TS training symbol 

VGA variable gain amplifier 

WDM wavelength division multiplexing 

XC-OFDM cross-channel OFDM 
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